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Preface

This book, entitled “Physical and Mathematical Modeling of Earth and
Environment Processes. 3rd International Scientific School for Young Scientists,
Ishlinskii Institute for Problems in Mechanics of Russian Academy of Sciences” is
the result of a collaborative work in the frame of the youth scientific conference
held at the Ishlinskii Institute for Problems in Mechanics of RAS on November 1–3,
2017. This forum is held on a regular basis and causes great interest in the scientific
community. For the third year in a row, more than one hundred scientists have
taken part in it, two-thirds of who are young researchers.

The 3rd School, as well as the previous two, promoted to the solution of fun-
damental scientific problems arising in the study of natural processes in different
media, the impact of anthropogenic activities on the environment. Intensive
development of research in these areas is due to several factors. The widespread
introduction of computer technology has allowed beginning calculation of complex
phenomena, previously unavailable for analysis. Creation and improvement of a
new generation of geophysical instruments and remote observing systems based on
the ship, aircraft, and satellite allowed to obtain a large amount of data to objec-
tively reflect the picture of the processes. International activities including the youth
scientific schools are certainly an effective tool for exchange of information and the
organizing of interdisciplinary research of environment processes.

One of the central topics for the School is associated with the elaboration of
scientific bases of oil and gas production technologies. The creation of new
breakthrough approaches to the development of hydrocarbon fields is very
important today and requires the involvement of young minds and strength.

During all three Schools, participant’s reports were traditionally accompanied by
active discussions which lasted beyond the end of the program sessions. The most
interesting and promising areas of research were recognized in the following: the
development of geomechanical approach to solving the problems of oil and gas
production, physical and mathematical modeling of deformation and fracture of
solid media and study of their interaction on the seepage, creation effective math-
ematical models and experimental base for research of flows in complex hetero-
geneous liquids, environmental issues, the study of the anthropogenic contribution

v



to the dynamics of natural systems. As a result of the work of the third School, it
was decided to publish the most interesting reports as the book.

The book presents the results of theoretical and experimental research of pro-
cesses in the atmosphere, oceans, the lithosphere and their interaction; environ-
mental issues; problems of human impact on the environment; methods of
geophysical research. The conference papers included in the book describe the
studies on the dynamics of natural systems, the human contribution to naturally
occurring processes, laboratory modeling of these processes, and testing of new
developed physical and mathematical models.

A wide range of problems associated with the production of hydrocarbons is the
central topic of the book. A special attention is paid to the geomechanical approach
to solving these problems. An alternative to the use of hydrocarbons as a main
source of energy on the planet in the coming decades is unlikely to be found. At the
same time, the resource base of hydrocarbons is quickly depleted, and new
non-traditional sources are required. Among them, there is shale oil and gas, Arctic
hydrocarbon reserves gas hydrates, as well as oil and gas from deep horizons (more
than 5.5 km). “Deep oil” may become the most promising source of expanding the
resource base of hydrocarbons according to many experts. At the same time,
environmental problems are becoming increasingly acute, and the need arises to
create environmentally friendly technologies. The basis for the creation of such
technologies can become a geomechanical approach based on the use of a huge
reserve of elastic energy stored in a rock mass by controlling the stress–strain state
of the formation. The book includes the new results of the experimental and the-
oretical modeling deformation, destruction and filtration processes in the rocks
related to issues of creating scientific fundamentals for new hydrocarbon production
technologies. The investigation of the dependence of well stability and permeability
of rocks on the stress–strain state in conditions of high rock pressure is represented
too.

Our book

• Enriches the understanding of the geophysical processes taking place in various
environments (lithosphere, hydrosphere, atmosphere), including anthropogenic,
and promotes to the intensification of their studying.

• Includes the results of theoretical and experimental studies on the development
of the geomechanical approach to creating new technologies in the field of
hydrocarbon production based on controlling the stress–strain state in the
reservoir.

• Contains the results of recent research in the field of interactions of the litho-
sphere, atmosphere, and hydrosphere of various scales, energy exchange of the
atmosphere and the ocean, including under anthropogenic influences.

• Expands the understanding problems of providing oil and gas wells stability in the
process of their construction and operation, increasing the efficiency of hydro-
carbon production including on the ocean shelf, thereby raising the efficiency of
training specialists in oil reservoir physics.
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• Presents modern methods of research and modeling of various processes in
environment, means and ways of monitoring of natural systems, methods of
research and forecasting of natural and man-made disasters, and ways to
eliminate their consequences.

• Proposes new physical and mathematical models of processes occurring in the
environment, both natural and anthropogenic, as well as elaboration of existing
ones.

• Contains additional material for specialists working in the oil and gas industry to
expand, improve, and disseminate new acknowledgments in this field.

Program Committee of the School, which included the leading scientists on the
scientific directions of the School, has conducted peer review of the papers sub-
mitted to the book and produced a competitive selection. Ninety-eight works were
submitted. As a result of double-blind peer review, 38 papers were selected.
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The Tyrrhenian Continent Ragmentation

Al. A. Schreider1 , A. A. Schreider2(&) , and A. E. Sazhneva2

1 Research Institute of Economics and Management in Gas Industry,
NIIgazekonomika Company Ltd., Moscow, Russia

2 Institute of Oceanology, Russian Academy of Sciences, Moscow, Russia
aschr@ocean.ru

Abstract. In the geological past, there was a continental formation in the place
of the Tyrrhenian-Ligurian basin, that included Sicily, Sardinia, Corsica, and the
Apennines in the southwest of the Italian peninsula. The stretching processes led
to rifting, passing into diffuse spreading with the fragmentation of this forma-
tion. Calculation of Eulerian poles and rotation angles in the context of complex
geological and geophysical interpretation of bottom geomorphology allowed to
restore the spatial position of the axes of the initial split of the continental
formation and to describe the kinematics of the microplates of analyzed region.

Keywords: West mediterranean paleogeodynamics � Tyrrhenian continent
Euler poles

1 Introduction

The tectonic development of the western Mediterranean is inseparably linked with the
multi-scale migration and rotations of the different age microplates of the continental
and oceanic lithosphere [4, 5, 9, 13, 14, 16, 17]. Among the most important tectonic
elements of this region include the Tyrrhenian Sea surrounding are such continental
blocks as Corsica, Sardinia, Sicily and Apennine peninsula (Fig. 1). It is important to
note that the geological and geophysical data accumulated to date do not contradict
with the most diverse, sometimes mutually exclusive, paleogeodynamic constructions.

2 Tectonic Setting Peculiarities

In work [12] it is asserted that in the interval 170-67 million years ago the continental
block uniting the islands of Corsica and Sardinia (hereinafter referred as the block CS)
adjoined the Iberian Peninsula to the south of the Pyrenees. At a considerable distance
from CS Sicily was located, and still further to the east of Sicily there were fragments
of the structure of the modern Apennine peninsula. In contrast to that study, in [15] the
block of CS 140 million years ago adjoined the Iberian Peninsula to the north of the
Pyrenees. Sicily was located east of Corsica and further south of it was situated the
south-western fragment of the modern Apennine peninsula. According to the data of
[9], the rotation of the CS to its present day meridional position occurs successively for
the last 30 million years, and it was shown in [10] that this rotation takes place only in

© Springer International Publishing AG, part of Springer Nature 2018
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the last 21.5 Ma in connection with the opening of the Ligur-Provencal basin. At the
same time, according to [7, 18], this rotation was completed 13–16 million years ago.
We add to above mentioned that in [11] the Sicily movement from the central
Mediterranean in the northern direction to its current position is demonstrated in the
interval 0–35 million years.

At the same time, it remains an open question how was created the Sicily north-
eastern extremity which exists to the north-east of the southern tip of the Apennine
peninsula at the present day.

The examples show that in the literature there is no consensus on an initial geo-
graphic position of Corsica, Sardinia, Sicily, Apennines etc. To restore their possible
relative position in the present work a comprehensive paleogeodynamics analysis of the
structure of the continental blocks surrounding the basin of the Tyrrhenian Sea is
carried out. The basin located between Corsica and Sardinia in the West, Sicily in the
South and the Apennine Peninsula in the East and has a triangular shape with a total
elongation in longitudinal direction (Figs. 2 and 3). The bottom central part of the basin
lies at depths greater than 3 km. The thickness of the continental crust at the periphery
of the basin is 25–30 km and dramatically decreases toward its central part, where the
continental crust is replaced by discovered by drilling of the ocean crust of 4–5 km [4].

Fig. 1. The present day geographical position of the Apenninian peninsula (I), Corsica and
Sardinia - block CS (II) and Sicily (III) along the periphery of the Tyrrhenian Sea. The position of
the ends (points 1 and 2, 3 and 4) of the 0.95 km segments isobaths are shown, as well as the
position of the conjugate sections of the 1 km isobaths ends (points 11 and 21, 31 and 41).
Depths are in hundreds of meters according to [20].

2 Al. A. Schreider et al.



Here the consolidated crust directly overlaps by sediments of the upper Miocene –

lower Pliocene (7-4 my) in the north-west part of the Vavilov basin, or by the sedi-
mentary formations of the upper Pliocene (2-1, 8 my) in the south-east part of Marsili
basin. Note that the North Tyrrhenian basin is adjacent to Ligurian basin with bottom
depths of up to 2.8 km.

Fig. 2. Coinciding of isobaths 1 km on the slopes of the block CS and isobath 0.95 km on the
slope of the Apenninian peninsula (A) and Sicily (B). The position of points 1–4 are shown in
Fig. 1. Isobaths are in hundreds of meters by [20].

Fig. 3. A- Paleogeodynamic reconstruction of the clamping counter-slopes of the Apenninian
Peninsula and the block CS. Bold line indicates the restored portion of the zone split axis. The
position of the points 1 and 2 is shown in Fig. 1. B - Paleodepth profile before the split along the
line A–B and the docking point of isobaths at the intersection of the line A–B and restored split
axis along line 1–2. I and II are the same as in Fig. 1.

The Tyrrhenian Continent Ragmentation 3



3 Calculation of Geodynamic Parameters

In the well-known paper [8] was firstly proposed computational method for the best
combination of isobaths bounding the slopes of the continents at the edges of the
Atlantic ocean. The combination was carried out by method of trials and errors, by
minimizing the angular disagreement, measured along the Eulerian latitudes. The
methodology is illustrated the principle that the best alignment can be performed for
any of the circuits, as installed, or as expected, once constituted a single circuit. By
implementing the principle of better alignment, it is possible to achieve reunification
and rehabilitation of the primary continuity of all circuits, including isochronous,
isobath, isohypse etc.

According to the electronic Bank on the bottom bathymetry [20] built the profiles in
the direction perpendicular to the strike of the Tyrrhenian basin slopes with cross
profiles distance of 5–10 miles. Analysis of the profiles indicates that almost all of them
consist of three parts (Fig. 4). The upper (shallower than 1.5 km) and lower (deeper
2.9 km) parts of the slopes are no constant along the profile steepness. The Central part
of the slopes, enclosed in the depth interval 0.7–1.9 km, is steep and has a relatively
constant slope along each individual profile.

Sedimentation in different areas of the Tyrrhenian basin has led to them filling in
the sedimentary rocks, accompanied by decreasing angle of slopes due to sedimenta-
tion process. The sedimentation is uneven in time and space. Irregularity of it is
associated with the distribution and redistribution of areas of drift, and with sediment
slumping due to loss of stability. Instability precipitation occurs due to the accumu-
lation of a critical mass, leading to slip along the interface or inside the precipitation
along the surface of the foundation when varying the steepness of the slope. At small

Fig. 4. A - Paleogeodynamics reconstruction of clamping of the counter slopes of Sicily and
block CS. Bold line indicates the restored portion of the axis of the zone split. The position of
points 3 and 4 is shown in Fig. 1. B - Profile bottom paleorelief before the split along the line C–
D and the docking point of isobaths at the intersection of the C–D profile and line 3–4 restored
split axis. II and III are the same that in Fig. 1.
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tilt angles and, ceteris paribus, the movement of sedimentary masses down the slope
will be very low velocities.

Estimates show that in order to overcome the adhesion force between layers of
sediments (in the Tyrrhenian basin is silt, clay, loam sand) and avalanche breakdown
them down the slope with the development of considerable (up to close to 50 km/h)
velocities of sliding, ceteris paribus, the slope of the sliding surface should be less than
3° [2]. Among the reasons for initiating the precipitation from sliding down the slope,
is important impact on sediment mass exogenous (regular flow) and endogenous (e.g.,
earthquake) factors.

Based on the foregoing, in the present work, a modified method of E. Bullard was
firstly applied for the case of combining the depth contours of the Tyrrhenian sea basin
slopes. Numerous testing the connectivity of different areas different and the same
isobaths showed that the most suitable for the purposes of paleogeodynamic analysis
were portions of the isobaths in the range of 0.7–1.9 km.

In the depth interval 0.8–1.5 km the continental slope is steepest (the average angle
of the slope surface greater than 100) and, using the information above about the nature
of the sedimentary strata slipping, having the small thickness of sediments (or even
completely devoid of them). On this basis, using a modified methodology E. Bullard
joined us plots (Fig. 5) the 1 km isobaths on the slope of Sardinia and Corsica and
0.95 km, on the slopes of Sicily and the Apennine peninsula. Calculations of the Euler
poles and rotation angles was carried out according to programs incorporated in the
software environment, Global Mapper [6] and the principles which are set out in the
works [3, 6]. In recent years, in the work [6] develops a methodology of automated
selection conjugate plots of depth contours using statistical estimates of the extent of
their connectivity.

Fig. 5. Paleogeodynamic reconstruction of the Tyrrhenian continent. The lines in bold show the
recovered split axis of the continent stretching areas. Designations I–III and the position of the
points 1–4 are shown in Fig. 1.
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4 Configuration of the Split Axis

According to the calculations at the position of the Euler poles of finite rotation
coordinates 45.28° N 12.65° W manages North of 40° N for about 300 km to get a
good combination isobath 0.95 km (section between points 1 and 2 in Fig. 1) the
Western slope of the Apennine Peninsula and 1 km isobath (the area between the
points 11 and 21 in Fig. 1) the Eastern slope of the block CS with an error in points of
digitization �8.7 km (16 points calculation). The module of the angle of rotation made
28.79° � 0.7°. The results of the docking of the isobaths are given in Fig. 2A

At the position of the Euler poles of finite rotation coordinates 50.45° N 14.76° W
manages the North 390 North latitude. over 100 km (the section between points 3 and 4
in Fig. 1) get a very good alignment of 0.95 km isobath of the Northern slope of Sicily
and the 1 km isobath (the area between points 31 and 41 in Fig. 1) South slope block
CS with an error in points of digitization �5.4 km (8 points calculation). The module
of the angle of rotation made 23.57° � 0.4°. The results of docking the isobaths shown
in Fig. 2.

Under the proposed approach, the combined plots of depth contours 1 km from the
side of block KS and 0.95 km from the Apennine Peninsula (Fig. 3A) and from the
side of Sicily (Fig. 4A) allow us to restore the planned configuration of the axes of the
zones of continental rifting, which was the consequence of the processes of stretching.
Docking of isobaths discussed above allows us to represent the profiles of the upper
surface of the neck stretching of the continental crust immediately prior to rupture of
the lithosphere and the initialization is split between the Apennine Peninsula and block
CS (Fig. 3B), as well as Sicily and CS (Fig. 4B). These profiles show that the region of
stretching in both cases had a width of over 150 km, and was more steep in the
direction of the CS in the first case and in the direction of Sicily in the second.

The experimental data obtained are important for the recovery of process param-
eters of the rupture of the continental crust during rifting of the lithosphere in the
Western Mediterranean. Splits the continental lithosphere in rifts could occur according
to the scheme of Wernicke [19]. Listric quasilinear with sloping fault that separates the
plates and reaches the surface, forming a separation zone “hanging” plate from the
“underlying”.

The result of the paleogeodynamic reconstruction is to restore the split axis of the
chipping peripheral areas of the CS block from the Apenninian peninsula and from
Sicily. An important factor of reconstruction is the difference of the abutting 0.05 km
the latter fact probably reflects the circumstance of sliding along the lithospheric fault
plane and downgliding in the process of stretching peripheral areas of the continental
crust CS from the peripheral regions of Sicily and the Apennines in accordance with
modification Schreider [6] scheme of Wernicke [19].

5 Paleogeodynamics of the Tyrrhenian Continent Split

Integrated geophysical analysis of available materials shows that paleogeodynamics
evolution of the Western Mediterranean resulted in the formation of the Miocene
continental array in place of the modern Tyrrhenian sea. Calculations of the Euler poles
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and rotation angles for the first time allowed to restore the position of the split axis of
the stretched zone between the CS and the Apennines (Fig. 3) and the other split axis of
the stretched zone between the CS and Sicily (Fig. 4). Joint analysis of two indepen-
dent reconstructions allowed for the first time to make a general reconstruction of the
Tyrrhenian continent (Fig. 5), which initially consisted of the Islands of Corsica,
Sardinia, Sicily, parts of the Apennine peninsula. In the process of its destruction
formed the basin of the Tyrrhenian sea - the youngest in the Western Mediterranean
basins. Basin began to develop [5, 14, 17] in the late Miocene, about 9 million years
ago when continental destruction has led to the emergence of the deep Vavilov basin.
The pool continued to evolve until the turn of 4 million years ago, and after a break of 2
million years to the South-East it occurred the opening of the Marsili basin [4, 5],
development of which is still ongoing. The sea floor spreading in the Tyrrhenian sea
was diffuse [1, 5, 14, 17] and spread from North-West to South-East in several areas,
which has created an extremely complex structure closed at present, precipitation of the
consolidated crust in the form of horst and grabens, superimposed on the under crust.
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by the Russian Foundation for Basic Research Project № 17-05-00075.
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Abstract. The effect of slopes created by long waves on the resonance
backscattering of microwave radio waves analyzed. The analysis is carried out
within the framework of the Gaussian model of slopes distribution. The polar-
ization ratio increases by approximately 10% as the wind speed increases up to
5 m/s if the sounding is performed along the direction of wind. If the sensing is
accomplished across the direction of wind, as the wind speed tends to 5 m/s the
polarization ratio increases to approximately 6%. The effect of the presence of
long waves weakly depends on the incidence angle.

Keywords: Remote sensing � The microwave radiation � Resonance scattering
Polarization ratio � Sea surface � Long waves

1 Introduction

The number of oceanographic spaceborne microwave sensors is continuously growing.
Expands the range of parameters determined on the basis of data of remote sensing of
the ocean. All this requires a detailed understanding of the characteristics of electro-
magnetic fields scattered by sea surface.

Models of the normalized radar cross-section of sea surface at incidence angles
between 25° and 70° are usually treated as resonant (Bragg) scattering mechanism [1].
The resonance condition relates the wave number of radio wave and surface wave [2]

KR ¼ 2k sin h; ð1Þ

where KR is the wave number of surface resonance waves, k is the radar wave number,
h is the incidence angle.

If the resonant waves propagate along the flat surface, the normalized radar
cross-section is proportional to the surface elevation spectrum at the resonance wave
number [3, 4]

r0pp ¼ 8pk4 Gpp hð Þ�� ��2 W ~KR
� �þW �~KR

� �� �
; ð2Þ

where pp is the polarization (the first index corresponds to emitted wave, the second

one does to be received), Gpp hð Þ�� ��2 is the polarization dependent reflection coefficient,
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W ~KR
� �

is the two-dimensional (Cartesian) wave-number spectrum of sea surface dis-
placement. Resonance scattering of radio waves create surface waves traveling along
the direction of sensing in forward or reverse direction. In this case, the polarization
ratio

R0 k; hð Þ ¼ r0HH k; hð Þ=r0VV k; hð Þ ð3Þ

is described by the expression

R0 k; hð Þ ¼ GHH hð Þj j2= GVV hð Þj j2: ð4Þ

It should be noted that the polarization ratio (4) does not depend on the level of the
sea surface roughness. This gives a fundamental possibility of remote determination of
physical and chemical characteristics (temperature, salinity) of sea water. The presence
on the sea surface waves longer than resonant waves modifies expression (2) [5].
Resonant waves propagate along the curved surface. The local incidence angle h
changes. As the result, the resonance condition (1) changes as well as the value of the
spectrum W ~KR

� �
changes. Accordingly, the polarization ratio changes.

The main objective of this work is an analysis of the impact of long surface waves
on polarization ratio. Long waves are waves with lengths much greater than the length
of resonant waves.

2 Normalized Radar Cross-Section in the Presence
of Long Waves

We assume that the size of radar spot on sea surface significantly exceeds the size of
long waves. In this case, the effect of long waves on the backscattered signal can be
taken into account by averaging expression (2) over the entire range of their slopes.
Within the frame of the two-scale model, where resonant waves superposed on longer
tilting waves in [3] obtained

rLpp ¼ 8pk4
Z
Gpp h; dð Þ�� ��2 W ~KR

� �þW �~KR
� �� �

P nx; ny
� �

dnxdny; ð5Þ

where d is the out-of-plane tilt angle, nx and ny are orthogonal components of sea
surface slope, P nx; ny

� �
is the two-dimensional probability density function of slopes.

Physically (5) is the averaging with the weight being proportional to P nx; ny
� �

(the
expected tilt of long waves).

The slopes n and their angles b are related by the nonlinear expression

n ¼ tan b: ð6Þ

Usually it was assumed that the slopes are small and one can use approximation n � b.
An analysis of the errors associated with this approximation was carried out in [6].
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It was shown that the variance slopes is of 8% higher than the variance of angles. The
discrepancies for the higher statistical moments are higher. As a consequence, the
probability density function of slopes, which is described using the Gram-Charlier series
[7], differs significantly from the probability density function of angles.

We use a model in which the approximation n � b is not used. This model has the
form

rLpp ¼
Z
r0pp k; h� b"; a

� �
P b"
� �

db"; ð7Þ

where b" is the angle of inclination of the sea surface in the direction of sounding, a is
azimuth angle. To realize averaging (7), the spectrum of sea surface elevation repre-
sented as an explicit function of the incidence angle is required. The transition is carried
out by using the normalization condition. According to this condition, the integral of
the evaluation spectrum of elevations in all its variables is equal to the variance of
elevations. In final form (6) received [5]

rLpp ¼ 2pk2
Z
Gpp hb

� ��� ��2 S 2k sin hb
� �

sin hb cos hb
H k2 sin hb; a
� �

P b"
� �

db"; ð8Þ

where hb ¼ h� b", S is the one-dimensional wave-number spectrum of the sea surface
displacement, H is the directional spreading function. The function H describes the
angular distribution of wave energy. This function satisfies the normalization conditionR p
�p H að Þda ¼ 1.

In the general form, the coefficient Gpp hð Þ�� ��2 depends on the relative dielectric
constant of sea water. If the sounding is carried out in the centimeter range of the radio
wave, we can use the simplified form proposed in the paper [8]. A simplified form is
obtained under the assumption that the dielectric constant of sea water be equal to 81.
For the vertical VV and horizontal HH polarizations, the coefficients GVV hð Þj j2 and
GHH hð Þj j2 have the forms

GVV hð Þj j2 ¼ cos4 h 1þ sin2 h
� �2

cos hþ 0:111ð Þ4 ; ð9Þ

GHH hð Þj j2 ¼ cos4 h

0:111 cos hþ 1ð Þ4 : ð10Þ

We assume that long compared to resonance waves are longer than 20 cm. It is
usually assumed that waves are long, if their length is 3–4 times greater than the length
of the sensing radio waves. According to [9, 10], the variance of the slopes generated
by these waves is approximately 1/3 of the total variance of slopes. Up/down wind
D nuð Þ and crosswind D ncð Þ variance of slopes were determined from optical mea-
surements [11]
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D nuð Þ ¼ 0:000þ 0:00316W � 0:004; ð11Þ
D ncð Þ ¼ 0:003þ 0:00192W � 0:002; ð12Þ

where W is wind speed at a height 10 m. Variances of slopes and angles are related as
D bð Þ ¼ 0:92D nð Þ [6]. Here and further, the indices “u” and “c” correspond to direc-
tions up/down and cross wind. If the expression applies to both up/down and cross
wind components of the slopes, the subscript is missing.

The wind speed dependences for standard deviation angles b (rms(b)) obtained in
this way are shown in Fig. 1. The same figure shows the similar dependence, obtained
according to measurements of wind speed and direction from the NASA Scatterometer
and ocean reflectance from the POLDER (POLarization and Directionality of the Earth
Reflectances) multi-directional radiometer [12].

We introduce the non-dimensional parameter

vpp h;Wð Þ ¼ rLpp=r
0
pp ð13Þ

which describes influence of long waves on normalized radar cross-section. We also
assume that the angles b have a Gaussian distribution. The dependence of the
parameter vpp on the incidence angle is shown in Fig. 2.

The dependencies vpp ¼ vpp hð Þ shown in Fig. 2 are constructed for three wind
speeds. It can be seen that the effect of slopes produced by long waves is more
pronounced on vertical polarization than on horizontal polarization.

Fig. 1. The dependence for standard deviation angles rms(b) on wind speed W. Curve 1 is
constructed according to [11], curve 2 – according to [12]
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3 Polarization Ratio in the Presence of Long Waves

In the presence of long waves the polarization ratio can be represented in the form

RL ¼ rLHH
rLVV

¼
R

GHH hb
� ��� ��2 S 2k sin hbð Þ

sin hb cos hb
H k2 sin hb; a
� �

P b"
� �

db"R
GVV hb

� ��� ��2 S 2k sin hbð Þ
sin hb cos hb

H k2 sin hb; a
� �

P b"
� �

db"
: ð14Þ

Polarization ratios (14) predicted by multiscale composite models based on the
resonance theory scattering models that include the effects of long-wave tilt.

Directional spreading function is the narrowest on the scale of the dominant waves
[13]. As the wave number increases, it expands. In the range of gravity-capillary waves
the angular distribution of wave energy become isotropic. This suggests that the change
in the length of the resonant waves do not lead to significant changes in the function of
angular distribution and we can eliminate the function H 2k sin hb; a

� �
in (14).

Fig. 2. The dependence of radar cross-section vpp on wind speed W
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Graphs on Fig. 3 are obtained within assumption that waves of the gravitational-
capillary range are resonant. According to [14], in this range the spectrum of surface
waves is approximated by the dependence

S Kð Þ � K�3: ð15Þ

In order to quantify the change in the polarization ratio with the change in wind
speed, we investigate the parameter

w h;Wð Þ ¼ RL=R0; ð16Þ

Fig. 3. The dependence of the polarization ratio RL on the angle of incidence h and the wind
speed W

Fig. 4. The dependence of the parameter w on the angle of incidence h and wind speedW
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where R0 ¼ r0HH=r
0
VV . The parameter w describes the change in polarization relations

compared to the situation when the resonance waves propagate along the flat surface.
How the parameter w changes when the wind speed or the incidence angle change is
shown in Fig. 4.

4 Conclusion

An analysis of the effect of long surface waves on the field of backscattered radio
waves, when sounding the sea surface in the microwave range is made. The situation is
considered when resonant scattering is the dominant mechanism of creating a scattered
field. The calculations were performed for incidence angles from 35° to 60°. With wind
speed increasing at 5 m/s, the polarization ratio increases by approximately 10% if the
sounding is performed along the wind direction. If the sounding is performed across the
wind direction, then with wind speed increase at 5 m/s, the polarization ratio is
increased approximately on 6%. The effect of the presence of long waves weakly
depends on the incidence angle.

Acknowledgements. This work was carried out in the context of the State project №
0827-2014-0011.
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Abstract. This paper presents a review of existing methods and sorbents for
elimination of hydrocarbons spills from the water surface. The characteristics
and operating principles of the existing devices are described. Experimental
study of the sorption capacity of various substances and the usage of these
substances for the elimination of hydrocarbon contamination of water surface
are made. The measurements have shown that raw sheep’s wool absorbs at least
6 times its weight in oil and other hydrocarbons. The sample of the device for
liquidation of hydrocarbons spills on the surface of water is designed. The
designed device can be used to eliminate surface spills of various hydrocarbons
on water objects in two modes: from a board of surface craft and from
waterfront.

Keywords: Sorption capacity � Sorption � Hydrocarbons � Sheep’s wool
Fluorescent diagnostics

1 Introduction

Currently, one of the greatest dangers to the ecological stability of water basins is posed
by spills of oil and products of its processing. The volume of oil emergency discharges
is intimidatingly high and reaches a critical value in the human-induced disasters
(tanker wrecks, oil field accidents, pipelines ruptures) (see Table 1).

The oil spills in the coastline waters have the most significant destructive impact on
ecosystems. The consequences of these disasters affect aquatic life, flora and fauna of
the coastal zone. To restore ecological communities in such areas a long time (decades)
and large financial injections are required [1, 2]. Only in Russia due to emergency
situations and non-compliance with technological discipline, loss of oil and oil prod-
ucts annually reaches up to 5 million tons.

The study of methods for localization and liquidation of oil spills requires special
attention and development of an additional complex of measures for collection and
recovery of hydrocarbons thrown in the environment to mitigate the possible negative
impacts.

In this work, a review of existing methods and sorbents for the elimination of
hydrocarbons from the water surface is performed, the characteristics and operating
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principles of the existing devices are described. The authors carried out experimental
study of the sorption capacity of different materials in relation to oil products and water,
and applicability for liquidation of pollution of water surface with hydrocarbons.
Sheep’s wool is proposed for usage as a sorbent, as this material absorbs minimum 6
times their weight in oil and other hydrocarbons (diesel fuel, aviation and sunflower
oil); a device to assemble liquid hydrocarbons (oil, diesel fuel, etc.) from the water
surface is designed and its laboratory tests are undertaken.

2 Sorbents and Devices for Water Surface Purification

2.1 Sorbents for Water Surface Purification Review

There are several methods for liquidation of oil pollution of waters. Conventionally, the
process can be divided into two stages: the localization of the spill, and then its

Table 1. Oil spills in history [3].

Location of the spill Year Vessel/source of spill Volume of spill, 103

tons

Gulf of Mexico 2010 Deepwater Horizon, platform up to 800
Kerch Strait 2007 Volgoneft-139 2
Arabian Sea 2003 Tasman Spirit 60
Coast of the Philippines 2002 Solar 1 1,8
Bay of Biscay 2002 Prestige 64
Gulf of Aden 2002 Limburg 300
Guanabara Bay 2000 Petrobras pipeline up to 1000
Atlantic coast of Angola 1991 ABT Summer 260
Ligurian Sea 1991 M/T Haven 0,2
Kuwait coast 1990 Oil deposit terminal up to 1500
Alaska coast 1989 Exxon Valdez 40
New Scotland coast
(Canada)

1988 Odyssey 0,2

Indian Ocean, RSA coast 1983 Castillo de Bellver 252
Persian Gulf 1983 Nowruz, platform 250
Gulf of Mexico 1980 Ixtoc I, platform 467
Ionian Sea 1980 Irenes Serenade 20
Caribbean Sea 1979 Atlantic Empress and Aegean

Captain
290

Atlantic coast of France 1978 Amoco Cadiz 223
Gulf of Oman 1972 Sea Star and Horta Barbosa 115
Seven Stones Reef,
Scilly Isles

1967 Torrey Canyon 119
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amassment and disposal. The most widely used method is the mechanical collection of
oil products after spill localization with the booms, which provide sufficient oil-layer
thickness for the efficient collection. Spill spot, surrounded by oil booms, may be towed
to a safer location which is also more comfortable to work [4]. Along with the
mechanical method, thermal method of elimination (oil combustion) is widely used, but
its scope is limited to a short period of time directly after the accident – when the oil
layer has sufficient thickness and before the formation of water-oil emulsions (Fig. 2).

Physico-chemical method is based on the use of dispersants and sorbents and is
implied when mechanical oil collection is impossible (at small layer thickness, in the
presence of an immediate threat to ecologically vulnerable areas). With the use of
dispersants natural dispersion of oil is activated to facilitate its removal from the water
surface. Sorbents gather oil and form clumps that can be mechanically removed. The
most delicate water purification is conducted by biological method: specific microor-
ganisms process oil and oil products [5]. This method is often used after the applica-
bility of physico-chemical, mechanical and other methods have already been
exhausted. Nowadays nearly two hundreds of sorbents are produced and used for oil
spill liquidation in the whole world. The sorbents can be attributed to four basic types:
synthetic, inorganic, mineral-organic and organic. The efficiency and quality of the
sorbents is determined by the basic characteristics: capacity to absorb oil, degree of
hydrophobicity, buoyancy after the sorption, the ability for oil desorption, the avail-
ability of mechanisms for regeneration or disposal of the sorbent.

The experimental studies of sorption capacity andother properties of variousmaterials
in relation to oil products are performed, on prospect to use for the elimination of water
surface pollution with hydrocarbons [6]. Table 2 shows that the following types of sor-
bents are presented on offer: sorbents of mineral origin (inorganic and mineral-organic),

Table 2. Basic characteristics of commercial sorbents.

Sorbent material Capacity to
absorb oil *,
kg/kg

Capacity to
absorb water,
kg/kg

Oil
desorption
rate, %

Admission to
absorb 1 ton of
oil, kg/ton

Polypropylene
(fiber)

13–25 3–6 70–80 40

Carbamide foam
plastic

40–60 5–10 60–80 25–30

Urea-formaldehyde
resin

30–50 4,6–10,0 70–80 33

Vermiculite 8–12 2–17 – 100–120
Turf 6–7 1,6 0 110
Moss 2–8 2 10–25 213
Graphite 40–60 0,2 – 25–30
Wool 6–9 1–4 65–80 150–270
Cellulose 7–9 5–7 – 100–200
Bacteria 5–10 – – 200

* – According to the manufacturers
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of animal or vegetable origin (organic and mineral-organic), synthetic and polymer sor-
bents (synthetic) [7].

In the conducted experiments it is revealed that 1 g of untreated sheep’s wool
provides to absorb 6 g of oil and other hydrocarbons (diesel fuel, sunflower oil).
Consecutive images of the process of absorption of oil and the graph of sorption
dynamics are presented in Fig. 1 (oil volume on the surface Vo ¼ 50 ml).

After placing the fixed quantity of sorbent material on the surface of the water (in
the experiment illustrated in Fig. 1a and b mw ¼ 2 g of natural sheep’s wool), the
sorption process disrupts the uniformity of thickness of the free surface oil patch.

The deposition of the sorbent on the surface of the two-layer oil-water system leads
to the formation of flows and currents, under the action of which the distribution of the

a b

c

Fig. 1. Patterns of distribution of the portion of the contaminant on the water surface in presence
of sorbent (Vo ¼ 50 ml, mw ¼ 2 g): (a) t = 0 s; (b) t = 600 s; (c) dynamics of relative area
occupied with oil patch.
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contaminating admixture changes, the shape of the oil spot on the surface changes. The
evolution of the sorption process leads to a significant change in shape of the surface oil
patch, it gets split into separate fragments. With time and exhaustion of the sorption
capacity of the material (or rather its parts located in direct contact with the
admixture/contaminant) a stationary pattern of distribution of the remaining portion of
the contaminant on the surface is formed (Fig. 1b).

Oil droplets are detached from the initial patch. The observed velocity of droplets
allows to evaluate the velocities of currents induced by sorption. In the sorption process
the velocities of several detached drops of oil are estimated. The calculated values of
the displacement velocities for the selected drops are shown in Fig. 2. It should be
mentioned that individual droplets have different sizes (visible transverse size of the
drops from 0.6 up to 3.3 mm).

Due to the hydrophobic properties and low density sheep’s wool together with the
absorbed substance is not immersed in the water depth, and therefore such sorbent can
be easily removed from water surface mechanically. Thus, it is proposed to use rela-
tively cheap raw material (sheep’s wool which is partly destroyed by farmers along
with other waste) as a sorbent. Wool is hydrophobic, resulting in little water sorption,
and has a high sorption coefficient for pure hydrocarbons and their water emulsions.
The captured oil is firmly associated with fibers of wool; the resulting compact volume
can be easily mechanically extracted from the water surface.

2.2 Existing Devices for Water Surface Purification Analysis

The development and improvement of technical means for removal of water surface oil
pollution have long engaged in the Russian and international institutions and

Fig. 2. Oil droplets measured displacement velocities in the sorption-induced currents.
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commercial companies. For the elimination of oil spills various designs of collecting
devices are used (most consist of a combination of different devices for hydrocarbons
collecting).

Skimmers are designed for oil collection from water surface. Depending on the type
and quantity of spilled oil and weather conditions different types of skimmers (design
and operation principles) are effectuated. Oil-collecting devices are classified according
to the method of movement or mounting principles: stationary mounted; self-propelled;
portable or towed at various floating crafts. The principles of action are: threshold (the
flow of the fluid surface layer through the barrier in a container with a lower liquid
level), oleophilic (these skimmers is based on the ability of certain materials to expose
the oil and oil products coating), hydrodynamical and vacuum.

Another device for removing oil from the water surface is the so-called rope-mop. It
consists of an oil absorbent belt, which is made of polyurethane strands stretched as a
circumferential pile in the radial direction through the suspension cable. The absorbent
belt passes between two rotating rollers that squeeze the oil and it is drained into the
tray from which it is pumped into the separate reservoir [8]. Other known device for
removal of oil and oil products from the water or earth surface is a mat of oil adsorbent
material [9]. Glass wool fibers coated with a mixture of silica and starch is used as an
adsorbent material. Disadvantages of the device are the low adsorptive capacity and
required high qualification to operate with the wool fibers system securely, which
reduces performance.

The other known method of water and soil surface cleaning from petroleum
products contamination assumes the implementation of devices made in the form of a
cotton-comprising sorbent mat, the outer side of which is covered with a thin layer of
transformer or machine oil [10]. The sorbent layer in the mat is fixed between the layers
of synthetic or rare netting cotton fabric or cotton mesh. The distance between the
threads of the fabric or the size of cells must be less than size of sorbent particles. The
disadvantage of this device is the low adsorptive capacity. In addition, cotton is easily
moisturized and mats are immersing down the water surface, before the oil sorption
capacity is exhausted.

There also exists a device for removal of oil and oil products from water surface,
comprising a rotating drum with a hydrophobic surface and the surrounding system for
the removal and collection of the product [11]. The disadvantage of this device is a
significant influence of ambient temperature on the performance of the device, – as
when it is operating at night, in the cold autumn and spring periods and during winter, –
due to the increase of the oil product viscosity the absorptive capacity of the
hydrophobic shell is reduced, which reduces the device performance.

Also, for liquidation of oil spills, a device containing an outer shell of wool felt,
which surrounds a core of finely divided dried pine bark, is used [12]. A disadvantage
of the device is the low adsorptive capacity.
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3 Preliminary Sample of the Device for Collecting Liquid
Hydrocarbons from the Water Surface

As a result of the conducted experiments, the preliminary sample of the device for
collecting liquid hydrocarbons from the water surface is developed. The device can be
applied to eliminate various surface hydrocarbon spills on water objects. Features and
advantages of the announced device are explained by the example of the implemen-
tation and illustration, which schematically shows a general view of the device (Fig. 3).

A device for separating from the water and collecting liquid hydrocarbons includes
a frame made of hollow elements or mesh 1, filled with natural sheep’s wool 2 (washed
or unwashed). The frame can be made of various geometric shapes in the form of a mat
in the form of a rectangular parallelepiped (as shown in Fig. 3) or any other. The
amount of wool 2 is separated by a waterproof barrier 3, located perpendicular to the
direction of the smallest size of the frame [13].

Waterproof barrier can be made of polyethylene or fluoroplastic, the outer frame of
the device is made removable. In one part of the device, separated by the barrier,
cellulose fiber can be supplemented in an amount of from 10 to 70% of the wool volume.
Properties of wool – its hydrophobicity and high sorption ability to hydrocarbons,
including mixtures with water and even emulsions – serve as a basis for the use of wool
as a sorbent for elimination of pollution by oil and oil products.

Fig. 3. Preliminary sample of the device for collecting liquid hydrocarbons from the water
surface: (a) – scheme, (b) – photo.

Table 3. Basic technical parameters of the device for collecting liquid hydrocarbons.

Overall dimensions, m 0,4 � 0,8
Mass of item, g 515 ± 36
Mass of basic sorbent, g 320 ± 21
Mass of supplementary sorbent, g 33 ± 5
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The partition of the volume of wool in the device by the barrier perpendicular to the
direction of the smallest size of the frame, aimed to the thorough use of the fibers
volume in the process of sorption of hydrocarbons. The consistent use of the device
from different sides eliminates the water sorption by the entire volume of sorbent,
which increases the buoyancy of the device and its efficiency after flipping (Table 3).

In particular cases, to improve the efficiency of collecting liquid hydrocarbons, it is
advisable to add cellulose fiber to the basic sorbent (sheep’s wool). The cellulose fiber
has a greater sorption capacity (cellulose fiber absorbs up to 9–10 times its weight in
hydrocarbons). Along with the increase in the sorption capacity the supplementation of
cellulose fibers extends the temperature range of the device application, as water infil-
trated into the capillaries of the cellulose fibers, freezes at temperatures significantly
below 0 °C. The design of the device including removable frame reduces consumption
of materials, which are not directly involved in the process of water purification,
facilitates and optimizes the processes of device storage and transportation.

Advantage of the developed device for collecting liquid hydrocarbons from the
water surface is the possibility of multiple (up to three times) use: after filling the frame
cells with hydrocarbons the device can be removed from the contaminated water
surface, and then put back to operation after the removal of the collected contaminant
material (oils, petroleum products, etc.), for example, by pressing.

The device can be used, depending on the conditions of the occurred pollution, as a
mat placed on the water surface or partially submerged barrier or screen. The unit
dimensions allow to reduce the flow of pollutants in outer area, when used as a barrier
or screen to outline the tainted region.

Such devices could be used for cleaning and removing oil-containing liquids, when
heavy equipment is not recommended to use, or in conjunction with it for increasing
the purification rate. The device provides the possibility of operation in two modes:
from a board of surface craft and from waterfront. Also, the developed device can be
used as a preventive measure for potentially hazardous facilities: tank farms, transport
companies, companies for air and sea transportation and any industry which is asso-
ciated with the use of liquid hydrocarbons, accompanied by risks of potential leaks and
spills. The cycle of the device usage allows removal of the collected contaminant
material and repetitive use (at least three times).

The staple advantage of the developed device for collecting liquid hydrocarbons
from the water surface is relatively low cost and environmental safety of its use, as well
as the possibility of multiple (up to three times) use.

4 The Tests of the Developed Device for Collecting Liquid
Hydrocarbons (Oil, Diesel Fuel, etc.) from the Water
Surface in Laboratory Conditions

4.1 Measurements of the Hydrocarbon Sorption Capacity of the Device

The procedure of measurement of the sorption capacity of the device (mat) in relation
to the hydrocarbons includes placement of mat on the surface of liquid hydrocarbons in
a reservoir. The exposure time of the mat in the reservoir with hydrocarbons on each
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side was 10 min. Thereafter the mat was removed and weighed. The sorption capacity
coefficient in relation to hydrocarbons have been determined by the formula:

Ksorb ¼ msorb=minit ð1Þ

where msorb is the mass of the absorbed substances (petroleum, oils, diesel fuel), minit is
the initial mass of the mat, which is calculated from a simple ratio msorb ¼ M �minit in
which M is the total mass of the mat together with the collected substance. Table 4
presents the values of the sorption capacity coefficient in relation to hydrocarbons for
the tested samples.

4.2 Measurements of the Water Sorption Capacity of the Device

To determine the coefficient of water sorption samples the device of different sizes,
each of the mats was weighed and placed in an inflatable reservoir half-filled with water
(water volume 4800 L). The exposure time of each mat was 60 min. Then the samples
are removed, weighed and the coefficient of water absorption is calculated based on the
obtained data:

Kwater ¼ Mw=Minit ð2Þ

where Minit is the initial mass of the sample (mat), Mw ¼ Msorb �Minit is the mass of
absorbed water, Msorb is the total mass of the sample with water.

4.3 Evaluation of the Results of Hydrocarbons Collecting
by the Developed Device

For the analysis of water samples taken at various stages of the process of water
purification from oil pollution the method developed in the laboratory of “Laser
spectroscopy of water media and laser biophotonics” of the M.V. Lomonosov Moscow
State University is used. The method is based on the procedure of normalization of the
oil and oil products fluorescence intensity to the intensity of the spectral band of Raman
(combination) scattering of light by molecules of the media – in our case, hexane or
water [14, 15]. The results of the purification rate measurements are presented in
Table 5.

Determination of the residual oil concentration is carried out to assess the efficiency
of waters purification from oil pollution and also to study the sorbent properties [15, 16].

In most practically important situations, the required parameter to measure is the
amount of oil and other hydrocarbons remaining in the water after cleaning by every
particular sorbent. The sorption capacity measurements (see formula (1)) can be com-
promised by the additional substances absorbed along with the hydrocarbons in

Table 4. Sorption capacity coefficient for the tested samples.

Sunflower oil Aviation oil Diesel fuel (summer) Oil

7,4 6,9 4,9 7,7
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uncontrolled proportions. This parameter (amount of remaining oil and other hydrocar-
bons) can be measured more accurately.

A laboratory experiment allows to use as a reference the same admixture which the
water is contaminated with before the beginning of the purification process. The
technique is called the method of internal mark, and can significantly improve
the accuracy of fluorescence measurements and to represent the fluorescence intensity
in unified quantities. The experiments have shown a high sensitivity of the method and
the ability to provide acceptable measurement accuracy due to the application of the
procedure of normalization.

In field conditions the exact type of hydrocarbon pollution has hit water masses and
how the properties of an admixture have changed during the contact with water. The
favorable situation for the concentration evaluation (to know the precise type and
composition of admixture/contaminant) occurs very rarely, so in every particular case a
specific choice of the calibration parameters is required.

5 Conclusions

The experimental studies of the sorption capacity of various sorbents and their appli-
cability for the elimination of pollution of the water surface by hydrocarbons are made.
The following materials are studied as sorbents: sheep’s wool, cellulose fiber, peat,
biological product “DOP-UNI”, as hydrocarbons crude oil, diesel fuel, aviation and
sunflower oil are used.

It is found experimentally that raw sheep’s wool absorbs at least 6 times its weight
in oil and other hydrocarbons (diesel fuel, aviation and sunflower oil). The preliminary
sample of device for collecting liquid hydrocarbons from the water surface that can be
applied to eliminate surface spills of various hydrocarbons on water objects is
developed.

During the preliminary testing of the sample device for collecting liquid hydro-
carbons (oil, diesel fuel, etc.) with surface water under laboratory conditions, it is
shown that the sample effectively collects hydrocarbon contamination from the water
surface due to the high sorption capacity of wool and its hydrophobicity. The device
can be successfully used to eliminate surface spills of various hydrocarbons on water
objects in two modes: from a board of surface craft and from waterfront [13].

Table 5. The results of the purification rate measurements by the extraction method.

Type of contaminant/admixture Initial concentration, mg/l Purification rate, %

Diesel fuel (summer) 25,4 35
41,0 36

Diesel fuel (winter) 12,8 40
20,6 37

Siberian Light oil 20,2 55
32,3 74
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The main advantages of the developed device for collecting liquid hydrocarbons
from the water surface are relatively low prime cost and environmental safety of its
usage.
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Abstract. The hydrodynamic regime of the seas and oceans plays an important
role for mankind’s economic activity and the formation of the Earth’s climate.
Internal waves are observed everywhere in the ocean and permeate all of its
thickness, and therefore are an important component of hydrodynamics of water
masses. Internal waves have a great importance for solving a number of applied
problems, such as underwater navigation, transportation and extraction of
hydrocarbons, hydraulic engineering, fishing, as well as for biology, sedimen-
tation and optics of the ocean. The purpose of the investigation is to study the
influence of various hydrological conditions of the northern and southern seas of
Russia on the formation of modes of internal waves and their comparison with
ocean conditions by the example of the hydrological situation of the central
Atlantic.

Keywords: Internal waves � Kinematic characteristics � Dispersion curves
Underwater navigation

1 Introduction

Internal waves investigation interest arose during the heyday of oceanology in the 70’s.
XX century., At the same time, basic mathematical models, describing the dynamics of
internal waves, were derived, from which the theoretical directions of investigations of
internal waves originate. Recent years, due to the rapid development of information
technology mathematical modeling and instruments for measuring the parameters of
the marine environment, classical models receive a new tool base for development.

Waves have a wide frequency range of existence - from the inertial frequency to the
Väisälä-Brent frequency. Hydrological conditions have an exceptional influence on the
formation of various modes of existence of internal waves. Thus, the main issue of this
work is how the hydrological conditions of different parts of the World Ocean affect the
lengths and periods of internal waves.

The following tasks were accomplished:

1. Software development based on the equations of hydrodynamics, which allows to
calculate the kinematic characteristics and to construct the modal composition of
internal waves directly in the expeditionary conditions on board the vessel.
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2. Investigation of the average long-term and inter-seasonal variability of the hydro-
logical conditions for the formation of internal waves in the Barents and the Black
Seas, comparison of the conditions of the northern (Barents) and southern (Black)
seas of Russia with the conditions of the central part of the Atlantic Ocean.

3. Approbation of the developed methods and reconstruction of the vertical density
profile by surface manifestations of internal waves.

2 The Mathematical Statement of the Problem

Free internal waves are investigated within the framework of continuously stratified sea
and in the presence of horizontal density diffusion. Equations and boundary conditions
describing the dynamics of internal waves in a dimensionless form, with allowance for
the “hard cover” approximation, in the case of an ideal fluid are described in [1–3].

@V
@t

¼ � 1
q0

rpþF divV ¼ 0; ð1Þ

@p
@t

þ dq0
dz

vz ¼ 0 ð2Þ

vz ¼ 0when z ¼ �1; vz ¼ 0when z ¼ 0; ð3Þ

where the dimensionless values are related to the dimensional values as:

x; y; z; kð Þ ¼ ðx; y; z; kÞ H; t; r; fð Þ ¼
ffiffiffiffiffiffiffiffiffi

H=g
p

t; r; f
� �

; ð4Þ

Here V¼ vx; vy; vz
� �

- velocity vector of wave perturbations. F ¼ fvy;�fvx;
�

�q=q0g - body forces vector, p; q - wave perturbations of pressure and density,
respectively; f ¼ 2X sinu - Coriolis parameter; X - angular velocity of rotation of the
Earth; u - the latitude; g - acceleration of gravity; r - wave frequency; k - horizontal
wave number.

The solution of the homogeneous boundary value problem (1)–(3) can be repre-
sented in the form:

vx; vy; vz; p; q
� � ¼ UðzÞ;VðzÞ;WðzÞ;PðzÞ;RðzÞ½ � exp i kx� rtð Þð Þ ð5Þ

Substituting the expression (5) into Eqs. (1), (2) and the boundary conditions (3),
we obtain for a given frequency r the eigenvalue problem of the following form (the
prime denotes the derivatives with respect to z).

W 00 � N2ðzÞW 0 � k2
r2 � N2ðzÞ
r2 � f 2

W ¼ 0 ð6Þ

W ¼ 0when z ¼ �1 ð7Þ
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3 Expeditionary Investigations and Work with Electronic
Databases

The initial hydrological data on the vertical density stratification of the Black Sea were
obtained during the expeditions of the research vessel “Deneb” of the Southern Sci-
entific Center of the Russian Academy of Sciences in 2011. The total number of
processed stations was 189. The work was carried out in the Azov Sea, the Russian
sector of the Black Sea and the territorial waters of the Abkhazia. The thermohaline
characteristics of water masses were investigated by oceanographic CTD probes
SBE-19 and SBE-19 + V2. The obtained data was processed by the software of the
manufacturer of the probe Sea-Bird Electronics Inc. Cartographic data was carried out
by ArcGIS geoinformation package software.

Calculations of the internal waves kinematic characteristics in the Barents Sea are
based on the data of the Climatic Atlas of the Seas of the Arctic 2004 [4]. The initial
hydrological data are divided into one-degree squares for which averaging was per-
formed and one vertical density profile for the given month for the entire history of
observations in this square. 199 vertical density distribution profiles were constructed
for all seasons. Dispersion curves of internal waves were constructed for all seasons
based on vertical density distributions, total - 22 one-degree squares, respectively 88
sets of dispersion curves characterizing the kinematic characteristics of internal waves.
32 sets of internal wave decay decrements for eight one-degree squares for all seasons
were calculated.

Expedition in the Atlantic Ocean was carried out in cooperation between the
Institute of Arid Zones of the SSC RAS, the Institute of Oceanology named after
P.P. Shirshov RAS Institute of Hydrodynamics named after M.A. Lavrentyev the RAS
Siberian branch and the Institute of Applied Physics RAS. The expedition in
October-November 2012 was conducted on the vessel of the Russian Academy of
Sciences “Academik Sergei Vavilov”. The works were carried out with the help of the
ship’s standard equipment: SBE – 19 + probe and the LADCP RDI Workhorse 300 kHz
current profiler. Three investigation areas were performed along the route of the vessel
in the Kane Pass, in the Romash fault (1 °S) and in the Veema channel. In 2015, during
the 39th and 40th cruises of the R/V “Academik Sergei Vavilov”, measurements were
made in the fracture zones of the Mid-Atlantic Ridge Veema and Dolrams [5].

Investigations of the internal waves kinematic characteristics in the Sea of Okhotsk
were carried out on the basis of data on the thermohaline structure of water masses in
the cross-section of the cape Aniva - cape Dokuchaev in 2003, obtained during
SakhNIRO expeditions [6].

4 Seasonal Variability of Hydrological Data and Kinematic
Characteristics of Internal Waves

The hydrophysical situation of the Viasal-Brent frequency and density fields and in the
Black Sea during the expedition period of 2011 was slightly different from the
long-time average annual, described in [7], it led to the formation of another mode of
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internal waves in the north-eastern part of the Black Sea water area. The absolute
values of the Väisälä-Brent frequency in the density transition zone in June are higher
by 10–25 cycles/h, in October a similar to a summery density stratification is observed,
respectively, the frequency maxima are also higher than the long-time average annual
of 10–15 cycles/h. In the main density transition zone, the observed values of the
buoyancy frequency maxima are also higher: by 7–15 cycles/h in June and 2–7
cycles/h in October. A more stable stratification of water masses leads to the devel-
opment of higher-frequency internal waves. Resonance zones are situated on internal
waves dispersion curves, whereas on long-time average annual dispersion curves [8],
such zones are absent (See Fig. 1.)

The Barents Sea is extremely heterogeneous in the distribution of internal wave
characteristics during the year and in space, however, some trends in the spatial dis-
tribution of the kinematic characteristics of internal waves can be identified. Obviously,
the higher the density gradient and the maximum of the Väisälä-Brent frequency
extends the frequency range of the existence of internal waves. Therefore, in the
summer season, the internal wave oscillation frequency will be the largest in the square
of 76 °N. and 30 °E, where warm Atlantic water masses spread maximally to the north.
At summer seasonal density transition zone forms, density gradients and internal waves
frequencies increase. In off-season time the highest Väisälä-Brent frequencies are
obtained on the depths of border between Atlantic and Arctic water masses, and have
smaller values than at summer in the seasonal density transition zone. At that time of
year anomalies appear near the critical frequencies, which are called resonance zones
[9]. Internal waves dispersion curves from the Barents sea, 71 N 51 E, depth 170 m at
summer are shown on Fig. 2.

Fig. 1. Internal waves dispersion curves, based on density stratification data, obtained in June
2011, onboard research vessel “Deneb” in the Black sea.
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Internal waves existing in regions with a stable vertical density structure containing
a density transition zone with large gradients will decay more rapidly than in regions
with a smooth density increasing with depth, however, for the same lengths, internal
waves in areas with stable stratification will have more high frequencies.

At the 74th degree of the northern latitude the inertial period of the internal waves
approaches the period of a semidiurnal tide, therefore the existence of characteristic
internal waves with low frequencies in the Barents Sea is impossible. This fact directly
affects the vertical modal structure of internal waves, even at the lowest frequencies
close to inertial, the maxima of the horizontal and vertical velocity components are tied
to horizons with maximum density gradients

Smooth increasing of dispersion curves without resonance zones is characteristi-
cally for dispersion curves, constructed on density stratification data in the Sea of
Okhotsk. Despite the small seasonal density stratification changes we obtain principled
differences in the wave motion modes, in November more internal wave modes have
periodical decay mode than in June.

Surface area in the Cane Gap investigation area in 2012 was much sweetened
because of the weather conditions, in the Veema Canal surface layer was much mixed,
and density gradients were smaller than in Cane Gap and Romanche Fracture zone, and
vertical density stratification profile was similar to an exponential function. Internal
waves dispersion curves in Cane and Romanche investigation areas are similar, and
internal waves in Veema canal have much smaller frequencies with equal lengths.
Dispersion curve of the internal wave of the first mode in Veema canal has similar
increasing character with the second mode of the internal wave in Cane and Romanche
[10]. Internal waves dispersion curves, based on density stratification data from station
2477, obtained in 2012, onboard research vessel “Akademik Sergei Vavilov” in the
Atlantic ocean are shown on Fig. 3.

Fig. 2. Internal waves dispersion curves in dimensionless form, based on density stratification
data in the square 71 N 51 E, at summer, calculated on data from the Climatic Atlas of the Seas
of the Arctic 2004
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According to the results of expeditions in 2015 it was found out that between the
stations located at a distance of 200–250 km along the meridian, there is a spatial
variability of hydrological conditions and, respectively, modes of existence of internal
waves. The southern stations are located closer to the axis of the zone of intertropical
convergence (the equator), due to which in this region there is a higher amount of
precipitation, desalination of the surface layer of the ocean. This leads to higher density
gradients, the main pycnocline is located deeper and thicker, which in turn allows the
development of high-frequency internal waves within it.

Acknowledgments. The project was carried out within the RFBR project № 17-08-00085
“Processes in the deep channels connecting the East and West Atlantic basins”, Research project
“Present-day situation and long-term variability of the coastal ecosystems of the southern seas of
Russia” State registration CITIS № 01201363187 and SFedU Internal Project-07/2017-4
“Development of methodological bases and recommendations for integrated management of the
coastal zone of the Azov Sea in conditions of growth of dangerous exogenous processes,
recreational stress, climate variability”.

Fig. 3. Internal waves dispersion curves in dimensionless form, based on density stratification
data from station 2477, obtained in 2012, onboard research vessel “Akademik Sergei Vavilov” in
the Atlantic Ocean.
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Abstract. The analysis of critically stressed fractures’ relationship to elastic
moduli of the rock is carried out. Series of triaxial loading tests were performed
for rock samples. The behavior of differential stress vs. volumetric strain curve
in the vicinity of elasticity limit of the rock is particularly analyzed. It is revealed
that the slope of this curve changes considerably when the principal stresses
exceed the specific values determined by the criterion of critically stressed
fractures appearance. Thus the relationship between fracture initiation Griffith
criteria and critical stress state of fractures in the medium is established. It is
shown that it is possible to define a specific elastic modulus which is influenced
by the fraction of critically stressed fractures in the rock. This modulus may be
used to solve the inverse problem of stress state estimation from independent
observations related to fractures. Moreover, a formalized approach for estima-
tion of the parameters of rock failure criterion from a cyclic loading test is
proposed.

Keywords: Rock mechanics � Stress state � Critically stressed fractures

1 Introduction

The main scope of the study is the mechanical behavior of rock while subjected to
dynamically changing stress field. The point where the stress state of the rock corre-
sponds to its elasticity limit is of particular interest: the aim of the study is finding the
proper approach to determine the elasticity and plasticity limit of the rock. Naturally
fractured rocks are of particular interest as the stresses acting on the planes of the
fractures are analyzed considering the hypothesis of critically stressed fractures [1].

Critically stressed fractures existing in a naturally fractured rock play an important
role in the mechanical and filtration properties of the considered medium. The
hypothesis of critically stressed fractures having an impact on the permeability of the
rock was introduced in [1]: the data from a borehole televiewer in crystalline rock from
the Cajon Pass borehole on the orientations of the fractures existing in the vicinity of
the well were analyzed using the Mohr diagram. Using the additional data on hydraulic
permeability of the medium it was shown that the following rule takes place for the
majority of fractures: in case the fracture is critically stressed it tends to be hydraulically
conductive. The critical stress state of the fracture may be determined if normal and
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shear stress alongside with the internal friction angle of the medium are known. The
fracture is considered as critically stressed if the following inequality takes place:

sn �rn � tgu; ð1Þ

where sn and rn are shear and normal stresses acting on the fracture’s plane respec-
tively; u is the internal friction angle of the rock containing the fracture.

The hypothesis of high hydraulic permeability of the critically stressed fractures
was developed in the further studies [2–4]. This hypothesis appeared to be useful for
estimating the in-situ stress state of the medium surrounding the wellbore from the
interpretation of various well logs [5, 6]. Nevertheless, there are some obstacles [7],
preventing this hypothesis from being directly applied for hydrodynamic modeling as
the fractures’ permeability may originate not only from the critical stress mechanism
but also from geological processes and history of the stress state.

In the current study the mechanical properties of the rock are analyzed instead of
the filtration properties. The hypothesis introduced in [8] was formulated as following:
if a naturally fractured rock is subjected to stresses providing that the most of fractures
become critically stressed, the elastic moduli of this medium tend to decrease. This
statement was used for stress profiles reconstruction along the trajectories of wells
located in the vicinity of Nankai Trough, Japan. The single obtained in the study proof
for the hypothesis was the match between the stress profiles reconstructed from the
fractures’ data and the stress state estimations given in independent studies [9].

One of the important aims of the current study is obtaining the solid substantiation
for the phenomenological statement that medium with critically stressed fractures has
lowered elastic moduli compared to the same rock in a stress state not leading to
critically stressed fractures.

The description of the features of the rock behavior above the elasticity limit was
introduced in [10]. In this study three different stress-strain curves describing the rock
behavior during gradual loading process were analyzed: axial stress vs. axial strain;
axial stress vs. lateral strain; axial stress vs. volumetric strain. On the first stage of
loading the pre-existing fractures in the medium are closing and all the curves are
non-linear. Than a linear stage takes place and the strain remains elastic. Further
deformation leads to fracture initiation when the closed fractures start to propagate. The
axial stress, at which this process starts, is associated with fracture initiation Griffith
criteria. The analysis of the curves shows that the lateral and volumetric strains become
non-linear while the axial strain curve remains linear. The process of fracture propa-
gation continues with part of elastic energy is released to extend the crack surfaces.
After the critical level of released energy is achieved the unstable fracture propagation
takes place, which is revealed on the stress-strain curves: the curvature of volumetric
strain-stress curve changes its sign and the axial strain-stress curve departs from
linearity.

In the current study an attempt to establish the relationship between fracture ini-
tiation Griffith criteria and critically stressed fractures concept is made. If the inequality
(1) is related to the strain curves’ bending, one can assume whether the fractures in the
rock are critically stressed or not just from the observations of its specific elastic
moduli.
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2 Experimental and Theoretical Study Basis

The series of cyclic triaxial loading tests were performed for different rock samples.
The core samples of cylindrical shape were adjusted to gradually changing axial load
providing axial stress ra and varying radial stresses rr (see Fig. 1). Differential stress
dr = ra – rr (dr � 0) was used as the governing parameter. For a given value of
radial stress the differential stress had been gradually increasing with all strains being
controlled. When curvature sign of the observed volumetric strain vs. differential stress
curve was drawn upon zero, the test was moved to the unloading stage: differential
stress had been decreasing to zero. Then several loading – unloading cycles were
performed for different radial stresses. On the last cycle the unloading step was per-
formed only after the stress state achieves the failure criterion. Mohr-Coulomb failure
criterion was used to describe the rock behavior.

For the given conditions the axial and radial stresses are considered to be principal.
Following the general rule used in geomechanics the compressive stresses are con-
sidered to be positive. For three principal stresses r1, r2, and r3 the following rule
takes place by definition: r1 � r2 � r3. In the considered process maximum
principal stress r1 is equal to axial stress ra, and two least principal stresses r2 and r3

are equal to rr.

Fig. 1. Principal scheme of the loading test. Red curve represents axial stress; pink curve
represents differential stress; green curve represents radial stress.
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When applying the critically stressed fractures concept one has to determine the
normal and shear stresses acting on a plane of known spatial orientation. These stresses
are related to principal stresses as following:

rn ¼ r2 þ l2 r1 � r2ð Þþ n2 r3 � r2ð Þ; ð2Þ

sn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � r3

2

� �2
þ l2 r1 � r2ð Þ r1 � r3ð Þ � rn � r2 þr3

2

� �2
r

: ð3Þ

Here l and m are cosines of the angles between the normal to the considered plane
and the first and the third principal axes of the stress tensor respectively. Assuming r2

= r3 one can change Eqs. (2) and (3) to simpler form:

rn ¼ r2 þ l2 r1 � r2ð Þ; ð4Þ

sn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 r1 � r2ð Þ2� rn � r2ð Þ2

q
: ð5Þ

It can be shown that the orientation of the plane at which the fracturing initiation
begins at the lowest values of external stresses is governed by the friction angle u of
the rock. In particular, the angle between normal to this plane and first principal axis is
equal to p/4 + u/2. Then Eqs. (4) and (5) may be substituted into inequality (1)
assuming the last one is equation. Then a simple relationship between principal stresses
r1cr and r1cr providing at least one critically stressed fracture in the rock may be
obtained:

r1cr

r3cr
¼ 1þ sinu

1� sinu
: ð6Þ

In case when radial stress does not change during the test, one can easily obtain the
following equation for differential stress drcr corresponding to the state when the
possible fracture oriented along the weakest plane reaches the critical stress state:

drcr ¼ rr
2 sinu

1� sinu
: ð7Þ

The differential stress vs. volumetric strain curves were analyzed for different rocks
and different radial stresses. The behavior of this curve at the point corresponding to
critical stress state was particularly analyzed. It is expected that the critical value drcr is
related to the point of fracture initiation or, following [10], Griffith criteria.

The slope of this curve in the elastic zone (before differential stress exceeds the
critical value determined using Eq. (7)) is governed by a special elastic modulus. The
slope of the curve itself serves as an indicator of critically stressed fracture appearance,
although it is worth considering, how it is related to elastic moduli widely applied in
practice. In order to determine this relation an isotropic homogeneous medium is
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considered. The differential forme of the Hooke’s law is cylindrical coordinate system
provides the following equations:

drr ¼ kþ 2lð Þder þ k deu þ dez
� �

;

dru ¼ kþ 2lð Þdeu þ k der þ dezð Þ;
drz ¼ kþ 2lð Þdez þ k der þ deu

� �
:

8><
>:

ð8Þ

Here drr, dru, and drz are the changes in radial, hoop and axial stresses
respectively, and der, deu, and dez are changes in corresponding strains. k and l are
Lamé parameters of the medium.

According to the principal scheme of the experiment (Fig. 1), the changes in hoop
and radial stress are equal to zero during one loading cycle. The substitution of this
condition drr = dru = 0 into the first two equations in (8) provides a simple rela-
tionship between change in axial stress (change in differential stress ddr is the same)
and change in axial strain:

drz ¼ l 3kþ 2lð Þ
kþ l

dez: ð9Þ

The similar relation may be established between ddr and change in volumetric
strain deV using the Lamé parameters or the pair of Young’s modulus E and Poisson’s
ratio m; or bulk modulus K:

ddr ¼ 3kþ 2lð ÞdeV ¼ E
1� 2m

deV ¼ K
3
deV : ð10Þ

It is clear that the coefficient between differential stress and volumetric strain is
related to the bulk modulus of the rock which is evident from the test conditions.

Thus the following tendency is expected: whenever at least one fracture becomes
critically stressed, the slope of differential stress vs. volumetric strain starts changing.
Moreover this bending point is expected to be related to critical value of differential
stress drcr determined from Eq. (7).

3 Experimental Results

Cyclic loading experiments were performed for a number of different rock samples.
A typical diagram of the loading process can be found at Fig. 1: a preliminary loading
cycle was performed at the beginning of each test; than several cycles were performed
without exceeding the plasticity limit of the rock. The behavior of differential stress vs.
volumetric strain curve served as an indicator of the loading stage finish: the unloading
stage started after the volumetric strain curve drew upon vertical. The loading stages
were performed for a set of radial stresses remaining constant during the cycle. The
radial stresses were chosen according to preliminary estimations of in-situ stress state
of the rock. The last loading cycle was performed up to the plasticity limit – the
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classical differential stress vs. axial strain curve behavior provided necessary data:
maximum value of differential stress was associated with failure criterion.

The typical behavior of differential stress vs. volumetric strain curve is shown at
Fig. 2. Here the pink line the pink curve represents the measured stress and volumetric
strain; dotted line is the polynomial approximation of the measured curve; black line
represents the linear approximation of the volumetric strain-stress curve in the linear
zone; and finally, the horizontal line represents the condition dr=drcr. The value of
drcr was calculated from Eq. (7). In order to determine drcr it was necessary to
estimate the internal friction angle of the medium, which was performed after com-
bining the results of several loading cycles: it appeared that the differential stresses at
which the curve became vertical provide a linear relationship between the radial
stresses rr and axial stresses ra at different loading cycles. Following [11] the linear
coefficient between this stresses was considered to be related to the internal friction
angle. In particular, this coefficient was chosen to be equal to the tangent of internal
friction angle.

Fig. 2. Differential stress vs. volumetric strain curve for one cycle of loading the granite rock
sample
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The linear trend of the curve was constructed using the data on stress and strain in
the zone of elastic deformation. The coefficient for this slope was related to the bulk
modulus of the rock K.

It can be clearly seen from Fig. 2 that the analyzed curve may be considered as
linear while dr < drcr and nonlinear when the inequality dr > drcr becomes true. The
simultaneously analyzed lateral and axial strain curves proved that these curves remain
linear with gradual differential stress increase during the stage of stable fracture
propagation following [10].

The same results were obtained for other samples: the differential stress vs. volu-
metric strain curves were losing their linearity after achieving the critical differential
stress value calculated from Eq. (7). While the results shown at Fig. 2 were obtained
for a granite sample, the same studies were carried out for samples of other nature. For
example the differential stress vs. volumetric strain curve for all the cycles are shown at
Fig. 3 for carbonate rock.

Red arrows point at the stress-strain test at which differential stress is determined
from Eq. (7). The corresponding strain is obtained from the loading curve. Black lines
still represent the linear approximations at the elastic zone. It is clear from the figure
that the start of stress-strain curve bending is in good match with the estimation of drcr.

Fig. 3. Differential stress vs. volumetric strain curve for all cycles of carbonate rock loading
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4 Discussion

The obtained results provide an experimental basis for the statement that Griffith
fracture initiation criterion is related to the external loading providing the fractures
existing in the rock to become critically stressed.

The same behavior was observed for rocks of different mineral composition, inner
structure and physical-mechanical properties. For some samples, nevertheless, the later
cycles were characterized with differential stress vs. volumetric strain curve bending
earlier than it was expected. There are two possible explanation of this effect. First, the
usage of linear Mohr-Coulomb criterion may lead to a worse description of the rock’s
failure for all possible values of principal stresses. Then the internal friction angle
observed for lower radial stresses may not be the same as this angle measured at higher
radial stresses. In other words the critically stressed fractures appear at lower relation
r1/r3 for higher values of r3 which is equal to rr for the considered process.

On the other hand the loading process may only be considered as elastic while the
differential stress remains lower than critical value determined from Eq. (7). Despite
that it was mentioned above that the unloading step starts not after the critical differ-
ential stress is achieved but when the differential stress vs. volumetric strain curve
becomes vertical. That means that some of the fracture propagation processes may be
characterized by a portion of irreversible deformation thus total unloading does not
provide zero change in volumetric deformation. This may result in change of the rock’s
microstructure and thus in the change of critical stress value corresponding to Griffith
criteria.

There are two important applications for the experimental results obtained in the
present study. First of all, if one carries out a series of triaxial tests with differing radial
stresses and obtains the array of drcr values corresponding to volumetric strain curves’
bendings in the assumption that linear Mohr-Coulomb failure criterion describes the
rock behavior decently, than this criterion may be obtained after achieving one plas-
ticity limit. In this case the internal friction angle may be obtained from the array of
drcr values and cohesion may be estimated from the plasticity limit.

Another important result is connected to stress analysis: it provides that if rock has
increased elastic modulus characterizing the slope of differential stress vs. volumetric
strain curve (but not Young’s modulus or Poisson’s ratio considering the isotropic
medium), than the majority of existing fractures are expected to be critically stressed.
This result might be further used to estimate stress state following the approach [5, 6, 8].

The last statement may have a significant influence on practically important
problems, especially in the field of hydrocarbon reservoir engineering. Geophysical
logging carried out in production wells provides decent amount of data regarding the
natural fractures distribution existing in the rocks surrounding the wellbore. Moreover,
information about elastic properties of the rock can also be obtained through corre-
sponding studies, although only dynamic moduli can be estimated without laboratory
experiments. Nevertheless these two sources provide some help in estimating the
reservoirs: if some special behavior of the elastic moduli is observed near the fractures,
these fractures may be considered from the positions of critically stressed fractures
hypothesis. In particular, if the local maximum of bulk modulus is observed on the
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corresponding log and a fracture appears in the rock surrounding the wellbore at the
same depth, this fracture is expected to be critically stressed according to results of the
present study. Assuming the critically stressed fractures hypothesis is true one should
expect the improved filtration properties of the rock at the corresponding depth.

5 Conclusion

The conducted study was aimed at the investigation of the rock behavior while sub-
jected to gradually changing loading. It was shown that the fractures existing in the
rock may have influence on the elastic moduli of the medium. This effect leads to the
bendings of the stress-strain curves characterizing the rock.

Although the axial stress vs. axial strain curve may remain linear, the volumetric
and radial strain curves may be bended. The moment when these two curves’ curva-
tures lose linearity is associated with the critically stressed fractures existing in the
rock: it appears that when the fractures oriented along the weakest plane in the medium
become critically stressed, the gradual loading leads to nonlinear behavior of volu-
metric strain curve. The elastic modulus describing this behavior is closely related to
the bulk modulus: this process is characterized by significant increase in bulk modulus.

In this study the experimental results of loading tests alongside with the theoretical
basis were provided. Further investigation may be carried out from the position of
mathematical modeling of the elastic properties using the approaches developed in
effective medium theory.

The experimental complex used in the study was created with the financial support
of Russian Science Foundation, grant #14-17-00658.
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Abstract. In the current work, depth-sensing indentation tests were
applied at different coals microcomponents in order to characterize their
mechanical properties. To this end, three coals were chosen differing by
their rank and properties. Thin transparent films of such coals were
prepared as samples in order to use transmitted light microscopy to
achieve exact positioning of indent probe in the zone occupied by specific
coal microcomponent. Experimental procedures allowed obtaining load-
displacement curves at different microcomponents. These curves revealed
differences between microcomponent vitrinite behavior among coals of
different types. Measured values of elastic moduli and hardness also
proved that they variate with coal rank. It was concluded that matrix
of coals (vitrinite microcomponent) transforms its mechanical properties
with rank, whereas the inclusions properties do not change as signifi-
cantly.

Keywords: Coal · Mechanical properties · Microcomponent · Matrix
Inclusion · Depth-sensing indentation · Elastic modulus
Hardness

1 Introduction

Coals propensity to destruction at mining, storage and utilization could be one
of the possible reasons for loss of products quality and hazards occurrence such
as dust formation and its further explosion, as well as methane outbursts. Coals
propensity to destruction and fine dust formation is hard to be characterized
by traditional means of mechanical testing [1]. Among the possible reasons for
such phenomena one may mention the fact that coals could be considered as
natural organic composites with a complex structure not only at macro-, but
also at nano- and microscales [2]. And this complex structure (consisting of var-
ious lithotypes including vitrinite as matrix and different organic and inorganic
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inclusions) may reason to formation of defects and fractures at low-scales, i.e.
the scales where the initial stages of destruction are found.

In order to reach for more information on coals mechanical properties, it is
necessary therefore to use approaches that are traditional to composites. Such
approaches include, among others, those of depth-sensing indentation (DSI) at
different scales (nano- and micro) [3]. At the moment, DSI methods are widely
used for characterization of various mechanical properties and defects formation
of thin tribological coatings [4], various “matrix-inclusions” systems of composite
materials [5], etc.

One of the most common difficulties that arise at attempts of application
of DSI techniques at coals samples is identification of the location, sizes and
shapes of inclusions as well as matrix. It was shown previously that utilization
of reflected light microscopy for coals microcomponents identification is compli-
cated due to relatively low reflectance of their surfaces, even polished ones [6]. A
novel approach was proposed recently for characterization of coals microcompo-
nents mechanical properties by depth-sensing nanoindentation with microscopy
using transmitted light. To this end, specially prepared samples of coals were
considered shaped as transparent thin films glued to glass substrate (see Fig. 1)
[6]. Such samples allow exact identification of separate coals microcomponents.
This, in turn, allows more strict positioning of the zone where indentation is to
be performed.

Fig. 1. Transparent thin film of coal sample

2 Materials and Methods

In the current work, indentation experiments were performed at thin films of
coals prepared in accordance with the previously developed by our co-authors
technique [6,7]. Samples included three coals of different type, rank and meta-
morphism degree, namely, lignite, low-rank and medium-rank bituminous coal.
Coals films thickness was 14–15µm.
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During indentation tests, the following microcomponents were considered for
each of the coal sample: vitrinite (matrix) and inertinite (inclusion).

Main experiments were performed at Hysitron TI750 UBI precision instal-
lation for DSI. Load-control regime was used for indentation of samples. Local-
ization of objects was provided by transmitted light microscopy. Each object
was subject to not less than 20 indentation measurements in order to achieve
statistically significant results.

3 Results

After experimental procedures, a set of load (P) - displacement (h) curves was
obtained as well as a number of calculated parameters such as values of elastic
moduli and hardness evaluated according to Oliver and Pharr method [8] and
Bulychev-Alekhin-Shorshorov dependence [9]. Typical load-displacement curves
for coals microcomponents are shown in Fig. 2.

It could be seen from Fig. 2 that lignite’s matrix behaves rather plastic in
comparison with matrix of low-rank bituminous coal. On the other hand, behav-
ior of inclusions is rather similar for both coals. Moreover, it should be mentioned
that load-displacement curves obtained for medium-rank bituminous coal were
qualitatively similar to those of low-rank one, therefore they were not included
in Fig. 2.

Table 1 shows measured elastic moduli (E) and hardness values (H) for each
of the coal sample, along with data on standard deviation (StDev).

Table 1. Measured values of elastic constants and hardness of coals samples micro-
components

Coal sample Object (matrix
or inclusion)

E, GPa StDev E, GPa H, MPa StDev H, MPa

Lignite Matrix 5.55 0.74 303.15 43.33

Inclusion 6.31 0.32 518.47 44.75

Low-rank
bituminous coal

Matrix 5.58 0.09 608.23 21.26

Inclusion 5.21 0.26 481.26 43.40

Medium-rank
bituminous coal

Matrix 5.05 0.38 504.71 63.34

Inclusion 5.18 0.91 334.10 57.45

It could be observed from Table 1 that the elastic moduli measured at coals
matrix were of similar values slowly decreasing from lignite to medium-rank
bituminous coal. At the same time, elastic moduli of inclusions descended sig-
nificantly from lignite to bituminous coals. As of the hardness values measured
for the matrix, one may observe an opposite situation, namely, leap from lignite
to bituminous coals. On the other hand, hardness of inclusions also decreased
from lignite to both bituminous coals.
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a)

b)

c)

d)

Fig. 2. Typical load-displacement curves after DSI of coals microcomponents: (a)
matrix of lignite; (b) inclusion of lignite; (c) matrix of low-rank bituminous coal; (d)
inclusion of low-rank bituminous coal
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It is interesting to note that the highest differences between the measured
elastic moduli and hardness values for matrix and inclusion are observed for
lignite. Also, it was found that such differences become less pronounced with
rank growth.

It could be concluded that according to our observations, matrix of coals (vit-
rinite microcomponent) transforms its mechanical properties with rank, whereas
the inclusions properties do not change significantly.

It should also be mentioned that the measured values of elastic moduli of coal
films are actually the ones for the system “sample-substrate”, as it was shown in
[10], and additional investigation is required for evaluation of their actual values
according to the proposed scheme [10].

4 Conclusions

In the current work, depth-sensing indentation was used for characterization of
coals microcomponents mechanical properties.

Thin transparent films of three coals of different types and rank were pre-
pared as samples in order to use transmitted light microscopy to achieve exact
positioning of indent probe in the zone occupied by specific coal microcomponent.

As a result, load-displacement curves were constructed characterizing
mechanical behavior of different microcomponents of coals. These curves revealed
changes of microcomponent vitrinite behavior with rank. Measured values of
elastic moduli and hardness also proved that they variate with coal rank. It
was concluded that matrix of coals (vitrinite microcomponent) transforms its
mechanical properties with rank, whereas the inclusions properties do not change
as significantly.
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Abstract. Method of the adjoint equations, estimation method and variational
algorithm of the input parameters identification of the passive admixture
transport model is considered in that work. Modification of the variational
algorithm of the measurements data assimilation, allows saving the calculation
resources under the algorithms numerical realization considerably. Problem of
the contamination point source power estimation on the base of the evaluation
method and working out the obtained estimations is solved. The numerical
experiments for estimation the concentration fields according to the initial data
and solving the corresponding adjoint problem are conducted. Variation algo-
rithm of the initial pollution spot identification is realized. Possibility to use
assimilation variational methods and measurements data filtration for the wide
range of problems connected with investigated basin ecological state was shown
in the present work. Modified scheme for realization of the variational algorithm
identification of the model input parameters is suggested. Conditions, under
which the suggested algorithm has advantages over the standard approach, were
obtained. The conducted numerical experiments have shown the proven work of
the identification algorithm of the contamination source parameters applying the
passive admixture transport model in the Azov Sea. Good converging of the
iteration process and accuracy of the concentration field initial distribution
determination was obtained for the variational algorithm of the passive con-
taminant concentration initial field identification.

Keywords: Transport model � Passive admixture � Variational algorithm
Adjoint problem � Identification � Azov sea

1 Introduction

Analysis of the potential impact of the different origin admixture is necessary under
solving the problems, connected with water basins ecological state estimation. Such
analysis of the concentration fields can be realized on the base of mathematical
modeling. Two inter-related problems are solved at that. The first one is solved on the
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base of optimal transport model construction and its numerical realization, taking into
consideration its behavior in the water environment.

The second problem is connected with identification of the model input parameters
and measurements data adoption. Coefficients, velocity fields and initial data are the
model input parameters. Calculations for the Azov Sea hydrodynamic fields modeling
under the different wind impact were set for the realization of the variation algorithm of
the measurements data adoption. The received current fields and coefficients of the
turbulent diffusion were used as the input parameters for the main and adjoint problem.

Using the adjoint equations and variation principals for solving the problems
connected with ocean dynamics modeling became widespread [1, 2]. It happened so,
that variation approach was used for solving problems of the of the atmosphere
dynamics [3, 4] and for solving the oceanological problems hereafter [5–8]. The adjoint
problem solution and quadratic functional of the prediction quality are in the basis of
such algorithms. The model serves as a spatial-temporal interpolant and that is the
important peculiarity of such algorithms [4]. The obtained solution is coordinated with
the model itself as well as with the measurements data.

Identification of the input parameters is realized at the expense of the prediction
quality quadratic functional minimization. That functional is convex and it have only
one minimum. Transport model of the passive admixture is linear, that is why it’s using
as a connections (limitations) under chosen functional minimization don’t change its
convexity. That allows fulfilling search of the model input parameters under which its
solution corresponds the obtained measurements data in the best way.

Solution of the adjoint problem is the “impact function” [9], which gives the
opportunity to estimate the model integration different regions impact on the charac-
teristics which are of our interest. It is necessary to follow some functional values in the
regions of our interest, but not the contamination concentration, when we solve some
ecological problems. For instance, that can be average or total concentration of some
admixture in the researched area. That functional values can be measured directly
according to the concentration values in the knots of the calculation grid. At that,
values for the integration final moment can be found by solving the transport model
with the given initial data and functions of the contamination sources.

Thus, giving different initial data and sources functions we get series of the con-
centration fields, for which the necessary functional in the pointed area is calculated.
New spatial-temporal calculation should be done for different initial data and sources
power. The most optimal calculation, which does not exceed some its allowed values
by the functional, can be chosen among these calculations. On the other hand, such
problems can be solved easily, if they do that on the base of adjoint equations. At that,
corresponding to [9], the adjoint problem can be solved once and the investigated
functional is solved without spatial-temporal calculation under different initial fields
and sources functions.
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2 Method of the Adjoint Equations, Estimation Formula

Let’s consider model of the passive admixture transport [10, 11] in the r - coordinates

@DC
@t

þ LC ¼ 0; ð1Þ

with conditions on the profile boundaries

C :
@C
@n

¼ 0; ð2Þ

with conditions on the surface and on the bottom

r ¼ 0 : @C@r ¼ Q
r ¼ �1 : @C@r ¼ 0

�
; ð3Þ

where Q is Q ¼ QS � d t � 0ð Þ � d x� x0ð Þ � d y� y0ð Þ and initial data

C x; y; r; 0ð Þ ¼ C0 x; y; rð Þ: ð4Þ

In (1)–(4) L ¼ @DU
@x þ @DV

@y þ @W
@r � @

@x AH
@D
@x � @

@y AH
@D
@y � @

@r
K
D

@
@r ; t 2 0; T½ �; is

time; x0, y0 are coordinates of the point source; D is dynamic depth; Q is capacity of the
instant point sources; C is admixture concentration; U;V ;W are velocity fields com-
ponents; AH and K are coefficients of the horizontal and vertical turbulent diffusion
correspondingly; n is normal to the side boundary, C is boundary of the domain M;
Mt 2 M � 0; T½ �.

Let’s set the adjoint problem:

� @DC�

@t
þ L�C� ¼ 0; ð5Þ

C :
@C�

@n
¼ 0; r ¼ 0 :

@C�

@r
¼ 0; r ¼ �1 :

@C�

@r
¼ 0; ð6Þ

t ¼ T : C� ¼ h; ð7Þ

where L� is formally adjoint operator to the operator L.
Multiplying (1)–(4) to C� and integrating partially considering analogue of the

equation of continuity and (5)–(7) we got under Q ¼ 0

Z
M
hCdM ¼

Z
M
C0C

�dM: ð8Þ
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Let’s choose h as

h ¼
1

m Gð Þ ; x; y; rð Þ 2 G
0; x; y; rð Þ 62 G

�
; ð9Þ

where m is a measure of some areas G 2 M. At that, we get average concentration CT

in the area G for the final time moment in the left part of the Eq. (8).
Choosing G as a cell of the calculation grid, we get

CT ¼
Z
M
C0C

�dM: ð10Þ

Thus, using solution of the adjoint problem (5)–(7) according to the formula (10)
we can estimate concentration of the admixture C in the given cell. Numerical
experiments, conducted in the work [12], have shown high accuracy of the concen-
tration field simulation according to the initial data and solution of the adjoint problems
series without basic transport model.

3 Estimation of the Point Source Capacity

Under identification of the contamination point source parameters on the sea surface,
we consider that C ¼ 0, choosing C� as solution of the next adjoint problem

� @DC�

@t
� @DUC�

@x
� @DVC�

@y
� @WC�

@r
� D

@

@x
AH

@C�

@x
� D

@

@y
AH

@C�

@y
� @

@r
K
D
@C�

@r
¼ 0 ð11Þ

C :
@C�

@n
¼ 0; r ¼ 0 :

@C�

@r
¼ g; r ¼ �1 :

@C�

@r
¼ 0 ð12Þ

t ¼ T : C� ¼ 0: ð13Þ

We get:

Z
S
Q � C� � dS ¼

Z
S
C � g � dS; ð14Þ

where S is the sea surface, g ¼ d t � Tð Þ � d x� xnð Þ � d y� ynð Þ; n ¼ 1; . . .;N, N is the
total number of the measurement points for the final time moment. Considering Q and
g from the formula (14) we get:

QSC
�
n 0; x0; y0; 0ð Þ ¼ C T; xn; yn; 0ð Þ; n ¼ 1; . . .;N: ð15Þ

Formula (14) is similar to the formula, obtained in the method of estimating [12]
the concentration field according to the different initial data and is the double pre-
sentation [9] of the concentration through the capacity and solution of the
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corresponding adjoint problem. Mind, that N of the adjoint problem for N points are
independent and realize in parallel mode by different processors.

For determining the emission coordinate point x0; y0ð Þ we solve N of the adjoint
problem (11)–(13) and find area G ¼ \ Ln, n ¼ 1; . . .;N, where Ln is areas of the C�

n
considerable meanings. The conducted preliminary numerical experiments have shown
that priory information concerning the pollution spot location and its boundaries is
important under area G determination. Location of xi; yið Þ points on the pollution spot
boundary allows to narrow down area G, considerably. And using measurements data
in the points of the maximal concentration leads to the better stipulation of QS finding
problem. Choosing xi; yið Þ 2 G, i ¼ 1; . . .;M one can make M systems for the different
coordinates of the pollution source.

The best estimation QS will correspond the real location of the source. For xi; yið Þ ¼
x0; y0ð Þ values Qn

S � QS, n ¼ 1; . . .;N. Values of QS can be found from the system (15)
using filtration method [9], which proved to be very helpful for the oceanological
problems solution [10]. Filtration of the measurements data considering the whole
information focused in the N equations, in the case of newly defined system (15) and
mistakes under Cn measuring. As a result, equations of the new system are reordered
and not-informative equations are deleted. And equation with the best determinacy,
from which value QS can be found, appears in the first line of the system.

4 Variational Method of Identification

Task of assimilating measurements data can be conducted at the expense of different
input parameters identifications on the base of minimization the quadratic functional of
the prediction quality.

I0 ¼ 1
2

P C � Cmð Þ; C � Cmð Þð ÞM ð16Þ

where Cm is the data measurements, P is the operator of zeros filling the prediction
disparity fields under absence of these measurements data. Following [4] for the
concentration initial field identification, we have:

I ¼ I0 þ @C
@t

þ LC; k�
� �

Mt

þ @C
@n

; k�
� �

Ct

þ C � C0; k
�ð Þ

þ @C
@r

; k�
� �

r0t

þ @C
@r

; k�
� �

r�1
t

ð17Þ

where scalar product is determined in a standard way. Writing down functional vari-
ation (17) and integrating partially, taking into consideration boundary conditions and
analogue of the continuity equation, we will choose solution of the following problem
as Lagrange multipliers
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� @Dk�

@t
þ L�k� ¼ 0 ð18Þ

C :
@k�

@n
¼ 0; r ¼ 0 :

@k�

@r
¼ 0; r ¼ �1 :

@k�

@r
¼ 0 ð19Þ

t ¼ T : k� ¼ P Cm � Cð Þ: ð20Þ

Then, under the initial field boundary identification, we’ve got:

rC0 I ¼ k�jt¼0: ð21Þ

Iteration emptying is carried out according to the formula:

Cnþ 1
0 ¼ Cn

0 þ srC0 I; ð22Þ

where s is the iteration parameter, which is being found taking into account solution of
the task in variations. Algorithm for identifying other input parameter (contamination
capacity [13], for instance) can be made analogically.

5 Modification of the Variation Method of the Measurements
Data Assimilating

The measurements data are not observed in all knots of the integrating area very often.
That is why number of the demanded adjoint problems for the assessment formula (10)
is decreased considerably, because assessment of the concentration field values can be
carried out in the points of measurements only. One must solve k adjoint problem,
where k is the measurements points number, for to asses C concentration. Analogically,
we can estimate solution of the problem in variations according to these solutions of the
adjoint problem:

dC ¼
Z
M
k0C

�
0dM; ð23Þ

where C�
0 is the solution for the problem (5)–(7), k0 is the decision for the problem

(18)–(20). Thus, under the main task solving, we carry out assessment according to the
formula (10), variation is assessed according to the correlation (23) and adjoint problem
(18)–(20) is integrated for the constructing the prediction quality functional gradients in
the parameter space.

Integrating the main, adjoint problems and problem in variations for each iteration
takes all the time under realization of the identification variation algorithm. Mind that
the more is the model integrating time interval, the more iterations we need for
achievement the functional minimum under other equal conditions. Let tp be the
processor time for the model integrating for 0; T½ �, then the total time of standard
identification algorithm realization is ts ¼ 3Jtp, where J is the total iterations number,
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needed for the functional minimum achievement. Total time of the counting is tm ¼
tp JþN=Rð Þ under realization of the modified algorithm. Argument N is the number of
measurements data and R is the number of the used processors. Let tm\ts, so we have:

R ¼ N
2J

: ð24Þ

Correlation (24) should be carried out for the number of the used processors R if we
want modified procedure of the variation identification to have advantage comparing
with the standard one. Such approach allows realizing search of the optimal modeling
input parameter using multiprocessor computers under the assimilation variation
algorithm realization. That improves efficiency of the admixture fields prediction values
obtaining considerably.

6 Numerical Experiments Results

Numerical experiments were carried out with the model [10, 11] for the Azov Sea
aquatorium. The model currents field under the east wind 10 m\s was calculated for
testing the concentration field estimation algorithm. Spatial distribution of the used
coefficients AH and K was obtained besides the velocity fields, as the result of the
calculations on the model. The obtained velocity and turbulent diffusion fields were
used as input parameters under integrating the model of passive admixture transport for
5 days. At that, the time step is Dt ¼ 240 s, and spatial step is Dx ¼ 0:78 km,
Dy ¼ 1:125 km. The calculation grid in r – coordinates with 15 horizons is used on
vertical in the model. The following norms are given for the assessment of the
reproducing accuracy

NC ¼
max
x2D

C � C
�� ��� 100

max
x2D

Cj j ð25Þ

NL ¼
P

x2D C � C
�� ��� 100P

x2D Cj j ð26Þ

Initial concentration field was given as equal to unit in the area marked by the
square at the Fig. 1. Result of the concentration calculation on the sea surface
according to the model (1)–(4) is represented at the same figure. Maximal concentration
value is C ¼ 0:4192 The reconstructed concentration field for this horizon according to
the formula (10) is visually the same as the represented at the Fig. 1 maximal value
C ¼ 0:4098, norm values (26), (25) are the following: NC ¼ 2:2438 and NL ¼ 1:7562.
Thus, formula (10) gives good accuracy of the concentration field reconstruction
according to the calculated beforehand solutions of the adjoint problem and can be used
under field estimation according to the different initial data.
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The concentration field at the Fig. 1 calculated using model (1)–(4) was used as
measurements data for identification of the initial distribution on the base of the basic
assimilation method. Figure 2 characterizes spatial distribution of the initial concen-
tration field for the 20-th iteration. Location of the found initial contamination spot
corresponds with the coordinates of the initial given (Fig. 1). Total concentration in the
contamination spot corresponds to the given values for the initial time moment.

Calculation of the model currents field under the constant north eastern wind with
the velocity of 10 m/s was carried out for testing the algorithm of the source capacity
identification. Spatial distribution of fields, velocities and coefficients AH and K which
were used as an input information under integrating the model of passive admixture
transport for 5 days was obtained as a modeling result.

Fig. 1. Location of the initial contamination spot and modeling result.

Fig. 2. Identification result (20-th iteration).
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Fig. 3. Location of the instant point source, normalized concentration field and measurements
points.

Fig. 4. Solution of the adjoint problem, area G and location of the contamination sources.
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Concentration model field was calculated under QS ¼ 1 and calculation results
were standardized according to the maximal value. Real location of the instant point
source, which is marked by the black point is represented at the Fig. 3. Four mea-
surements points N ¼ 4ð Þ are represented at this figure besides the model concentration
field. Result of four adjoint problem integrating is given at the Fig. 4. Area G, which
corresponds to these adjoint problem is marked at this figure by the grey color. It is
obvious that real location of the source is in the G area. For this point solution of four
equations of the system (10) has the following values: Q1

S ¼ 1:032, Q2
S ¼ 0:9977,

Q1
S ¼ 0:9531, Q1

S ¼ 1:1446. We can find QS ¼ 1:0115 for the point 1 on the base of
filtration method [14] from the redefined system (15).

7 Conclusions

• Numerical experiments revealed that identification result depends considerably on
the measurements points location. The most accurate reproducing of the real value
of the pollution source capacity can be obtained in case when measurements are
carried out in the area of concentration field maximal values which would lead to
the better conditioning of the solving problem.

• Possibility of using variation assimilation methods and measurements data filtration
for solving the wide range of problems connected with estimating the research basin
ecological state was represented in this work. The modified schemes for realizing
the variation algorithm of the model input parameters identification was suggested.
Conditions under which the suggested algorithm has some advantages to the
standard approach were obtained.

• The conducted numerical experiments have shown the reliable work of the algo-
rithm of pollution source parameters identification, concerning the passive admix-
ture transport model in the Azov Sea. Good convergence of iteration process and
accuracy of determining the concentration field initial distribution for the variation
algorithm of identifying the passive admixture concentration initial field was
obtained. The results can be used for solving the different problems of ecological
origin under studying the anthropogenic contamination sources impact in the Black
and Azov seas.

The given work was conducted in frames of the state task on the topic №
0827-2014-0010 “Complex interdisciplinary investigations of the oceanological pro-
cesses, determining functioning and evolution of the Black and Azov Seas ecosystems
on the base of the modern methods of controlling marine environment and grid
technologies”.
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Abstract. The article describes physical mechanisms accounting for interan-
nual variability of horizontal heat advection in the upper mixed layer (UML) in
the North Atlantic in January and July. The data from ocean reanalyses
ORA-S3, GFDL and GODAS over 1980–2011 are used for this analysis. The
relative contribution of currents’ intensity, horizontal temperature gradients and
their mutual influence into interannual variations of the advective heat transport
in the UML is examined. In the most part of the North Atlantic basin, the
variations of currents’ intensity are crucial factor accounting for the UML
anomalies. The interannual heat advection anomalies in the Guiana current and
the Gulf Stream vicinity (before veering off the continental slope) in January and
July are caused by temperature gradients variations. In general, the influence of
horizontal temperature gradient anomalies transported by abnormal currents in
the North Atlantic is small.

Keywords: Horizontal heat advection � Temperature gradient
Current velocity � Upper mixed layer � North Atlantic

1 Introduction

Interannual-to-interdecadal temperature oscillations in the upper ocean layer are
determined by natural variability of the ocean-atmosphere system. These temperature
oscillations reliably stand out against significant warming of the North Atlantic. It is
well known, that this quasi-periodic variability is a joint result of the local atmospheric
forcing, the ocean-atmosphere interaction and the internal dynamics of the ocean [1, 2].

The spatio-temporal distribution of interannual-to-interdecadal temperature
anomalies in the upper ocean layer reveals an alternation of positive and negative
anomalies within all main currents of the North Atlantic. There are various points of
view on the prevailing mechanisms of sea surface temperature anomalies (SSTA)
generation on interannual-to-interdecadal scale. However, many authors emphasize the
importance of heat advection in the formation of observed variability of upper ocean
layer characteristics.

A model study [3] has revealed an anticyclonic character of circulation of
large-scale temperature anomalies of the upper ocean layer around the North Atlantic
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Subtropical Gyre (STG). These authors showed that the advection of mean temperature
by anomalous currents and the advection of temperature anomalies by mean currents
are responsible for this movement. The advective character of the SSTA propagation
on the decadal scale from the southern part of the Gulf Stream to the North Atlantic
Subpolar Gyre (SPG) is recorded from both observations [4–6] and numerical mod-
eling of the ocean dynamics [7, 8]. At the same time, there is another point of view,
according to which only a small part of the surface waters of the Gulf Stream reaches
the SPG, and the waters that manage to reach the SPG propagate under the mixed layer
[9]. Above-mentioned authors found that interannual SSTA do not propagate from the
southern part of the Gulf Stream to the SPG and heat transport between the STG and
SPG, which is manifested as a part of the Atlantic meridional overturning circulation, is
realized in the subsurface layer. Therefore, they noted that the forecasting the SSTA
within the SPG by tracking the SSTA along the Gulf Stream is impossible. Therefore,
the study of causes of emergence of SSTA in the upper ocean layer of the North
Atlantic and their propagation is an actual task.

The presence of high-amplitude decadal oscillations of horizontal heat advection in
the upper ocean layer confirms the crucial role of advective heat transport in the North
Atlantic for the generation of decadal variability [10]. The advection time of thermo-
haline anomalies from the Tropical Atlantic to subarctic latitudes determines the phase
shift between long-period changes of the heat fluxes at the ocean-atmosphere boundary
in the high latitudes of the North Atlantic and the meridional heat transport in the
Subtropical Atlantic. This phase shift is one of the possible mechanisms for main-
taining the interdecadal variability [11]. A model study of an interaction of the
long-term SSTA and the currents’ velocity field in the North Atlantic at the scales from
months to decades has revealed the negative spatio-temporal feedback of the main
modes of temperature and velocity oscillations in the midlatitudes of the North Atlantic
[12]. These authors pointed out that this connection might be an important part of the
interdecadal variability. At the present, the question of importance of effect of tem-
perature and velocity anomalies on the intra- and inter-annual scale for the longer-term
changes of advective heat transport in the upper layer of the North Atlantic Ocean
remains open. Therefore, the evaluation of interannual variability of the upper ocean
layer temperature due to the anomalies of advective heat transport is important for
understanding the mechanisms of climatic variability not only in the North Atlantic, but
in the Arctic also [13]. At the same time, the quantitative evaluation of contribution of
various processes to the overall variability of horizontal heat advection requires further
clarification.

The goal of this paper is to estimate the role of physical mechanisms forming the
interannual anomalies of horizontal heat advection within the upper mixed layer
(UML) of the North Atlantic in January and July. The estimation is based on the
homogeneous and rather long-term data of ocean reanalyses. The use of several
independent data sets will provide more reliable conclusions about the features of
interaction between the currents and the temperature gradients in the upper layer of the
North Atlantic Ocean.
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2 Data and Methods

The monthly data of ocean temperature (°C), zonal and meridional components of the
ocean current velocity vector (m/s) and mixed layer depth (m) from ocean reanalyses
ORA-S3 for 1959–2011 [14], GFDL for 1961–2015 [15] and GODAS for 1980–2016
[16] were used. The area of the North Atlantic is restricted by the following coordinates:
0–60° N, 10–80°W. In order to calculate the mixed layer depth in the ORA-S3 reanalysis,
a scheme based on the semi-empirical theory of turbulence is applied. The main idea of
the scheme is to calculate the Richardson number in the form by [17]. The mixed layer
depth is assumed to be equal to the depth at which the Richardson number reaches a
critical value. The mixed layer depth in the GFDL reanalysis is defined by fixed density
criterion; namely as a depth where density increases compared to the density at 10 m
depth by 0.03 kg/m3. The mixed layer depth in the GODAS reanalysis is defined as a
depth where the temperature deviation from the surface temperature is less than 0.8°C.

According to the above-mentioned data, the zonal (U) and meridional (V) compo-
nents of the current velocity vector, zonal (TX) and meridional (TY) temperature gra-
dients, zonal (UTX), meridional (VTY) and total horizontal (UTX + VTY) heat
advection were calculated within variable UML for each month of the entire period.

The present study covers the period from 1980 to 2011, which is common for all
the ocean reanalyses. Data for January and July were for the entire analyzed period.
Further, the separation of advective heat transports in the regular spatial grid onto
average values and anomalies is performed using the following procedure.

The horizontal temperature gradients and the components of current velocity vector
are the sum of mean climatic value in January and July (¯) and the interannual devi-
ations (′):

U ¼ UþU0;V ¼ V þV 0; TX ¼ TX þ T 0
X ; TY ¼ TY þ T 0

Y ð1Þ

The zonal and meridional heat advection in the UML are as follows:

UTX ¼ UþU0� � � TX þ T 0
X

� � ¼ U TX þUT 0
X þU0TX þU0T 0

X ; ð2Þ

VTY ¼ V þV 0� � � TY þ T 0
Y

� � ¼ V TY þVT 0
Y þV 0TY þV 0T 0

Y : ð3Þ

It follows from (2) and (3) that the anomalies of zonal and meridional heat
advection are determined by the superposition of following mechanisms responsible for
the UML temperature anomalies: the transport of anomalous temperature gradients by
mean currents; the transport of mean temperature gradients by anomalous currents; the
transport of anomalous temperature gradient by anomalous currents.

After that, the variance for each grid point is calculated using the time series of
components of interannual anomalies of zonal and meridional heat advection. Then the
ratio of variance of individual component to the total variance of anomalies of zonal
and meridional heat advection in the UML was determined. The magnitude of this ratio
for each term allows to determine the factors responsible for the generation of inter-
annual anomalies of advective heat transports in the upper layer of the North Atlantic
Ocean in winter and summer.
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3 Analysis of Results

The interannual variations of transport of mean temperature gradients by anomalous
zonal currents U0TX

� �
dominate in the UML in January in the eastern part of the

Equatorial Atlantic and the STG, the Gulf Stream recirculation zone and the inner part
of the SPG. Moreover, the ratio of variance of these anomalies to the total variance of
advective heat transport in zonal direction in the region of the West African upwelling
and the inner part of the SPG exceeds 80% for all the data sets. The interannual
fluctuations of transport of anomalous zonal temperature gradients by mean zonal
currents in the UML UT 0

X

� �
are responsible for the development of anomalies of zonal

heat advection in January in most of the North Atlantic basin. They are also charac-
terized by the largest variance in the vicinity of intensive currents: the Guiana current,
the North Atlantic current, the East Greenland current, the Azores current and Gulf
Stream. The ratio of variance of interannual anomalies of zonal advective heat transport
in the UML in January formed by temperature gradient anomalies carried by anoma-
lous currents (U′T′X) to the total dispersion of anomalies of zonal heat advection is
small in the most part of the North Atlantic. The Sargasso Sea and the central part of
the Equatorial Atlantic are exceptions. The relative contribution of this mechanism
reaches 80% in these regions (Fig. 1a, b, c).

The contribution of variance which characterizes the interannual fluctuations of
transport of mean temperature gradients by anomalies of velocity of meridional currents
V 0TY
� �

to the total variance of meridional heat advection anomalies makes is at a
maximum (>80%) in January in the West African upwelling vicinity, the West and East
Greenland currents and the latitudinal band 15–50° N. The vicinity of the Gulf Stream
and the Canary Current are exceptions. The variance of interannual variations in the
transport of anomalous meridional temperature gradients by mean meridional currents
VT 0

Y

� �
in January is high in the central part of the North Atlantic Tropical Gyre and the

vicinity of the Labrador Current. Its ratio to the total variance of anomalies of advective
heat transport in the meridional direction is more than 50%. The contribution of this
mechanism to the total dispersion of meridional heat advection anomalies in the Guiana
current and the Gulf Stream area before its veering from the continental slope exceeds
80% for all January data sets. The ratio of variance of interannual anomalies of
meridional temperature gradients transported by anomalous currents (V′T′Y) to the total
variance of interannual anomalies of meridional heat advection in January is charac-
terized by high values (more than 50%) in the North Equatorial Countercurrent, the Gulf
Stream recirculation zone and the inner part of the SPG. In the rest of the North Atlantic
basin, the ratio of variance of this component to the total variance of interannual
anomalies of meridional heat advection in the UML in January is small (Fig. 1d, e, f).

The interannual variations of transport of mean temperature gradients by anoma-
lous zonal currents U0TX

� �
in the UML in July prevail in the inner part of the STG and

SPG. The ratio of the variance of these anomalies to the total variance of zonal heat
advection anomalies in the inner part of the SPG exceeds 80% for all the data sets.

The spatial distribution of regions with a high variance of transport of anomalous
zonal temperature gradients by mean zonal currents UT 0

X

� �
in the UML in July is the

Mechanisms Accounting for Interannual Variability 65



Fig. 1. The ratio (in %) of dispersion of components of heat advection anomalies to the total
variance of zonal (a, b, c) and meridional (d, e, f) heat advection anomalies in January in the upper
mixed layer of the North Atlantic for the period 1980–2011 according to ORA-S3 (a, d), GFDL
(b, e), and GODAS (c, f) data. The type of color filling characterizes the main mechanism: black –
the transport of anomalous temperature gradients by mean currents, dark gray – the transport of
mean temperature gradients by anomalous currents and light gray – the transport of anomalous
temperature gradient by anomalous currents. The isoline characterizes the value of 75%.

66 A. B. Polonsky and P. A. Sukhonos



Fig. 2. The ratio (in %) of dispersion of components of heat advection anomalies to the total
variance of zonal (a, b, c) and meridional (d, e, f) heat advection anomalies in July in the upper
mixed layer of the North Atlantic for the period 1980–2011 according to ORA-S3 (a, d), GFDL (b,
e), and GODAS (c, f) data. The type of color filling characterizes the main mechanism: black – the
transport of anomalous temperature gradients by mean currents, dark gray – the transport of
mean temperature gradients by anomalous currents and light gray – the transport of anomalous
temperature gradients by anomalous currents. The isoline characterizes the value of 75%.
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same as for January. The ratio of variance of interannual temperature gradient
anomalies transported by anomalous zonal currents (U′T′X) to the total dispersion of
anomalous zonal heat advection in July is small in the most part of the North Atlantic
basin. The small areas in the Sargasso Sea and along 10° N are exceptions. The relative
contribution of this mechanism reaches 80% in these regions (Fig. 2a, b, c).

The interannual fluctuations of transport of mean temperature gradients by
anomalous meridional currents V 0TY

� �
in the UML in July dominate in the eastern part

of equatorial zone, the inner part of the North Atlantic tropical gyre, the East Greenland
Current and the latitudinal band 30–50° N. The vicinity of the Gulf Stream and the
Labrador Current are exceptions. The variance of interannual variations of transport of
anomalous meridional temperature gradients by mean meridional currents VT 0

Y

� �
in

July is high in the latitudinal band 15–25° N. In the Guiana and Labrador currents as
well as in the Gulf Stream region, before its veering from the continental slope, the
contribution of this mechanism to the total variance of meridional heat advection
anomalies in July is more than 80% for all the data sets. The ratio of variance of
interannual anomalies of meridional temperature gradients transported by anomalous
meridional currents (V′T′Y) to the total variance of meridional heat advection anomalies
in July is large (more than 50%) in the area of the North Equatorial Countercurrent, the
Gulf Stream recirculation zone and the inner part of the STG. The ratio of the variance
of this component to the total variance of meridional heat advection anomalies in the
UML in July is small in the rest of the North Atlantic area (Fig. 2d, e, f).

4 Discussion and Conclusion

It is well known, the heat advection caused by ocean currents is one of the main factors
determining the thermal state of the UML. Moreover, in the tropical Atlantic the heat
transport completely occurs within the UML [18]. The advection of mean temperature
gradients by anomalous currents represents the most important contribution to the
recent decadal trend reversal in the SPG heat content [19]. This conclusion is com-
pletely confirmed by our results. Variations in the Atlantic water inflow define the main
part of interannual variability of climatic parameters in the Barents Sea in the cold
season [20]. However, in winter and summer the character of interannual changes of
advective heat transports in the UML is different. The greatest contribution of varia-
tions of horizontal heat advection to the UML temperature change in the North Atlantic
at the interannual scale is observed in winter, and the smallest – in summer [21].

Thus, the quantitative evaluations of contribution of various mechanisms,
accounting for the interannual anomalies of horizontal heat advection in the UML in
the North Atlantic in winter and summer, are analyzed from the ORA-S3, GFDL and
GODAS oceanic reanalyses data for 1980–2011.

The following results are obtained. The interannual anomalies of horizontal heat
advection in January and July in the regions of the Guiana Current and the Gulf Stream
until its veering from the continental slope are largely formed by variations in the
temperature gradients. In winter (summer) the interannual anomalies of zonal heat
advection in the inner part of SPG (in the inner parts of STG and SPG) and the
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anomalies of meridional heat advection in the inner part of STG (in the vicinity of
Inter-Tropical Convergence Zone and the North Atlantic Current) are due to changes in
the currents intensity. The magnitude of interannual anomalies of horizontal temper-
ature gradient transported by anomalous currents in the UML is generally small in the
North Atlantic. The interannual anomalies of zonal heat advection in the Sargasso Sea
and the central part of the Equatorial Atlantic are exception in January. The interannual
anomalies of zonal heat advection in the Gulf Stream recirculation zone and the
interannual anomalies of meridional heat advection in the North Equatorial Counter-
current and the inner part of the STG are exceptions in July.
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Abstract. In the article, it is considered a modification of an integral model of
unsteady turbulent jet with a presence of pressure force. Stationary solutions of
the presented model is compared with well-known analytical results of classical
models. It is shown that the inclusion of pressure forces changes dynamic
parameters of a jet by about 15%. An analytical solution of a steady forced
buoyant jet that corresponds to a volcanic outburst is deduced. An analytical
solution for the spontaneous jet of convective surface layer is presented. The
simplest model of an ensemble of the buoyant jets of convective surface layer is
built. A hydrodynamic formation mechanism of vertical profiles of the turbulent
diffusivity and the turbulent statistical moments of the atmospheric surface layer
related to the ascent of the jets’ system, is formulated.

Keywords: Convective thermal � Convective jet � Forced convective jet
Ensemble of convective jets � Eddy diffusivity � Turbulent moments

1 Introduction

Integral models of convective jets (plumes) are widely used for a description of vol-
canic activity and turbulent mixing within the boundary layers of the atmosphere and
ocean.

Modern integral models of unsteady jets are presented in [1–7]. Most of the
well-known integral models of buoyant jets and forced plumes use the approximation
of the vertical boundary layer. This approximation enables the pressure force in the
equation of motion to be neglected.

The present paper discusses modifications of the integral models of a convective jet
by including the pressure force. The modifications have exact solutions that can be
compared against the well-known analytical solutions of classical models. This com-
parison allows to estimate the effect of a pressure forced, that changes the vertical
velocity and the buoyance of a jet by about 15%.
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In geophysical environments, we can observe both isolated convective plumes [8]
and ensemble of buoyant jets [9]. Isolated convective jets form during volcanic out-
burst into atmosphere. A steady forced convective jet and its model may be considered
as a simplest model of this outburst.

An ensemble of convective thermals (bubbles) forms in the atmosphere over a
heated surface of the land or ocean. A steady spontaneous jet and its analytical solution
may be considered as a simplest model of an isolated element of the thermals’
ensemble.

It is shown that an ensemble of the dynamically identical buoyant jets forms the
vertical profile of turbulent eddy diffusivity and the profiles of the turbulent moments of
velocity and buoyance up to fourth order.

2 Integral Model of a Convective Jet

Consider an unsteady jet (plume) rising in a neutrally stratified atmosphere. Traditional
models use the approximation of the vertical boundary layer and some other
hypotheses.

Suppose that a convective jet forms over a point source of heat and buoyancy.
Experimental measurements in a neutrally stratified environment show that the plume
has a near-conical shape with the radios Rw. The shape of the cone is defined by
@Rw=@z ¼ aR, where aR � 0:1 is a constant coefficient. The hypothesis about a conical
shape of a jet is a part of the model [4].

Consider that the vertical velocity and buoyancy in each horizontal cross section of
the jet are assumed to have stepwise P-shaped profiles with amplitudes ŵ and gĥ. The
amplitude equations of the integral model [4] in the boundary-layer approximation with
the hypothesis about a conical shape of a jet are

@
@t ŵR

2
w þ @

@z ŵ
2R2

w ¼ gh
_

R2
w;

@
@t ĥR

2
w þ @

@z ĥŵR
2
w ¼ 0; @

@z Rw ¼ aR

8<
: ð1Þ

The equations of motion and heat influx in (1) suggest that the jet does not
exchange by vertical momentum and heat with its surroundings.

System (1) must therefore be supplemented with boundary conditions. The
boundary conditions for the point sources of heat and momentum are

lim
z!0

ŵ2R2
w ¼ P�ðtÞ; lim

z!0
ĥŵR2

w ¼ S�ðtÞ ð2Þ

Here, P� ¼ P�ðtÞ[ 0 and S� ¼ S�ðtÞ[ 0 are the time dependent strengths of
momentum and heat fluxes, P�½ � ¼ m4=s2, S�½ � ¼ m3=s.

The comparison between the numerical calculation by the model [4] and other
known integral models [2, 3, 5], that was made in [5], is shown in Fig. 1. For notational
convenience, in these graphs we use normalized vertical velocity ~w, buoyance g~h, and
altitude ~z, which description provides in models [2–5].
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Let us consider an alternative way of deducing the amplitude equations of unsteady
convective jet that does not use the approximation of the vertical boundary layer.

According to [10], in the structure of a turbulent jet we can distinguish a coherent
system consisting of a sequence of moving eddied that can be stylized as a chain of
spherical thermals (see Fig. 2).

Let us deduce an equation of the isolated thermal in the chain. Vw ¼ VwðtÞ is the
volume of the spherical thermal with the radios Rw ¼ RwðtÞ. Let us introduce the Vw-

averaged mean velocity w_ and dimensionless potential-temperature fluctuation h
_

and
the height of the centre of mass of a thermal z_ ¼ z_ðtÞ.

In [11], the equation of the motion of a chain spherical thermal was suggested

d
dt
w_ ¼ 2

3
gh

_ � aR
Rw

w_
2
;

d
dt
w_ ¼ 2

3
gh

_ � 1

z_
w_
2
; ð3Þ

The factor 2/3 in (3) is related to introduction of a pressure force, that is parametrized
by the added-mass, (see [12]).

Based on the concept of a jet as a chain of thermals, we construct an alternative
model of a convective jet. Instead of the classical Eq. (1), we consider a modify system,
that include a pressure force, in a parametric form

@
@t ŵR

2
w þ 1

2
@
@z ŵ

2R2
w ¼ 2

3 gĥR
2
w;

@
@t ĥR

2
w þ @

@z ĥŵR
2
w ¼ 0; @

@z Rw ¼ aR

8<
: ð4Þ

with the boundary conditions (2).

Fig. 1. A comparison between integral models [2–5] and experimental data [2]. (a) The
normalized velocity ~w field; (b) the normalized buoyancy g~h field. Circles and triangular dots are
experimental data. dash-and-dot line – model [1]; solid line – model [2]; thin solid line – model
[3, 4]; dotted line – model [5].
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Let us clarify the physical meaning of the equation of motion in modified system
(4). Suppose that d=dt ¼ @=@tþ ŵ @=@z is an individual time derivative. Obviously,

when w_ ¼ ŵ and gh
_ ¼ gĥ, Eq. (4) turns into the form (3).

It is significant that the Eq. (4) includes an approximation of pressure force and
cannot therefore be derived in the vertical boundary-layer approximation.

3 Steady Integral Model of a Convective Jet

The Euler form of the modified stationary Eq. (4) with the boundary conditions (2) is

1
2
d
dz ŵ

2R2
w ¼ 2

3 gĥR
2
w;

d
dz gĥŵR

2
w ¼ 0; Rw ¼ aRz

lim
z!0

ŵ2R2
w ¼ P�; lim

z!0
gĥŵR2

w ¼ gS�

8><
>: ð5Þ

Fig. 2. Internal coherent structure of a turbulent jet and its geometric representation.
(a) Submerged turbulent water jet effluent from a round orifice at the Reynolds number 4000
(reproduced from [10]); (b) geometric representation of a turbulent jet in the shape of a chain of
spherical bubbles; (c) a convective turbulent ash plume from the eruption of Shiveluch volcano
(Kamchatka), September 24, 2014; (d) geometric representation of a convective turbulent plume
in the shape of a chain of spherical bubbles.
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The Lagrange form of the modify steady Eq. (5) with the boundary conditions (2) is

d
dz ŵ

2 ¼ 4
3 gĥ� 2

z ŵ
2; d

dz ĥŵ ¼ � 2
z ĥŵ; Rw ¼ aRz;

lim
z!0

ŵ2R2
w ¼ P�; lim

z!0
gĥŵR2

w ¼ gS�

8><
>: ð6Þ

The steady equations system with the boundary conditions (6) can be transformed
to the equivalent form

1
3
d
dz ŵ

3 ¼ 2
3 gĥŵ� 1

z ŵ
3; d

dz gĥŵ ¼ � 2
z gĥŵ;

lim
z!0

ŵ2R2
w ¼ P�; lim

z!0
gĥŵR2

w ¼ gS�

8><
>: ð7Þ

The systems (5)–(7) can be considered on the unbounded domain 0\z\1.

4 Steady Convective Jet with a Pressure Force

Consider a steady convective jet from a point source of buoyancy with P� ¼ 0
and S� [ 0.

The analytical solution to the classical model of a steady jet (1) is

RwðzÞ ¼ aRz; ŵ ðzÞ ¼ 3
4

� �1
3

a�
2
3

R gS�ð Þ1
3z�

1
3; gĥðzÞ ¼ 3

4

� ��1
3

a�
4
3

R gS�ð Þ2
3z�

5
3 ð8Þ

The analytical solution to the modify model of a steady jet (4) is

RwðzÞ ¼ aRz; ŵ ðzÞ ¼ a�
2
3

R gS�ð Þ1
3z�

1
3; gĥðzÞ ¼ a�

4
3

R gS�ð Þ2
3z�

5
3 ð9Þ

We now compare analytical solutions (8) and (9). Given that ð3=4Þ1=3 � 0:908 and

ð3=4Þ�1=3 � 1:100, we may conclude that the model of a steady convective jet with the
pressure force (5) and models of convective jet (1) with no pressure force give qual-
itatively close results. However, the inclusion of the pressure forces in the model
decreases the amplitude of vertical velocity by about 10% and increases the amplitude
of buoyancy.

The power-law dependences of the vertical velocity and buoyancy on the altitude
are identical in the both models and correspond to the similarity law for the convective
jet, presented in [13].

5 Steady Submerged Jet

Consider an isolated submerged jet from a point source of momentum and heat with
P� [ 0 and S� [ 0. The symmetry axis of the submerged jet is horizontal, so the
gravitational acceleration for such a flow is unimportant.
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To describe the submerged jet, we use model (5) with g ¼ 0. An analytical solution
to (5) is

RwðzÞ ¼ aRz; ŵ2ðzÞ ¼ P�
a2Rz2

; ĥðzÞ ¼ P�1=2
�
aRz

S� ð10Þ

Relations (10) are consistent with the similarity law for a submerged turbulent
jet [14].

6 Steady Buoyant Jet with a Pressure Force

Buoyant jets are of much interest in problems of volcanic outbursts. An extensive
review of hydrodynamic models of volcanic outbursts was presented in [8].

An analytical solution to the volcanic outburst problem (5) is found base on an
equivalent system (7). Then,

RwðzÞ ¼ aRz; ŵ2ðzÞ ¼ 1
a2Rz

2 P3=2
� þ aRgS�z

2
h i2=3

gĥðzÞ ¼ gS�
aRz

P3=2
� þ aRgS�z

2
h i�1=3

8>><
>>:

ð11Þ

We assume that h� ¼ P3=4
� =ðaRgS�Þ1=2 is a scaling parameter of height in a buoyant

jet. Obviously, equalities (11) turn into (9) at z[[ h�; that is, the buoyant jet at high
levels turns into an convective jet. When z\\h�, equalities (11) turn into (10); that is,
the buoyant jet at low levels turns into a submerged jet.

A solution similar to (11) also exists in the model described in [15]. The jet radius is
calculated from the equation of the kinetic energy of vertical motion

7 Spontaneous Jet with a Pressure Force

The free-convection layer in developed turbulence is the fluid or gas layer adjacent to a
heated surface and having a thickness 0\z=h\0:1, where h is the height of the
convective layer. The free-convection layer is defined as the layer of a constant
buoyancy flux per unit area gSh ¼ const[ 0, where ½gSh� ¼ m2=s3.

In the atmosphere, the layer of free convection is an unstable surface layer about
100-m thickness in the immediate vicinity of a heated underlying surface.

Let CðzÞ ¼ d�h=dz� 0 be a stratification parameter. Then,

gC zð Þ ¼ g
d�h
dz

¼ �kh gShð Þ2=3z�4=3 ð12Þ

where 0:9� kh � 1:1, according to the atmospheric field observations (e.g., [16, 17]).
Equality (12) follows from the classical Prandtl turbulence theory [18], or from the

Obukhov similarity theory [19].
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According to [20], spontaneous jets arise in unstable atmospheric layers. It is
significant that spontaneous jets gain energy from the unstable layer and so do not
require any additional heat and momentum sources at the underlying surface.

Extending the modified integral model (5) to the case of unstable stratification, we
obtain equations for a stationary isolated spontaneous jet that include pressure.
Assuming kh ¼ 1 in the form (12), we have

1
2
d
dz ŵ

2R2
w ¼ 2

3 gĥR
2
w;

d
dz gĥŵR

2
w ¼ gShð Þ2=3z�4=3ŵR2

w; Rw ¼ aRz;

lim
z!0

ŵ2R2
w ¼ 0; lim

z!0
gĥŵR2

w ¼ 0

8><
>: ð13Þ

The analytical solution to (13) is

RwðzÞ ¼ aRz; ŵ zð Þ ¼ 1
2

gShð Þ1=3z1=3; gĥ zð Þ ¼ 1
2

gShð Þ2=3z�1=3 ð14Þ

Relations (14) are consistent with the similarity law for a spontaneous turbulent jet
obtained in [20].

It is useful to compare exact solution (14) to that of the classical integral model of a
spontaneous jet [20] in the boundary-layer approximation

d
dz ŵ

2R2
w ¼ gĥR2

w;
d
dz gĥŵR

2
w ¼ gS2ð Þ2=3z�4=3ŵR2

w; Rw ¼ aRz;

lim
z!0

ŵ2R2
w ¼ 0; lim

z!0
gĥŵR2

w ¼ 0

8><
>: ð15Þ

The solution to (15) is

RwðzÞ ¼ aRz; ŵ zð Þ ¼
ffiffiffi
3

p

4
gS2ð Þ1=3z1=3; gĥ zð Þ ¼ 1

2
gS2ð Þ2=3z�1=3 ð16Þ

Compare analytical solutions (14) and (16). The power-law dependences of the
vertical velocity and buoyancy on the height are identical in both models. Given that
ð ffiffiffi

3
p

=4Þ � 0:43, we may conclude that the inclusion of the pressure forces in the model
conserves the buoyancy and increases the amplitude of vertical velocity by about 15%.

The obtained results shows that introduction of the modify model (13) into the
mathematical description of the ensemble of thermals may influence onto the turbulent
moments of the surface layer in the framework of the mass-flux parametrization.

8 Ensemble of the Dynamically Identical Jets and Turbulent
Diffusivity Within the Convective Boundary Layer

It is known that in the turbulent convective layer an ensemble of convective elements
forms over a horizontally homogenous heated surface (see [9]).
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An idea of what an ensemble of thermals looks like can be gained from laboratory
modeling at large Rayleigh numbers. The results of laboratory experiments [21],
presented in Fig. 3, clearly exhibit the fine structure of the surface layer.

Let h be a height of a convective layer. It should be noted that the ensemble of
convective jets existed mainly within the lower part of a convective layer 0\z=h\0:5.
Within the upper part of a layer 0:5\z=h\1, the amount of jets is low.

We construct a “generalized” convective jet based on the hypothesis that within the
surface layer 0\z=h\0:1 parameters of the “generalized” jet are defined as parameters
of the spontaneous jet (14); and within the mixing layer 0:1\z=h\0:5 they defined as
parameters of the convective jet (9).

Using the results of laboratory experiments [21] and the ensemble model [22], we
assume that the convective surface layer is packed with the system of identical “gen-
eralized” convective jets.

Let us consider the convective surface layer. Suppose that gSh is a buoyance flux at
the underlying surface. According to [23], we introduce Deardorff’s parameter of
velocity and buoyance

wD ¼ h1=3 gShð Þ1=3; ghD ¼ h�1=3 gShð Þ2=3 ð17Þ

Based on the concept of statistical ensemble, we deduce a relationship for the heat
eddy diffusivity. In the framework of the semi-empirical theory of turbulence by
Prandtl [16], it is assumed that

\Kh [ ¼ \w[ lP;
lP
h

¼ kv
z
h

1� z
h

� �2
ð18Þ

Where \w[ is the average velocity of updraft flows; lP is Prandtl’s mixing
length; kv ¼ 0:4 is von Karman constant.

Substituting the vertical velocity of the “generalized” convective jet into (18) and
rewriting deduced relationships with regard to Deardorff’s parameters (17) yield

\Kh [
wD h

�
z=hð Þ2=3 1� z=hð Þ½ �2 when 0:1\z=h\0:5:

z=hð Þ4=3 when 0\z=h\0:1

8<
: ð19Þ

Well-known approximations of the real heat eddy diffusivity Kh are

Kh

wD h
�

z=hð Þ 1� z=hð Þ½ �2 when 0:1\z=h\0:5:

z=hð Þ4=3 when 0\z=h\0:1

8<
: ð20Þ

An approximation for Kh in the surface layer 0\z=h\0:1 was deduced in [19]
within the framework of similarity theory. An approximation for Kh in the mixing layer
0:1\z=h\0:5 was deduced by numerical modeling in [24].
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Similarity between approximations (19) and (20) means that the ensemble of the
“generalized” convective jets is a main enabler of the turbulent diffusivity within the
boundary layer.

9 Ensemble of the Dynamically Identical Spontaneous Jets
and the Turbulent Moments of the Convective Surface
Layer

Let us consider an ensemble of the identical spontaneous jets in the surface layer.
Based on an integral model similar to (14), we deduce the second statistical turbulent
moments of vertical velocity and buoyance. Then

\w_ 2 [
w2
D

¼ r
4

gShð Þ2=3z2=3
w2
D

¼ r
4

gShð Þ2=3h2=3
w2
D

z
h

� �2=3¼ r
4

z
h

� �2=3

\ðgh_Þ2 [
ðghDÞ2 ¼ r

4
gShð Þ4=3z�2=3

ðghDÞ2 ¼ r
4

gShð Þ4=3h�2=3

ðghDÞ2
z
h

� ��2=3¼ r
4

z
h

� ��2=3

8>><
>>:

ð21Þ

Where \w_ 2 [ and \ðgh_Þ2 [ are statistical turbulent moments, related to a
system of spontaneous jets and downdrafts; rww=4 ¼ rhh=4 � 1:1 is a dimensionless
constant, which depends on the relative area of the updraft flows, the density of jets per
area unit, and a description method of interference between jets.

The statistical moments (21) are defined by common coefficients rww ¼ rhh. If we
use another integral model, the universality of this coefficient may not exist.

We assume that w2 and h2 are the real second order moments of vertical velocity and
variance of potential temperature of the atmospheric surface layer. According to results
of dimension theory [16], transformed by Deardorff’s parameters (17), we deduce

Fig. 3. Ensemble of thermals in the form of dense salt fingers descending in a water layer,
according to [21]. The descending motion of thermals is visualized by adding fluorescein to the
salt and illuminating fingers through a silt.
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w2

w2
D
¼ kww

z
h

� �2=3
;

ðghÞ2
ðghDÞ2

¼ khh
z
h

� ��2=3 ð22Þ

According to [25], the empirical constant values are equal, kww ¼ 1:8 and
khh ¼ 1:8.

Field data of the second moments of vertical velocity and buoyance [25] and their
approximations (22) are presented in Fig. 4.

Similar results can be deduced for the third and fourth order moments of vertical
velocity and buoyance. Relationships of the higher moments of vertical velocity, due to
(14), are

\w_ 3 [
w3
D

¼ rwww
8

gShð Þz
w3
D

¼ rwww
8

gShð Þh
w3
D

z
h

� � ¼ rwww
8

z
h

� �

\w_ 4 [
w4
D

¼ rwwww
16

gShð Þ4=3z4=3
w4
D

¼ rwwww
16

gShð Þ4=3h4=3
w4
D

z
h

� �4=3¼ rwwww
16

z
h

� �4=3

8><
>: ð23Þ

Where \w_ 3 [ and \w_ 4 [ are statistical convective turbulent moments, related
to a system of spontaneous jets and downdraft flows; rwww=8 � 1:1 and rwwww=16 �
0:9 are dimensionless constants, which depends on the relative area of the updraft
flows, the density of jets per area unit, and the description method of interference
between jets.

Fig. 4. Field data of the second moments of vertical velocity and buoyance and their
approximations. (a) The dots are normalized field data [25]; the line is the approximation of the
second moment w2=w2

D (22). (b) The dots are normalized field data [25]; the line is the

approximation of the second moment h2=h2D (22).
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Let us assume that w3 and w4 are the real third and fourth turbulent moments of
vertical velocity of the atmospheric surface layer. Approximations of them, that
deduced in the framework of dimension theory in [16, 26], are

w3

w3
D
¼ kwww

z
h

� �
;

w4

w4
D
¼ kwwww

z
h

� �4=3
ð24Þ

where kwww � 1 and kwwww � 6:5, according to [25, 27].
Field observation data of third and fourth moments of vertical velocity [25, 27] and

their approximations by power-law profiles (24), are shown in Fig. 5.
According to both sets of relationships (21), (22) and (23), (24), the power-law

dependences of statistical and real moments of vertical velocity and buoyance varia-
tions on the dimensionless altitude z=h are identical. Hence, an ensemble of sponta-
neous jets forms a dependence of momentum and heat diffusivity on the altitude within
the convective surface layer.

When a model of the ensemble of thermals is well-balanced, a “principle of pro-
portionality” is fulfilled. It means that a set of statistical turbulent moments \w_ 2 [

and \ðgh_Þ 2 [ must be proportional to a set of real turbulent moments w2 and h2.
Naturally, the “principle of proportionality” must be true to the higher order moments.
A wrong choice of an integral model of spontaneous jets leads to a failure of a
proportionality between the turbulent moments.

Fig. 5. Field data of the third and fourth moments of vertical velocity and their approximations.
(a) The dots are normalized field data [25]; the line is the approximation of the second moment
w3=w3

D (24). (b) The dots are normalized field data [27]; the line is the approximation of the

fourth moment w3=w3
D (24).
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10 Conclusion

Presented results show that the classical model of convective thermals and jets can be
modified by including a pressure force.

It is demonstrated that the modified integral model of convective jets retain a
power-law dependence of the vertical velocity and buoyance on the altitude, that
deduced in the classical models. For convective jets, that rising within a neutrally
stratified atmosphere, an introduction of a pressure force increases the amplitude of
buoyance and decreases the amplitude of vertical velocity. The total varying of the
amplitudes is about 10%. For spontaneous jets, that rising within an unstable stratified
atmosphere, an introduction of a pressure force retain the amplitude of buoyance and
increases the amplitude of vertical velocity by about 15%.

The relatively weak influence of the pressure force on the parameters of a jet
enables the vertical boundary-layer approximation in the theory of buoyant jets to be
regarded as a first approximation.

An isolated forced convective jets are effective for describing industrial emissions
and volcanic outbursts into the atmosphere.

Ensembles of buoyant jets form vertical profiles of turbulent moments and eddy
diffusivity within convective surface layers.

This study was supported by the Russian Foundation for Basic Research, grant no.
15-05-068491-a.
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Abstract. Over the last few years interest in the multidisciplinary approach to
modeling and evaluating processes associated with the development of oil and
gas fields has incredibly increased. The authors of the article studied the effects
of rock on the filtration-capacitive, physical and mechanical properties of the
rock. The coefficients of porosity, permeability and cementation factor change
were estimated taking into account water saturation of rock samples.

Keywords: Geomechanics � Poroelasticity � Oil and gas reservoir development
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Correlations of soil and rock properties in geotechnical engineering

1 Introduction

The existing integrated approaches for accounting of poroelastic effects of porous
media in hydrodynamic modeling are based on the Bio equation [1]. But the mathe-
matical model of rock compressibility is mainly used to assess the change in porosity.
The company developer of one of the most common hydrodynamic simulator indicates
an increase in the accuracy of adaptation and forecast when using a combined model of
hydrodynamics and geomechanics [2]. In the simulator, this possibility is realized by
introducing a permeability multiplier as a tabular function of the maximum and min-
imum main stress [3]. But this function can only be obtained after special core tests.

Authors of this article uses alternative mathematical model of Nikolaevsky [4],
which describes the dependence of permeability on reservoir pressure. In equations [4]
there is a parameter of rock cementation. Its change has been experimentally proved in
a series of experiments described in this article.

Authors assume that in terrigenous reservoirs, the rock cementation parameter
strongly depends on the fluid content. Clay is the most unstable component in the
reservoir, but at the same time it makes up the cement of the rock, that creates bonds
between the grains. Change in the properties of clay in the rock affects the entire solid
mass as a whole. In the articles about modeling of low salinity water saturation the
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physical model is based on the swelling of clays and fines migration. The current
understanding of dynamical processes of reservoir does not take into account changes
in the physical and mechanical properties of the rock. A prerequisite for such an
opinion is a series of experiments [5–7], where the dependence of destruction prop-
erties of oil rock on its water saturation was revealed.

Earlier the Berea sandstone samples were used in experiments, where researchers
obtained the dependence of the breaking load, Young modulus and friction angle on the
water saturation of the samples [8].

In this work experiments were carried out on samples of the BS-11 formation located
in Western Siberia. Characteristics of the samples: sandstones with a predominant grain
size of 0.06–0.12 mm; the terrigenous material is sorted into medium degree; quartz -
32–44%, feldspars - 41–45%, fragments of rocks - 10−20%, mica - 1−8%; cement
consists of clay, distributed unevenly, contained in an amount of 5−10%; the clay
composition is predominantly kaolinite, chlorite; according to the analogues, the pres-
ence of mixed clay formations and a small fraction of montmorillonite in the clay
composition is observed; that clay formation can multiply swell when the mineralization
of water changes [9].

2 Experimental Research

For the experiments, a special test procedure was developed:

– preliminary preparation of samples with saturation of their model oil and water in
specified proportions;

– tests for determine the rock strength, elastic and deformation characteristics of
saturated samples.

Prepared samples were tested using unconfined compressive strength (UCS)
method for determine deformation characteristics, Young’s modulus and Poisson’s
ratio [10, 11]. In total, 7 samples were tested with a ratio of diameter to height of 1:2,
the diameter of the samples was 30 mm. The samples were saturated with mixtures of
model oil (kerosene) and slightly mineralized water in proportions corresponding to a
number of water saturation: 0%, 25%, 50%, 75%, 100%. Initially, the samples were
saturated with kerosene, and then placed in the evacuated water. Water under the
influence of capillary forces gradually penetrated into the sample. The degree of water
saturation was determined by determining the total density and subsequent recalcula-
tion, corrected for a decrease in the pore volume. On the destroyed samples, additional
tests were carried out using spherical indentors, which made it possible to determine the
basic mechanical properties of the rock [12]. The test results are shown in the form of
graphs in Figs. 1, 2, 3 and 4, Table 1.

In addition to modifying the elasticity modulus and the strength of the samples,
depending on the water saturation, a gradual formation and an increase in the zone of
plastic deformation is noted: Fig. 2.
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Fig. 1. The results of tests to determine the physical and mechanical properties of the rock.
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3 Results and Discussion

The authors of the article assume that the prevailing effect of influence of water
saturation on the changes in strength characteristics of the rock is a change of strength
characteristics of the rock skeleton composed mainly of clays. The level of influence of
the described effect is particularly high when clays includes formations with inclination
to swelling. From the point of view of mathematical analysis, this effect is described by
introducing a dependence of the cementation coefficient (b1K) on water saturation. The
recalculation of the change in consolidation index from water saturation according to
the test results is shown in Figs. 3 and 4.

To determine the change in effective permeability, relative phase permeability was
taken using Corey model based on real data from filtration tests. To calculate the
change in permeability, it was taken an equation describes the dependence of the
change in porosity on permeability under mechanical influence [4].

k ¼ k0
m
m0

� �ak=am

ð1Þ

where k0, m0 – permeability and porosity at initial effective pressure; ɑk, ɑm, – coef-
ficients of change in permeability and compressibility of pores, 1/Pa.

Then the associated model (permeability/water saturation/porous pressure) was
calculated in 2 versions: taking and not taking into account the change in consolidation
of the rock: Figs. 3 and 4

pef ¼ �r f
11 þ 1� m0ð Þb0Kp0 ¼ q� 1� m0ð Þb1Kp0 ð2Þ

where pef – effective pressure, Pa; q – full applied load, N; m0 – porosity, %; b0K, b1K
– cementation of the porous medium, Darsi/Pa; p0 – initial formation pressure, Pa.

In conclusion, it should be mentioned that the change in depression to the formation
may have both a positive and negative impact on permeability. The direction of change
in permeability under conditions of extreme loading depends on the type of rock.
Therefore it is extremely necessary to conduct mechanical core research at the stage of
assessment and design [13].

Table 1. Results of the UCS studies.

Sample
№

Fracture
load, N

Tensile
strength, MPa

Modulus of
deformation, MPa

Young’s
modulus, MPa

Poisson’s
ratio

2–11 26807 37.94 16459.60 25977.26 0.23
2–17 21950 31.07 16040.06 24459.38 0.40
2–23 18944 26.94 11000.34 16124.33 0.25
2–18 17027 24.10 11241.48 16134.32 0.35
2–14 18288 25.89 11717.07 14969.21 0.42
2–13 21462 30.40 13238.93 16592.70 0.37
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4 Conclusions

• Using tests methods similar to the conducted studies, as well as using the poroe-
lasticity equations, it is possible to increase the adaptation and prediction of
reservoir characteristics when selecting well operation regimes and selecting an
agent for waterflooding.

• Carrying out a series of tests taking into account the mineral composition of the rock
will make it possible to single out the model dependences of cementation coefficient
changing under influence of mineralogical composition and mineralization of the
produced water. Analysis of the correlations will make it possible to evaluate the
strength characteristics of rock fields with a limited number of core studies.

• The physical, mechanical and filtration properties of oil and gas reservoirs are
affected by the ratio of oil and water in the rock, the mineralization of reservoir and
injected water, the mineralogical composition of the reservoir.
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Abstract. The research of Earth’s physical fields and their variations is par-
ticularly important to establish causes and mechanisms of changes in the
environment and in the climate. The results of the analysis of instrumental
observation concerning the variations in electric and magnetic fields, as well as
acoustic vibrations in the near-surface Earth zone are considered in relation to
the variations of meteorological parameters. We used the results of synchronous
observations concerning physical fields carried out in the period of 2011–2014
in conductions of Geophysical observatory “Mikhnevo” of Institute of Geo-
sphere Dynamics of Russian Academy of Science (IDG RAS) (Russia, Moscow
region, settlement Mikhnevo; 54.959º N, 37.766º E). Synchronism of the vari-
ations of mentioned geophysical fields and change in atmospheric parameters
has been determined, and for the first time not only synchronous, but advanced
manifestations of geomagnetic field perturbations are shown, we introduce a
new parameter - “reverse” magnetic tipper, variations of which due to atmo-
spheric disturbances are more strongly marked in comparison with the variations
of magnetic tipper.

Keywords: Atmospheric parameters �Magnetic tipper � Thunderstorm activity
Barometric micropulsations � Electric field variations

1 Introduction

The research of Earth’s physical fields and their variations is particularly important to
establish causes and mechanisms of changes in the environment and in the climate.
Another equally important problem is to monitor processes associated with natural and
man-made influences on the Earth’s biosphere, to establish response of the environment
to these influences, as well as to define boundaries of maximum permissible anthro-
pogenic loads on both the environment and the wildlife, including a human body.

The Earth’s physical fields play an important role in interactions between geo-
spheres. Mutual ties between processes occurring in the Earth’s hard shells and its upper
geospheres are carried out due to transformation and interaction of physical fields [1].
The physical fields join together all geospheres by forming self-consistent geophysical
system. Functioning of such a system, like any other complex multi-component system,
is described by a quasi-stationary component, formed as a result of long-time interac-
tions of individual components of this system with each other, and perturbations of
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different scales, which are caused by external and internal sources and which under
certain conditions can disturb the dynamic equilibrium of the system.

Of greatest interest is the research of a perturbed component, the amplitude of
which can exceed by several orders of background values. In doing so it provides an
opportunity to research the nature and mechanisms of mass and energy exchange
processes related, in particular, to energy transformation between physical fields of
different nature. Here it is also important to note a special role of variations of physical
fields in the formation of conditions for existence of living organisms (the Earth’s
biosphere) and, in particular, the human environment.

This paper presents the results of data analysis of synchronous observations con-
cerning the variations in electric and magnetic fields and atmospheric pressure
micropulsations in the Earth’s near-surface zone in relation to the variations of meteo-
rological parameters of the near-surface atmosphere. A synchronism of variations of
mentioned fields and atmospheric parameters is shown. The quantitative relationships
between amplitudes of electric field variations, acoustic vibrations, atmospheric param-
eters and also transfer function of geomagnetic variations as magnetic tipper are given.

2 Initial Data

In this paper we used the results of synchronous observations concerning physical fields
carried out in the period of 2011–2014 in conductions of Geophysical observatory
“Mikhnevo” of Institute of Geosphere Dynamics of Russian Academy of Science (IDG
RAS) (Russia, Moscow region, settlement Mikhnevo; 54.959º N, 37.766º E), which are
characterized by absence of industrial pollutions and by low electromagnetic interfer-
ence level [2]. The measurements of the vertical component of the electric field and
components of the magnetic field were carried out by the INEP fluxmeter (the frequency
range 0–20 Hz) and the LEMI-018 magnetometer, respectively. The atmospheric
pressure micropulsations are recorded by the MB-03 microbarometer, equipped with a
wind reduction filter, in the frequency range of 0.001–10 Hz. The meteorological
parameters of atmosphere were determined using the Davis Vantage Pro 2 Weather
Station. All measurements were carried out in the near-surface layer of the atmosphere at
a height of 3–5 m (the description of measuring instruments and the registration results
are presented on the website of IDG RAS http://idg-comp.chph.ras.ru/*mikhnevo/).

3 Synchronism of Variations of Physical Fields
and Meteorological Parameters of Atmospheres

3.1 Synchronous Variations in Electric and Magnetic Fields, Acoustic
Vibrations and Meteorological Parameters

The data analysis showed that main time-limited local variations in the electric field are
related to the disturbance of meteorological parameters of the atmosphere (passage of
atmospheric, in particular, storm fronts, formation of a dense cloud cover, etc.). The
example of this type of synchronous variations of all measured values is shown in Fig. 1.
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From Fig. 1 it is clear that the passage of powerful cold atmospheric front from
9:45 to 10:20 UT, accompanied by an almost intermittent change of air temperature
T and atmospheric pressure P, and also by increasing air humidity W and by bay-type
reducing of solar radiation S, causes variations not only in the amplitude of atmospheric
pressure micropulsations A, but also significant variations in the vertical component of
the electric field strength E. A weaker cold atmospheric front (*14:30 UT), accom-
panied by formation of a dense cumulus cloud cover without thunderstorm activities,
also causes, though less feebly marked, but nearly synchronous variations of all
researched values.

Here it should be noted that it is the cold front, forming a current of air masses
along the Earth’s surface and, as a consequence, aeroelectric effects related, in par-
ticular, to the turbulent transport of a bulk electrical charge, that causes variations in the
electric field in the near-surface atmosphere (warm atmospheric fronts, as a rule, are not
accompanied by significant variations in the electric field and by the barometric
micropulsations) [3, 4].

The empirical distribution of variations in the electric field E in amplitude has a
multimodal character (Fig. 2). In doing so we distinguish three specific areas I–III,
mainly accumulating events with a variation amplitude respectively in the ranges of
50–100, 300–600 and 1000–3000 V/m. Drawing on the results of meteorological
observations, it can be assumed that in area I there are concentrated mainly events
related to field perturbations in powerful atmospheric fronts, characterized by presence
of thunderstorm activities (intra-cloud, inter-clouded and cloud-to-ground lightning
discharges, strong changes in illumination and air humidity), in area II – events also
related to passage of cold atmospheric fronts, which are accompanied by a dense cloud
cover, but no thunderstorm activities, and, finally, in area III – events in periods of cold
atmospheric fronts with a little or no cloud cover. The latter group can also be classified
by pulse-type variations of E, which presumably can be related to man-made sources
(in this case, the recorded field perturbations are not accompanied by variations in
atmospheric pressure and air temperature). The boundaries between mentioned groups
should naturally be considered conditional, because a clear distinction between the
events referred to adjacent groups was not possible to formulate.

The analysis of results of instrumental observations shows that in the vast majority
of cases (*75%) simultaneously with the variations in the electric field E we observed
the variations in the barometric micropulsations A. Assuming that each of these values
characterizes intensity of meteorological disturbances in the near-surface layer of the
atmosphere, we can expect a relationship between E and A. However, as the analysis
demonstrates, such a relationship does not exist.

This is clearly seen from Fig. 3, which shows the observation data in E, A coor-
dinates (in order to eliminate the influence of random outliers, the amplitudes of
variations were determined from smoothed pulses [5, 6]; in the determination of E we
did not take into account the events, amplitude of which does not fall into dynamic
range of recording channel). In view of the carried out statistical estimates we can
distinguish groups of data (Fig. 3) related to considered above areas I–III. Within each
of these areas in a wide range of changes of microbarometric variation amplitudes A
the amplitude of pulse variations E remains practically constant.
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Fig. 1. Examples of synchronous variations of geophysical fields and meteorological parameters
of atmosphere at the Geophysical observatory “Mikhnevo” 2014.06.25 in the period of passage
of two cold atmospheric fronts at *9:30 and *13:30 UT (T and P – temperature and
atmospheric pressure, A – barometric micropulsations, W – air humidity, S – solar radiation
power, E – variations of vertical component of electric field strength,Wzy and RWzy – components
of magnetic and “reverse” magnetic tippers, RT – module of “reverse” magnetic tipper)
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In this paper as a characteristic of geomagnetic variations we research a magnetic
tipper [7, 8]. The components of the magnetic tipper Wzx and Wzy are calculated using
the ratio:

Bz ¼ WzxBx þWzyBy; ð1Þ

where Bx, By and Bz - components of the magnetic induction, presented by the digital
series - registration results.

This ratio in the matrix notation has the form:

Bz ¼ W½ �Bs; ð2Þ

where ½W� ¼ Wzx;Wzy
� �

;Bs ¼ Bx;By
� �T

.
The tipper magnitude (absolute value) T is given by the equitation:

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wzxj j2 þ Wzy

�� ��2
q

: ð3Þ

To evaluate the magnetic tipper, we used the Larsen technique with signal-to-noise
division, which allows, using the surface measurements of the magnetic field, not only
to produce calculation of the magnetic tipper, but also to perform interference reduction
related to noises of various origins [9, 10].

Fig. 2. A histogram of distribution of the event number N in variation amplitude E (I – data
obtained during the storm front (mainly with thunderstorm activities); II – atmospheric fronts
accompanied by formation of a dense cloud cover without thunderstorm activities; III – cold
atmospheric fronts without forming a dense cloud cover)
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The detailed analysis indicates the presence of strongly marked variations in a
transfer function of the magnetic field as the magnetic tipper [W] in the time periods
that are close to the variations E (Fig. 1). In doing so it should be noted that the
variations in the magnetic tipper are observed both synchronously with the variations
E and in advance of 1–2 h, what has happened, as a rule, in cases of the undisturbed
atmosphere before the storm front (the front is preceded by clear weather conditions).
This effect is related to generation of acoustic gravity waves by a storm cell, which can
be registered at the observation point well (1–6 h) before arrival of storm convective
cells [11, 12].

Simultaneously with the magnetic tipper the matrix [RW] is calculated as a result of
the reverse division of matrices Bz and Bs (procedure of division on
matrix-multiplicand (“left” matrix division) – reverse division [13]. By analogy with
the matrix [W] the matrix [RW] = Bz\Bs may be called a “reverse” magnetic tipper (as
opposed to the Nakamura parameter used in seismology [14, 15] the introduced
parameter has two components). The data analysis demonstrates that the variations of
components of the “reverse” magnetic tipper during periods of the variations of
E manifested more clearly as compared with the variations of components of the

Fig. 3. Data of instrumental observations concerning the amplitudes of synchronous variations
in the vertical component of electric field strength E and barometric micropulsations A at the
Geophysical observatory “Mikhnevo” from 2011 to 2014 (1 – atmospheric fronts mainly with
thunderstorm activities, 2 – cold atmospheric fronts without thunderstorm activities, 3 – cold
fronts without formation of a dense cloud cover)
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magnetic tipper. As an example, Fig. 1 shows variations of the magnetic tipper com-
ponent Wzy and the “reverse” magnetic tipper component RWzy, as well as a module of
the “reverse” magnetic tipper RT calculated by the equitation:

RT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RWzxj j2 þ RWzy

�� ��2
q

: ð4Þ

As it is demonstrated in Fig. 1, higher variations of the magnetic tipper are recorded
approximately 2 h before the passage of the first atmospheric front (9:45–10:20) and
*20 min before the weaker second front (*14:30 UT). The maximum of variations in
the “reverse” magnetic tipper is observed 1.5 h before the passage of the first atmo-
spheric front and almost simultaneously with maximum of the E variations during the
passage of the second atmospheric front.

3.2 Quantitative Relationships

Of specific interest are the relationships between the quantities which characterize the
intensity of the perturbation influence on the atmosphere. We can assume that, when
considering cold atmospheric fronts, the amplitudes of change in temperature and
atmospheric pressure, variations in the electric field strength and, finally, the magnetic
tipper – a parameter characterizing variations in the geomagnetic field – serve as such
parameters.

The data analysis demonstrates that there exists a quite definite relationship
between the amplitude of the variations in the electric field and the perturbed meteo-
rological parameters of the atmosphere. The data given in Fig. 4 show that as the
amplitudes of change in the atmospheric pressure and air temperature increase in the
cold atmospheric front the range of variations of the amplitude of the electric field
strength is significantly narrowed.

Fig. 4. Experimental values of an amplitude of variations of the vertical component of electric
field strength in the near-surface layer of atmosphere E depending on the growth of atmospheric
pressure (left) and the fall of air temperature (right) in the cold atmospheric front
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If both small-size and large-size variations in the electric field, which are deter-
mined by not only heat (convective) turbulence of the air-flow (turbulent transport of
electric charges), but also by the presence of electrified clouds, are possible in small
variations in the temperature and atmospheric pressure, the powerful atmospheric
fronts, as a rule, accompanied by thunderstorm activity, cause only significant in
amplitude variations of the electric field strength.

4 Conclusion

Thus, the given results of instrumental observations demonstrate the synchronism of
variations in the electric field, magnetic tipper and barometric micropulsations during
periods of meteorological disturbances in the Earth’s near-surface atmosphere. It is
shown that the introduced value – the “reverse” magnetic tipper – is significantly more
sensitive to variations of meteorological parameters of the near-surface atmosphere and
the electric field in comparison with the magnetic tipper.
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Abstract. In the Boussinesq approximation, free inertia-gravity inter-
nal waves are considered in a two-dimensional vertically non-uniform
flow. In the linear approximation was find vertical distribution of the
amplitude of the vertical velocity and the dispersion relation. The
boundary-value problem for internal waves has complex coefficients when
the flow velocity component, transverse to the wave propagation direc-
tion depends on the vertical coordinate. Therefore, the eigenfunction
and frequency of the wave are complex (it is shown that there is a weak
damping of the wave). Vertical wave mass fluxes are nonzero. The ver-
tical component of the Stokes drift velocity also differs from zero and
contributes to the wave transport. A non-oscillating on a time scale of
the wave correction to the average density, which is interpreted as an
irreversible vertical fine structure generated by a wave, is determined on
the second order of amplitude.

Keywords: Inertia-gravity internal waves · Stokes drift
Wave fluxes of mass · Critical layers

1 Introduction

Vertical exchange in the marine environment is of key importance in the function-
ing of the ecosystem. The supply of oxygen to the deep layers of the sea is due to
metabolic processes. Traditionally, vertical transfer is associated with small-scale
turbulence, which is intermittent in the stratified layers of the sea. Therefore, one
can speak of an “effective” turbulent exchange coefficient. When the turbulent
viscosity and diffusion are taken into account, the internal waves decay [1–3].
In the pycnocline the processes of water mixing are strongly suppressed, and
therefore it seems relevant to study the contribution of internal waves to vertical
exchange. Nonlinear effects at the propagation of packets of internal waves are
manifested in the generation of average wave-scale currents and corrections to
the density, which is treated as a vertical fine structure generated by a wave [4,5].
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This correction is proportional to the square of the current wave amplitude and
after the wave packet passes the unperturbed profile the density field is restored.

Vertical wave fluxes of heat, salt and momentum, when turbulent viscosity
and diffusion are taken into account, are nonzero [6,7], but for inertia-gravity
internal waves (with allowance for the rotation of the Earth) vertical fluxes are
non-zero and when turbulent viscosity and diffusion are ignored for vertically
non-uniform two-dimensional flow. It is of interest to find vertical wave fluxes
of mass and to investigate their contribution to the formation of a vertical fine
structure.

2 Problem Definition

In Boussinesq approximation, free internal waves are considered in a stratified
two-dimensional flow with rotation. Two components of the average flow velocity
depend on the vertical coordinate. In the linear approximation, the boundary
value problem for the amplitude of the vertical velocity has complex coefficients,
so its solution is a complex function, the wave frequency is also a complex quan-
tity (it is shown that there is a weak damping of the wave).

The system of equations of hydrodynamics for wave perturbations in the
Boussinesq approximation has the form

Du

Dt
− fv + w

dU0

dz
= − 1

ρ0(0)
∂P

∂x
(1)

Dv

Dt
+ fu + w

dV0

dz
= − 1

ρ0(0)
∂P

∂y
(2)

Dw

Dt
= − 1

ρ0(0)
∂P

∂z
− gρ

ρ0(0)
(3)

Dρ

Dt
= −w

dρ0
dz

(4)

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0 (5)

where x, y, z are two horizontal and vertical coordinates, the z-axis is directed
vertically upwards, u, v, w are, respectively, two horizontal and vertical compo-
nents of the wave flow velocity, ρ and P are wave perturbations of density and
pressure, H is the depth of the sea, ρ0(z) is the average density profile, f is the
Coriolis parameter, U0(z), V0(z) are two components of the mean velocity flow,
g is acceleration of free fall, the action of the operator D

Dt is determined by the
formula D

Dt = ∂
∂t + (u + U0) ∂

∂x + (v + V0) ∂
∂y + w ∂

∂z .
Boundary condition on the sea surface (z = 0) the condition of a “hard cover”,

which filters out internal waves from surface waves [8]:

w(0) = 0 (6)

The boundary condition at the bottom is the condition of “non-flow”:

w(−H) = 0 (7)
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3 Linear Approximation

We seek solutions of the linear approximation in the form:

u1 = u10(z)Aeiθ + c.c., v1 = v10(z)Aeiθ + c.c., w1 = w10(z)Aeiθ + c.c.

P1 = P10(z)Aeiθ + c.c., ρ1 = ρ10(z)Aeiθ + c.c. (8)

where c.c. is complex conjugate term, A is the amplitude factor, θ is phase of
the wave; ∂θ

∂x = k, ∂θ
∂t = −ω, k is horizontal wave number, ω is wave frequency.

It is assumed that the wave propagates along the x-axis.
After substituting (8) into system (1)–(5), follows coupling of the amplitude

functions u10, v10, ρ10, P10 with w10

u10 =
i

k

dw10

dz
, Ω = ω − k · U0 (9)

P10

ρ0(0)
=

i

k

[
Ω

k

dw10

dz
+

dU0

dz
w10 +

f

Ω

(
i
dV0

dz
w10 − f

k

dw10

dz

)]
(10)

ρ10 = − i

Ω
w10

dρ0
dz

, v10 =
1
Ω

(
f

k

dw10

dz
− iw10

dV0

dz

)
(11)

Function w10 satisfies the equation

d2w10

dz2
+ k

[
if dV0

dz

Ω2 − f2
− f2 dU0

dz

Ω(Ω2 − f2)

]
dw10

dz
+

+kw10

[
k(N2 − Ω2) + Ω d2U0

dz2 + if d2V0
dz2

Ω2 − f2
+

ifk dU0
dz

dV0
dz

Ω(Ω2 − f2)

]
= 0 (12)

where N2 = − g
ρ0(0)

dρ0
dz is the square of Brunt-Vaisala frequency.

Boundary conditions for w10:

z = 0, w10 = 0 (13)
z = −H, w10 = 0 (14)

Equation (12) has complex coefficients, the imaginary part of which is small,
so let us turn to dimensionless variables (the dashed line denotes dimensionless
physical quantities)

z = Hz′, t = t′/ω∗, w10 = w′
10V0∗, V0 = V ′

0V0∗, U0 = U ′
0V0∗,

k = k′/H, f = f ′ω∗, ω = ω′ω∗, Ω = Ω′ω∗, (15)

where ω∗ is characteristic wave frequency, V0∗ is a characteristic value of the flow
velocity which is transverse to the wave propagation direction.
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Equation (12) then takes the form:

d2w′
10

dz′2 + k′
[

iεf ′ dV ′
0

dz′

Ω′2 − f ′2 − εf ′2 dU ′
0

dz′

Ω′(Ω′2 − f ′2)

]
dw′

10

dz′ +

+k′w′
10

[
k′(N ′2 − Ω′2) + εΩ′ d2U ′

0
dz′2 + iεf

d2V ′
0

dz′2

Ω′2 − f ′2 +
iε2f ′k′ dU ′

0
dz′

dV ′
0

dz′

Ω′(Ω′2 − f ′2)

]
= 0(16)

ε = V0∗/Hω∗ is a small parameter. The imaginary part of the coefficients in
Eq. (16) is of the order of ε, therefore the imaginary part of the solution w10 is
also proportional ε i.e. the solution of Eq. (16) is represented in the form:

w′
10 = w′

0(z
′) + εiw′

1(z
′) (17)

where w′
0(z

′) and w′
1(z

′) are real functions. The frequency is also expressed as a
parameter expansion ε

ω′ = ω′
0 + εσ′

1 + . . . (18)

then Ω′ = Ω′
0 + εσ′

1 + . . . . After substituting (17), (18) into (12), we obtain
boundary value problems for w′

0(z
′) and w′

1(z
′). Function w′

0(z
′) satisfies the

equation (up to terms ∼ ε):

d2w′
0

dz′2 − εk′ dw′
0

dz′
dU ′

0

dz′
f ′2

Ω′
0(Ω

′2
0 − f ′2)

+

+
k′w′

0

(Ω′2
0 − f ′2)

[
k′(N ′2 − Ω′2

0 ) + εΩ′
0

d2U ′
0

dz′2

]
= 0 (19)

The boundary conditions for w′
0

w′
0(0) = 0, w′

0(−1) = 0 (20)

Function w′
1(z

′) satisfies the equation (up to terms ∼ ε):

d2w′
1

dz′2 − εk′ dw′
1

dz′
dU ′

0

dz′
f ′2

Ω′
0(Ω

′2
0 − f ′2)

+

+
k′w′

1

(Ω′2
0 − f ′2)

[
k′(N ′2 − Ω′2

0 ) + εΩ′
0

d2U ′
0

dz′2

]
= F ′(z′) (21)

where

F ′(z′) = −k′ dw′
0

dz′
dV ′

0

dz′
f ′

(Ω′2
0 − f ′2)

+ ik′ dw′
0

dz′
dU ′

0

dz′
σ′
1f

′2(3Ω
′2
0 − f

′2)
Ω

′2
0 (Ω′2

0 − f ′2)2
−

− k′w′
0

(Ω′2
0 − f ′2)

[
k′ 2iΩ′

0σ
′
1(N

′2 − f
′2)

(Ω′2
0 − f ′2)

+ ε
d2U ′

0

dz′2
iσ′

1(Ω
′2
0 + f

′2)
(Ω′2

0 − f ′2)
+

+f ′ d
2V ′

0

dz′2 + ε
f ′k′

Ω′
0

dU ′
0

dz′
dV ′

0

dz′

]
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The boundary conditions for w′
1

w′
1(0) = 0, w′

1(−1) = 0 (22)

After the transition to dimensional variables, Eq. (19) takes the form:

d2w0

dz2
− k

dw0

dz

dU0

dz

f2

Ω0(Ω2
0 − f2)

+

+
kw0

(Ω2
0 − f2)

[
k(N2 − Ω2

0) + Ω0
d2U0

dz2

]
= 0(23)

where Ω0 = ω − kU0 is wave frequency with Doppler shift.
Equation (23) should be supplemented by boundary conditions:

w0(0) = 0, w0(−H) = 0 (24)

The boundary-value problem (23), (24) in the absence of flow for U0 = 0
has a countable set of eigenfunctions, a set of modes. Moreover, to each value
of the wavenumber k corresponds to a certain frequency value ω0 < max(N)
corresponding to the given mode. When U0 �= 0 the discrete spectrum of real
eigenfrequencies may not exist [9]. This is connected with the singularities in
Eq. (23) with Ω0 = 0 and Ω0 = ±f (hydrodynamically stable flows are consid-
ered). In the presence of singular Ω0 = 0, there is a critical layer [10], where the
phase velocity of the wave is equal to the flow velocity. With allowance for the
rotation of the Earth, the singularity shifts to a level where Ω0 = f [11]. The
effect of this singularity on the dispersion curves is illustrated by the calculations
given below.

Let a(z) = − f2k
Ω0(Ω2

0−f2)
dU0
dz , b(z) = k

(Ω2
0−f2)

[
k(N2 − Ω2

0) + Ω0
d2U0
dz2

]
, then

Eq. (23) can be written in the form:

d2w0

dz2
+ a(z)

dw0

dz
+ b(z)w0 = 0 (25)

Equation (25) leads to a self-adjoint form, multiplying both sides of the
equation by p(z) = exp(

∫
a(z) dz):

d

dz

(
p(z)

dw0

dz

)
− q(z)w0 = 0 (26)

here q(z) = −b(z)p(z).
After the transition to dimensional variables, Eq. (21) is transformed to the

form
d2w1

dz2
+ a(z)

dw1

dz
+ b(z)w1 = F1(z) (27)
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where

F (z) = −k
dw0

dz

dV0

dz

f

(Ω2
0 − f2)

+ ik
dw0

dz

dU0

dz

σ1f
2(3Ω2

0 − f2)
Ω2

0(Ω
2
0 − f2)2

−

− kw0

(Ω2
0 − f2)

[
k

2iΩ0σ1(N2 − f2)
(Ω2

0 − f2)
+ i

d2U0

dz2
σ1(Ω2

0 + f2)
(Ω2

0 − f2)
+

+f
d2V0

dz2
+

fk

Ω0

dU0

dz

dV0

dz

]

The boundary conditions for the function w1:

w1(0) = 0, w1(−H) = 0 (28)

We multiply both sides of the linear inhomogeneous Eq. (27) by the function
p(z) we obtain on the left-hand side a self-adjoint operator, the same as in the
linear homogeneous Eq. (26):

d

dz

(
p(z)

dw1

dz

)
− q(z)w1 = F1(z) (29)

where F1(z) = p(z)F (z).
The solvability condition for the boundary value problem (28), (29) [12]:

∫ 0

−H

F1w0 dz = 0 (30)

Hence the expression for σ1:

σ1 =
a

b

where

a = ifk

∫ 0

−H

pw0

(Ω2
0 − f2)

(
dw0

dV0
dz

dz
+ w0

k

Ω0

dU0

dz

dV0

dz

)
dz,

b =
∫ 0

−H

pkw0

(Ω2
0 − f2)2

[
w0

(
2kΩ0(N2 − f2) +

d2U0

dz2
(Ω2

0 + f2)
)

−

−f2 dw0

dz

dU0

dz

(3Ω2
0 − f2)
Ω2

0

]
dz (31)

4 Nonlinear Effects

The velocity of the Stokes drift of the liquid particles is determined by the
formula [13]:

us =
∫ t

0

udτ�u , (32)
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where u is the field of wave Euler velocities, the bar above denotes averaging
over the wave period.

The vertical component of the Stokes drift velocity is determined by the
formula:

ws = iA1A
∗
1

(
1
ω

− 1
ω∗

)
d

dz
(w10w

∗
10) (33)

where A1 = A exp(δω · t), δω = σ/i is the damping decrement of the wave, the
value of σ1 is purely imaginary, A1 = A at the initial time at t = 0.

In the presence of an average flow, in which the velocity component transverse
to the direction of propagation of the wave V0 depends on the vertical coordinate,
the value of ws is distinct from zero.

The vertical wave mass flux is determined by the formula:

ρw/ |A1|2 = −w10w
∗
10

(
i

Ω
− i

Ω∗

)
dρ0
dz

(34)

The presence of a vertical wave mass flux leads to an irreversible deformation
of the density field, which can be regarded as a vertical fine structure generated
by a wave. The equations for the nonoscillating on a time scale, the correction
to the mean density ρ:

Dρ

Dt
+

∂ρu

∂x
+

∂ρv

∂y
+

∂ρw

∂z
+ ws

dρ0
dz

= 0

from here we have:
∂ρ

∂t
+

∂ρw

∂z
+ ws

dρ0
dz

= 0 (35)

Integrate Eq. (35) in time

ρ(t) = ρ(0) −
∫ t

0

(
∂ρw

∂z
+ ws

dρ0
dz

)
dt′ (36)

Substituting ρw (34) and the vertical component of the Stokes drift velocity
ws (33), we obtain in (36) after integration

Δρ = ρ(t) − ρ(0) =
[
∂ρw0

∂z
+ ws0

dρ0
dz

]
· 1
2δω

(
1 − exp2δω·t) , (37)

where

ρw0 = i |A|2 w10w
∗
10

(
1

Ω∗ − 1
Ω

)
dρ0
dz

, ws0 = i |A|2
(

1
ω

− 1
ω∗

)
d

dz
(w10w

∗
10)

Passing to the limit in (37) for t → ∞ taking into account that δω < 0 we
find Δρ

Δρ =
[
∂ρw0

∂z
+ ws0

dρ0
dz

]
· 1
2δω

(38)
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5 Results of Calculations

Wave mass fluxes are calculated for internal waves that were observed during
the full-scale experiment in the third stage of the 44th voyage of the research
vessel “Mikhail Lomonosov” on the northwestern shelf of the Black Sea.

At the Fig. 1 presents four realizations of elevations of temperature iso-
lines obtained from GRAD instruments (gradient-distributed temperature sen-
sors) [14].
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,
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Fig. 1. Time course of vertical displacements of temperature isolines

The first device was located in the 5–15 m layer, the second in the layer
15–25 m, the third in the layer 25–35 m, the fourth in the layer 35–60 m. It is
easy to see that powerful oscillations with a period of 15 min in the 25–60 m
layer are in antiphase with oscillations in the 15–25 m layer, which indicates
the presence oscillation of the second mode. The vertical profiles of the two
components of the flow velocity are shown in Fig. 2, the Brent-Vaisala frequency
is shown in Fig. 3a. The boundary value problem (23), (24) for internal waves
is solved numerically according to the implicit Adams scheme of the third order
of accuracy. The wavenumber is found by the method of adjusting from the
necessity of performing boundary conditions (24). The eigenfunction of the 15-
min internal waves of the second mode is shown in Fig. 3b.

The wavenumber is 0.032 rad/m. The normalizing factor A1 we find from the
known value the maximum amplitude of the vertical displacements. To do this,
we express the vertical displacement ζ using the relation dζ

dt = w:

ζ =
iw0

Ω0
A1 exp(ikx − iω0t) + c.c.

This implies:

A1 =
max ζ

2max |w0/Ω0|
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Fig. 2. Vertical profiles of flow velocity components U0 (1), V0 (2)

Thus, the amplitude of vertical displacements is proportional to w0.
Extremums of the function w0 correspond to the maximum vertical displace-
ments from the experimental data (Figs. 1 and 3b) i.e. in the experiment, the
second mode was observed. The wavelength of fifteen-minute internal waves of
the second mode is 196 m. Dispersion curves of the first two modes are shown
in Fig. 4. If the flow were not taken into account, the dispersion curves in the
low-frequency area would begin with a minimum frequency equal to the inertial
one. When the flow is taken into account, because of the effect of the singularity
Ω0 = f the dispersion curves are cut off at low frequencies. The minimum
frequency of the first mode corresponds to 1.13 · 10−4 rad/s, for the second
mode 3.49 ·10−4 rad/s (for comparison we indicate that the Coriolis frequency is

0 2 4 6 8
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−20
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−0.5 0 0.5 1 1.5 2
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0
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z

Fig. 3. Vertical profiles of Brunt-Vaisala frequency (a) and eigenfunction of the 15-min
internal waves of the second mode (b)
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Fig. 4. Dispersion curves of the first (1) and second (2) modes

1.048 ·10−4 rad/s). Cutoff dispersion curves occurs due to the influence of critical
layers, where the frequency of the wave with the Doppler shift is equal to the
inertial one.

A boundary value problem for the definition of a function w1 (28), (29) solve
numerically according to the implicit Adams scheme of the third order of accu-
racy, we find the unique solution orthogonal w0 and wave damping decrement
δω. For the 15-min internal waves of the second mode, the attenuation decrement
is δω = −1.15 · 10−5 rad/s. Attenuation decrement is two orders of magnitude
smaller than the wave frequency. The dependence of the attenuation decrement
on the wavenumber for the first two modes is shown in Fig. 5. Difference in behav-
ior δω in the low-frequency area is due to the cutoff of the dispersion curves in
the vicinity of the inertial frequency.

10−4 10−3 10−2 10−1

−1.5

−1

−0.5

·10−5

k

δω

Fig. 5. Dependence of the wave attenuation decrement on the wavenumber for the
first (1) and second (2) modes
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Wave mass flux ρw (34) are compared for the first two modes at the same
wave amplitude in Fig. 6. The wave flux of the first mode dominates in the upper
30-m layer. Deeper these flows are comparable in magnitude.

−6 −4 −2 0
·10−7

−80

−60

−40

−20

0

ρw 2

z

Fig. 6. Vertical wave mass fluxes ρw for the first (1) and second (2) modes

The total vertical wave mass flux is added from the stream ρw (34) and the
flux due to the vertical component of the Stokes drift velocity Jρs = ρ0(z)ws.
A comparison of the total fluxes for the first two modes with the corresponding
turbulent flux ρ′w′ is shown in Fig. 7. The turbulent flux is determined by the for-
mula ρ′w′ = −Mz

dρ0
dz . The coefficient of vertical turbulent diffusion is estimated
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·10−4

−80
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Jρ ρ′w′ 2·

z

Fig. 7. A comparison of the total wave and turbulent (3) mass fluxes for the first (1)
and second (2) modes
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from formula Mz
∼= 0.93 · 10−4N−1

c m2/s, Nc corresponds to the BruntVaisala
frequency in the cycle/hour [15]. The first mode dominates in the upper 40-m
layer, deeper these fluxes are comparable in magnitude (Fig. 7). The wave fluxes
exceed the turbulent flux in absolute value.

The vertical density profile is shown in Fig. 8a. A nonoscillating wave on a
time scale, the corrections to the mean density Δρ (37) contains the quantity |A2|
which is exactly equal to |A2

1| at the initial time. The nonoscillating correction to
the average density is shown in Fig. 8b and is a vertical fine structure generated
by a wave which is irreversible, with no inversions in the field of average density.
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Fig. 8. Vertical profiles of medium density (a) and nonoscillating wave-scale corrections
to the density (b) for the first (1) and second (2) modes

6 Conclusions

– The vertical component of the Stokes drift velocity of internal waves is dif-
ferent from zero and makes a decisive contribution to the wave transport of
the mass.

– The vertical wave mass flux leads to an irreversible deformation of the average
density profile-the fine structure generated by the wave.

– The wave flux of the first mode in the upper 40-meter layer exceeds the flux
of the second mode. Wave fluxes dominate over turbulent fluxes.

Notes and Comments. The work was carried out within the framework of the
state task on the topic № 0827-2014-0010 “Complex interdisciplinary studies of
oceanological processes determining the functioning and evolution of the systems
of the Black and Azov Seas on the basis of modern methods for monitoring the
state of the marine environment and grid technologies”.
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Abstract. An attempt is made to apply the modern methods of surface wave
simulation developed for oceanic conditions to the modeling of waves in
medium-size inland reservoirs (10–100 km). The results of field measurements
of wind speed and waves are described, and on their basis the parameterization
CD U10ð Þ is proposed. WAVEWATCH III spectral wave model was adapted to
the conditions of a medium-size inland reservoir. The simulated data are com-
pared with the field data. The use of the new parameterization CD U10ð Þ allowed
reducing the values of the wind wave growth rate that improved consistency in
data from the field experiment and numerical modeling concerning the height of
significant waves. Further steps towards improving the quality of prediction of
the adapted WAVEWATCH III model are discussed.

Keywords: Field experiment � Numerical simulation � Wind-wave interaction
WAVEWATCH III

1 Introduction

Prediction of surface wind waves on the inland water bodies is recognized as an
important problem involving many environmental applications, such as safety of the
inland navigation and protection from the banks erosion. Lake waves also strongly
affect the processes of exchange of momentum, heat and moisture in the low atmo-
sphere and thus determine microclimate of the adjacent areas, which should be taken
into account in planning structure of recreation zones.

The major physical problem of numerical wave modeling in inland water bodies is
associated with short fetches, when parameters of wave excitation and development are
strongly different from long-fetch condition typical for the open ocean [1]. Typically, in
these conditions, the numerical description of waves in lakes and reservoirs are based
on empirical models (see e.g. [2, 3]). But the empirical relationships are based on the
averaged characteristics that cannot predict the extremes important for many tasks of
operational meteorology (storm conditions such as Great Lakes storm, discussed in
[4]), and numerical wave models are required. Now there is a number of examples of
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application of third generation models for waves forecast in large lakes. So,
WAVEWATCH III [1] is used successfully for the wave forecasts on the Great Lakes
in the USA [5, 6]. The data for a current wave situation is presented on the open
web-site and is updated every three hours [7]. Furthermore, WAVEWATCH III and
SWAN [8] are applied to Caspian Sea and Ladoga Lake to analyze the wind and waves
climate hindcasting [9]. Nevertheless, lakes and reservoirs of smaller sizes (less than
100 km linear size, so called middle-sized reservoirs) also have examples of
hurricane-force wind and severe surface wave states conditions. The first attempt of
application of a global wave model WAM [10] for the wave forecasting on a
middle-sized reservoir was reported recently in [11].

Among the peculiarities of the low-fetch waves at the middle-sized reservoirs is the
stronger wind input, which is proportional to the ratio of wind friction velocity (or
10-m wind speed) to the wave phase velocity [1]. Another feature is the enhanced
non-linearity caused by higher steepness of the waves. Then the tuning of the ocean
wave model to the inland water conditions should be two-fold: adjusting of the wind
source and “collision integral”. Dissipation due to wave breaking can be expected to be
similar to wave conditions due to their universal nature.

One more problem of tuning of numerical models to the conditions of middle-sized
reservoirs and lakes is a small amount of experimental data that can be used for its
verification. Rare examples of such experiments are studies [12, 13], which show the
specificity of wind-wave interaction in the indicated circumstances. In this paper we
present a tuning of the wind input term in WAVEWATCH III model to the conditions
of the middle-sized reservoir on an example of Gorky Reservoir belonging to the Volga
Cascade. The tuning is based of the data of the field experiment held by our group. The
methods of the experiment is different from that used in [12, 13], and it focuses on the
study of airflow in the close proximity to the water surface. The comparison of results
of the numerical experiments with the results of the field experiments on Gorky
Reservoir is presented.

2 Parameterizations of Wind-Wave Interaction

The software system of the WAVEWATCH III model is based on the numerical
solution of the Hasselman’s equation for the wave action spectral density Nðk; h; x; tÞ
[1] which has the following form for the case of deep water:

@N
@t

þrx _xNþ @

@k
_kN þ @

@h
_hN ¼ 1

r
Sin þ Sdis þ Snlð Þ: ð1Þ

The left part of the equation described the wave kinematics (where _x is the group
velocity; k is the wave number; h is the angular direction). The right part includes
dynamic summands: Snl describes the four-wave interaction, Sin describes
wind-induced wave growth, Sdis describes dissipation mainly caused by the wave
collapse; r is circular frequency.
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In medium- and small-size reservoirs characterized by small fetches, wind effects
become considerable and need more accurate description. In general case, wind effects
Sin are specified according to the Miles model of wind-induced wave growth [14]:

Sin ¼ bNr: ð2Þ

There b is the dimensionless coefficient through which the rate of wind-induced
wave height growth is expressed [14]:

Imr ¼ 1
2
r
u2�
c2

b; ð3Þ

where c is the phase velocity of the wave; the coefficient b depends on wind friction
velocity u� determined through the turbulent momentum flux:

sturb ¼ qa u0xu
0
z

� � ¼ qau
2
�; ð4Þ

(qa is air density; u0x and u0z are the pulsation components of wind speed).
The experimental determination of the value of the turbulent momentum flux is a

complex problem. The most widespread methods are the profiling, pulsation, and
dissipation methods. In the pulsation method the momentum flux is retrieved by the
direct measurement of eddy fluxes [15]. The dissipation method consists in the analysis
of distribution of spectral density turbulence and is based on the assumption that there
is balance between the generation and decay of turbulence. The profiling method uses
the logarithmic law based on the Prandtl-Karman boundary layer theory for the flat
plate: under conditions of neutral stratification the wind speed profile in the constant
flow layer (where the turbulent momentum flux does not depend on height) is close to
logarithmic [16]:

U zð Þ ¼ u�
j
ln

z
z0
: ð5Þ

where j ¼ 0; 4 is the Karman constant; z0 is the surface roughness height. By analogy
with the flat plate resistance, the aerodynamic drag coefficient of water surface is
introduced, it connects the measured wind speed and the turbulent momentum flux
(wind friction velocity):

CD ¼ sturb
qaU

2
10

¼ u2�
U2

10
; ð6Þ

where U10 is the wind speed reduced to the height of 10 m.
There is a number of empirical models that describe the coefficient b of interaction

between wind and waves. They differ much for long waves typical of the oceans but are
similar in the frequency range typical of the conditions under study [17]; therefore the
type of parameterization of the wind-wave interaction coefficient under conditions of
medium-size inland reservoirs is not essential. Thus, to provide the more exact
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specification of wind effects, the parameterization of coefficient CD is needed which
defines transition from the measured speed U10 to the wind friction velocity u� included
into the parameterization.

Calculations used the WAM 3 Snyder’s parameterization [18, 19], the most con-
venient of the WAVEWATCH III model parameterizations from the point of view of
modification. The WAM 3 model [18–20] is specified by two empirical formulae. The
first formula estimates the wind-induced wave growth rate:

Im r ¼ Cin
qa
qw

max 0;
28u�
c

cos h� hwð Þ � 1
� �� �

r ð7Þ

where Cin ¼ 0:25 is the constant; qa=qw is the ratio of air density to water density; hw is
the main wind direction. The second formula represents the parameterization of
aerodynamic drag coefficient of water surface CD and was proposed in [20]

CD ¼ 0; 001� ð0; 8þ 0; 65U10Þ ð8Þ

This parameterization provides the relation between the wind speed U10 and wind
friction velocity u� ¼ U10

ffiffiffiffiffiffi
CD

p
.

The parameterization of the dependence CDðU10Þ used to modify the WAM 3
model was proposed as a result of the series of field experiments in the Gorky Reservoir
area.

3 Instruments and Methods of Field Experiments

The measurements were carried out from May to October in 2014–2016 in the Gorky
Reservoir area (the depth of the reservoir is 4–20 m and in the area of measurements
the depth is 9–12 m). The prolate shape of the reservoir (see Fig. 1a, b) enables
studying wind waves for different values of fetch depending on the wind direction.

The measuring instruments were installed at the buoy station that was originally
worked out on the base of the oceanographic Froude buoy. The buoy represented a
partially submerged mast that is held in the vertical position using a float near the
surface and using a weight under water (Fig. 2). The total length of the buoy is 12 m
and the length of its above-water part is 5.3 m. The resonance frequency of vertical
fluctuations is 0.25 Hz that corresponds to the wavelength of 25 m. Four WindSonic
wind speed sensors (made by Gill Instruments) were installed at the buoy mast at the
height of 0.85, 1.3, 2.27, and 5.26 m (sensors 2–5). The fifth sensor (1) was located on
the float tracking the wave to measure wind speed in the immediate proximity to the
water surface. The distance from the float to the buoy mast was equal to about 1 m, and
the height of the wind speed measurement zone from the water surface was equal to
10 cm. The buoy was equipped with the sensors of air temperature (at the height of 0.1
(a float), 0.85, and 1.3 m) and water temperature and with the three-channel string
wave recorder which enables retrieving spatiotemporal profiles of waves.

WindSonic is an ultrasonic two-componentwind speed sensor (themeasurement error
is 4% and the speed resolution is 0.01 m/s). The range of measured values of wind speed
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Fig. 1. Left: Gorky Reservoir (Google Earth data); right: zoom view of the measurements area.

Fig. 2. Froude buoy: (a) real view of the operating state, (b) scheme
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(0–60 m/s) includes the values typical of calm conditions. Resistive temperature sensors
measure the temperature of the environment with the error of 3% and resolution of 0.01 °
C. The string wave recorder consists of three pairs of string resistive sensors located at the
vertices of the equilateral trianglewith the side equal to 62 mm; the sampling frequency is
100 Hz. The system allows estimating the parameters of waves whose length exceeds the
double distance between the sensors (kmax � 0:5 cm�1). The algorithm of the processing
of signals received from the instrument uses the Fourier transform and is described in
detail in [21] (paper [22] presents a similar algorithm using the wavelet transform).

The location of wind speed sensors corresponds to the structure of the airflow. In
the presence of waves on the water surface, the stream function in the air can be
represented in the form of the sum of mean and wave components [23]

U ¼
Zz

0

U gð Þdgþu ð9Þ

where z is the vertical coordinate; u is the wave perturbation of the stream function. In
case of a traveling monochromatic wave where the elevation of the surface
z ¼ 1ðx; tÞ ¼ ARe e�ikðct�xÞ, u can be calculated from the following equation:

U � cð Þ u00 � k2u
	 
� U00u ¼ 0 ð10Þ

If the value of U00=k2 U � cð Þ is much above or much below 1, the following
function represents the approximate solution of the equation:

u ¼ A U � cð Þe�kz ð11Þ

where A is the wave amplitude. In the case of the logarithmic profile of speed (5) this
condition takes the form of u�=j kzð Þ2 U � cj j � 1 (or u�=j kzð Þ2 U � cj j � 1) and is
well met at the height z that is about the wave amplitude and higher. Thus, the basic
disturbance contributed by waves to the air flux (wind bending along the surface)
exponentially decreases with height. Hence, to provide the immobility of the sensor
relative to the mean stream lines, the wave velocity at the distance from the water
surface should be measured at the fixed level. The measurements near the surface
should be carried out from the float using the sensor tracking the wave shape. It is
important that the lower sensor is not located in the wave boundary layer whose value e
can be estimated in accordance with [24]:

k
u�
j
ln

z
z0

� �
� c

� �����
z¼e

¼ ju�z
e2

���
z¼e

ð12Þ

Under conditions of the Gorky Reservoir (k ¼ 2	 3ð Þ m�1, u� ¼ 0:1	ð
0:4Þ m=s), e
 1 mm that is much below the measurement height of the lower wind
speed sensor.
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The study of wind flow parameters was carried out by the profiling method. The
general record of wind speed with the duration up to 5 h was divided into the periods of
5 min (300 measurement points) overlapping by 50%. As a result of the averaging, five
values of wind speed corresponding to five measurement levels were obtained for each
time period. The obtained mean profile was approximated by function (5) with the
approximation parameters u� and z0. The values of wind speed U10 at the height of
10 m and the aerodynamic drag coefficient CD were retrieved from the obtained
approximation.

4 Results of the Field Experiment

The effects of the data from separate horizons on the result of wind speed profile
approximation were analyzed. Figure 3a presents the comparison of retrieved depen-
dences CD U10ð Þ for two combinations of wind speed sensors: with and without the
lower sensor as well as the results presented in [12, 13] and the oceanic parameteri-
zation [25]. It is clear that the values of CD U10ð Þ obtained without data from the lower
sensor are higher and closer to the results presented in [12, 13, 25]. In the case of using
the data from the lower sensor, the values of the aerodynamic drag coefficient are
lower. Figure 3b presents the comparison of retrieved dependences CD U10ð Þ using only
the data of two lower sensors and the data of five sensors of wind speed. In case of
using two sensors only, significant differences are observed in retrieving wind
parameters in the range of small values of wind speed.

These results can be explained by the distinction of wind speed profile shape from
the logarithmic one. This distinction is probably caused by the stratification of the
atmospheric surface layer and by the non-stationary nature of wind because the lower
part of the profile is adapted to varying wave conditions more quickly. The airflow
parameters on the water-air interface define the momentum transfer from wind to waves.

Fig. 3. The comparison of dependences CD U10ð Þ retrieved using different combinations of
sensors. Left: with and without the lowest sensor; right: with and without upper sensors.
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Thus, the use of the lower sensor (in the case under consideration, the use of two
lower sensors only) affects the measurement result considerably. To determine the
correctness of the measured dependence CD U10ð Þ, this dependence was used in the
numerical modeling of wind waves in the WAVEWATCH III model. For this purpose
the experimental data were approximated (see Fig. 3b) by the following function:

CD ¼ 0:00124 � U�1
10 þ 0:00034þ 0:000049 � U10 ð13Þ

5 Numerical Experiment

The WAVEWATCH III model was adapted to inland reservoir conditions. For this
purpose, the minimum value of significant wave height (HS) was changed in the open
software code. To describe the reservoir, the topographic grid of the Gorky Reservoir
with the size of 72 � 108 and grid spacing of 0.00833° was used. The grid was taken
from the NOAA Global Land One-kilometer Base Elevation (GLOBE) data. In view of
the absence of open trustworthy bathymetric data for the Gorky Reservoir and taking
into account that the navigation maps indicate the rather large depth of the reservoir,
deep water approximation was chosen. Besides, the waves with the length of more than
4.5 m were not observed in field experiments. In view of this, the bottom topography
was not taken into account for calculations, and the depth was selected to be equal to
9 m. The frequency range was changed in accordance with that observed in the
experiment, from 0.2 to about 4 Hz. For the modeling it was divided into 31 fre-
quencies and was specified by the logarithmic formula for the frequency increase
rN ¼ ðdÞN�1r1 where the increment d ¼ 1:1 was chosen in accordance with recom-
mendations [1]; 31 angular directions were considered. The waves in the reservoir were
simulated using the prescribed topographic data and data on the speed and direction of
wind and on difference in the values of temperature at the water-air interface and at the
prescribed Gaussian initial perturbation for different parameterizations of wind effects.

The range was considered of the moderate speed of wind (1–9 m/s) of different
directions with the constant values over the whole Gorky Reservoir surface. In practice,
reanalysis data are commonly used to specify wind effects for modeling wind waves on
the sea and ocean surface. This approach is unsuitable for the water areas of
medium-size inland reservoirs due to the too low spatial resolution (2.5°). Besides, only
two weather stations (Yur’evets and the Volga River hydrometeorological observatory)
located on the shore are situated in the area under consideration. It was found that the
values of wind speed in the coastal part of the reservoir and over its water area differ
significantly. In view of this, calculation was carried out using the input data measured
in the field experiment and updated every 15 min: the speed and direction of wind at
the height of 10 m and difference in the values of temperature at the water-air interface.
If the speed and direction of wind are forcedly prescribed to be the same over the
reservoir, this may lead to errors in the numerical experiment because the prolate shape
of the reservoir and its high shores can be a reason for considerable spatial variability
with the scale of about or below 1 km.
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The comparison was carried out for the following output data: one-dimensional
elevation spectra, significant wave height HS, and weighted mean wave period Tm. The
value of HS in the model and in the experiment was calculated from the formula

HS ¼ 4
ffiffiffiffi
E

p
; ð14Þ

where E ¼ Rfr
fmin

Eðf Þdf is full energy, Eðf Þ is the spectral density of wave force.

The weighted mean wave period Tm was calculated from the following formula:

Tm ¼ Tm0;�1 ¼
Zfr
fmin

Eðf Þdf

0
B@

1
CA

�1 Zfr
fmin

Eðf Þf�1df ð15Þ

All model data were obtained at the point corresponding to the observational point
and were averaged for 15 min to agree with the field experiment data averaged in a
similar way.

The calculations were carried out in two ways: in the framework of the WAM 3
oceanic parameterization using the linear dependence of CD on U10 [20]; using the
parameterization of CD proposed by the authors and the wind-induced wave growth
rate from WAM 3. Difference in parameterization is demonstrated in Fig. 3b. It is clear
that if the wind speed is below 2.5 m/s, the values of CD obtained as a result of the field
experiment are higher than those obtained from the oceanic parameterization; if wind
speed is above 3 m/s, the opposite picture is observed.

6 Comparison of the Results of the Numerical and Field
Experiments

One-dimensional elevation spectra at the measurement point obtained in the field
experiment were compared with those of the numerical experiment using different
parameterizations of wind effects. It is clear from Fig. 4 that the values are overesti-
mated too much in case of using oceanic wind effects, whereas the use of the new
parameterization improves the agreement between the results of the numerical and field
experiments.

The comparison of integral characteristics of the spectra (significant wave heights
and weighted mean period of the spectrum) was carried out for all experiments. In
Fig. 5, the black dash line is a bisectrix of the angle corresponding to the equality of the
field experiment characteristics. We demonstrate data computed using the oceanic wind
effects from WAM 3 and using the modified parameterization of WAM 3 with the new
parameterization of CD.

At using the oceanic model, the systematic overestimation of significant wave
height is observed as well as the underestimation of weighted mean wave period. The
standard deviation of the calculated values of HS for WAM 3 is 52%. The use of the
new parameterization of CD reduces the standard deviation for WAM 3 from 52 to
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39%. This is an expected result because in the numerical experiment the rate of
wind-induced wave growth with the proposed parameterization of CD is specified more
accurately, i.e., the amount of energy coming to the system is simulated more
accurately.

However, it is clear from Fig. 5 that the prediction of weighted mean wave periods
has a significant error and the correction in the specifying of the rate of wind-induced
wave growth did not result in considerable changes. Perhaps, this is associated with the
fact that the WAVEWATCH III model is adapted to marine conditions. This is

Fig. 4. 1D wave spectra. The experimental spectrum is indicated by light-gray bold solid
wideline, the simulated spectrum with the parameterization WAM 3 – dashed line, WAM 3 with
the new CD – black solid line

Fig. 5. HS (left) and Tm (right) in comparison with the data of field experiment for
parameterization WAM 3 (gray circle) and WAM 3 with the new CD (black crosses),
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manifested not only in the wind effect function but also in the features of parametric
accounting of nonlinearity which causes the spectral redistribution of received energy.
The model is intended to describe waves typical of marine and oceanic conditions that
have a smaller steepness ratio as compared with the waves in a medium-size inland
reservoir. Proportionality coefficients in the DIA scheme [26, 27] are adapted to marine
conditions. To describe steeper waves in a medium-size inland reservoir, other
adjustment parameters can be required. These parameters should correspond to the
situation with more significant nonlinearity that will quicken the frequency shift
towards the low-frequency range. Hence, weighted mean wave periods should also be
smaller. Probably, such adaption of the scheme of nonlinearity will not affect the
quality of prediction of the value of HS characterizing the amount of energy coming to
the system and will increase the accuracy of prediction of weighted mean wave periods.
It is planned to test this hypothesis in future numerical experiments.

7 Conclusions

The possibility is considered of the WAVEWATCH III model adaptation to a
medium-size inland reservoir by an example of the Gorky Reservoir which was
specified in the model using the NOAA GLOBE real topographic grid. To carry out the
calculations, the original values of model parameters were changed according to the
data of field experiments in the reservoir. In particular, the minimum significant wave
height was changed, the frequency range is from 0.2 to about 4 Hz. The waves
developed under the influence of homogeneous non-stationary wind (specified as a
result of the data of the field experiment) were calculated using both parameterizations
of wind effects adapted to the open ocean conditions and parameterizations with the
modified specification of CD U10ð Þ which was obtained from field experiments. The
data of field experiments in the Gorky Reservoir demonstrated that the value of the
aerodynamic drag coefficient of the surface CD in the area of moderate and strong wind
is by about 50% smaller than the values typical of oceanic conditions. The results of the
numerical experiment were compared with the results of the field experiment in the
Gorky Reservoir. The use of the original parameterization demonstrated the consid-
erable overestimation of the calculated data on HS as compared with the experimental
data. The authors explained this by the considerable overestimation of turbulent wind
stress (values of wind friction velocity w,) and, hence, of wind effects. The use of the
new parameterization of CD U10ð Þ obtained from the measurement data lead to decrease
in the values of w and, consequently, in the rate of wind-induced wave growth that
improved the consistency in HS data between the field experiment and numerical
modeling. The comparison of the results of calculation in the framework of original
oceanic models of wind effects also demonstrated the overestimated values of weighted
mean wave period Tm. At the same time, the variations of wind effects did not affect
considerably agreement in the values of Tm between the results of numerical simulation
and the field experiment. This is probably associated with the fact that the scheme of
nonlinearity is also adapted to marine and oceanic conditions. In the future it is nec-
essary to adapt the parameters of DIA nonlinearity scheme to the conditions of a
medium-size inland reservoir.
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Besides, the use of deep water approximation for the calculations can be a possible
source of differences. The accounting of the real bathymetry of the Gorky Reservoir as
well as the use of shallow-water-related parameterizations in WAVEWATCH III or the
nesting of the SWN model for the coastal zone can essentially improve the results.

One more source of the possible errors of the numerical experiment should also be
noted. Due to the absence of sufficient experimental data, wind speed was assumed to
be uniform over the whole water area of the reservoir taking into account the temporal
variability specified as a result of the experiments. In reality the non-uniform distri-
bution of wind speed and wind direction can be expected because such factors as the
prolate shape of the reservoir and high shores may result in the considerable spatial
variability with the scales of about or below 1 km. It is also impossible to specify wind
speed from the reanalysis data due to the too low spatial resolution (2.5°). The
accounting of high spatial variability is a complex problem, for its solution it is planned
to use high- and very-high-resolution atmospheric models (for example, WRF
(Weather Research and Forecasting) with the LES (Large Eddy Simulation) block).
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Abstract. The article describes a manifestation of Atlantic multidecadal oscil-
lation (AMO) in the variability of hydro-thermodynamic characteristics and
ocean surface heat fluxes in North Atlantic. It is shown that multidecadal changes
in the upper mixed layer temperature and mixed layer depth, as well as sea
surface height (SSH), are statistically significant and show physically consistent
changes. Convective mixing of waters at high latitudes is stronger for negative
AMO phase with an exception the case of Great Salinity Anomaly. Large-scale
fluctuations in SSH are most pronounced in the eastern part of North Atlantic.
Multidecadal changes in the net surface heat fluxes and horizontal heat advection
are coherent. The increase (decrease) of horizontal heat advection in the negative
(positive) AMO phase leads to an increase (decrease) of the ocean heat release to
the atmosphere. Multidecadal variability of the horizontal heat advection is due to
changes in the dynamics of currents, rather than temperature gradients.

Keywords: Atlantic multidecadal oscillation � Variability � North Atlantic

1 Introduction

Natural long-term sea surface temperature (SST) fluctuations stand out at a significant
level in North Atlantic [1–7]. This phenomenon was called the Atlantic multidecadal
oscillation (AMO) [8]. This climatic signal in the temperature field of World Ocean is
one of the main signals at scales from interannual to multidecadal and this signal is not
connected with El Niño-Southern Oscillation [9].

The AMO is characterized by an index, which is determined from the SST in the
North Atlantic basin, averaged typically over 0–70 °N [3]. The AMO index is calcu-
lated as a detrended 10-year low-pass filtered annual-mean of this averaged SST
anomaly. A coherent pattern of variability covering the entire North Atlantic and
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exhibiting a long-period quasi-cyclic character with a period of about 50–70 years was
first identified in paper [6]. Later model studies also confirm that the multidecadal
climate variability in North Atlantic is a single-mode [10, 11].

Several studies have revealed the influence of AMO on climatic conditions over
Northern Hemisphere. The AMO is associated with changes in North American,
European and Arctic air temperature, rainfall and river flow [3, 12–15], and Sahel
drought [16]. The AMO also affects the low frequency hurricane variability [17] and
atmospheric blocking [18] in the North Atlantic. The AMO effectively influences
atmospheric heat transports on seasonal scale in the Atlantic-European region and
significantly modifies the production rate of North Atlantic waters [19]. A multidecadal
mode of variability between the observed concentration of sea ice in the Greenland Sea
and sea level pressure at high latitudes being coherent with the observed AMO vari-
ability is found in [20].

The AMO is described as a mode of variability with a period of about 50–70 years
[3, 21]. At the same time, the results of later studies indicate the existence of another
mode of interdecadal variability with a period of about 20–30 years [22, 23].

The authors of [24] showed that there is a significant multidecadal variability of
surface heat fluxes associated with the low-frequency mode of the North Atlantic
Oscillation (NAO). However, the results of [4] indicate that there is no significant
correlation between AMO and NAO. Obviously, this is due to the different nature of
these oscillations. Since AMO is mainly determined by the low-frequency variability of
oceanic circulation, while the NAO – atmospheric.

The nature of AMO formation has been studied much worse than other known
climatic indices, since AMO is less associated with the atmosphere as compared to
other indices. For example, the physical mechanisms of Pacific Decadal Oscillation
have been studied quite well [25].

The nature of the AMO still requires for clarification. In particular, the relationship
between AMO and the SST variability in the Pacific Ocean has not been fully clarified.
Some authors [3, 7, 12] indicate the presence of some connection between the AMO
and SST anomalies in the Gulf of Alaska and the tropical Pacific. Other authors [4]
argue that outside the North Atlantic, there is no significant relationship between AMO
and SST anomalies.

At present, the mechanism for generating multidecadal variability in the North
Atlantic is a subject of discussion. This is due to the fact that the role of atmosphere in
the observed climate variability is not fully understood [26]. A number of authors point
to the joint nature of interactions in the ocean-atmosphere system due to the interaction
of SST anomalies with the NAO [27]. Others believe that low-frequency oceanic
modes are excited by atmospheric noise associated with synoptic weather fluctuations
[28]. Still others insist that the observed multidecadal climate variability is an oceanic
response to stochastic atmospheric forcing [24, 29]. Some authors claim that there are
purely oceanic modes, the source of energy for which is the internal instability of
large-scale ocean circulation [30–32]. The advection time of thermohaline anomalies
from the Tropical Atlantic to subarctic latitudes determines the phase shift between
long-period changes of the heat fluxes at the ocean-atmosphere boundary at the high
latitudes of the North Atlantic and the meridional heat transport in the Subtropical
Atlantic. This phase shift is one of the possible mechanisms for maintaining the
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interdecadal variability [21, 33, 34]. The results of the model study showed that the
long-period (*60 years) variability of thermohaline circulation in the North Atlantic
affects the thermal state of the ocean surface with a delay of about 10 years [35]. At the
same time, in some studies the variability of meridional overturning circulation is not
the main cause of multidecadal climate variations in the North Atlantic. This variability
is explained by the combined effect of «thermal Rossby modes» in the North Atlantic
and «saline Rossby modes» from the Arctic [36, 37].

The thermohaline circulation in the North Atlantic, sea ice and fresh water export
from the Arctic and atmospheric dynamics have some memory and generate multi-
decadal variability due to negative feedback [38]. A similar mechanism was proposed
using the analysis of the 500-year integration of the coupled atmosphere-sea-ice-ocean
model [39]. These authors found pronounced multidecadal oscillations of the Atlantic
meridional overturning circulation and the associated meridional heat transport for the
periods of 70–80 years, which significantly correlate with the convective activity in the
deep-water formation regions and the freshwater export from the Arctic. However, the
results of the study [40] showed that the North Atlantic SST variability – a positive
feedback between North Atlantic SST, African dust, and Sahel rainfall on multidecadal
time scales. Thus, the AMO is a pronounced climatic signal of a multidecadal scale and
manifested in a number of climatic characteristics of the ocean-atmosphere system.
However, a single point of view on the causes that induce their long-term changes has
not yet been obtained.

The goal of this paper is to analyze the extent and nature of the manifestation of
AMO in the hydrothermodynamic characteristics and surface heat fluxes in the North
Atlantic.

2 Data and Methods

The monthly data of the ocean temperature, ocean salinity, sea surface height (SSH),
zonal, and meridional components of the ocean current velocity vector from ocean
reanalyses ORA-S3 for 1959–2011 [41], ORA-S4 for 1958–2014 [42], SODA 2.1.6 for
1958–2008 [43], GFDL for 1961–2015 [44], GECCO2 for 1948–2014 [45] were used.

The monthly data of the mixed layer depth (MLD) were used from ocean reanal-
yses ORA-S3 and GFDL. In order to calculate the MLD in the ORA-S3 reanalysis, a
scheme based on the semi-empirical theory of turbulence is applied. The main idea of
the scheme is to calculate the Richardson number in the form by [46]. The MLD is
assumed to be equal to the depth at which the Richardson number reaches a critical
value. The MLD in the GFDL reanalysis is defined by fixed density criterion; namely
as a depth where density increases compared to the density at 10 m depth by
0.03 kg/m3 [44].

The monthly data of the latent and sensible heat fluxes, balances of shortwave and
longwave radiation on the ocean surface with a spatial resolution of 1° � 1° were used
from the Coordinated Ocean Research Experiments version 2 (COREv2) (http://data1.
gfdl.noaa.gov/nomads/forms/core/COREv2.html) for 1949–2006 [47]. This data set is
a set of atmospheric boundary conditions and is designed to simulate the ocean cir-
culation taking into account the performance of heat balance on the ocean surface.
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According to the set of heat flux components, the net surface heat fluxes for each month
are calculated. Their mean annual values are then calculated.

According to the above-mentioned data, the temperature, salinity, zonal and merid-
ional components of the ocean current velocity vector, zonal and meridional temperature
gradients, zonal, meridional and total horizontal heat advection were calculated within
upper 0–300 m layer for each month and annual values for the entire period. The area of
the North Atlantic is restricted by the following coordinates: 0–60 °N, 10–80 °W.

The values of the AMO index for the study period were taken from the database
NOAA Earth System Research Laboratory (http://www.esrl.noaa.gov/psd/data/
timeseries/AMO/) for 1948–2010 (Fig. 1) [3].

The monthly data of the Gulf Stream North Wall index for 1966–2014 were used.
This index characterizes the meridional displacement of position of northern boundary
of the Gulf Stream off the east coast of North America. This index is calculated as the
first Principal Component of the position of the North Wall of the Gulf Stream. Data on
the Gulf Stream index are taken from the site (http://www.pml-gulfstream.org.uk/data.
htm). According to these data, their annual mean values and linear and polynomial
trends were calculated.

For the studies, two methods of processing the initial data were used. First, the time
evolution of annual mean upper mixed layer temperature, MLD in January, annual
mean SSH from the ORA-S3 reanalysis and net heat flux from the ocean to the
atmosphere from COREv2 data were averaged over two latitudinal bands: 15–40 °N
and 41–65 °N. Based on these data, linear and polynomial trends were calculated.

Second, the composite analysis is used for this study. According to the time series
of the AMO index, anomalous years were chosen in which the value of index exceeds
the mean value by ±1 standard deviation (0,14 °C). Thus, two samples of years with

1950 1960 1970 1980 1990 2000 2010

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

Fig. 1. Time evolution of the average annual values of the smoothed AMO index for the period
1948–2010. The dashed line characterizes the values ±0,14 °C.
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values of the index above and below the set limits, corresponding to the positive and
negative phases of the AMO, were obtained. The positive phase of AMO is the
twelve-year period from 2000 to 2011 and the negative phase – the twelve-year period
from 1969 to 1980. Then the linear trend was removed from all the time series. The
average value and the standard deviation for the positive and negative AMO phases
were found for the each parameter considered. Then we determine the difference
between the means by sample for each grid node (the so-called difference composite).
Statistical significance of composites was determined by the standard algorithm using
the Student’s test.

3 Results

3.1 Analysis of Long-Term Trends in the North Atlantic Subtropical
and Subpolar Gyres

The time evolution of annual mean upper mixed layer temperature, SSH, net surface
heat fluxes and MLD in January averaged over the regions of large-scale subtropical
(15–40 °N) and subpolar (41–65 °N) gyres is shown in Fig. 2.

Fig. 2. Time evolution of annual mean Gulf Stream north wall index (a), annual mean upper
mixed layer temperature, °C (b, f), MLD in January, m (c, g), annual mean SSH, m (d, h)
according to the ORA-S3 data and annual mean net surface heat flux according to the COREv2
data, W/m2 (e, i) averaged over the 15–40 °N (b, c, d, e) and 41–65 °N (f, g, h, i) in the North
Atlantic basin. The thin lines are linear trends. The thick lines are an approximate polynomial of
third degree.
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Linear trends are distinguished in all the time series used. The upper-ocean active
layer is characterized by a long-term tendency to warming. It leads to an increase in the
large-scale SSH and the weakening of convective mixing in high latitudes. The MLD
and net surface heat fluxes in the middle and high latitudes exhibit oppositely directed
trends. The MLD in the subtropical gyre undergoes a long-period increase, and in the
subpolar gyre – decrease. Long-term decrease in the heat release by the ocean in the
second half of the 20th century occurs in the subtropics, and the increase – in subpolar
latitudes.

Multidecadal changes were determined by calculating polynomials of the third
order from the time evolution of the characteristics considered. They clearly show a
signal of quasi-sixty-year oscillations. Multidecadal SSH changes in the middle and
high latitudes are well coordinated with changes in the upper mixed layer temperature
and MLD and consist in an increase in these characteristics since the late 1990s. During
this period, against the background of intensive interannual variability, the intensity of
convective mixing in high latitudes decreases (Fig. 2g). Multidecadal upper mixed
layer temperature changes anticorrelate with the MLD. This means the predominance
of the dynamic factor in the upper mixed layer heat content changes. At the same time,
multidecadal changes in the intensity of net surface heat flux in the middle and high
latitudes in the North Atlantic are observed in opposite phase. In the mid-1960s, in the
Subtropical Atlantic, there was an intense heat release from the ocean, in the Subpolar
Atlantic, on the contrary, the loss of heat by the ocean is minimal due to the Great
Salinity Anomaly (GSA) [48]. The increase in heat outflow from the ocean since the
late 1990s in the Subtropical Atlantic and the corresponding weakening in the Subpolar
Atlantic can be interpreted as the meridional displacement of the Gulf Stream core in a
southerly direction into the positive phase of the AMO (Fig. 2a).

3.2 Composite Analysis of Changes in the Warm and Cold Phases
of AMO

An investigation of the multidecadal variability of the hydrothermodynamic parameters
for the North Atlantic Ocean is carried out on the basis of difference composites. For
illustration, the spatial features of difference composites are given from the ORA-S3
oceanic reanalysis and COREv2 data (Fig. 3). Further in the text, only significant
results are given that are consistent across all data sets.

The temperature in the 0–300 m layer in the positive AMO phase, relatively
negative, is characterized by a statistically significant increase of 0.4 °C at high lati-
tudes and 0.2 °C in the eastern part of the subtropical gyre. Significant negative
temperature values are noted in the Gulf Stream area and near 15 °N. However, for
most of the North Atlantic basin positive but statistically insignificant temperature
values are typical (Fig. 3a).

The salinity in the 0–300 m layer in the positive AMO phase, relatively negative, in
all seasons significantly increases in the inner parts of the subtropical and subpolar
gyres. Salinity significantly decreases in the positive AMO phase south of 10 °N and in
the vicinity of the Gulf Stream (Fig. 3b).

In the region of the subpolar gyre in difference composites for the temperature and
salinity, a very strong signal of GSA is detected. It is associated with a decrease in
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Fig. 3. The difference between the detrended anomalies of annual mean temperature in the 0–
300 m layer (°C, a), annual mean salinity in the 0–300 m layer (PSU, b), MLD in January (m, c),
annual mean SSH (m, d), annual mean net heat fluxes (W/m2, e), current velocity modulus in the
0–300 m layer (m/s, f) in the positive and negative AMO phases. The positive AMO phase is a
twelve-year period from 2000 to 2011, and a negative one is a twelve-year period from 1969 to
1980. The black dots show the nodes of spatial grid, in which the difference in composites is
significant at 95% confidence level. Contours and vectors show average long-term mean fields.
Figures a, b, c, d, f are prepared according to the ORA-S3 reanalysis data, and figure e –

according to COREv2 data.
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salinity here due to the export of more fresh and cold Arctic waters, thereby causing a
decrease in the AMO index in the late 1960’s and early 1970’s. The increase in salinity
in the warm AMO phase in the subpolar gyre, apparently, is due to the weakening of
the East Greenland and Labrador Currents.

The MLD in the positive AMO phase, relatively negative, is characterized by a
significant penetration at the African coast. This may be due to the weakening of the
North Equatorial Current due to the weakening of the trade winds in the warm phase of
the AMO. This is due to a general weakening in the atmospheric circulation (weak-
ening of the latitudinal gradient of sea level pressure in this phase). At the same time, a
significant decrease in the MLD is observed in the area of formation of the North
Atlantic deep water in the Labrador Sea (over 300 m), and an increase in the MLD
occurs in the center of the subpolar gyre (Fig. 3c). Such a change of the MLD here
indicates a general weakening of the intensity of the subpolar gyre during the warm
period of the AMO. The obtained result indicates that the convective mixing in the
subpolar latitudes of the North Atlantic is weakened in the positive AMO phase in
comparison with the negative AMO phase. The period of existence of GSA in this
phase is an exception (Fig. 2f).

The SSH in the North Atlantic is also experiencing significant multidecadal
changes. A statistically significant increase in SSH in the positive AMO phase is
observed in the equatorial zone (0–10 °N), in the central parts of the subtropical and
subpolar gyres and in the eastern part of the North Atlantic (Fig. 3d). The SSH
decreases in the vicinity of the Gulf Stream and its transition to the North Atlantic
Current. It should be noted that the changes in SSH almost exactly correspond to
changes in temperature and salinity in the 0–300 m layer by their contribution to the
change in sea water density in this layer. The greater contribution to the SSH change is
caused by a thermal factor that causes a decrease in sea water density. The
East-Greenland and Labrador Currents are exceptions. In the region of these currents,
an increase in salinity compensates the factor of thermal decrease in sea water density.
General changes in the SSH also indicate the intensification of subtropical gyre and,
conversely, the weakening of subpolar gyre in the positive AMO phase.

The net surface heat fluxes experience statistically significant multidecadal changes
in the equatorial region, the eastern and western parts of the subtropical gyre and the
currents that form the subpolar gyre. In the positive AMO phase, relatively negative, in
the western part of subtropical gyre, the heat release into the atmosphere decreases. The
rest of the North Atlantic basin is mainly marked by increased heat release from the
ocean. Typical values are about 20 W/m2 (pиc. 3e). At the same time, a decrease in the
heat release to the atmosphere in the subpolar gyre confirms the weakening of con-
vective processes here, which is evident from the changes in MLD.

Significant multidecadal changes in the current velocity modulus in the 0–300 m
layer, caused by the AMO, are not observed throughout the entire North Atlantic Ocean.
In the positive AMO phase in the dynamic system «Gulf Stream – North Atlantic
Current» there is a significant decrease in current velocities, and to the south – an
increase. This clearly indicates the meridional displacement of axis of western boundary
current to the south in the positive AMO phase. At the same time, the East-Greenland
and Labrador currents are weakening in the warm AMO phase. This agrees with the
aforementioned increase in salinity in these currents. These multidecadal changes in the
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magnitude of current velocity also correspond to the above observed SSH changes
associated with the intensification of the subtropical gyre and the weakening of the
subpolar gyre and changes in net surface heat fluxes in the warm AMO phase. In
addition, multidecadal changes in the dynamics of the North Equatorial Countercurrent
are significantly distinguished for the summer season. The intensification of this current
is noted in the positive AMO phase.

The structure of the multidecadal changes in horizontal heat advection in the 0–
300 m layer, associated with the AMO, is generally consistent with the corresponding
changes in the current velocity field. In the positive AMO phase, relatively negative,
the weakening of advective heat transports is noted in the dynamic system «Gulf
Stream – North Atlantic Current». This allows us to conclude that multidecadal vari-
ations of horizontal heat advection are due to changes in the dynamics of currents,
rather than temperature gradients.

4 Discussion and Conclusion

We must emphasize that, except for linear trends, we study own multidecadal vari-
ability of the ocean-atmosphere system in the North Atlantic. Multidecadal changes in
temperature and salinity in the 0–300 m layer, as well as in SSH, are statistically
significant and show physically agreed changes. Their values in the subtropical and
subpolar latitudes increase in the positive AMO phase. The dynamic system «Gulf
Stream – North Atlantic Current» is exception. The MLD, reflecting the intensity of
convective mixing at high latitudes, is higher in the negative AMO phase. In the
positive AMO phase large-scale SSH fluctuations are characterized by an increase in
the equatorial zone and in the eastern part of the North Atlantic basin.

The AMO is associated with significant anomalies in the net surface heat fluxes.
Multidecadal anomalies of the net surface heat fluxes are consistent with the anomalies
of horizontal heat advection in the 0–300 m layer. The increase of horizontal heat
advection in the negative AMO phase leads to an increase of the ocean’s heat release to
the atmosphere. This fact confirms the role of advective heat transport in the generation
of multidecadal changes of the upper ocean layer temperature.

Multidecadal changes in the velocity of currents and horizontal heat advection in
the 0–300 m layer are well coordinated, especially in the western part of the subtropical
gyre. The meridional displacement of dynamic system «Gulf Stream – North Atlantic
Current» in the south direction is marked in the positive AMO phase. Multidecadal
variability of the horizontal heat advection is due to changes in the dynamics of
currents, rather than temperature gradients.

Despite the statistically significant acceleration of SSH rise in the North Atlantic,
caused by the melting of the Greenland ice sheet [49], after the removal of the linear
trend multidecadal SSH changes are well coordinated with the AMO and involve a
large-scale increase in SSH in the positive AMO phase. Since SSH is an integral
characteristic of the ocean’s hydrothermodynamics, its changes in the transition from
the cold AMO phase to the warm phase are well coordinated with the thermodynamic
and dynamic changes in the 0–300 m layer of the North Atlantic. Changes in SSH also
indicate an intensification of the subtropical gyre and, conversely, a weakening of the
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subpolar gyre. All other composite differences in their own way contribute to this
general conclusion. Multidecadal temperature increase corresponds to the weakening
(intensification) of circulation in the cyclonic (anticyclonic) oceanic gyre. It should be
noted that this conclusion completely confirms the hypothesis of H. Stommel, that
when the climate warms, the circulation in subtropical latitudes increases [50]. Thus,
multidecadal changes in the upper mixed layer temperature regime are determined to a
greater extent not by surface heat fluxes, but by changes in the overall ocean dynamics.

The investigations carried out in this paper also showed that the intrinsic changes in
the circulation regime in the North Atlantic are consistent with the hypothesis of Iselin
(1940) and Stommel (1958): in the warm period there is an intensification of the
subtropical gyre and, conversely, a weakening of the subpolar gyre [50, 51]. But at the
same time the Gulf Stream transport itself decreases. Thus, negative feedback in the
ocean-atmosphere system is realized, when changes in the ocean circulation play a
stabilizing role.

The observed intensification of the subtropical gyre and, conversely, the weakening
of the subpolar gyre lead to a weakening of convective mixing in the Labrador Sea and
a southern shift of the Gulf Stream and the North Atlantic Current in the warm AMO
phase. In accordance with the Stommel hypothesis the southern displacement of the
Gulf Stream during the positive AMO phase is caused by the intensification of the
subtropical gyre. This conclusion is fully confirmed by our results.

The conclusions obtained in the article are in full agreement with earlier carried out
researches. The high positive correlations between multidecadal SSH anomalies and
SST anomalies in the North Atlantic are found in [23]. The SSH rise in the positive
AMO phase on the eastern coast of the North Atlantic agrees well with the data of tide
gauges given in the paper cited above. The model study [52] has shown that multi-
decadal SSH changes in the Gulf Stream and subpolar gyre are realized due to the
variability of meridional heat transport, which reflects the intensity of meridional
overturning circulation in the North Atlantic. The revealed variability of horizontal heat
advection does not contradict the widely known point of view that ocean circulation
determines the phase changes of AMO due to a change in the ocean’s heat content [2].
Oceanic advection of temperature and salinity anomalies from low latitudes to high is
important in maintaining AMO [33, 34].
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Abstract. Hydrophysical fields, continuous in time and space, were recon-
structed in the coastal region of the Black Sea (a western coast of the Crimea and
a north-western shelf of the Black sea) on the basis of the three-dimensional
nonlinear hydrodynamic model and the observational data of temperature and
salinity on the research vessel “Experiment” from 16 to 22 of September, 2007.
A sequential optimal interpolation of observational data of temperature and
salinity was used as an assimilation procedure. A real atmospheric forcing and a
high resolution (horizontal grid*1.6 � 1.6 km and 30 vertical layers from 1 m
to 1300 m) were used in the calculation. Mesoscale features of currents and
thermohaline fields in the coastal zone of the Black Sea were investigated, the
coastal upwelling in the Kalamitsky Bay was reconstructed, registered in
satellite observations. The influence of the assimilation of observational data on
the accuracy of the calculated fields of temperature and salinity was estimated.

Keywords: Numeral modeling � Spatial high resolution � Coastal area
Black Sea � Assimilation of data observation � Hydrophysical fields
Mezoscale features of circulation

1 Introduction

Reconstruction of coastal circulation is important for shipping, construction and
operation of port facilities, mining, ecological monitoring. Synthesis of observational
data and the hydrodynamic model gives an opportunity to obtain hydrophysical fields
close to observed.

A technology, based on a sequential optimal interpolation of temperature and
salinity observations in the hydrodynamic model [1], was proposed in [2] for the
investigation of the coastal circulation of the Black Sea, which allows reconstructing
the continuous spatio-temporal variability of the level, current, temperature and salinity
fields.

The Marine Hydrophysical Institute (MHI) conducts expeditionary research in the
coastal zone of the Black Sea. The main task is to obtain experimental data on the
vertical and spatial distribution of hydrological characteristics. Hydrologists handle
these data, but a more detailed processing of the data is not carried out using
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hydrothermodynamic models. The importance of this research is the ability to recon-
struct the circulation and thermohaline fields in the field of survey, using observational
data. The results of processing of the data observations give a detailed information on
mesoscale structures on the Black Sea shelf.

A complex expedition was conducted by the MHI on the research vessel “Exper-
iment” from 16 to 22 of September 2007 with the aim of studying oceanological
processes at the end of the summer warm-up period – the beginning of the autumn
period of cooling. In this study, its experimental data on temperature and salinity in the
coastal area of the Black Sea, including a western coast of the Crimea and a
north-western shelf (Fig. 1), are used.

The main objective of the study is to reconstruct three-dimensional fields of cur-
rents, temperature and salinity, continuous in time and space, on the basis of assimi-
lation of the observational data in September of 2007 in the hydrodynamic model with
a high resolution*1.6 km and to carry out an analysis of mesoscale features of coastal
circulation.

2 Description of the Hydrological Survey, Conducted
in September of 2007

We give a brief description of the data of temperature and salinity measurements
available in the data bank of MHI [3]. The work was carried out using the STD probe
(shelf measuring complex), equipped with a cassette of plastic bathometers with a
vertical resolution of 0.5 m. The maximum depth, to which the sounding was carried
out, varied from 5 to 300 m. There were 44 stations during the expedition from 16 to
22 of September 2007.

Fig. 1. Bathymetry of the north-western shelf of the Black Sea and the western coast of the
Crimea (m) and a scheme of stations, performed on the research vessel “Experiment” on 16–22
September, 2007.
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The following features of the vertical profiles were noted: a thermocline at the
depth of 20–25 m, a temperature varied from 20 to 22 °C in the upper layer of water in
the deep water part, surface salinity − from 16.5 to 17‰, in shallow areas, including
estuaries, a temperature varied from 17.8 to 18.8 °C, salinity from 0 to 7‰. Zones of
water with a temperature from 9 to 13 °C and a salinity of 17.9–18‰ were observed in
the upper layer on the ten stations on 22nd of September in the Kalamitsky Bay (Fig. 2).

The coordinates of all the stations, where the temperature and salinity were mea-
sured, were correlated with the calculated model grid and the data were prepared for the
assimilation in the hydrodynamic model.

3 Parameters of the Model and Description of Numerical
Experiments

The system of model equations using the Boussinesq approximation, hydrostatic
approximation and incompressibility of seawater in the Gromeko–Lamb form, the
boundary conditions on the surface, at the bottom, on the solid lateral walls were
written as follows [1]. Note that a reduced sea level f was calculated from a discrete
analog of the continuity equation taking into account the specification of the velocities
at the open south boundary of the domain.

In order to adapt the numerical model of the dynamics for the calculation of the
coastal circulation of the Black Sea we made the following steps. Data array of the
region bathymetry was analyzed and processed, model parameters were chosen on the
basis of preliminary experiments, river inflow locations and depths of estuaries were
assigned, boundary conditions on the open boundaries of the region were selected and
implemented, initial fields as well as fields of wind stress, heat flows, short-wave
radiation, precipitation and evaporation were processed in order to be used in the
model.

Fig. 2. Temperature and salinity profiles, measured at the research vessel “Experiment” on 22nd

of September 22, 2007.
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We considered a region of the Black Sea (a north-western shelf and a western coast
of the Crimea, Fig. 1), limited by latitude 44.4 °N, located between meridians 28.5°
and 33.5 °E (we used a detailed presentation of bottom topography with a resolution
*1.6 km). The numerical experiments were carried out with a resolution *1.6 km.
The time step was equal to 30 s. The choice of the horizontal coefficients of turbulent
viscosity and diffusion (mH ¼ 5 � 105 cm2=s; jH ¼ 5 � 105 cm2=s) was based on a
series of specialized numerical experiments. The total period of integration of model
equations 10 days (from 14 to 24 of September 2007). Along the vertical, horizontal
components of the current velocity, temperature and salinity were computed at 30
depths: 1; 3; 5; 7; 10; 13; 16; 20; 25; 30; 36; 42; 48; 55; 65; 80; 95; 120; 150; 200;
300… 1300 m. The vertical component of velocity was calculated for intermediate
horizons. The vertical coefficients of turbulent exchange of momentum and diffusion
were calculated according to the Philander–Pacanowski approximation [4].

Fields of currents, temperature and salinity, obtained from model for the entire sea
on a 5 � 5 km horizontal grid within the Operative Oceanography project [5], were
used to specify initial and the boundary conditions at the open boundary of the domain.
A geostrophic adjustment procedure was carried out in order to adopt the density field
(temperature and salinity) to the field of currents on a new spatial grid. The equations of
the model were integrated for 5 days with boundary conditions that did not change
during the calculating period. It was obtained from the analysis of the graphs of the
average in volume and on the horizons of the kinetic energy that the quasi-geostrophic
balance was achieved after three days. The obtained fields u, v, f, T и S were taken as
the initial fields for the basic numerical experiment.

In order to specify conditions on the open southern boundary we used the results of
[2], where an efficiency of combined approach was shown on the basis of the numerical
experiments. The components of the current velocity, temperature, and salinity (the
Dirichlet conditions) were specified in the boundary regions where water flowed into
the domain (v[ 0); conditions @u=@n ¼ 0; @v=@n ¼ 0 for u, v and radiation condi-
tions for T and S were specified in the boundary regions where water flowed out of the
domain (v\ 0).

The fields of tangential wind stress, heat fluxes, short-wave irradiance fluxes, as
well as precipitation and evaporation, obtained from data of the regional atmospheric
model ALADIN and provided by the department of Marine Forecasts of MHI [5] and
linearly interpolated to the selected grid, were specified for each day. We took into
account the discharges of rivers: Danube, Dnieper, Dniester, and South Bug.

It was determined from the analysis of wind fields that a south-western wind
prevailed with a maximum speed of up to 11 m/s from 14 to 18 of September, a north
and north-eastern winds with a maximum speed of 16 m/s were acting from 19 to 24 of
September.

A simplified procedure of four-dimensional analysis [6–10], based on the method of
sequential optimal interpolation [11], when the covariance functions of the temperature
and salinity fields were calculated under the assumption of homogeneity and isotropy,
was used to realize the procedure of assimilation of observational data. A correlation
radius*20 km was determined from the analysis of the statistical structure of the fields
(calculation of the spatial correlation functions of the temperature and salinity fields).
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Based on the results of previous papers [6–10], we approximated the covariance

functions of the fields T, S by a function of exponential type exp �k x� x0ð Þ2 þ
h�

y� y0ð Þ2�Þ, where k − a dimensional parameter (equal to 0; 016 � Dxð Þ�2), corre-
sponding to the value of the correlation function 0.1.

All data of hydrological survey were grouped for eight days and assimilation was
carried out once a day: September 16 – 3, September 17 – 7, September 18 – 8,
September 19 – 7, September 20 – 4 and September 22 – 15 stations. Thus, thermo-
haline fields were calculated using the equations of the model until the moments of
receiving of the data observations. A correction of the temperature and salinity fields
was conducted at the moments of assimilation, taking into account the correlation
radius.

4 Evaluation of the Influence of the Assimilation
of Observational Data on the Accuracy
of the Reconstruction of Fields of Currents, Temperature
and Salinity

The influence of the use of the assimilation procedure in the numerical model on the
formation of current fields, temperature and salinity was analyzed on the basis of
comparison of the results of two numerical experiments on the calculation of
hydrophysical fields without assimilation and with assimilation of temperature and
salinity measurements. Figure 3 presents the fragments of current fields, obtained in the
upper layer for two experiments on 20th of September.

Taking into account of observational data could lead to some qualitative and
quantitative differences in the structure of fields (change of direction of currents,
intensification of currents).

We calculated the modules of mean and mean square errors of the estimation of the
temperature and salinity fields at different horizons during integrating the model
equations at the moments of assimilation. Tables 1 and 2 show these modules for
temperature and salinity fields respectively at the horizons of 1, 10, 20, 30 m for four
days.

Analyzing the data presented in the Tables 1 and 2, we note that the biggest values
of the errors of the estimation of the temperature fields were observed in the picno-
clyne, the biggest values of the errors of the estimation of the salinity fields were in the
upper water layer.

Thus, the observational data will allow reproducing the structure of the picnoclyne
and propagation of river waters close to the observations. During the calculating period,
the values of error modulus decreased at all horizons, which indicates the efficiency of
the assimilation procedure.
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Fig. 3. Fragments of current fields (cm/s) in the upper water layer on 20th of September: a –

calculated without taking into account observational data, b – calculated with observational data
(every fourth arrow was shown).

Table 1. Values dnT and rT at different horizons on 16th, 18th, 20th and 22nd of September 2007.

Depth (m) 16.09.2007 18.09.2007 20.09.2007 22.09.2007

1 dnT 1.06 0.51 0.35 0.24
rT 2.25 2.11 1.41 1.03

10 dnT 1.51 0.44 0.22 0.21
rT 2.38 0.99 0.91 0.82

20 dnT 2.97 2.25 2.15 2.08
rT 4.26 2.25 2.44 2.41

30 dnT 0.64 0.51 0.44 0.11
rT 0.68 0.59 0.42 0.11

Table 2. Values dnS and rS at different horizons on 16th, 18th, 20th and 22nd of September 2007.

Depth (m) 16.09.2007 18.09.2007 20.09.2007 22.09.2007

1 dnS 0.70 0.57 0.18 0.11
rS 0.95 0.61 0.49 0.24

10 dnS 0.70 0.32 0.18 0.14
rS 0.93 0.75 0.57 0.35

20 dnS 0.36 0.14 0.09 0.09
rS 0.30 0.39 0.28 0.26

30 dnS 0.09 0.07 0.05 0.04
rS 0.07 0.02 0.01 0.01
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5 Fields of Currents

We analyze the fields calculated taking into account the data of observations, which
were assimilated once a day. During the calculating period, mesoscale eddies and jets
were observed in its structure. We note a domination of the wind component in the
formation of water circulation due to the shallow water in the area. Under the influence
of the south-western wind, acting from 14 to 18 of September, the main direction of
surface currents was the eastern. The following features of circulation were obtained in
the upper 30-m layer of water: a cyclonic eddy with a radius of *20 km in the central
part of the region, an anticyclonic eddy with a radius of *15 km in the Kalamitsky
Bay and near the open boundary, intense jets, directed to the north, along the western
coast and in the central part of the region. Note that cyclonic eddy in the center of the
region was repeatedly registered in satellite observations. Formation of this eddy was a
result of the influence of inhomogeneity of the bottom topography on the jet current. Its
lifetime was from 3 to 5 days. Figure 4a presents the field of surface currents for
September 16. Jets with a maximum velocity 30 cm/s along the western coast, a
cyclonic eddy with a radius of *20 km in the central part of the region, anticyclonic
eddies with a radius of *15 km in the Kalamitsky Bay and near the open boundary
were observed.

Under the influence of the north and north-eastern winds, acting from 19 to 24 of
September, the main direction of surface currents was the western. The features of
circulation, associated with the meandering of the Rim Current passing along the depth
dump on the southern boundary of the shelf, were formed at the southern boundary.
Figure 4b presents the field of surface currents on 21st of September. Along the
boundary, the elements of the meanders of the Rim Current were observed, which was
located to the south of the selected region.

Fig. 4. Fields of currents (cm/s) in the upper layer on 16th and 21st of September (every fourth
arrow was shown).

144 D. Sergei and E. Natalia



6 Fields of Temperature and Salinity

Thermohaline fields changed not very intensively during the calculating period. Fig-
ure 5 shows the surface temperature fields at the initial moment and after five days of
calculation. There was some cooling of the surface waters, which was noted in the
estuaries, in the bays and near the cape Tarkhankut (a temperature decreased from 18 to
15 °C). Salinity fields were characterized by the minimum values (0–15‰) in the
estuaries and in the north of the region, with maximum values (17–18‰) − near the
open boundary. During the calculating period we note some desalination of surface
waters near the estuaries and between Odessa and the Dnieper estuary.

According to the measurements and satellite images, upwelling, caused by the
action of the northern and north-eastern winds, was observed on the 22nd and 23rd of
September in the southern part of Kalamitsky Bay (a surface temperature was below
14 °C), which was confirmed by the results of our numerical calculations.

We note a distribution of cold water on the model fields of temperature from 21st of
September. Figure 6a and b show the reconstructed fields of temperature and vertical
velocity for 22nd of September. The hatch marked the areas corresponding to the
temperature values from 10 to 13 °C. The maximum values of the vertical velocity
(0.01 cm/s) were obtained along the coastline (Fig. 6b, bold).

It is urgent to note that sequential analysis of observational data enabled to
reproduce the structure of upwelling, which was also observed in the calculation
without data assimilation, more accurately.

Fields of currents, temperatures, salinity were reconstructed on the basis of the
hydrodynamic model with the assimilation of observational data of the hydrological
survey from 14 to 24 of September 2007, taking into account the real atmospheric
forcing and a high resolution (*1.6 km horizontally and 30 vertical layers) in the
coastal area. Calculated fields of currents were characterized by mesoscale eddies and
jets. A cyclonic eddy in the central part of the region, an anticyclonic eddy in the
Kalamitsky Bay and near the open boundary, intense jets, directed to the north, along

Fig. 5. Fields of temperature (°C) in the upper layer on 14th and 21st of September.
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the western coast and in the central part of the region were obtained in the upper layer
of water. In comparison with previous calculations, those features were absent or were
much smoother.

There was some cooling and desalination of the surface waters, which was noted in
the estuaries, in the bays and near the cape Tarkhankut. As a result of the rise of the
underlying cold waters, coastal upwelling in Kalamitsky Bay was reconstructed in
September 2007, according to observational data.

Thus, a sequential analysis of observational data on the basis of the assimilation in
the numerical model of dynamics enabled to reconstruct the mesoscale features of
coastal circulation more accurately in the region of the western coast of the Crimea and
the north-western shelf of the Black sea.

The work was carried out within the framework of the state task of the FASO of
Russia (the theme “Operative oceanography”, No. 0827-2014-0011).
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Abstract. Physical processes of heat and mass vertical transfer in natural
stratified basins depend mostly on the intensity of quasi-inertial internal waves
breaking, which, in turn, is determined by the intensity of the wave source and
local stratification in the basin. There are many research works including esti-
mations of the dependence of the vertical turbulent diffusion coefficient K on the
buoyancy frequency N (stratification). In this paper, on the base of a semiem-
pirical model using the analysis of the pulsation data obtained at probing in the
lower stratified part of the Black Sea active layer, the dependence of the coef-
ficient of vertical turbulent diffusion K on the buoyancy frequency N is esti-
mated. The measurements were carried out in the deep area of the basin. The
measurement data were collected using a high-resolution probe-turbulimeter
“Sigma-1”. A similar dependence for this layer was built based on a 1.5D model
of the vertical exchange in the Black Sea deep region. Previously, the same
results were obtained in the upper “strongly” stratified and the lower “weakly”
stratified layers in the main pycnocline of the investigated basin. The joint
analysis of three pairs of power dependencies K ffi ANa m2s−1 from different
stratified layers showed that the exponents a in each pair were very close to each
other, while the estimated (semi-empirical) coefficients A in each pair turned out
to be much higher than the pattern coefficients.

Keywords: Stratified layers � Internal waves breaking
Vertical turbulent exchange � Turbulent patches � Energy dissipation
Buoyancy frequency � Measuring complex � Turbulent exchange modeling

1 Introduction

A vertical turbulent exchange in the stratified layers of natural basins plays a significant
role in the formation offluxes of heat, salt, nutrients and other dissolved substances. The
stable stratification while inhibiting vertical movements, creates favorable conditions for
the development of internal waves. Many factors have an effect on the formation and
evolution of internal waves: stratification conditions, bottom topography and presence
of background currents. To solve the problem of a vertical exchange it is necessary to
establish a physical mechanism (or mechanisms) of the specified process. The nature has
a number of such mechanisms. At the same time, based on the analysis of the exchange
processes in various areas of the World ocean Wunsch and Ferrari [1] found that in a
stable stratified ocean, away from all the sharp frontal zones, areas manifesting double
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diffusion mechanisms etc., the main source of turbulence is the shear instability
mechanism in a field of quasi-inertial internal waves. This refers to the internal trans-
verse waves whose phase and group velocities are at the right angles to each other.

As for the quasi-inertial waves that have a frequency close to the inertial frequency,
they represent periodic in vertical direction and multidirectional quasi-horizontal flows.
Having reached a certain amplitude, these waves evolve in a mode of shear instability
according to the criterion of Richardson and break inducing turbulent patches. The
turbulent mixing inside such patches generates average vertical fluxes in the stratified
layers. The characteristic feature of the stably stratified layers is intermittency – mixed
layers with near-zero density gradient are commonly observed in the thicker stratified
layers. The spectra based on probing measurements of fluctuations in these layers
possess some common features that were described in [2].

2 In-situ Measurements

For a quantitative description of the sea vertical exchange processes the measurements
of characteristics that define flows of different substances, namely, fluctuations of
velocity, temperature, conductivity etc. are necessary.

The experimental studies in the Black Sea upper layers, including the direct
measurements of fluctuations of the basic hydrophysical characteristics have been
conducted in the expeditions of Marine Hydrophysical Institute for several years. For
these purposes, a specialized measuring complex “Sigma-1”, created in 2004 and
corresponding to modern speed requirements and measured parameters, described in
[3], is used. Its configuration is shown in Fig. 1, and Table 1 lists the main technical
characteristics of the device. In addition to the measurement of the marine environment
characteristics the device is equipped with a position control system, which allows to
take into account the carrier’s own motions and to implement a proper correction in the
estimation of the turbulent velocity fluctuations (eddy-correlation method).

Measurements are performed in the probing mode during which the device falls
freely at a speed of about 0.7 m/s. The probe is powered and the information is

Fig. 1. The probing measuring complex “Sigma-1”.
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received with the help of a cable veered during probing. The device is given an
additional weight at the bottom that together with the tail section increases directional
stability during movement. The analysis of the carrier’s own motions showed no
appreciable contribution to the measured values; and after some appropriate filtering of
the original data, the sufficiently objective information can be received.

3 The Turbulence Characteristics Calculation Methods

To estimate the coefficients of the vertical turbulent diffusion and the rate of the
turbulent energy dissipation, two different approaches were used.

The first approach is based on the energy analysis of the turbulent patches evolution
and convenient in the case when the density gradient is mainly determined by the
temperature gradient contribution. In [4, 5] an effective method of calculations using
the concept of the “characteristic scale of turbulent patches” L was developed and the
following dependences were obtained:

e ffi 8; 2 � 10�2L2N3; K ffi Rf

1� Rf

e
N2 ; ð1Þ

where e is the energy dissipation rate, K is the coefficient of vertical turbulent diffusion,

N ¼
ffiffiffiffiffiffiffi

g
q
@q
@z

q

is the buoyancy frequency, Rf is the dynamic Richardson number (the ratio

of the rate of the potential energy increase within the system to the rate of the incoming
energy required for mixing) in the acts of the stratified flow shear instability and the
breaking of the wave disturbances. In [6–8], using different approaches, the constancy
of Rf was established for the considered phenomena. Several approximate values of the
quantity Rf (1/3 – in [6] and 1/4 – in [7]) were suggested to be used in calculations, as
well as value 0.2 to estimate a common multiplier in the right side of the second
equation (1) – in [9].

The approach to determining L is based on the spectra structure analysis of the first
differences of the temperature fluctuations measured in the ocean [10]. It was estab-
lished previously that the effective vertical scale of natural turbulent patches corre-
sponds to the vertical scale of the stable minimum in the small-scale region of the first
differences of the vertical spectrum [2].

Table 1. Technical characteristics of the measuring complex “Sigma-1”.

Parameters Range Resolution Accuracy Sampling frequency

3-D velocity fluctuations, m/s ±2 10−3 ±10% 100 Hz for all channels
Temperature, °C 0–30 0.001 ±5%
Relative conductivity 0–0,9 2.5 � 10−5 ±5%
3-D acceleration of device, m/s2 ±2 g 0.002 0.002
Roll and pitch, grad ±20 0.01 ±1
Azimuth of device (yaw), grad 0–360 1.0 ±5
Pressure, MPa 0–1 5 � 10−4 ±1%
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Using the results of (1) it is shown in the review paper [10] based on our proposed
models of the vertical turbulent exchange that in the main pycnocline at the Black Sea
deep water region the dependences of K on N have the following form:

K ffi 5:6 � 10�5 N�1m2s�1 ð2Þ

K ffi 1:6 � 10�2Nm2s�1 ð3Þ

Here Eqs. (2) and (3) describe respectively the upper “strongly” stratified and the
lower “weakly” stratified layers in the main pycnocline. The coefficients in the pre-
sented equations are calculated using the empirical dependence L(N). For case (2)
L ffi 1:4 N�1

c m and for case (3) L ffi 1 m. Here Nc is the cyclic frequency with the
dimension cycles/m. These results and the results of the 1.5D model from [10] will be
used to analyze the measurement data in the studied stratified layer above the main
pycnocline, Fig. 2.

In the second method of e and K estimation, the measured values of velocity
fluctuations are used. With the help of these fluctuations, the vertical gradient of
horizontal fluctuations is calculated. Vertical fluctuations in this case are not very
informative because of the high vertical speed of the device during probing. This
method is described in detail in [11] with respect to the device MST Profiler that
measures velocity shears with the help of the sensor PNS 93.

The main difference of the complex “Sigma-1” from the said device is that it
measures the velocity fluctuations, then extracts the horizontal component and calcu-
lates in some layer the smoothed values of Du/Dz, according to which the rate of
turbulent energy dissipation is determined. Therefore, firstly, the spikes and noises
caused by the device’s own vibrations are removed and then a bandpass filter that limits

Fig. 2. Average distribution of buoyancy frequency N in the Black Sea. The layer from the
50 m depth to the dashed line is the lower stratified sea area studied in this work. The area below
the dashed line corresponds to the main pycnocline of the basin.
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the frequency of the measured fluctuations of the inertial subrange of the turbulence
spectrum from low frequencies (kl) and Kolmogorov wavenumber kc from high fre-
quencies is used. The latter can be defined as

kc ¼ ð1=2pÞðe=m3Þ1=4; ð4Þ

where m is the kinematic viscosity.
For calculation of the dissipation rate, an iterative method is used. First, we define the

boundary wave numbers kl and kmax and then calculate the spectrum of du/dz value by the
Welch’s method. In this technique, the chronograms are broken into overlapping seg-
ments, which are multiplied by the Hann time window and then the Fourier transfor-
mation with subsequent spectral function averaging for all segments is realized. The

dispersion du=dzð Þ2
h i

is evaluated by integrating the spectrum values in the selected

range of wave numbers. The rate of turbulent energy dissipation is determined by the ratio

e ¼ 15
2
m du=dzð Þ2
h i

According to this value of e, the Kolmogorov wave number is calculated using the
Eq. (4). If the stop conditions are not realized, the cycle is repeated starting with the
spectrum calculation. The stop criteria are a small change in the kc value (less than a
step in the Dk spectrum) and exceeding the kmax value. An example of a calculated
dimensionless spectrum in the depth range of 72–75 m is shown in Fig. 3. In the same
picture, the model spectrum of Nasmyth [12] is demonstrated for comparison.

10-3 10-2 10-1 10010-8

10-6

10-4

10-2

100

102

k/kc

S
p(

k/
kc

)

PNasm
Pexper

16070102

72 - 75 m

 = 5.3e-8 m 2/s3ε

Fig. 3. Comparison of the Nasmyth model spectrum and the du/dz experimental spectrum.
Pulsations are pre-smoothed by a median filter and subjected to bandpass filtering. The
dissipation rate estimation is 5:3 � 10�8 m2/s3.
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A comparison of the described methods showed good agreement on the calculated
energy dissipation rate values and vertical exchange coefficients, which allows to judge
the possibility of their use independently, as well as jointly to enhance the estimation
objectivity.

4 The Results of Vertical Turbulent Exchange Intensity
Calculations in the Studied Layer

The values e were calculated at three-meter-long intervals in the N-growth layer to the
maximum, which in most cases was located at the depths of 60–90 m. At the sampling
frequency of 100 Hz and the device speed of 0.75 m/s an acceptable statistical relia-
bility of the results was provided; and with a small assumption of errors constancy N in
these segments could be supposed. The depth level everywhere was more than 300 m,
i.e. the influence of the bottom on the mixing intensity in the studied layer can be
neglected.

The calculation of the vertical turbulent exchange coefficient was carried out
according to the formula by Osborne [9]:

K ¼ 0; 2 eN�2:

It is usually used in the analysis of the vertical exchange processes occurring due to
the breaking of internal waves.

The calculated coefficient values in the form of a dependence from the buoyancy
frequency are shown in Fig. 4. The measurements were performed in the 87-th voyage
of R/V “Professor Vodyanitsky”, which took place in the summer of 2016 in the
Russian economic zone adjacent to the Crimean Peninsula.

Fig. 4. Experimental dependence of the vertical turbulent diffusion coefficient versus buoyancy
frequency for the depth range from 50 m down to the maximum N. The curve is the power
approximation, R2 is the determination coefficient.
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5 Comparison of the Field Measurements Analysis Results
with the 1.5D Model of Vertical Exchange in the Black Sea

The measurements data analysis allows to judge the nature of the vertical turbulent
exchange in the lower part of the deep region of the active layer in the Black Sea during
the time spent on measurements. As an element for comparison with other results, we
use primarily the results of the 1.5D model of the vertical exchange in the Black Sea
deep region [10]. In the above mentioned paper it was shown that power dependences
K / Na of this model agree well with the results of theoretical and semiempirical
models for the main pycnocline. Figure 5 shows the model curve of the vertical tur-
bulent diffusion coefficient K versus buoyancy frequency N in the stratified layer below
50 m (dark line) obtained in 1.5D model.

If we move along this dark line from the bottom to the top, the three white lines
sequentially are detected. These lines represent power approximations of the diffusion
coefficient K in the respective layers. Two first lines refer to the lower and upper layers
of the main pycnocline (MP). The first line corresponds to the dependence K(N) in the
Eq. (3), and the next line is a similar dependence in the Eq. (2). The third upper line
corresponds to the similar model power-law approximation K(N) in the lower part of
the Black Sea active layer (AL) studied here, Fig. 2.

The model and calculated dependences for the three studied stratified layers in the
form K ffi ANa m2s−1 are presented below in Table 2.

From the comparison of the presented dependencies two results can be detected.
Firstly, the power-law dependences K(N) are very close to the same layers in the

Fig. 5. The coefficient of vertical turbulent diffusion K versus buoyancy frequency N by 1.5D
model of the Black Sea [10]. The white lines correspond to power law approximations for the
three stratified layers.
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semi-empirical (estimated) and theoretical local models as well as in 1.5D model
presented in [10]. This may indicate that all mentioned models possess the corre-
sponding physics mechanisms. Secondly, there are significant (one-two ranges of the
value) differences in the coefficient values A for the same layers. In all the layers the
excess is observed in the calculated results. This fact requires additional research.
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Model of Oscillations of Earth’s Poles
Based on Gravitational Tides
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Abstract. A model of oscillations of Earth’s poles is constructed on the
basis of the analysis of the gravitational torques from Sun and Moon.
The model reflects physical processes and does not imply using curve fit-
ting techniques, based, for example, on the polynomial approximation.
Within the framework of this model, the Chandler frequency is inter-
preted as the fundamental frequency of oscillations of the mechanical
system and the annual frequency as the frequency of the excitation force.
A fine mechanism of excitation of the oscillations based on the combina-
tion of natural and forced frequencies is revealed. The model has only six
parameters that can be identified by applying the least squares technique
to the experimental data of the International Earth Rotation and Ref-
erence Systems Service. The prediction provided by the proposed model
has high degree of accuracy for an interval of several years.

Keywords: Earth’s pole oscillations · Gravitational torques

1 Physical Foundations of the Model

If Earth had been an ideal rigid ball and its motion had been unperturbed, then
the points of intersection of the rotation axis of Earth with its surface (the poles)
would have been fixed. In the late 1700’s, Euler, when developing the theory
of rotation of a rigid body with a fixed point in the absence of external forces,
showed that if the ellipsoidal shape of Earth is taken into account, then the axis of
rotation of Earth performs a cyclic motion (precession) with a period of 305 days.
This implies periodic changes in the latitudes of localities on Earth, since they
are measured relative to “fixed” stars. American astronomer Chandler, when
observing the motion of stars, discovered in 1891 that in fact the periodicity has
two basic components, the annual period and a floating period of 410 to 435 days
(Chandler’s period). This phenomenon is now called the polar wander. The swing
of the annual oscillations of the pole can reach several tens of meters. Due to
this nonuniformity in the rotation of Earth, apart from introducing operational
corrections into modern navigation systems GLONASS/GPS, one should also
correct the duration of the day. Constructing a simple model of the pole wander
phenomenon that would have clear physical sense is a topical problem.
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In terms of the classical theory of oscillations, the pole wander process is
composed of natural oscillations and forced oscillations.

In the proposed model, the exciting forces are gravitational forces applied
to Earth by other bodies in Solar System. Earth undergoes not only oceanic
tides but also daily ascents and descents of continental surfaces with a swing of
about 1 m. Such a hump that has been created by a celestial body and is running
along the earth surface creates an arm for gravitational torques caused by other
celestial bodies. It is just these torques (most important of which are solar and
lunar ones) that play the role of excitation forces. Sun exerts stronger influence
on Earth (about 200 times as large as that produced by Moon), and for this
reason, the most significant excitation force has a period of 1 year that coincides
with the period of rotation of Earth about Sun.

Natural oscillations must decay as time elapses, but this is not the case
for Earth. The point is that the fundamental frequency of Earth (Chandler’s
frequency) coincides with a combination of excitation frequencies. This resonance
provides energy inflow and sustains the oscillations at the natural frequency. This
combination resonance occurs when the Earth’s natural frequency coincides with
a combination of frequencies of external excitations produced by Sun and Moon.
The motion of Moon is rather complex, as compared with the motion of Earth
around Sun. One can single out four major features of the motion of Moon.

The orbit of Moon around Earth is an ellipse, with Earth in one of its foci.
The eccentricity of this orbit changes by a factor of almost 2 (from 0.04 to 0.07)
with a period of 8.85 years. The distance between Moon and Earth is minimal at
the perigee point and maximal at the apogee point. The line that connects these
two points is called the apse line; it passes through Earth’s center and coincides
with the ellipse major axis. The apse line rotates and performs its full revolution
for 8.85 years.

The plane of Moon’s orbit is inclined to the ecliptic plane (the plane of
rotation of Earth around Sun). The angle between these two planes oscillates
within a range of 4◦59′ to 5◦19′ with a period of 18.6 years. The points of
intersection of the plane of Moon’s orbit with the ecliptic plane are called the
ascending and descending nodes, respectively. The imaginary line that joins these
two points is called the line of nodes. The line of nodes performs a full revolution
for 18.6 years.

Thus, the combination resonance occurs when the Earth’s natural frequency
(Chandler’s frequency 0.84—here and below all frequencies taken with respect
to the time of the year) coincides with the difference of the external excitation
frequencies. The external excitations are accounted for by the rotation of Earth
around Sun (with a period of 1 year and a frequency of 1) and the periodic per-
turbations of Moon’s orbit (with periods of 8.85 and 18.6 years and frequencies
of 0.11 and 0.05, respectively). Thus we have 1 − 0.11 − 0.05 = 0.84.

The Fourier analysis of the pole oscillations identifies two basic harmonics,
with periods of 1 year and 14 months; the one-year harmonic has a sharp peak,
while the peak at Chandler’s frequency is blurred.
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Some researchers think that the one-year frequency has seasonal nature and
is accounted for by the motions of masses in the atmosphere and ocean. However,
such motions are not regular; they change from year to year and demonstrate
rather chaotic behavior. Already for this reason, they cannot provide sharpness
for the one-year peak, in contrast to the regular rotation of Earth around Sun.

In accordance with the physical sense of the proposed model, the Chandler’s
peak should be expected to be blurred, since the natural frequency of Earth
depends on the shape of Earth, which changes due to gravitational tides in
its mantle. It is apparent that irregular (in particular, chaotic) motions in the
atmosphere additionally contribute just to the blur of Chandler’s harmonic.

2 Mathematical Model in the First Approximation

Introduce the Earth-attached Cartesian coordinate frame, the axes of which
coincide with the principal central axes of inertia of Earth. Let A, B, and C
denote the moments of inertia of Earth about these axes. We assume that small
deformations of Earth occur mostly in radial directions. To construct the model
of the rotation of Earth about its center of mass, we represent the equations of
this rotation as classical Euler-Liouville equations with variable tensor of inertia
J [1,3,8,9]

Jω̇ + ω × Jω = M, ω = (p, q, r)T , J = J∗ + δJ, J∗ = const, (1)
J∗ = diag(A∗, B∗, C∗), δJ = δJ(t), ‖δJ‖ � ‖J∗‖.

Here, ω is the vector of the angular velocity represented in an Earth-attached
coordinate frame (reference frame [4]), the axes of which approximately coincide
with the principal central axes of inertia J∗ of “frozen” Earth [1–4,7]. The addi-
tional perturbation terms that appear when differentiating the angular momen-
tum vector for deformable Earth [6] are involved in the vector M. We assume
that small variations δJ of the tensor of inertia may involve various harmonic
components due to the influence of diurnal tides caused by Sun and Moon and,
possibly, the components with other periods (one-year, half-year, one-month,
half-month, etc.) We assume, in addition, that major contribution to the exter-
nal perturbation torque M that causes the nutation oscillations is due to gravi-
tational forces. Taking into account the term J̇ω does not increase the accuracy
of the first-approximation model.

Euler’s kinematic equations that relate the components of the angular veloc-
ity in the Earth-attached reference frame to the generalized velocities are given
by [8]

θ̇ = p cos ϕ − q sinϕ − ω0(ν) sin ψ, ν̇ = ω0(ν) = ω∗(1 + e cos ν)2,

ψ̇ =
p sin ϕ + q cos ϕ

sin θ
− ω0(ν) cot θ cos ψ, e = 0.0167,

ϕ̇ = r − (p sin ϕ + q cos ϕ) cot θ + ω0(ν)
cos ψ

sin θ
.

(2)
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Here, ν(t) is the true anomaly, e is the eccentricity of the orbit, and ω∗ is
a constant defined by the gravitational and focal parameters. For the case of
pole wander, the terms in Eq. (2) that are proportional to ω0 turn out to be
substantially larger (approximately by a factor of 300) than p and q; hence, these
terms define the derivatives θ̇ and ϕ̇. This important property was not noticed
in the scientific literature, and the terms indicated above were dropped without
justification [1–4].

The expressions for the components of the solar gravitation torque are given
by [9]

Mq = 3ω2 [(A∗ + δA − (C∗ + δC))γrγp + δJpqγrγq (3)

+ δJpr(γ2
r − γ2

p) − δJrqγpγq
]
, ω = ω∗(1 + e cos ν)3/2,

γp = sin θ sin ϕ, γq = sin θ cos ϕ, γr = cos θ.

Similar expressions for Mp,r are obtained by cyclic permutation of indices p,
q, and r in (3). Equation (3) implies that the one-year component of the pole
oscillations can be accounted for by the term that involves products γpγr and
γqγr of the direction cosines. To calculate these products, one should integrate
Eq. (3) in the first approximation to obtain

r = r0, ϕ ≈ rt + ϕ0, ν ≈ ω∗t + ν0, cos θ(ν) = a(θ0, ψ0) cos ν, (4)

θ(0) = θ0 = 66◦33′, 0.4 ≤ a ≤ 1, 0 ≤ ψ0 ≤ 2π,

cos θ sin θ = b(θ0, ψ0) cos ν + d cos 3ν + . . . , 0.4 ≤ b ≤ 4
3π

, |d| � 1.

The second and higher-order harmonics in terms of ν lead to the quanti-
ties that are less than the basic quantities by a factor of 102 − 103 and, for
this reason, are not taken into account. The difference B∗ − A∗ is substantially
(approximately by a factor of 160) less than the difference C∗ − A∗. Having
estimated the terms of Eq. (1) for p and q, taking into account the expressions
of (4), after averaging with respect to the fast phase ϕ, we arrive at a simplified
mathematical model given by

ṗ + Npq = κqr
2 + 3bω2

∗χp cos ν, Np,q ≈ N =
2π

T1
≈ 0.84ω∗, (5)

q̇ − Nqp = − κpr
2 − 3bω2

∗χq cos ν, p(0) = p0, q(0) = q0.

Here, κp and κq are the average values of δJpr/B∗ and δJqr/A
∗; they can

be slow functions of time. The quantities χp and χq are obtained by averaging
the coefficients of cos ν in the expressions for the solar gravitational torque com-
ponents with respect to ϕ. As mentioned above, these components are due to
the diurnal tides. The lunar gravitational torques are not taken into account,
since their influence on the nutation oscillations is small due to significant fre-
quency difference. The right-hand sides of Eq. (5) involve an explicit harmonic
excitation with a period of one year; this excitation accounts for the nutation
oscillations that are recorded by International Earth Rotation and Reference
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Systems Service. Although the sensitivity of the coefficients κp,q is 5 orders of
magnitude higher than that of χp,q, the explanation of the regular mechanism
of one-year excitation with the amplitude estimated as Mh ∼ 1020 kg m2s−2 by
means of geophysical influences (atmospheric, oceanic, seasonal, etc.) is incon-
sistent in terms of mechanics. The frequency analysis of the one-year oscillation
component also indicates inconsistency of the geophysical interpretation [1].

3 Numerical Results

The values of the coefficients κp,q and χp,q, as well as the initial values of p0 and
q0 in (5) are unknown. These quantities are to be determined on the basis of the
observations by International Earth Rotation and Reference Systems Service
[2]. Introduce the variables x(τ) = p(t), y(τ) = q(t), where τ = t/Th is time
measured in years, to represent the solution of Eq. (5) as follows [9]:

x(τ) = c0x + c1xτ − ac
x cos 2πΩτ + as

x sin 2πΩτ (6)

− Ω

1 − Ω2
dcx cos 2πτ − 1

1 − Ω2
dsx sin 2πτ,

y(τ) = c0y + c1yτ + ac
y cos 2πΩτ + as

y sin 2πΩτ

− Ω

1 − Ω2
dcy cos 2πτ +

1
1 − Ω2

dsy sin 2πτ,

Ω = 0.845.

Here, the coefficients ac,s
x,y, c0,1x,y, and dc,sx,y should be calculated by the least-

squares method [10] on the basis of the data provided by International Earth
Rotation and Reference Systems Service [2]. These coefficients are uniquely
related to the unknowns in Eq. (5). When calculating, one should take into
account the relations

− ac
x = as

y, as
x = ac

y; −Ωdc
x = dsy, dsx = Ωdcy (7)

that characterize a structural property of the model.
In what follows, we present the results of the calculations on the basis of the

least-squares method [10]. This method was applied independently to the vari-
ables x(τ) and y(τ) that were approximated by six-term expressions in accor-
dance with the model of (6):

x(τ) = 0.0810 + 0.0059τ + 0.0244 cos(2πΩτ) − 0.0289 sin(2πΩτ) (8)
− 0.0314 cos(2πτ) − 0.0890 sin(2πτ),

y(τ) = 0.3265 + 0.0079τ − 0.0309 cos(2πΩτ) − 0.0242 sin(2πΩτ)
− 0.0818 cos(2πτ) + 0.0276 sin(2πτ),

Ω = 0.845.

The comparison of the coefficients (in accordance with structural property
(7)) that define Chandler’s components of the oscillations, as well as the coeffi-
cients (taking into account the factor Ω = 0.845) that correspond to the one-year
component, confirm the structural property of the model indicated above.
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Fig. 1. Component x: experimental data and the theoretical curve that consists of the
interpolation in the 7-year time interval, from the beginning of 2011 to the end 2017,
and a 2-year forecast
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Fig. 2. Component y: experimental data and the theoretical curve that consists of the
interpolation in the 7-year time interval, from the beginning of 2011 to the end 2017,
and a 2-year forecast

Figures 1 and 2 show the experimental data and the theoretical curves x(τ)
and y(τ) that consist of the interpolation of daily measurements during 7 years
(from 2011 to December 2017) and the forecast up to the end of 2018. The
standard deviations of the interpolation curve from the experimental data are
given by σx = 0.0171 and σy = 0.0182, which indicates an acceptable accuracy
of the constructed model.

4 Conclusion

The reliable forecast of the motion of Earth’s pole is highly important for long-
term inertial navigation [5] and for solving a number of astrometric and geo-
physical problems [1–4].
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The model described above took part in an international competition [11],
where a number of other models, constructed on the basis of various fitting tech-
niques and approximations and containing a large number of fitting parameters,
were presented. Despite its simplicity and a small number of parameters (only
6), our model turned out to be among the leaders in terms of the forecast of the
pole position.
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Abstract. It is shown that upon a metal explosion of the wire between the
electrodes caused by a pulsed arc discharge inside a dielectric ring on the
cathode melts with hole formation. Solidification of the cathode metal is
accompanied by the appearance of rings on the cathode surface, which may
indicate the presence of wave motion. Analogous ring structures of a much
larger size can also be found on the Earth surface. Their occurrence may be due
to a meteorite explosion in the Earth atmosphere followed by generation of huge
electric fields and a breakdown between the meteorite substance and the Earth.

Keywords: Metallic explosion of a wire � Arc discharge � Cathode
Ring structure

1 Introduction

Under an electric explosion of a wire the conductor is heated and disrupt by
high-density electric current (see, e.g., [1]). In a pulsed arc discharge, at a low voltage
on the electrodes cumulative melted-metal jets appear on the cathode that come from
the point of contact between the wire and the cathode [2].

We show that when the contact between the wire and a part of the cathode is
surrounded by a dielectric ring, no cumulative jet appears on the cathode. Inside the
ring, energy is concentrated sufficient for both the cathode-material surface layer
melting and the appearance of round holes in thin metal plates, even in high-melting
tungsten plates. When the melted cathode metal solidifies, rings resembling the
diffraction-interference patterns can be seen inside the dielectric ring. This may be
indicative of the presence of wave motions in the melted metal on the fused cathode of
the discharge gap.

2 Experimental Setup

Figure 1 presents the scheme of the experimental setup. Wire 1 joined by holder 2
through ballast resistor 3 with the positive pole of voltage source 4 gets in contact with
cathode 5 inside setup the dielectric ring 6. When voltage is applied between the
electrodes, wire 1 melts and evaporates, and between the electrodes, a nonself-
maintained pulsed arc discharge appears in the atmosphere at low interelectrode
voltages [2].
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For discharge ignition a rectifier unit “Delfin” with rectified voltage of 240 V was
used. The maximum discharge current was changed within the range of 20 to 100 A
using resistance 3. Ballast resistance in the discharge was changed within several
Ohms. The oscillogram of the process was taken by the device TDS 2024 with a pass
band of 200 MHz. The lower oscillogram in Fig. 2 characterizes voltage variation on
the ballast resistor of 1 Ω in the discharging circuit.

The maximum current in this case is nearly 80 A. The upper oscillogram in Fig. 2
shows voltage variation on the same resistor with a series connection with the discharge
gap. The pulse duration in the experiments was changed from 0.015 to 0.05 s. With
discharge parameters corresponding to Fig. 2 it is equal to about 0.015 s. The cathodes
were made of different metals: Fe, Ni, W, Ti, Mo, stainless steel 1X18H9T and others.
The wires were made of different metals: Cu, Ni, Fe, W. Their diameter ranged from
0.03 to 0.1 mm and the length from 10 to 30 mm.

Fig. 1. Experimental setup.

Fig. 2. Oscillograms of resistance (scale on the time axis 5 ms).
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3 Results of the Experiment

The applied voltage between the electrodes causes an electric explosion of the wire [1]
followed by the occurrence of a nonself-maintained arc discharge in atmosphere and
the appearance of a glowing plasmoid in the air [3]. The cathode undergoes a pulsed
heating at the point of its contact with the wire.

In the absence of dielectric ring 6 on the cathode (see Fig. 1) a cumulative melted
metal jet comes from the point of wire-cathode contact onto the cathode metal surface
[2]. The jet is formed by the spreading electrons of the excess space charge and positive
ions coming from plasma upon wire explosion. The emergence of a cumulative jet
emanating from the point of contact between the wire and the cathode surface under the
voltage applied to the electrodes leads to energy scattering about the cathode surface.

In the presence of a dielectric surrounding the wire-cathode contact the discharge
energy is concentrated on the cathode inside the slit in the dielectric. This leads to a
local metal heating and melting inside the dielectric ring on the cathode. The limitation
of the part of the cathode contacting with the wire by the dielectric causes the electron
blocking inside the dielectric because of the dielectric charging. The ions from plasma
also rush inside the ring like in the case of ambipolar diffusion (see, e.g., [4]) and the
cathode region is strongly heated [5]. With the help of a dielectric plate with a round
hole on the cathode plate a slot in the metal can be obtained which repeats in shape the
slot in the dielectric plate. Figure 3 shows the hole in a tungsten plate thick obtained
using a dielectric ring 4 mm in diameter.

When the cathode is represented by two metal or bimetal plates pressed closely to
each other, these plates are welded as in a cumulative endwelding of thin metal plates [5].

At discharge currents of 30 to 40 A, wire explosions produce no holes in metal
plates inside the dielectric ring. In this case clearly pronounced rings are formed during
metal solidification. This can be seen in Fig. 4 obtained with the use of

Fig. 3. Hole in a tungsten plate.
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transformer-iron plate upon an explosion of a copper wire 0.03 mm in diameter at
discharge current of 40 A.

Figure 5 presents the spectrogram obtained using the X-ray spectrum analyzer
Oxford. The figure shows that only a small amount of copper atoms are found on the
cathode inside the ring.

Figure 6 clearly shows the rings obtained inside a dielectric ring 5 mm in diameter
on a nickel cathode plate 0.15 mm thick upon a tantalum wire explosion and formed in
the process of metal solidification.

Fig. 4. Rings on a transformer-iron plate.

Fig. 5. X-ray photograph: the spectrum of a point on the cathode inside a dielectric ring.
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The rings demonstrated in Figs. 4 and 6 can be identified as traces of heat waves
[7]. Note that the formation of analogous rings in a solidifying melted metal flow was
reported in [8].

In our case, rings are formed upon a pulse temperature disturbance on the melted
metal surface in the discharge due to wire explosion. The heat wave length is

Rings on a transformer-iron plate

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

2p aT
p

ð1Þ

where a is temperature conductivity, and T is disturbance time. If we assume that
a� 1� 2ð Þ10�5 м2c−1, which is typical of many metals, and the temperature distur-
bance duration is thought to be 0.015 s, then the heat wave length k� 1:2 mm, which
is consistent with the observed experimental values. The thermal-wave propagation
velocity

v ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi

p a=T
p

� 1 m/s ð2Þ

is also close to the cumulative jet velocity on the metal surface upon wire explosions.

4 Ring Structures

Rings analogous to the observed ones, namely, “enigmatic rings” are seen on the
surface of the Earth and other planets. They are called “ring structures”. The most well
known is the “Richat Structure” or the “Eye of the Sahara” [9]. The diameter of its
external contour is nearly 50 km (Fig. 7).

Fig. 6. Rings on a nickel plate.
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It was originally considered to be an impact crater (an astrobleme) from a huge
meteorite. However, this hypothesis turned out to be unsupported because of the flat
bottom and the absence of rock with traces of impact.

At the present time [10] scientists believe that the Richat ring structure is the result
of the centuries-old erosion. The most acknowledged explanation at the present time is
that the volcanic dome underwent erosion and gradually expanded creating today’s
shape of the ring structure.

Another assumption concerns the formation of enigmatic ring structures associated
with the electric discharge explosion of large meteorites moving in the Earth atmo-
sphere at high velocity. The author of [11] tried to explain the mystery of Tunguska
meteorite by such an explosion. The meteorite explosion can be accompanied by an
onset of a great potential difference between the meteorite and the Earth and the
generation of a giant lightning. A discharge explosion of a meteorite near the Earth
surface leads to such a great temperature rise that causes a local melting of the material.
Meteorite evaporation provides conditions for the emergence of low-voltage discharges
[2]. A local change in the density and temperature induces the appearance of a heat
wave of the melted material. A fast cooling of the material causes the onset of con-
centric surfaces on the Earth which represent Richat-type ring structures. In this con-
text, the emergence of ring structures may be indicative of the wave character of their
origin.

Fig. 7. View of the Richat ring structure from space. Source: NASA.
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5 Conclusion

It is shown that upon a metal explosion of a wire between the electrodes caused by a
pulsed arc discharge, inside the dielectric ring on the cathode the energy is concentrated
leading to cathode material melting and hole formation in the cathode plates. The rings
of solidified metal inside the dielectric holes indicate the existence of wave motions
generated by the heat waves in it. We may believe that ring structures analogous to the
Richat structure are also formed by the heat waves on the melted Earth surface heated
through the electric explosion of a large meteorite in atmosphere.
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Abstract. When controlling the Apparatus Function (AF), the size of definition
domain of the AF O and the sampling step and conditionality of the AF must be
chosen so that its inverse function pR ¼ pO�1 obtains a minimum norm. The
compensation of the AF O distortions in the measured images is realized
point-by-point (without using the Fourier Transform in convolution). The
computer of the device uses the resolving function pR, selected by the con-
trolling procedure, for achieving super-resolution in images. Such controlled
super-resolution is demonstrated on the Martian images.

Keywords: Regularization method � Super-resolution � Conditionality
Invertibility �Modulation � Transfer Function � Convolution � Fourier Transform

1 Introduction

We will say that the New Device (ND) implements the Principles of Controlling
(PC) AF O with optimal pR ¼ pO�1.

Without the PC, ND = D + computer complexes, as a rule, are not workable.
Regularization methods (in such not workable or non-functional NDs) yield results

with a large residual error [1] due to a priori information on the smoothness of the
solutions.

With the PC AF O ND complexes are able to realize the super resolution without a
residual error.

If it turns out that the step of digitization of AF O, cannot be physically reduced,
then in the computer, we perform the corresponding recalculation of the measured data
(interpolation) under a smaller step of digitization.

The PC AF O in ND implements the maximum resolution beyond the size of the
pixel of the original image.

Under the Characteristics of the Adequacy of theModel (CAM) AFO are understood
the mutual dependence of the threeфyнкций (in XYZ axes): (X) the noise reactions - Nor
(pR), (Y) the errors in the assignment of the AF pO - Err(pO) and (Z) the values of the
Indicator of Invertibility - II pR � Oð Þ [2, 3]. If the Modulation Transfer Function
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(MTF) M (O) is bounded: diap� M(O)j j � 1, then 1� M Rð Þj j ¼ 1= M Oð Þj j �DIAP
(shorts for the word Diapason).

The limitation in the frequency domain DIAP = 1/diap is the conditionality
parameter of the AF O. If the DIAP value decrease, the model of AF becomes coarser,
its conditionality increases.

The most conditioned object is the delta Kronecker symbol with DIAP = diap = 1
[2, 3]. In papers [2, 3], one can see a detailed explanation of the notation and meaning
of new mathematical constructions, such as the indicator of computational errors:
II R � Oð Þ ¼¼ M Rð ÞM Oð Þ� 1.

Comment. In the constructions that claim to solve the inverse problem, there must be
concepts such as “Conditionality” of the AF, matrix and, most importantly, “Measure
or Indicator of Invertibility”. AF pO and pR * O, which accompany the obtained
results with super resolution imagers, should be presented.

Of course, there must be a construction about the quality of the solution, the inverse
problem, which connects the result of the invertibility of the AF with the obtained
errors of the type CAM AF O.

To compare the super resolution results, there must be a corresponding numerical
value SR that estimates the obtained super resolution in imagers.

If these concepts are not present, then it is unclear what is at stake.

2 Principles of Controlling the AF O, pO in the New Device
with AF pR * O

The main task of choosing the AF pO ¼ pR� 1 is set as a minimum problem:

min
LO

f pRk k jErrðpOÞ � errg; LO ¼ fLoc; dx; DIAPg ð1Þ

In (1), the set LO - The AF O Lodge for O contains three sets: Loc is the set of
lengths of the domain of definition of the O, dx is the set of steps for digitizing the AO
in Loc and DIAP is the set of settings of the conditionality in the controlling AF pO.

Note that the invertibility pO ¼ pR�1 in frequency domain corresponds to MTF
equality: M pRð Þ ¼ 1=M pOð Þ.

With the solution of problem (1) we bind the CAM AF O, pO of the Discrete ND:

fx ¼ pRk k; y ¼ ErrðpOÞ; z ¼ IIðpR � OÞg ð2Þ

It is well known, that the Fourier coefficients in the data square with side *40–50
are computed with the error 10−13–10−14. We will call this small value an instrumental
error or instrumental zero: Iz ¼ 10�13 [2, 3].

In connection with the limitations in the accuracy of the calculations, we will
consider the variant CAM AF O, taking into account the Iz inversion of M(O):

MðzRÞ ¼ 1=MðOÞ; if MðOÞj j[ Iz
MðOÞ

�
ð3Þ
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fx ¼ zRk k; y ¼ ErrðzOÞ; z ¼ IIðzR � OÞg ð4Þ

PC AF O with CAM (2, 4) Discrete ND allow us to control the settings of AF O.

3 Tools of PC AF O

The band path of the Discrete ND will be estimated by the quantities
BP ¼ RM pRð Þ �M Oð Þ and BPz ¼ RM zRð Þ �M Oð Þ.

The efficiency of (using the Discrete ND) bandwidth will be estimated by the
quantities M pRð ÞM Oð Þ ¼ BP/R1 and M zRð ÞM Oð Þ ¼ BPz/R1.

Theorems on invertibility in the bandwidth of Discrete ND. Given AF O, if the
computation of the inverse R is realized with an instrumental error Iz, then with this
instrumental error the equality and inequality are preserved:
II zR � Oð Þ ¼ M zRð ÞM(O)� 1.

Inequalities occur in cases with irreversibility II zR � Oð Þ\1. This means that
inversion takes place only in the M zRð ÞM(O) part of the bandwidth of the Discrete ND.

The property of invertibility: For all values of Loc, dx = 1 and DIAP in LO, the set
AFO is mapped to the set of invertible pO ¼ pR�1, M pRð Þ ¼ 1=M pOð Þ, and the
Invertibility Indicator II pR � pOð Þ ¼ 1.

The invertibility theorem: The Iz inversion (3) is given, then the invertibility
II zR � Oð Þ ¼ 1 implies the we have ordinary invertibility II R � Oð Þ ¼ 1, zR ¼ R ¼
O�1 with the use of the full band pass M zRð ÞM(O) ¼ 1 and the identity
M zRð ÞM(O) ¼¼ 1.

3.1 Estimation of the Super Resolution Value

If there is a normalization of theAFO:RO ¼ 1, then at the zero of theMTFM Oð Þ 0ð Þ ¼ 1.
In this case, we estimate the super resolution by value
SR ¼ BP/RM pOð Þ�R1=RM pOð Þ� 1, i.e. SR � 1. If theAFO = DK-delta Kronecker
symbol, then SR = 1. It is clear that a super resolution problem is raised for the real
Devices with AF O 6¼ DK.

The value of SR does not depend on the size of the AF O domain of definition and
sizes of images.

3.2 Errors of AF pO

The error in the AF pO was estimated as Err pOð Þ ¼ SD O� pOð Þ=max Oð Þ. SD is the
Standard Deviation of the value O − pO or SD O� pOð Þ ¼ sqrt(R O� pOð Þ2Þ=R1,
where R1 is the number of points in the domain of definition of O, pO.
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3.3 The Convolution Theorem

For even A and B, there are equalities in the spatial domain A � B = B � A ¼
F�1 M Að ÞF Bð Þð Þ ¼ F�1 M Bð ÞF Að Þð Þ and in the frequency domain
F A � Bð Þ ¼ F B � Að Þ ¼ M Að ÞF Bð Þ ¼ F Að ÞM Bð Þ. M(A) and M(B) are the spectra or
MTF of AF A and B, M(A) and M(B) are even in the frequency domain, the functions
F() is Discrete FT and F−1() is Inverse Discrete FT.

Suppose that we have an even O, dependent on the difference of the arguments (O
moves). Let A be given, containing even and odd parts. Then in the spatial domain the
convolution O � A = F�1 M Oð ÞF Að Þð Þ, in the frequency domain
F O � Að Þ ¼ M Oð ÞF Að Þ.

In applications, the last result is almost impossible to use because of the boundary
effects in F(A), see the examples at the end of the paper. Therefore, the convolution
operation must be used point-by-point, without applying the FT.

3.4 MTF in Convolution

MTF M (O) from AF O is obtained by solving the eigenvalue problem:
O � H ¼ M Oð ÞH, where the orthonormal Fourier harmonics are located in the rows of
the matrix H. For an even AF O the MTF M (O) is even, for odd O, M (O) is odd [2, 3].

For the delta Kronecker symbol, DK MTF M (DK) == 1 is even. For DK we will
use the other notation DC (c from the word cos). The fact is that there is an odd
analogue of the Kronecker DS symbol (s from the word sin). The following result
holds: the convolution of two odd DS � DS ¼ DC = DC � 1=R1 is a delta Kronecker
symbol without constant.

3.5 The Finite-Dimensional Sampling Theorem for Interpolation

Sampling Theorem FDST: Given a two-dimensional array of samples D ¼ f x0, y0ð Þ,
two-dimensional matrices of discrete Fourier harmonics H kx, x0ð Þ, x0 ¼ 0 : N� 1,
H ky, y0ð Þ, y0 ¼ 0 : M� 1, and the “continuous” Fourier harmonics H kx, xð Þ,
x ¼ 0 : dx : N� dx, H ky, yð Þ, y0 ¼ 0 : dy : M� dy, dx\1; dy\1,

f ðx; yÞ ¼
XN;M

kx;ky¼1

Ckxky � Hðkx; xÞ � Hðky; yÞ ð5Þ

ckxky ¼ ðf ðx0; y0Þ;Hðkx; x0Þ � Hðky; y0ÞÞ

¼
XN;M

x0;y0¼1

f ðx0; y0Þ � Hðkx; x0Þ � Hðky; y0Þ; kx ¼ 1 : N; ky ¼ 1 : M
ð6Þ

then “continuous function” passes through the sample points f (x0, y0). The scalar
products (6) realize a Direct Discrete FT, and the Fourier series (5) is an Inverse
Discrete FT with interpolation if dx\1; dy\1. Such interpolation gives good result, if
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there are no differences in values at the boundary of the arrays data. Otherwise, the
interpolation should be performed in a special protected mode [2, 3].

4 An Example of the Implementation of an ND with a PC AF

In the low-contrast fragment of the Martian byte image, the relative errors in small
brightness are of the order of 3–10%, due to the fact, that we use one byte for
brightness storage or we have luminance in the range 0–255.

Therefore, the reaction to noise Nor (pR) should be of the order of *10. It is
precisely this that determined the coarsening of the AF pO model by the conditionality
parameter DIAP = 10 (Fig. 2).

The detailed graphic data in Figs. 2, 3 are given in green g color. By using three rgb
colors we show values: noise reactions - Nor (pR), SR - super-resolutions and BP -
band paths.

Conditionalitywith DIAP = 10 gives us an acceptable result, see images in Figs. 2, 3.
The super-resolution in the “continuous case” is approximately on 30% higher than

in the discrete case, compare SR values in Figs. 2, 3.

4.1 Examples of CAM AF O, pO for ND

In this section, we will present HAM AF O, depending on the values of the parameters
from LO ¼ Loc; dx;DIAPf g (1).

AF O with Loc = 4 corresponds to the length of the side of the square of the
domain of definition of AF O with sides [−2, 2] and on the graphs of Figs. 4, 5 this is
the left points of the graphs, which are labeled with the number 1.

Similarly, for the length Loc = 12 for squares with sides [−6, 6], the right-hand
points of the graphs are labeled with the number 2, see Fig. 4.

Surface of Mars,
initial grid, dx=1

“Continuous case”,
interpolation, dx=1/6

200 400 600 800 1000

200

400

600

800

1000
1 101

1

101

Fig. 1. Fragment of the image of the Martian surface presented in the original grid dx = 1 and
recalculated with help the FDST to “continuous case” with a grid dx = 1/6.
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p2:

Loc=12, 

dx=1, 

DIAP=10

1 101

1

101
SR=[ 3.9, 3.6, 3.3 ]

Nor(pR)=[ 7.788, 7.351, 6.609 ]
BP=[ 111, 121, 144 ]

Fig. 2. Image with super-resolution is in the original grid with Loc = 12 with DIAP = 10 for
AF O.

p4:

Loc=12, dx=1/6, 

DIAP=10

1 606

1

606Nor(pR)=[ 9.949, 9.939, 9.925 ]
SR=[ 6.8, 4.8, 5.3 ]

BP=[ 126, 135, 158 ]

Fig. 3. “Continuous” case with Loc ¼ 12; dx ¼ 1=6; DIAP ¼ 10.
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The lengths Loc = [4, 6, 8] in the original grid are associated with a noise reaction
from 17 to *50. This is acceptable for high-precision measurements. With the
DIAP = 10 conditionality, the noise reaction are down to*7.35, but this decreases the
invertibility and increases errors, see Fig. 4.

In a “continuous case” with the changing in the lengths Loc = 4:dx:12, dx = 1/6 on
the graph CAM AF O, the left point with Loc = 4 is labeled with the number 3, and the
right-hand point with Loc = 12 is labeled with the digit 4, see Fig. 5.

The prefix “p” before numbers 2 and 3 in Figs. 4, 5 means that conditionality with
DIAP = 10 is activated. In Figs. 2, 3, the results are presented by the super resolved
images in the cases of p2 and p4.

The conditionality parameter DIAP = 10 with Loc = 12 gives us the resolving
functions pR c Nor(pR) *7.6 and 9.9, with which the super resolved results are
obtained in discrete and “continuous” cases.

Loc=4:2:12

Loc=4:2:12,
DIAP=10

Loc=4

Loc=12

2

1
p1

p2

1

2

CAM
AF O

CAM
AF pO

Fig. 4. The effect of DIAP = 10 conditionality on the noise reaction Nor zRð Þ, Nor pRð Þ,
invertibility II zR � Oð Þ, II pR � Oð Þ and errors Err(zO), Err(pO) depending on different lengths
of the Loc = 4:2:12 definition domains in the original grid dx = 1.

Loc=4:dx:12
Loc=4:dx:12
DIAP=10

CAM
AF pOp3

CAM
AF O

3

4

p4

3

4

Loc=12

dx=1/6, Loc=4 

Fig. 5. The effect of DIAP = 10 conditionality on the noise reaction, invertibility and errors,
depending on the different lengths of the definition domains Loc = 4:dx:12 in the “continuous
case” with dx = 1/6.
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5 Where Does the Invertible Function AF O Exist?

In this section, we will compare CAM AF O with Iz invertibility (3) with CAM AF pO
for a given conditionality DIAP = 10 (2) in the “continuous case” with dx = 1/6. In
Fig. 6, we see on the left, marked by double arrows, a very small region of AF O within
the main lobe. In the domain of definition with Loc = 12, the noise reaction is Nor
(zR) * 6 * 1010. In order to see this all, we use Iz inversion.

Fig. 6. In the “continuous case” 3: with Loc = [4:dx:12], dx = 1/6, we are forced to increase the
conditionality to DIAP = 10 to obtain a practical result with the definition domains of arbitrary
length.
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The result is obtained with Nor pRð Þ� 10 if we include conditionality with DIAP =
10. In this case, the reversibility falls and errors are fixed; see Fig. 6 graphics on the right.

It is curious, but in the methods of regularization in this situation, it is proposed to
seek smooth solutions. In the regularization method, there is no indicator of invert-
ibility and the conditionality parameter.

6 Resolution of Objects Smaller Than a Pixel

In the highlighted area of the stone, an area with a suspicion of sand in the dunes is
visible. Below you can see the possibility of selecting individual grains, smaller than a
pixel size.

In the “continuous” case, the super-resolution of SR is* on 30% higher than in the
discrete case, compare the values of SR in Figs. 2, 3 and the images in Figs. 6, 7.

7 Structure of Stone Similar to Fossilized Coral

In the selected area of the stone, we found structures, in our opinion, similar to the
fossilized coral. Of course, specialists must make the final decision (Fig. 8).

Surface of Mars 
It is the sand in the dunes

Controlling
parameters

p2: Loc12, dx=1, 
DIAP=10

p4: Loc12, dx=1/6, 
DIAP=10

p2

p4

p2

p4

Fig. 7. Resolution of individual grains in the discrete case p2 and continuous case p4.
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8 The Application of the Convolution Theorem

The convolution operation together with the Fourier Transformation is usually used in
many cases.

The result is completely incomprehensible if we try to realize this through Dis-
crete FT. The well-known result that convolution is the Inverse of the Fourier Trans-
form of the Direct FT functions is valid with certain conditions for even functions.

The fragment of the image is not an even function and brightness jumps occur on
the boundaries of the images.

We do not use FT for solving inverse problems; see boundary effect in imagers in
Figs. 9, 10.

Loc=100, 

dx=1, 

DIAP=10

Nor(pR)=[ 7.853, 7.397, 6.609 ] SR=[ 4.1, 3.6, 3.4 ]

Fig. 9. The AF O definition domain is the entire image, discrete case.

p2

p4

Fig. 8. Resolution of the suspected region to organic origin in the discrete case p2 and the
continuous case - p4.
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9 Discussion

For single-byte color images, the SR values vary from [3.9, 3.6, 3.3], dx = 1 is the
discrete case to [6.8, 4.8, 5.3], dx = 1/6 is a continuous case.

Transition to a continuous case (for one-byte image) gives us an increase in the SR
value by about 30%.

For double-byte images with a similar AFO, the values SR * 10–15 are expected
in the continuous case.

In super-resolved images, jumps and brightness differences are possible, that is, the
solutions of the inverse problem to compensate for the distortion of AFO are not
smooth.

The non-smoothness of the solutions allows us to apply this method reasonably and
safely, for example, in the reactor control loops.

It is desirable that the ND “can be automatically tuned” according to AF, that is, it
can measure with a smaller step and if step reduction is impossible, then the ND should
implement interpolation.

If there is a need, then the solutions – super-resolved images – can be “smoothed”
according to a priori information.

Controlling the AF of devices with FDST on CAM AF O is the basis for creating an
ND with pR * O AF with embedded processors in various fields.

It is possible to use PC AF with interpolation to achieve the maximum resolution in
electron microscopy, atomic force microscopes, radar, telescopes, tomography, etc. To
increase resolution in tomography requires a very powerful processor.

Interesting modifications of the PC AF O methods are expected in new radar
technologies, synthesized aperture, X-ray tomography, telescopes, etc.

Loc=100, 

dx=1/6,

DIAP=10

SR=[ 5.3, 5.3, 5.1 ]Nor(pR)=[ 9.948, 9.94, 9.926 ]

Fig. 10. The AF O definition domain is the entire image, continuous case.
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In this paper, we considered problems of increasing the resolution only due to the
methods [4, 5] of controlling the AF O, mathematical methods proved much more
complicated than the methods of classical regularization [1].
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Abstract. In this paper the spatial pattern of vortex flow around the rotating
disk studied experimentally. The disk is mounted in a continuously stratified
fluid. The phenomenon of breaking the annular flow near the disk edges to a
regular sequence of vortex loops is found. The governing parameters are found
and the range of their values is determined. Observations have been made both
for strongly stratified and for weakly stratified media. The influence of stratifi-
cation on the evolution of the current is determined.

Keywords: Rotating disk � Vortex � Stratified fluid

1 Introduction

The investigation of the flow created by a uniformly rotating disc in a homogeneous
fluid is one of traditional problems in mechanics of fluids. A great influence on the
systematic study of currents on the disk was provided by von Karman’s paper where
the velocity field was calculated over an infinite uniformly rotating disk [1]. The results
were repeated and re-interpreted in various ways [2]. In addition to studying flows on a
smooth disk surface the influence of the flat lateral surface roughness [3] and the
possibility of partial slip [4] are analyzed. The flow pattern proposed in [1–3] formed
the basis of modern experimental researches.

Later it was shown that in the vicinity of the plane of the disk rotating in a
stationary liquid the flow loses its heterogeneity and converts into a system of spiral
vortex arms that leave a characteristic typical trace on the special paint layer [5, 6].
Spiral vortices were also observed in the pattern of particle distribution near the surface
of the disk rotating inside a cylindrical container filled with glycerin solution [7].

The thermoanemometric measurements showed the presence of spiral structures on
the plane of a disk rotating in the air [8]. The stability of spiral vortex pattern on a disk
rotating in the air was studied in a wide range of parameters including transition to
turbulence [9]. However, the flow pattern behind the edge of the disk rotating in free
space was not previously observed.

A convenient object for studying a spatial structure of flows is stratified fluids
whose density is linearly related to the optical refraction coefficient [10]. Shadow
visualization of nonstationary flows near the torsional vibration disk showed in its
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neighborhood a presence of internal waves and a toroidal circular vortex with a spiral
structure [11–13]. However, the main attention in this series of papers was devoted to a
study of internal waves. The evolution of spatial structure of toroidal vortex behind the
edge of a uniformly rotating disk was not also considered.

The aim of this paper is an experimental study of the spatial structure of the flow
near the rotating disk edge in a stratified medium. Stratification makes a flow pattern
near the rotating disk essentially dependent on the orientation of the disk relative to the
gravity. The main attention is paid to the analysis of the flow pattern in the case of the
disk vertical orientation.

2 Experimental Setup

A disk of diameter D uniformly rotating with angular velocity X in the viscous con-
tinuously stratified fluid forms a flow. Homogeneous continuous stratification is
characterized by the scale K ¼ q=Dqj j, the buoyancy frequency N ¼ ffiffiffiffiffiffiffiffiffi

g=K
p

and
buoyancy period Tb ¼ 2p=N that serve as a characteristic frequency and time scales.
Stratification is created by changing the concentration of a water solution of common
salt with the diffusion coefficient jS ¼ 1:4 � 10�5cm2=s and the kinematic viscosity
m ¼ 1:0 cSt. A uniformly moving body in a continuously stratified fluid generates
attached waves with the wavelength k ¼ U Tb ¼ 2pU=N that also serve as a charac-
teristic scale.

A set of own time and spatial scales determines the size of current observation area
that should include the main large-scale components such as internal waves and vor-
tices. The resolution of the measuring instruments must be taken into account when
carrying out the experimental procedure.

Experiments were performed at the basin sizes 0.7 � 0.25 � 0.7 m. High-quality
optical windows were inserted into the side walls of the basin (see, Fig. 1). Before
beginning the experiments, the basin was filled continuously with stratified liquid by
the method of continuous displacement [14].

Observations of the flow pattern were carried out using a shadow instrument with a
view field of 23 cm. Registration of the flow pattern was carried out using the camera
in single-frame shooting and video modes with a frequency of 25 fps and an exposure
of up to 1/1000 s. The optical scheme of the experiment provided a spatial resolution
up to 0.05 mm.

The value of buoyancy period was determined from the recording of the liquids
oscillations created by the immersed salt crystal or a popping gas bubble.

In the experiments we used flat plastic and metal disks with a diameter of 6 to 14 cm
located in the center of the basin. The disks were driven by a geared motor which was
placed on a special platform installed above the water surface. The movement from the
output shaft of the motor was transmitted by steel shafts and bevel gears to the axis of the
disk which was set horizontally at the selected depth. The rotational speed of the disc
could be continuously adjusted in the range from 0.03 to 2.17 1/ s.
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The design of the drive mechanism made it possible to place the disk at an arbitrary
angle to the optical axis of the shadow device. In most experiments, the disk is located
so that the axis of rotation and the sight coincide.

After adjusting the shadow device, the pool was filled with continuously stratified
fluid with a selected value of the buoyancy period in the range from 4.0 to 27.1 s.

The installation of the drive mechanism and the disk was accompanied by the
mixing of the liquid and the generation of non-stationary internal waves. Observations
showed that within 1–1.5 h all the disturbances faded and the density distribution
became stable. This state was taken as the initial state in all subsequent experiments.

3 Main Results

Examples of flow patterns around a disk that is uniformly rotated counterclockwise and
located along the normal to the optical axis of the shadow instrument are shown in
Fig. 2. With the beginning of the movement the disk start to drags the liquid and dumps
it outside the neutral buoyancy horizon. The growing annular vortex is contoured with
a light border on Fig. 2a. Previously performed experiments showed that a double
toroidal current forms at the edge of a rotating disk.

Over time, the developing current loses its uniformity and turns into a system of
vortex loops with a pitch of 5–11° mean 7° (see Fig. 2b). In the left part of the
figure 12 loops are counted from the upper pole of the disk. Gradually stratification
suppresses vortex motion and vortex remnants can be seen in the angular sector from

Fig. 1. Photo of the experimental setup.
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“8” to “6” h. In this case, attention should be paid to the fact that neither the step
between the vortices nor even their number is constant in time. In the right part of the
figure, the vortex system develops from the lower pole of the disk. 16 vortices are also
represented here and transverse structures are also visible in the remaining part of the
annular flow. In general, the pattern of flow has an elliptical shape, the minimum size of
the region is 14 cm and is oriented at an angle of 139° to the vertical. The maximum
size is 15 cm along the line inclined at an angle of 50° (see Fig. 2b). Vortex loops have
a pronounced fine structure with the size of individual elements is 0.1 cm. From the
outside to the individual compact vortices are adjacent light spots that visualize the
field of the forming internal waves.

Over time, the general geometry of the vortex current region changes so the
maximum size of which increases and at t = 3 s is equal to 15 cm. The minimum size
of the structure is practically unchanged and is 12.5 cm. The angular position of the
line of the minimum size of the vortex system tends to shifts to the vertical on Fig. 2c.
The vortex structure, expressed practically on the entire left side, is weakened by the
action of gravity in the sector with an angular dimension of 92 adjacent to the vertical
axis. However, here again, transverse elements of the vortex flow are observed near the
edge of the disk. The mean step between these vortices is 12°.

The rate of formation and the size of the region of the vortex structure behind the
edge of the rotating disk with constant diameter and stratification value depend sub-
stantially on the angular velocity of rotation of the disk (In dimensionless variables
from the Reynolds number Re ¼ D2X=m). With slow rotation (Re\ 2500), the only
expressed structural element is the elliptical high-gradient shell of the outer ring, which
is at a distance from the disk edge by a distance of a maximum 1.26 cm. Major axis
10.5 cm inclined at an angle 154� and minor axis inclined at an angle 64�(see Fig. 3a).

The deviation of the shape of the envelope of the circular vortex from the circular
vortex is due to the action of the buoyancy forces, which are most clearly manifested in
the vicinity of the poles of the disk. In areas where the axial velocity is oriented
horizontally, the buoyancy forces do not inhibit the movement of entrained liquid
particles, which are able to move as far as possible from the edge of the disk.

Even a small increase in the angular velocity of rotation in about critical conditions
is accompanied by a qualitative change in the flow structure. In the regions of maxi-
mum deletions of the edge of the annular vortex to the right and left of the disk, eleven

a b  c

Fig. 2. Dynamics of breaking of a circular edge vortex into a system of vortex loops in a
strongly stratified fluid (D ¼ 12 cm, Tb ¼ 8 s, X ¼ 18 rpm): (a, b, c) – t = 0, 2, 3 s.
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thin shells of vortex loops are located at a distance of 0.7–1.0 cm from each other
Fig. 3b. Major axis 11.5 cm inclined at an angle 160� and minor axis is 70�. The area
of the vortex current region here is noticeably larger than in Fig. 3a. Near the edge of
the disc, a shell of a new circular vortex is visible, which slowly advances to the outer
edge of the current. Vortex loops are presented here only individual high-gradient
filaments.

At an angular velocity of X ¼ 0:47, practically the entire annular vortex is covered
by vortex loops, each of which is delineated by a pair of vortex fibers elongated at the
disk edge in the direction of rotation Fig. 3c. At the same time, the filament structure of
both the main annular flow and the transverse vortex loops are retained. Here the size of
flow region are 12.5 cm by 10.2 cm. The total number of vortex loops is 29, the
distance between them is 0.7–1.6 cm.

The spatial symmetry of the flow begins to be more pronounced with an increase in
the angular velocity of X ¼ 0:57, when the regular sequence of vortices deforms and
partially merges in the first quadrant in Fig. 3d. The dimensions of the flow region in
this case reach 12.7 cm by 10.5 cm. The total number of vortex loops 33, the distance
between them is 0.5–1.5 cm.

As the angular velocity increases, the flow pattern becomes more and more com-
plicated and homogenized. However, the vortex spots on its periphery remain pro-
nounced sources of short internal waves (see Fig. 3e). The number of distinguishable
vortex loops here is 25, the size of the region in this case increase to 14.8 by 13.3 cm.

At large angular velocities of rotation, the individual structural elements do not
differ in the annular flow region (see Fig. 3f). However, regular inhomogeneities of the
sequence at its outer edge indicate the existence of separate elements in a small-scale
vortex flow. The number of distinguishable vortex elements here 23 the dimensions of
the area, 17.0 by 15.5 cm.

The stages of breaking up of the annular vortex are shown in Fig. 4 in different
projections. Here it can be noted that initially loops are visible in the upper right and

a) b) c)

d) e) f)

Fig. 3. The structure of the flow at various angular speeds of rotation of the disk (Tb ¼ 8 s,
D ¼ 8 cm, t ¼ 2 s, s ¼ 0:25): (a – f) – X ¼ 0:35; 0:42; 0:47; 0:57; 1:28; 2:18s�1.
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lover left quadrants of flow (see Fig. 4a). However, observations in another projection
show that the structuring takes place along the entire edge of the disk. Over time, the
size of the annular vortex, individual vortex loops and the entire region of the vortex
flow increase (see Figs. 4c, d).

The evolution of the fine structure of individual vortex loops in the band located to
the left of the center of the disk is shown in Fig. 5 (the arrow indicates the direction of
rotation of the vortex system). At the initial stage of the formation of vortex loops on an
almost annular vortex forming asymmetric wave-like disturbances with a wide
depression of 0.7 cm in length and a narrow crest of 0.4 cm appear on the leeward side
of which the layer thickens (Fig. 5a). On the vertices on the disc side visible there are
weak diffuse inhomogeneities that are the precursors of the vortex loops. The lower
edges of the inhomogeneities are connected by segments of highly graded filaments
which are bent and even torn in the vicinity of the loops.

Over time, the thickening on the wave-like boundary of the annular vortex with the
leeward side of the wave crest widens and transforms into a nucleus of a double helical
structure, the formation of which is accompanied by the rupture of the high-gradient
envelope of the current (Fig. 3b). The thickness of the boundary between the vortex
and the undisturbed medium, as well as the minimum thickness of individual fibers in
the vortex loops observed with the further development of the vortex system, is 0.04–
0.05 cm. The thinnest structures with a thickness of 0.02–0.03 cm are observed in the
cores of double helices formed by the convolution of the windward and leeward parts
of the vortex flow boundary.

Over time, the dimensions of the vortex nuclei, the thickness of the vortex loops,
whose boundaries, like the binding filaments become more distinct (see Fig. 3c). The
outer part of the loops is formed by the shell of the windward part of the disturbance,
the inner part of the double helix is the liquid from the leeward side.

A regular system of vortex loops in a circular vortex around a disc rotating in a
stratified fluid is visualized in a wide range of angular velocities of the disk rotation.

Vortex loops were observed in fluids with strong and weak stratification.

a) b) c) d)

Fig. 4. Annular vortex breaking in different projections (Tb ¼ 24 s, D ¼ 12 m, X ¼ 0:3 s�1):
frontal view H ¼0� (a, c), side view H ¼90�(b, d); (a, b) – s ¼ 0:067; (c, d) – s ¼ 0:1.
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Abstract. Based on a comparison of Cox-Munk and Bréon-Henriot empirical
models of the sea-surface slopes probability density that are more close to the
results of satellite observations as compared to other empirical models, an
estimate of their practical error for winds equal to 1, 3, 7, 14 m/s is presented.
Also, values of the discrepancy between the Cox-Munk model and that fre-
quently used simplified forms are calculated, along with the discrepancy
between the Cox-Munk model and its modification that, unlike the original one,
is non-negative for all possible slopes and wind speeds. The physical causes of
the discrepancy between the Cox-Munk and Bréon-Henriot models typical for
small and large wind speeds are considered. It is shown that to reduce the
systematic errors of empirical models of the sea-surface slopes probability
density, it is necessary to study and take into account the effect of thermal
stability of the marine boundary layer on their parameters.

Keywords: Sea surface slopes � Probability density � Error � Sun glint

1 Introduction

Data of the sea surface satellite images are used to determine sea color, amount of
phytoplankton, content of water vapor and atmospheric gases, optical properties of
atmosphere, sea wind velocity, etc. [1]. Commonly, substantial part of these images is
occupied by the zone of sun glint produced by the sea surface mirror-like reflection of
solar radiation towards a satellite. For some tasks the sun glint presence is an interfering
factor that must be rejected; whereas for others it is informative. In both cases it is more
preferable to have that with maximal adequacy. For this it is necessary to know the
probability density function of the sea surface slopes P and its possible errors.

At present, about a dozen empirical P models are known based on observations of
the reflected solar/lidar or the reflected/refracted laser radiation [2]. These models
include the Cox-Munk PCM [3] and the Bréon-Henriot PBH [4] ones.

Based on the results of comparing the model calculations related to the upward
radiation of the ocean-atmosphere system with the relevant satellite measurements of
this value, it is shown that the PCM and PBH models provide the closest correspondence
between model calculations and observational data [5]. In more earlier similar work
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before PBH presentation, PCM was found to be most adequate [6, 7]. Therefore, a
quantitative comparison of PCM and PBH can be considered as a practical error of these
models. Since the glint component of the upward radiation is directly proportional to
the P value, the error of its calculation includes the error of the empirical P model;
hence, its values could be applied to estimate errors of calculated glint component of
the upward radiation.

The purpose of this paper is to analyze the values of relative differences between
the PCM and PBH models for typical values of wind speed W10 at standard 10 m level
being equal to 1 m/s (near total calm), 3 (weak wind), 7 (close to the average for the
Black and Mediterranean Sea), and 14 m/s (maximal value for these models).

2 Cox-Munk and Bréon-Henriot Empirical Models
of the Sea-Surface Slopes Probability Density

Observations have revealed that the surface slopes distribution deviates from the
Gaussian one. These deviations, which increase as wind increases, effect on the
reflecting properties of the ocean-atmosphere boundary [8, 9].

Quasi-Gaussian distributions are usually described by the Gram-Charlier series
[10]; the Cox-Munk and Bréon-Henriot models of the sea-surface slopes distribution
both have the form of a truncated Gram-Charlier series:

P ~nc; ~nu
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þ

þ 1
24C40H4
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þ 1
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where PG
~nc; ~nu

� �
¼ 1

2prcru
exp � ~n2c þ ~n2u

2

� �

is the two-dimensional Gaussian slopes distribution corresponding to a linear ani-
sotropic wave field, r2u and r

2
c are dispersions of the slopes components along and across

the direction of the wind respectively, ~nu ¼ nu=ru and ~nc ¼ nc=rc are the normalized
slopes of the given surface element (facet) along and across the wind; Hi are the i-th
order orthogonal Hermite polynomials. The empirical coefficients r2u, r

2
c , C21, C03, C40,

C22 and C04 of each model are determined by the least-squares method on the differences
in the measurements of the upward radiation (with simultaneous wind measurements)
and theoretical ones based on the given model P distribution [3, 4].

Summands to one in square brackets are due to existence of various nonlinear
mechanisms that lead to deviations in the distributions of sea surface slopes from the
Gaussian one. The values of both models parameters are given in Table 1. The amount
of observational data forming PBH is approximately three orders of magnitude larger
(24000 satellite images from all possible areas of the World Ocean) than those forming
PCM (29 aerial photographs near the island Maui, Hawaii). This results in less values of
coefficients error estimations.
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In the Cox-Munk experiment, wind sensor was located at 12.5 m height, whereas in
the Bréon-Henriot measurements, wind values at 10 m height were used. Therefore, for
a more correct comparison, the wind values at these altitudes were linked. On the base
of [11], this link can be expressed as

W12:5 ¼ 1:026W10 � 0:016:

3 Differences Between Cox-Munk and Bréon-Henriot Models

In Fig. 1 the calculated relative differences rBH ¼ PBH=PCM�1 for W10 ¼ 1;
3; 7; 14 m=s, depending on the components bu; bc of the zenith angle of the facet
normal b along (bu) and across (bc) the wind are shown. Here and after, the horizontal
axis, which is an axis of symmetry, is directed along the wind, and the vertical axis is
across the wind. Because of the axial symmetry, the sketches for negative vertical
components are omitted. The approximately rectangle lines denoted by dots in the
figures, delineate the areas where the conditions

~nu
�� ��� 2:5; ~nc

�� ��� 2:5 ð2Þ

are satisfied, within which models of the form (1), are adequate [3]. This is due to the
approximate nature of such models.

As can be seen, the minimal |rG| values are located in the central regions of the areas
(2) with characteristic values up to 0.05 for W10 = 3, 7 m/s and up to 0.1 for W10 = 1,
14 m/s. Maximal values are near the edges of the areas (2), up to 0.4–0.7 for
W10 = 1 m/s and up to 0.25–0.7 for W10 = 14 m/s. In general, for the entire areas (2),
the |rBH| values are minimal for W10=7 m/s and increase consecutively for W10 = 3, 14
and 1 m/s.

The rBH value (as well as values of similar parameters further) for any specific
measurement is determined by its projections bu; bc, which are fully determined by the
geometry of the given measurement, i.e. satellite altitude and mutual location of the
sub-sun, sub-satellite and the facet points. A set of expressions to calculate the bu; bc
values is presented in [4, 11].

Table 1. Parameters of PCM [3] and PBH [4] models

Parameters PCM [3] PBH [4]

r2c 0:003þ 0:00192W12:5 � 0:002 0:003þ 0:00185W10 � 0:0005

r2u 0:00316W12:5 � 0:004 0:001þ 0:00316W10 � 0:0005

C21 0:01�0:0086W12:5 � 0:03 �0:0009W2
10 � 0:01

C03 0:04�0:033W12:5 � 0:12 �0:45 1þ exp 7�W10ð Þ½ ��1�0:01
C40 0:4� 0:23 0:3� 0:05
C22 0:12� 0:06 0:12� 0:03
C04 0:23� 0:41 0:4� 0:1
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4 Differences Between Cox-Munk Model
and Its Simplifications

In the literature, as the probability density function of sea surface slopes, the

two-dimensional Gaussian PG
~nc; ~nu

� �
and its isotropic variant PG0

~n
� �

obtained from

the two-dimensional one by substitution r2c and r2u on r2 ¼ r2c þ r2u and under the
assumption ~nc ¼ ~nu ¼ n, are often used. The advantage of the PG is that it is always
positive outside the areas (2), the disadvantage is that it does not take into account the
asymmetry of the sea surface slope distribution. Running a little forward, we’ll mention
that in [12] a combined model joining the merits of PCM and PG models is presented. It
is close to the PCM within the areas (2), and approaches the PG beyond them.

The values of rG ¼ PG=PCM�1 and rG0 ¼ PG0=PCM�1 depending on the bu; bcj j
are shown in Figs. 2, 3. Here also the minimal |rG| values are located in the central
regions of the areas (2); their characteristic values are up to 0.1 for W10 = 1, 3, 7 m/s
and up to 0.2 for 14 m/s; maximal values are also about the edges of the areas (2).
The |rG| values are approximately two times higher than |rBH|.

The |rG0| values are minimal and about equal to |rG| for W10 = 3 m/s. For W10 = 1,
7 14 m/s at whole |rG0| are noticeably higher than |rG|. They are about 0.15–0.3 in the
central regions and up to 0.5–1 at the edges of the areas (2). The regions for these

Fig. 1. The rBH values for W10 ¼ 1; 3; 7; 14 m=s (W10 values are marked near the left graph
corners), depending on bu (horizontal axes), bcj j (vertical). Areas within conditions (2) are
satisfied, are bordered by dotted lines.
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winds where |rG0| > 0.2 are several times wider than those where |rG| > 0.2. Thus, such
simplification may turn too rough. When using it, it is advisable to make sure that the
bu; bc values do not correspond to large values of the |rG0|.

5 Differences Between Cox-Munk Model and Its Modification

Since the PCM, PBH models have the form of a truncated Gram-Charlier series, which is
characterized by distortions on the “wings” of the distribution, up to the appearance of
negative values [10], then their application to development of satellite data in the full
range of angles of sea surface observation can lead to additional errors. In the [12], a

Pm ~nc; ~nu
� �

which is modification of P ~nc; ~nu
� �

distributions of the form (1) is pre-

sented, which removes this problem. Mathematically, this modification is carried out by
multiplication of all the terms in square brackets of Eq. (1), depending on ~ni, on

exp � ~ni=3:4
�� ��3� �

factor.

Figure 4 shows the rm ¼ PmCM=PCM�1 values. As can be seen, |rm| values do not
exceed 0.02 in most regions of areas (2), which indicate a good proximity of PmCM to
PCM up to the “wings” of the distribution.

Fig. 2. The rG values for W10 ¼ 1; 3; 7; 14 m=s depending on bu; bcj j.
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Fig. 3. The rG0 values for W10 ¼ 1; 3; 7; 14 m=s depending on bu; bcj j.

Fig. 4. The rm values for W10 ¼ 1; 3; 7; 14 m=s, depending on bu; bcj j.
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6 Discussion

The authors of PCM, PBH models give estimations of errors in their parameters; they are
presented in Table 1. These errors characterize the integral proximity of the aggrega-
tion of calculated radiation values with the use of these models to reference mea-
surements - a set of experimental radiation values, according to which model
parameters were calculated. But these errors cannot fully characterize the errors of the
corresponding models. The fact is that for small or large winds there are specific factors
that affect the surface roughness or its reflecting properties, and they cannot be suffi-
ciently taken into account upon development of such models. With another set of wind
conditions accompanying the reference measurements, both the values of the model
parameters and their errors would be different.

In very weak winds, the sea surface roughness is noticeably and uncontrollably
affected by the surface currents, internal waves and thin surface films. It is therefore

natural that in these cases the relative error of the P ~nc; ~nu
� �

determination is relatively

large; with wind increasing, the relative contribution of these factors to the roughness
level decreases.

With wind increasing, a part f of the surface covered with foam increases sharply.
The reflecting properties of the foam are about an order higher than of a clean surface.
Numerous observations have shown that the factor f is very variable - its estimations
made by different authors, are differed by more than an order [13]. Therefore, the
magnitude of radiation reflected by the sea surface at high winds can also be very
different from measurement to measurement. In addition, with wind increasing, the
probability of events when the sub-pixel size cloud fragments will fall into the field of
view of satellite device, increases, too. Such situations, if left undetected, lead to an
apparent non-controlled increase of radiation reflected by the sea surface. These two
mechanisms explain the fact of relatively large values of |rBH| for W10 = 14 m/s
(Fig. 1).

Relatively large rBHj j values at slopes close to their maxima (on the “wings” of the
distributions) and for W10 = 14 m/s upon large bu; bcj j may be due to the fact that the
presence of such situations in the development of both models was significantly smaller
than of those with moderate slopes of the sea surface.

It is impossible to state that the models cover “from all sides” the true unknown P,
since the sources of their methodological errors are mainly the same [2]. In particular,
one of them is the neglecting of the effect on the surface roughness of the thermal
stability of the sea-air layer. In the work [14] on near-surface laser sounding of sea
slopes for winds between 4 and 9 m/s it was shown that with the change in sea-air
temperature difference, the change in slopes dispersion can reach 30% and more.

Figure 5 shows the results of r30% ¼ PCM 1:3r2u;c
� �

=PCM r2u;c

� �
� 1 calculations for

30% increasing of r2u, r
2
c . As one can see, for all wind speeds and bu, bc these values

are noticeably large, reaching the values 0.4 in the central regions of areas (2) and 0.8–
2.5 on their periphery. It should be noted [2] that the statistical characteristics of slopes
by active methods being made near the surface and by passive ones, at a considerable
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distance from it, differ significantly and the results obtained in [14] cannot be directly
applied for remote sensing purposes. But they show the existence of a factor not taken
into account by Cox, Munk and Bréon, Henriot, which can lead to systematic errors of
their models.

Therefore, the discrepancies between PCM and PBH represent only a certain part of
their practical errors. But at present it is almost impossible to give such estimation in
other ways. A more complete understanding of the PCM, PBH errors can be obtained
only by comparing a large number of satellite measurements of the upward sea surface
radiation with those calculated based on these models over a wide range of winds and
with full knowledge of the above factors, which were not taken into account in [3, 4]
(sea and air temperatures are among them).

7 Conclusions

• The absolute relative difference |rBH| between the Cox-Munk PCM and Bréon-Henriot
PBH models in very weak winds of 1 m/s is relatively large and within the area (2) of
adequate PCM and PBH applying it is up to 0.15 when facet slope is across the wind
direction (bu = 0) and 0.7 - along the wind (bc = 0). In central region of the area (2)
this difference is up to 0.1.

Fig. 5. The r30% values for W10 ¼ 1; 3; 7; 14 m=s (left to right), depending on the bu; bcj j:
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• With winds � 3 m/s, within the areas (2) |rBH| is up to 0.1 across the wind (bu = 0)
and 0.17 along (bc = 0), while in the central regions of the areas (2) its charac-
teristic values are about 0.05–0.1. For W10 = 1 and 14 m/s close to edges of these
areas, there are zones of large |rBH| up to 0.7.

• The absolute relative difference |rG| between the two-dimensional Gaussian distri-
bution and the PCM is less than 0.15–0.2 in the central parts of the areas (2) and
about 0.4–0.6 in their corners. This difference is taking more place in area (2) for
W10 = 14 m/s. In whole |rG| is about twice higher than |rBH|.

• The absolute relative difference |rG0| between the isotropic probability density
model and the PCM is most significant than |rG|, especially at W10 = 1 and 14 m/s.
This difference is about 0.15–0.3 in the central regions and up to 0.5–1 at the edges
of the areas (2). The isotropic model might be used with caution, i.e. in that range of
the bu; bc angles, where it does not strongly diverge from the PCM model. This
caution is also actual in similar situations with big |rG| and |rBH|.

• The modified Cox-Munk model PmCM differs from the PCM by less than 0.02 in
most regions of areas (2), which indicates a good proximity of PmCM to PCM up to
“wings” of the distribution (where usage of PCM is problematic).

• Substantial systematic errors of PCM and PBH models can be related with initial
ignoring of thermal stability effect on sea roughness in [3, 4]. To exclude this kind
of errors, it is necessary to study more extensively the relationship between
parameters of these models and thermal stability of the marine boundary layer and
to introduce it into these models.

The work was done within the framework of the state task on the topic №
0827-2014-0011.
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Abstract. In this paper we consider a self-consistent mathematical
model and numerical simulation techniques which are supposed to be
suitable to analyze behavior of the impermeable porous media with
isolated pores filled with chemically active multiphase multicomponent
substance under thermal loads. The porous matrix is described by lin-
ear thermomechanical equations. The substance in pores is described by
lumped model which includes chemical (pseudo) components mass con-
servation equations and energy conservation equation for the mixture.
Amount of components can change due to chemical reactions induced
by heating of the media. Lumped energy balance equations account for
matrix/pores heat transfer and heat produced by chemical reactions.
Composition of phases is governed by phase equilibrium conditions with
an arbitrary number of components and four phases (solid, liquid hydro-
carbon, gas and liquid water phases). The two groups of equations (for
the matrix and for the pores) are coupled by suitable interface conditions
at the “reservoir”/“pore” interfaces.

The purpose of the model is a validation of the basic mechanisms
of the formation of connected porosity and permeability in the initially
impermeable heavy hydrocarbon reservoirs treated by the modern ther-
mal recovery techniques such as, e.g., in citu combustion.

Preliminary numerical results are presented for synthetic but realistic
test case.

Keywords: Thermomechanics · Chemical reactions
Phase equilibrium · Pore-scale simulation

1 Thermoelastic Model of Solid Medium

Consider space domain Ṽ which consists of impermeable solid matrix Vs and Nv

isolated pores Vi, i = 1, Nv, Ṽ = Vs

⋃
[

Nv⋃

i=1

]

. Assume that pore volumes are filled
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with specified amount of chemically active multicomponent substance which can
undergo chemical and phase transformations.

The matrix medium Vs is supposed to be described by linear thermomechan-
ical model, see, e.g., [1]:

divT = ρb, ρcε
∂T

∂t
+ divQ = ρq, x ∈ Vs, (1)

where ρ is the density, b is external forcing term, T = C : (ε − εT ) is stress
tensor, C — elastic coefficients tensor, ε =

[∇ ⊗ u + (∇ ⊗ u)T
]
/2 — strain

tensor, u = u(x) — displacement field, εT = A(T −T0) — thermal strain tensor,
A — tensor of thermal expansion coefficients, T — temperature, T0 — reference
temperature, Q = −Λ · ∇T — heat flux, Λ — thermal conductivity tensor.
Boundary conditions for the system of Eq. (1) are imposed on the complete

boundary Ss = ∂Vs of the matrix volume Vs, Ss = S0

⋃
[

Nv⋃

i=1

Si

]

, where S0 ≡ S̃

is a boundary of Ṽ , Si ≡ ∂Vi.
Boundary conditions at S0 are defined by thermodynamical and geomechan-

ical conditions in the environment. Boundary conditions on Si are defined by
the PVT state of substance inside pores Vi. For the momentum Eq. (1) they are
given by:

T · n = Pin, x ∈ Si, i = 1, Nv, (2)

where n is the vector of the external unit normal to Si, Pi — pressure inside ith
pore. The boundary conditions for the energy equation will be considered below.

2 Thermochemical Model for Pores

Consider that the mixture average momentum inside each single pore volume Vi

is vanishing and the mixture behavior is described by lumped energy and compo-
nents mass conservation equations. In the case when thermodynamic equilibrium
within the pores is prescribed, the aforementioned lumped equations are accom-
panied by algebraic phase equilibrium conditions. It is assumed that components
are distributed among three mobile fluid phases (liquid hydrocarbon phase, gas
and liquid water phases denoted by Greek indices α = W,L,G, respectively)
and one immobile solid phase. The mobile components are assumed to exist in
all fluid phases and not in the solid phase. Components in the solid phase are
assumed to do so exclusively. Amount of the components can vary due to chemi-
cal reactions between components in pores. Mixture energy changes due to heat
transport from matrix to pore volume and due to chemical reactions. The inflow
of mass across the boundary of the pores is not considered, i.e., the matrix is
supposed to be chemically inert.

Since pore volumes Vi are isolated to each other it is enough to consider the
case of a single pore with volume V . By assumption V is occupied by the solid and
three fluid spaces, hence V = VS +VW +VL +VG = VS +Vf . Define fluid porosity
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(i.e., volume concentrations of the mobile phases) as φf = Vf/V . This allows to
define phase saturations Sα = Vα/Vf , α = W,L,G, and S̃S = VS/V = 1 − φf ,
S̃f = 1 − S̃s. The saturations of the mobile components can then be re-defined
relatively to the total volume V as S̃α = Vα/V = Sαφf .

Let ni be the mole number of ith component, i = 1, N ; nα — phase mole
number, niα — ith component mole number in phase α. Then the molar con-
centration of component i in phase α is given by xiα = niα/nα if nα > 0, molar
concentration of mobile phase is given by Cα = nα/nf . Molar density of ith com-
ponent of the mobile phase is mi = ni/Vf , i = 1, Nf , and of the solid phase —
mi = ni/V , i = Nf + 1, N . Molar density of phase is defined as bα = nα/Vα.

The saturation of mobile phases are expressed as Sα = mtotCα/bα, α =
W,L,G which leads to

mi =
∑

α=W,L,G

bαSαCαxiα, i = 1, Nf ; mi = bSxiSS̃S , i = Nf + 1, N. (3)

Thermodynamic properties of phases and its component composition can be
defined from equation of state for phases and components. Thermodynamic equi-
librium calculation is complicated but rather standard issue and many efficient
algorithms are available [2].

Finally, the lumped components and energy conservation equations are
given by

d

dt
(φfmi) = Q

(m)
i , i = 1, Nf ;

d

dt
(mi) = Q

(m)
i , i = Nf + 1, N ; (4)

d

dt
E = QE , E =

∑

α=W,L,G

bαSαUα + bSUS , (5)

where mi are expressed by (3), Q
(m)
i is rate of change in ith component due to

chemical reactions, Uα — molar energy densities of phases, QE = Qext
E + Qch

E ,
Qch

E — energy inflow due to chemical reactions, Qext
E — inflow of energy from

the enclosing volume V of the medium. All chemical reactions are assumed to
be kinetically driven and are governed by Arrhenius rate relations with param-
eters dependent on the component concentrations in a specific phase and PVT
conditions in pore.

3 Matrix/Pore Interface Conditions

Let the temperature distribution in the matrix is T = T (x, t), the temperature in
the pore is constant in space and is given by Tf = Tf (t). Let generic pore occupies
volume V with boundary ∂V . At each point of ∂V the flux Qs ≡ Qs→f from
matrix to pore and vice versa, Qf ≡ Qf→s, is defined. From energy conservation
considerations it follows that at each x ∈ ∂Vf it holds Qs→f + Qf→s = 0.
Consider Qs(x) = −Λ∂T/∂ns(x), Qf (x) = −α(T (x) − Tf ), where α is a heat
transfer coefficient to obtain −Λ · ∂T/∂ns − α(T − Tf ) = 0, from where

Q̄s =
1

|∂V |
∫

∂V

−Λ
∂T

∂ns
dVx , T̄ =

1
|∂V |

∫

∂V

T (x) dVx , Q̄f = α(T̄ − Tf ). (6)
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The last equation defines a flux from matrix to pore using surface average values,
that is, Qext

E = Q̄f |∂V | in (5). Together with the local equations of energy balance
in the matrix and pore, the relation (6) provides global energy balance in the
system.

4 Algorithm for the Numerical Solution of the Problem

An outline of the numerical solution algorithm for the described model is pre-
sented below for the case of a single pore.

Consider displacements u(x, t), temperatures T (x, t), Tp(t), pore pressure
P (t) and volume V (t), mass of components inside pore mi, i = 1, Nc, volume
concentrations S̃s, Sα, α = W,L,G and molar concentrations xiα of components
in phases as primary unknowns.

Denote Δt as the time step, f = f(t), f̂ = f(t + Δt) for generic time-
dependent quantity f . Let all primary unknowns are known at time t. To advance
primary fields from time t to time t+Δt the following sequence of steps is used [3]:

1. Compute temperature field T̂ in the matrix integrating heat Eq. (1) on the
interval [t, t + Δt] with a given pore temperature Tp.

2. Compute displacements û as a solution of the elasticity Eq. (1) for given T̂
and P .

3. Update flux Q̄s from matrix to pore at given temperature distribution T̂ in
matrix using (6).

4. Compute pore volume V̂ using displacements û obtained in step 2
5. Compute the amount of components in the pore integrating Eq. (4) from t to

t + Δt at the given Tp.
6. Update pore energy by numerical integration of the Eq. (4) on the interval

[t, t + Δ] with given PVT parameters in the pore computed at the previous
time step t.

7. Compute the temperature in the pore and pressure inside it, saturation of
phases and their component composition using pore energy, volume and sub-
stance amount at time step t + Δt obtained at the previous step.

To simulate thermomechanical behavior of the matrix the standard finite
element method utilizing equidistant rectilinear cartesian (i.e., the “voxel”) FE
meshes was used, which makes it possible to analyze μCT images of the rock
samples. Phase equilibrium computations naturally suitable for the described
algorithm relies on the UV-flash (i.e., phase equilibrium solution procedure with
prescribed internal energy of the mixture and its volume).

5 Numerical Results

The domain of the interest is “synthetic” micro-specimen of core sample which
is a cube of the rock with an edge of 1 mm with three spherical pores with
radii 0.125 mm containing kerogen (Fig. 1, top left). The initial temperature of
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Fig. 1. Pore geometry (top left), maximal principal stresses (top right), pore pressure
(bottom left) and kerogen decomposition degree (bottom right) vs. time.

the rock and the component composition of the kerogen-containing pores were
set as the initial conditions. The model system of chemical reaction consists of 4
reactions for 9 components [4]: kerogen, asphaltene, resins, saturated paraffins,
residual coke, light oil, water, aromatic hydrocarbons and carbon dioxide. Max-
imal stress field distributions is shown on Fig. 1 (top right). Temporal dynamics
of pore pressure and kerogen decomposition degree (for one pore) are shown on
Fig. 1 (bottom left and right, respectively).

Simulation results clearly demonstrates that if the initial temperature of the
specimen is sufficiently high, the thermal destruction (i.e., kerogen pyrolysis)
reactions in the pores are activated. The resulting pressure in the pores is suffi-
ciently high to produce stresses in the solid matrix large enough to induce matrix
damage and further micro-scale fracturing. As a result, pores may become hydro-
dynamically connected, i.e., the formation of permeability occurs.

Acknowledgement. The work was supported by the Russian Foundation for basic
research, project No. 16-29-15078 ofi m.
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Abstract. We consider the problem of the development of two-dimensional
vortex with initial vorticity in the peripheral ring area of the circularly rotating
incompressible viscous fluid. As a mechanism for the generation of vortex
motion, we propose the model of plain circular rotation of incompressible vis-
cous fluid with initial perturbation localized at the peripheral ring zone with rate
shift. Based on the analytical solution axisymmetric nonstationary equation of
plain evolution of vortex in viscous fluid we obtained the resulting integral for the
vorticity in the whole area of rotating fluid. This allowed us to study the dynamic
characteristics of oceanic vortex formations and the time duration of the vortex
motion conservation in a viscous liquid. The presented calculations given here
show that the process of vorticity generation is characterized by the complex of
interacting movements from the main vortex in the center of the rotating system
and from the peripheral secondary perturbations. Vortex formation occurs in such
direction that the central vorticity intensifies due to the secondary perturbations,
as a result forming two areas – vortex and potential – of the rotating system. The
obtained calculation results for the vorticity generation time in rings forming at
the meanders of Gulf Stream jets, when compared to the observational data, show
that lifespan of rings of different scales distributes rather variously according to
their sizes and viscosity, the value of which correspond to turbulent regimes of jet
streams. We discuss the prospect of its possible applications for predictive
analysis of the development dynamics of large-scale ocean eddies.

Keywords: Eddy growth � Vortex line stretching � Finite-time singularities

1 Introduction

There are still some problems in the theory of ocean jet stream circulation concerning
detection of the influence of initial vorticity sources on the development dynamics of
large-scale eddies [1]. There are alternative approaches to determine the cause of the
ocean eddies (rings). Some studies associate the formation of large-scale eddies (rings)
with baroclinic instability of the fluid stratified by density [2–4]. Barotropic instability
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is also considered to be possible cause of the formation of vortices in the jet currents
[5]. However, the development of vortices initiated by the barotropic vorticity localized
in the center of the circular area of rotating fluid, as shown in [6, 7], may result only in
diffusion and their rapid disappearance due to the viscosity of fluid. Further research of
two-dimensional vortex structures showed the necessity of considering the possibility
of the effect of the initial vorticity localized at the edges of streams with horizontal rate
shifts on the generation and long-term evolution of large-scale vortices [8]. Moreover,
such study seems also appropriate to describe temporal dynamics of the development of
vortex rings in the system of horizontal rate shifts at the edge of oceanic jet streams [7,
9–13]. In light of this, here we consider the problem of two-dimensional vortex with
vorticity localized in the peripheral ring area of the circularly rotating incompressible
viscous fluid. The goal of our study is to deduce an analytic solution of two-
dimensional vortex equation in the circle of rotating incompressible viscous fluid with
initial peripheral horizontal rate shift. We discuss the prospect of the possible appli-
cation of solutions achieved for predictive analysis of the development dynamics of
ocean eddies forming in the ocean jet streams.

2 Analytical Vortex Model

As a mechanism for the generation of vortex motion we propose the model of plain
circular rotation of incompressible viscous fluid with initial perturbation localized at the
peripheral ring zone with rate shift. To determine how perturbation stimulated by
vorticity generated in some specific area of rotating fluid affects the flow of surrounding
fluid in the course of time, we use the axisymmetric nonstationary equation of plain
evolution of vortex x in viscous fluid.

@x
@t

¼ m
@2x
@r2

þ 1
r
@x
@r

� �
: ð1Þ

And boundary conditions in the following form:

t ¼ 0
x0 ¼ 0 0� r\a
x0 ¼ const a� r� b
x0 ¼ 0 r[ b:

8<
: ; ð2Þ

where x0 is constant vortex value at the circle periphery in the ring zone with radius r
from r=a to r=b.

Separate the variables and integrate to obtain the general equation integral (1) with
the integration constant C(k) in the following form:

x ¼
Z 1

0
C kð Þe�k2mtJ0 krð Þdk: ð3Þ
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Rewrite (3) by replacing C(k) function with k � A kð Þ, then:

x ¼
Z 1

0
A kð Þe�k2mtJ0 krð Þkdk: ð4Þ

Assume that the value of initial peripheral vortex perturbation is the function of
radial coordinate, i.e. x ¼ f rð Þ, then, acc. to (4)

f rð Þ ¼
Z 1

0
A kð ÞJ0 krð Þkdk: ð5Þ

Using Hankel’s inverse dependence formula [14] we can rewrite the last equation
as follows:

A kð Þ ¼
Z 1

0
f að ÞJ0 krð Þada: ð6Þ

As a result, the general integral (4) reduces to the following form:

x ¼
Z 1

0
e�k2mtJ0 krð Þkdk

Z 1

0
f að ÞJ0 kað Þda: ð7Þ

Introduce the initial vorticity conditions instead of f að Þ into the integral (7) in the
form of rectangle with height A and width (b−a) (Fig. 1.):

x ¼ A
Z 1

0
e�k2mtJ0 krð Þkdk

Z 1

0
J0 kað Þda: ð8Þ

ra b0

ω

ω0

A

Fig. 1. Schematic drawing of initial vorticity conditions in the form of rectangle with height
A and width (b − a).
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Based on the known recurrent equations, obtain:

znJn zð Þ ¼
Z

znJn�1 zð Þdz; ð9Þ
Z b

a
J0 kað Þada ¼ b

k
J1 kbð Þ � a

k
J1 kað Þ: ð10Þ

Integral (8) may be equated as follows:

x ¼ A � b
Z 1

0
e�k2mtJ0 krð ÞJ1 kbð Þdk � A � a

Z 1

0
e�k2mtJ0 krð ÞJ1 kað Þdk ¼ S1 � S2 ð11Þ

For further development of integrals in (11) use the following equation:

J0 kz1ð ÞJ1 kz2ð Þ ¼ 1
p

Z p

0
J1 kyð Þ z2 � z1 cos h

y
dh: ð12Þ

The first integral (11) is developed as follows:

S1 ¼ A � b
Z 1

0
e�k2mtJ0 krð ÞJ1 kbð Þdk ¼ Ab

p

Z p

0

b� r cos h
R

dh
Z 1

0
e�k2mtJ1 kRð Þdk;

ð13Þ

where R ¼ b2 þ r2 � 2rb cos h. Hankel integral equals
R1
0 e�k2mtJ1 kRð Þdk ¼ 1�e�

R2
4mt

R ,

then (13) S1 ¼ Ab
p

Rp
0

1�e�
R2
4mt

R

� �
ðb�r cos h

R Þdh. Now we can equate the integral (13) as two

integral equations:

S1 ¼ S011 � S0011 ¼
Ab
p

Z p

0
ðb� r cos h

R2 Þ d h� Ab
p

Z p

0
e�

R2
4mt
b� r cos h

R2 dh: ð14Þ

After integrating two terms included in S1, by using Hansen formula [15] we obtain
as follows:

S1 bð Þ ¼ x0 1� e�
b2 þ r2

4mt

X1
m¼0

ðr
b
ÞmJm br

2mt

� �" #
: ð15Þ
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The first integral easily integrates while the second one can be calculated using
Hansen formula. Finally obtain for r=b:

S1 bð Þ ¼ x0 1� e�
b2 þ r2

4mt

X1
m¼0

ðr
b
ÞmJm br

2mt

� �" #
: ð16Þ

The second integral of Eq. (7) after the integration for r=b can be put in the
following form:

S2 bð Þ ¼ x0e�
b2 þ r2

4mt

X1
m¼0

ðr
b
ÞmJm br

2mt

� �
: ð17Þ

Similar expressions S1 að Þ; S2 að Þ obtain from (16) and (17) by changing the
variable.

S1 að Þ ¼ x0 1� e�
a2 þ r2

4mt

X1
m¼0

ðr
a
ÞmJm ar

2mt

� �" #
; S2 að Þ ¼ x0e�

a2 þ r2
4mt

X1
m¼0

ðr
a
ÞmJm ar

2mt

� �
:

The resulting integral (11) for the vorticity in the whole area of rotating fluid has the
following form:

x ¼ x0 1� e�
a2 þ r2
4mt

P1
m¼0

ðraÞmJm ar
2mt

� �� 	
� x0 1� e�

b2 þ r2
4mt

P1
m¼0

ðrbÞmJm br
2mt

� �� 	
r\a;

x ¼ x0 1� e�
a2 þ r2
4mt

P1
m¼0

ðraÞmJm ar
2mt

� �� 	
� x0e�

b2 þ r2
4mt

P1
m¼0

ðrbÞmJm br
2mt

� �
a� r� b;

x ¼ x0e�
a2 þ r2

4mt
P1
m¼0

ðraÞmJm ar
2mt

� �� x0e�
b2 þ r2

4mt
P1
m¼0

ðrbÞmJm br
2mt

� �
r[ b:

ð18Þ

3 Discussion

We use the obtained analytical Eq. (18) to answer the questions about the dynamics of
vortex generation and the duration of vortex movement in the viscous fluid. Calculate
the distribution of the relative vorticity of vortex x=x0 by radius r/a, normalized to the
border of the peripheral ring vorticity area, for different times t� ¼ a2

nm. Calculations are
performed with a2=m ¼ 1, n = 12, 8, 4, 2. As follows from Fig. 2, the vorticity of the
initial vortex perturbation x0 limited by ring area 1� r=a� 1; 4 first moves during a
certain time towards the vortex rotation center and then diffuses towards the periphery
with simultaneous weakening along the whole circle of rotation.
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The following expression is the measure of intensification and weakening of the
vortex:

x
x0

¼ 1þ e�
b2
2mt � e�

a2
2mt: ð19Þ

To illustrate the process of vortex evolution the timespans of the perturbations
development can be expressed, for example, using the following equation: sbsa ¼ b2

a2 ¼ 2.
Here we obtain the following value of the width of the ring zone of the initial vortex
perturbation from which the vorticity will be distributed at the particular moment in
time:

b� a
a

¼
ffiffiffi
2

p
� 1

� �
¼ 0; 4: ð20Þ

Fig. 2. Space-time dynamics of the vorticity development after the initial shift perturbation of
the vortex in the ring area of the rotating fluid with 0� t� ¼ 0; 1 − 1/12; 2 − 1/8; 3 − 1/4;
4 − 1/2.
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Calculations given here show that the process of vorticity generation is charac-
terized by the complex of interacting movements from the main vortex in the center of
the rotating system and from the peripheral secondary perturbations. Vortex formation
occurs in such direction that the central vorticity intensifies due to the secondary
perturbations, as a result forming two areas – vortex and potential – of the rotating
system.

According to the calculations by Eq. (18), the dynamics of the variation in time of
relative vorticity x� ¼ x=xo of different areas of the rotating liquid from center to
border of the ring area 0� r=a\1 and then beyond the shift area border at r� ¼
r=a[ 1; 4 is characterized by the vortex intensification achieving a stable maximum at
t* = 1/4 (Fig. 3).

Fig. 3. Variation in time of the vorticity in different areas of the rotating viscous fluid before and
after the initial vortex perturbation at the border at r* < 1; r > 1,4.
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Due to monotonous in time viscous dissipation, in the center the intensity of the
vortex increases to the maximum values and decreases after that. At the same time the
vorticity increases with lower intensity beyond the ring area, with the transition to
systematic viscous dissipation. This is a very important result, as it shows the role of
the initial source of the vorticity forming in the streams with rate shift.

Vortex rate @x�
@t� distributes both sides from the ring area, and the rate decreases

unequally in time. In the direction from the ring zone inside the vortex the rate decrease
is small, while in the outside direction, according to Eq. (18), the rate changes in time
with significant negative acceleration (Fig. 4).

The fact that vorticity after the perturbation distributes due to horizontal advection
allows for realistic predictive estimates of the lifespan of oceanic vortex rings (Fig. 5).

Calculation results for the vorticity generation time in rings forming at the mean-
ders of Gulf Stream jets, when compared to the observational data, show that lifespan
of rings of different scales distributes rather variously according to their sizes and
viscosity, the value of which correspond to turbulent regimes of jet streams.

Fig. 4. Distribution rate of the relative vorticity x� ¼ x=x0 in time t* normalized at the
moment of shift effect for different distances from the border of initial vortex perturbation.
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4 Conclusion

Observational data and calculation results show the possibility of such processes of
vortex formation in which the horizontal advection forming at rate shifts prevents the
dissipative distribution of the vorticity over the whole area of rotation due to diffusion.

Fig. 5. Lifespans of ocean rings with different diameters a: C1, C2, C3, C4, C5, C6 - [16, 17];
A1, A2, A3, A4, A5, A6 - [18]; LR1 - [19]; LP1 - [20]. Curves No. 1–4 are calculated acc. to
Eq. (18) with viscosity m: 1–20 m2/s; 2–27 m2/s; 3–51 m2/s; 4–105 m2/s.
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Abstract. This article includes an issue of applying a reservoir proxy model as
a component part for geo-technological model of gas fields and underground gas
storages. Authors have proposed an algorithm of applying the created proxy
model into intelligent management system for gas fields and UGS. The task of
proxy model creating is considered by the example of an underground gas
storage “X” (the name of the object is encrypted commercial confidentiality
reasons). All characteristics of the object “X” and the data on its actual operation
mode, whereon model adaptation was performed, are given in the article.
Authors have presented a detailed mathematical description of reservoir proxy
model and considered the process of its creation, adaptation and integration into
a geo-technological model complex of an object. Also, the limits of applicability
of this method was determined. A Fully Functional Hydrodynamic (FFH) model
of the “X” object was created in the commercial simulator«Schlumberger
Eclipse» in order to assess the correctness of the reservoir proxy model, and a
detailed comparison of the actual data and model calculations was conducted. In
addition, the issue of using hydrodynamic models as a core of intelligent
management system for reservoir development was considered in detail. The
conclusions made by authors tell about the necessary of computing capacities,
both for operation of the proxy model and the FFH model based on the com-
mercial simulator. As a result of the research, conclusions about the applicability
of the reservoir proxy model as an integral part of geo-technological model of
gas fields and UGS were made.
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1 Introduction

Presently the oil-gas industry has a tendency to decline of the main developed fields
production, as well as to development of difficult extracted hydrocarbon reserves in
newly developed objects. At the same time expenses for field construction and
hydrocarbon production cost can essentially increase, as well as economic risks in
making decisions. Due to high volatility of prices for hydrocarbons at global market,
requirements for decision-making time in operative management of UGS are increased.
Therefore, of special urgency became issues of increasing monitoring quality of
operational geo-technological parameters in gas fields and UGS in real time mode, and
optimization of process mode parameters in well operations based on adaptive math-
ematical models, active and forward planning of production and technological indices.

Also, it is worth to note essential growth of data volume on dynamics of changing
operation parameters in gas fields and UGS due to introduction of telemetry systems.
Development of methods for complex application of obtained information may allow
increasing efficiency of object operation and reducing the first cost of natural gas
production and storage.

Therefore, creation and improvement of intelligent management systems for gas
fields and UGS with regard to active geo-technological monitoring and forward
planning become an important task. Intelligent management system for gas fields and
UGS means such a system, wherein subsystems for intelligent decision support and risk
assessment are employed in object and/or process models, during formulation and
implementation of control actions upon extraction from/injection to the reservoir and
preparing product transportation [1]. This system must support effective
decision-making management on object level and on producing branch level and the
whole company level.

Intelligent system complex should allow analysis of real time field information,
detect any deviations from designed (defined) parameters, compose choice of control
actions, generate optimal decisions, and in some cases, implement these decisions in
automated mode [1]. Geo-technological model of a field should be the core for such
complex, and it must implement prediction of operation parameter dynamics in system
“reservoir – wells – pipelines – processing equipment”. Availability of such model may
allow implementing proactive management with feedback [2].

At present, hydrodynamic simulators are applied to creation of geo-technological
models of gas fields and UGS, most common of them being Schlumberger Eclipse,
Roxar Tempest, and RFD tNavigator.

Using the above models as a core of intelligent management system imposes
relevant requirements to necessary computing power in order to assure operability of
the whole complex in real time mode. Real time mode [3] means a data handling mode,
wherein interaction is provided between information processing system and extrinsic
processes at a rate comparable to progress of these processes.

At that, main load on computing power represents object’s reservoir parameters
calculation. In this connection, suggestions on creation of simplified reservoir models –
proxy models, become more and more often.
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General approach to reservoir proxy model creation is enlarged size and reduced
number of cells in computational grid, while solving simplified set of equations for
calculating fluid flow and pressure distribution. However, even subject to considerable
simplification, the model should respond to calculating accuracy requirements, whereof
basic is coincidence between factual and computed values of reservoir pressure with
admissible tolerance.

Follows below a detailed review of construction, adaptation, quality assessment,
and integration of reservoir proxy model into geo-technological model by example of a
real Underground Gas Storage – UGS “X”.

2 Object of Study

2.1 Process Scheme of the Object Operation

Natural gas is stored in UGS “X” in salt caverns and depleted gas field within porous
reservoir that are connected by common gas-collecting pipeline system. Injection or
extraction of gas is performed either directly due to pressure drop, or using compressor
units. UGS “X” is connected to 3 different main gas pipelines of different operation
pressure.

Main operation parameters of UGS “X” process scheme are shown in Table 1, and
schematic diagram for the Object units connection is shown on Fig. 1.

2.2 Properties of the Object Reservoir Part

The reservoir part of UGS “X” is peculiar for its block structure (blocks being con-
ventionally divided by fractures) and lacking of water-bearing stratum. Main charac-
teristics of the reservoir are presented in Table 2, and its structure map of reservoir roof
by depth parameter is shown on Fig. 2.

2.3 Factual Data on the Object Operation Mode

For research purposes and construction of digital models, factual data on the object
operation were obtained (for 5 month of gas extraction and 2 month of gas injection),
recorded at 1 day intervals, with regard to the following:

– Gas extraction/injection rate;
– Pressure at manifold of pipelines system at the reservoir part;
– Well gas extraction/injection rates;

Table 1. Operation parameters of the object UGS “X”

Parameters Values

Number of wells in reservoir part, pcs. 14
Number of wells in cavern part, pcs. 17
Number of compressor units 4
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– Well head pressure rates;
– Reservoir pressure from depth pressure gauge in the monitoring well;
– a and b gas flow coefficients, obtained by results of well studies.

3 Hydrodynamic Modelling of the Reservoir

At present, the most commonly used software for fully functional hydrodynamic
models construction is hydrodynamic simulator Eclipse by Schlumberger Company, so
we employed it in this study. In addition, calculations were carried out on the Russian
software RFD tNavigator.

Using mathematical tools for proxy modelling is proposed by authors as an alter-
native method for hydrodynamic modelling of reservoir systems [4].

Detailed description of creation processes for both fully functional hydrodynamic
model of the Object UGS “X” and reservoir proxy model presented in sections below.

Fig. 1. Schematic diagram for the object UGS “X” units connection

Table 2. Characteristics of the reservoir part for the Object UGS “X”

Parameters Values

Maximum/minimum depth, meters 1180.27/577.75
Absolute permeability, mD 10.16
Porosity 0.02–0.15
Pore volume, mln m3 3.05
Maximum operation gas volume, mln m3 440.31
Presence of impermeable fractures yes
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3.1 Creation of Fully Functional Hydrodynamic Model of the Object

Creation of geological model is the first step and the basis for subsequent construction
of fully functional hydrodynamic model of the object. Three-dimensional, digital
geological model was created in Schlumberger Petrel software package, and it was
constructed based on the following geological-geophysical field data:

– Well-specific coordinates and altitudes;
– Reservoir intersection marks in wells;
– Structure map along the reservoir roof;
– Average values of well-specific porosity factors and permeability indices;
– Well-specific effective thickness values.

Structure basis was formed using Converged interpolation method. At that, toler-
ance of � 0.4 m for well “setting” upon structural surface was among main require-
ments. This requirement is mandatory, because even insignificant vertical shifts of
wells can lead to essential inconsistency between maps and hence, distortion of main
estimated characteristics of the model, such as effective thickness, porosity maps, and
gas saturation maps.

Among quantitative criteria of accuracy for the obtained reconstruction is evalua-
tion of gas storage capacity based on the model data, which had less than 1% deviation.

The created geological model of the Object UGS “X” has X and Y axes cell sizes
varying from 0.1975 m to 14.35 m. Vertical cell size was 8.399 m.

When determining dimensions of filtration model, the task was solved to maintain
detailed geological structure of the reservoir and achievement of optimal calculation
time. As a result, X- and Y-axis enlargement of cells was performed, so that their size

Fig. 2. Structure map by roof of the reservoir part for the Object UGS “X” (well-names is
encrypted for reasons of commercial secrecy)
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became 20 m�20 m. Geometrical characteristics of fully functional hydrodynamic
model of the Object UGS “X” are presented in Table 3.

In order to solve the task of gas filtration at UGS “X”, Eclipse 100 “Black oil”
model was used. This model type enables accounting for changes of reservoir fluid
properties and phase transitions that would occur when reservoir pressure decreases,
and at the same time, has optimal computing time parameter.

Adaptation of fully functional hydrodynamic model was performed based on fac-
tual operation features of wells, and included correction of absolute permeability
parameter and production features of wells using results of gas dynamics studies.

Figure 3 shows porosity distribution in reservoir hydrodynamic model of the
Object UGS “X”.

Initial distribution of gas saturation parameter in the model was calculated by
applying a procedure of scaling end points of relative phase permeability functions [5].
Average value of gas saturation in the model was 0.75.

Table 3. Geometrical characteristics of Fully Functional Hydrodynamic Model of the
Object UGS “X”

Parameters Values

X axis cell quantity, pcs. 124
Y axis cell quantity, pcs. 303
Z axis cell quantity, pcs. 22
Total active cell quantity, pcs. 826,584

Fig. 3. Porosity distribution in hydrodynamic model of the Object UGS “X”
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3.2 Proxy Model of Reservoir Part of the Object

At present, there are many studies on possible applications of simplified hydrodynamic
models for calculation of reservoir parameters in oil and gas fields and UGS. Main
types of such simplified models, according to Mohaghegh et al. [6] and Zangl et al. [7],
are as follows:

– Surrogate models, which employ statistical approaches;
– Proxy models, which employ fluid balance calculation between areas of computa-

tional grid.

In available studies, however, capabilities of proposed theoretical models were not
verified at any real object, which makes it difficult to assess their practical value.

Mathematical model for reservoir proxy model
Approach to proxy model of the reservoir system is based on the theory proposed by
Geresh et al. [4], which employs decomposing the reservoir part by some areas (cal-
culation cells).

In order to correctly account for draining areas, two cells are defined for each well –
namely, well area (A) and peripheral well area (B), as shown on Fig. 4. Rectangular
shape of cells is a conventional picture, for cells in the proxy model essentially repeat
real shape of a reservoir, while their main properties are pore volume Vpori and inter-
action coefficients cij, where i is cell number of calculated cell, and j is number of
adjacent cell. Adjacent cells are those, which have one common side facet.

Computational grid is formed as a result of the above approach to reservoir
decomposition by areas, as shows Fig. 5.

Initial data for calculations are value massifs of temperature Ti, reservoir pressure
for current calculation step Pwelli n�1ð Þ , and well gas flow rate Qwelli .

А

В

Fig. 4. Dividing well area by cells (A – well area; B – peripheral well area).
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After obtaining initial information, reservoir pressure calculation in well area is
made for the end of current calculation step (the start of next step) by the below
equation, based on material balance equation for each area:

Pwelli nð Þ ¼ � Vpori � C0

z Pwelli n�1ð Þ

� � þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where C0 ¼ TSC=Ti, and TSC ¼ 293K temperature in standard conditions.
Subsequently, transition to bottom-hole pressure calculation for wells is made

Pbhpwelli
Pwelli nð Þ ; ai; bi

� �
, where ai; bi are well gas flow coefficients Welli, the interflow

between areas Qwellij

� �
, and gas volume in calculation cell Við Þ by equation:

Qwellij ¼
X

j
P2
welli nð Þ � P2

wellj nð Þ

� �
cij=li ð2Þ

where li is fluid viscosity in area of i�th well.

Vi ¼
Pwelli nð Þ � Vpori � C0

PSC � z Pwelli nð Þ

� � ð3Þ

where PSC pressure in standard conditions.

The result of algorithm operation is value massif Pwelli nð Þ ;Qwellij ;Vi;Pbhpwelli

� �
for

each well of the reservoir part in the Object UGS “X”.

Fig. 5. Computational grid of the object UGS “X”
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Construction of reservoir proxy model of the Object UGS “X”
Creation procedure of the reservoir proxy model is conventionally divided by 3 steps:

– decomposition of the reservoir system by calculation areas (cells) via an expert
decision;

– defining the matrix for fluid interflow coefficients between computational grid cells,
with account for geological structure of the reservoir system;

– adaptation of the reservoir proxy model by historical data.

Decomposition of the reservoir by calculation areas was made based on factors as
follows:

– draining area of each well;
– distribution of porosity and permeability parameters around the reservoir;
– presence of geological peculiarities, such as impermeable fractures and conducting

cracks systems.

Draining areas of wells were defined applying mathematical tools for plotting
Voronoy’s diagrams [8] and with account for geological peculiarities of the object,
such as distribution of porosity and permeability, and presence of impermeable
fractures.

Results of construction of wells draining areas are shown on Fig. 6. Also, Fig. 6
shows possible directions of interflows, which should be examined during adaptation of
proxy model to factual data.

According to data, obtained during field development and subsequent UGS oper-
ation, the reservoir has a complication, as semi-conductive fracture. This fracture
divides spaces of wells “107 + 116 + 001” and “114 + 51 + 53”.

Fig. 6. Wells drainage areas
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In order to find a matrix for interflow coefficients between areas, an iteration
procedure of gradient slope was applied, consisting in minimization of mean square
divergences between calculated and factual well-specific reservoir pressures. Resulting
therein interaction coefficients for well areas and peripheral areas (shown in paren-
theses) are presented on Fig. 7. Also, Fig. 7 shows interaction coefficients between
peripheral areas (shown close to arrows).

After making decomposition of calculation area by cells and defining interaction
coefficients between cells, factual gas flow coefficients a and b, and pore volume values
for each cell were entered into the proxy model.

Results of predictive calculations for reservoir parameters that were performed in
the fully functional hydrodynamic model and the proxy model, are considered in detail
in the below section.

4 Results

In order to assess correctness and to compare the two proposed methods for reservoir
system modelling, predictive calculations for 7 month period were performed with
predefined total intended gas ratio. Factual and estimated reservoir pressure values
based on fully functional hydrodynamic model and the proxy model were then
compared.

Fig. 7. Map of interflows and interaction coefficients
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4.1 Reservoir Parameters

Dynamics of reservoir pressure values obtained using calculations based on fully
functional hydrodynamic model and the reservoir proxy model are shown in com-
parison with factual values on Fig. 8.

Figure 9 shows dynamics of deviation values between factual and calculated
reservoir pressure values for fully functional hydrodynamic model and the reservoir
proxy model.
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Based on obtained results, it may be concluded that the reservoir proxy model,
created according to the method proposed satisfies main requirements for accuracy of
calculations. Maximum deviation by module in reservoir pressure parameter was
2.08% for the proxy model, versus 5.9% for fully functional hydrodynamic model.
Depth of adaptation of fully functional hydrodynamic model was limited by the
meaning of its high detalization.

4.2 Computing Time

Based on obtained results of calculations, computing time requirements for both fully
functional hydrodynamic model and the reservoir proxy model were found out. It took
7.306 s to calculate one iteration in fully functional hydrodynamic model, whereas in
the proxy model, calculation of one step took 0.0257 s. Thus, total times for predictive
calculation of reservoir part of the Object UGS “X” operation for 7 months were:

– in fully functional hydrodynamic model – 10 h 25 min 24 s (37,524 s);
– in the proxy model – 2 min 12 s (132 s).

The Object UGS is a complex system, and methods for its management are based
on automated analysis and selection of options, and imply multi-variant calculations
within a series [6]. Therefore, when fully functional hydrodynamic model is used as
calculation core for a system, selection period for any control action may take a few
days, which can make difficult its implementation in operative management. At the
same time, when the reservoir proxy model is used, computing time will be approxi-
mately 1 h, which enables employing this system even for responding to emergency
situations when decision-making period required to be us short as it`s possible.

5 Discussion

5.1 Creation of Geo-Technological Model Using a Reservoir Proxy Model

Obtained results support possibility of using the reservoir proxy model as a component
part of geo-technological model for the Object UGS “X”, and its subsequent appli-
cation as a component part of intelligent management system for gas fields and UGS.

Main blocks of the developed algorithm for geo-technological modelling of the
Object UGS “X” using the reservoir proxy model, are:

– obtaining initial data for calculation;
– initialisation of calculation procedure;
– calculation of technological parameters of pipelines operation mode;
– distribution of flows between objects and calculation of node pressure values around

pipeline objects;
– calculation of technological parameters of compressor operations;
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– calculation of fluid filtration parameters in the reservoir and caverns;
– calculation of interflow values and reservoir pressure distribution using the reservoir

proxy model;
– obtaining results of the calculation.

General view of algorithm for geo-technological modelling of the Object UGS “X”
is shown on Fig. 10.

Initial data for this algorithm are total gas extraction/injection for the Object UGS
“X”, pressures in main gas pipelines, initial well head pressures and technological
scheme of the object operation. As a result, the algorithm presents to user a massif of
values for each calculation step, including values as follows:

– reservoir pressure;
– well head and bottom-hole pressures;
– interflow values between areas;

Fig. 10. Algorithm for geo-technological modelling of the object UGS “X”
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– well gas flow rates;
– well group-specific gas pressure and flow rate at the manifold;
– amount of electric power, consumed by compressor units, and compressor-specific

rotation speeds;
– gas flow rates for compressor units.

Based on this algorithm, a software “Calculation of operating mode of UGS” has
been created, which has main features as follows:

– predictive calculation of reservoir and cavern parts, and technological parameters of
operating mode based on either defined total gas flow rate or pressures in main gas
pipelines of technological equipment;

– visualisation of the object operation (Fig. 11);
– graphical presentation of calculation results (Fig. 12);
– generation of reporting documents.

Fig. 11. Visualisation of the object operation
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6 Conclusions

Conclusions as follows can be made as a result of the present study:

– within operative range of prediction, the reservoir proxy model can correctly
implement calculations of the reservoir parameters;

– according to simplicity of mathematical tools proposed, period for calculation time
of the reservoir proxy model is essentially shorter than period for similar calculation
in fully functional hydrodynamic model;

– it is possible to apply proposed reservoir proxy model as a component part of
geo-technological model for gas fields and UGS;

– geo-technological model of an object, based on the reservoir proxy model, is the
most effective approach to a calculation core for intelligent management system for
reservoir development, when implementing prediction of processes for short-time
period (1 year or less) due to its high accuracy, short computing time, and low
requirements to computing power.
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Abstract. Different rock material dynamic laboratory tests have been analyzed
with the help of incubation time criteria approach. As a result of made calcula-
tions incubation times for such rocks like granite, marble, limestone, sandstone
and traverline have been estimated. This parameter according to criteria theory
rule material behavior under high rate loadings. Effects of effective porosity and
anisotropy on incubation time value have been considered. Experiments under
high rate loadings with different saturation and temperatures have been demon-
strated influence of physical conditions changes on incubation time parameter.

Keywords: Incubation time � Rock strength � Dynamic loadings

1 Introduction

Rock material strength behavior prediction plays an important role for nowadays
engineering, seismic and geoscience works. Numerous investigations including labo-
ratory, theoretical and numeric researches dedicated to studying of rock mechanical
properties. Such analysis is always affected by complex inhomogeneous inner material
structure, anisotropy and different external influences. Variety of rock material specific
properties may be expanded by phenomenon of fast strength increasing with rising of
loading rate [2–5, 9–12, 33].

Despite obvious differences between compression and tensile strengths material
behavior under dynamic conditions is the same. Limiting stress value that elastic
medium will withstand before macrodamage appears becomes bigger if impulse rate
increase. It is natural to assume that underlying mechanism of such phenomenon
related with viscous-elastic character of material which can be negligible in static case.

For the goal to describe the material behavior under high rate loadings some
semi-empirical criteria were proposed (look, for example, [20]). Every such equation
represents correlation between stress or strain rate and observed tensile strength data
and doesn’t take into account incident wave parameters which may affects the exper-
iment results. This work is dedicated to quasi-static and dynamic strength test results
analysis published in literature [1, 6–10, 13–19] based on incubation time criteria
approach which supposes new material parameters to explain high rate behavior
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features [21–27]. It demonstrates well agreement with experimental results for wide
range of materials like rocks, composite concretes, steels and etc.

2 Dynamic Experimental Techniques

Nowadays many different ways of strength measurements are using to obtain material
characteristics and to figure out its behavior in various cases. Laboratory tests allow to
receive studying medium parameters depending on temperature changes, fluid satura-
tion, sonic or any other physical field presence, complex loading configuration and,
specifically, loading rate. Moreover, deep understanding of material destruction
underlying principles requires additional sample investigations like x-ray based mon-
itoring during mechanical test for direct crack propagating detecting or tomography for
inner material structure representation improving and etc.

Returning to strength measurements ultimate stress under compressive loadings
often estimates from uniaxial test without any confining pressure. In tensile case
strength may be detected by several techniques including direct tension test, indirect
Brazilian disk, flexural (3 points) notched test and spalling. Classically external forces
were produced by servo-drive machines which provide strain rates 10−6–10−4 s−1.
Using of pneumatic-hydraulic and drop weight mechanisms allows to expand this area
on the range of 10−2–101 s−1. Next step of impulse velocity increasing is standard test
modification by split Hopkinson bar technique. Application of such loading method
makes it possible to carry out experiments in the field of 102–104 s−1 strain rates.

According to split Hopkinson bar technique testing sample is placed between two
metal bars with well-known mechanical properties. One of them calls incident bar and
other one transmitter bar. Gas-driven striker acting on incident bar produces stress wave
which partially goes through studying material and partially reflects. All waves are
recording by computer system with the help of piezoelectric elements placed on bars.

Mechanical properties and geometrical sizes of experimental equipment are selected
for the goal to make homogeneous stress field inside testing sample. The validity of this
condition can be easily verified by restoring stress history on both sides of studying
media. At the same time its applicability makes analyses quite simple (Fig. 1).

3 Incubation Time Criterion

Incubation time fracture criteria designed to explain features observed under high rate
loadings was formulated by Petrov and Morozov [22, 24]. According to the specified
one destruction appears in the point x of material if stress behavior at given point
satisfies to the following condition

1
d

Z

x

x�d

1
s

Z

t

t�s

rðy; sÞ dsdy � rc; ð1Þ
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a

b

Fig. 1. (a) - Scheme of dynamic tests based on split Hopkinson bar technique; (b) - Typical
waves produced during experiment.
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here s is incubation time – material constant characterizing its response to applied
loadings (for given material one doesn’t depend on sample geometry, load pulse shape
or way of loading application), d is another material constant which reflects repre-
sentative sizes of fracture process zone and thus demonstrates model spatial scale.
Function rðx; tÞ represents normal stress value which may vary in space and time and
rc is its quasi-static critical meaning (corresponding to tensile or compressive case).

Presented above fracture criterion reveals itself like rather effective tool for
understanding of material reaction to dynamic impact [21–27] and relating mechanical
problems solving [27, 29]. In particularly, effect of material strength growth under high
rate loadings observed in numerous experiments may be successfully explained using
the incubation time criteria.

Sizes of rock material samples always limited by need to satisfy the condition of
homogeneity and laboratory test machine. Their length most of the time is within range
from millimeters up to several centimeters and rarely up to tens of cm. In this regard, it
is natural to assume that all measurements made on test sample related with its
dimensions like with representative volume. Incubation time criteria (1) can be sim-
plified and rewritten as

1
s

Z

t

t�s

rðsÞ
rc

ds � 1 ð2Þ

Easy to see that in the case of quasi-static force application condition (2) is
equivalent to classical Irwin’s damage criterion [2, 3]. For better understanding of
incubation time role in the case of impulses let us consider next example. According to
the classical theory of strength, the local force field instantaneously decreases to zero
after achievement of a critical value rc because of crack. Considering described pro-
cess, related with macro-fracture event, in terms of the micro-scale level kinetics, one
can be interpret as a temporal process of transition from defect-free state to a com-
pletely broken state at the moment of fracture. The macro-parameter of fracture process,
identified as an incubation time, is equal to the duration of known temporal process on
the given scale level. The incubation time is related to the relaxation process of growth
of microdefects in the structure of material, which provides its non-reversible defor-
mation. In this case the characteristic time of relaxation can be considered as the
incubation time [21]. Thus, the incubation time is a constant of material, unrelated with
the geometry of the test specimen, the way the applied loading and characterize
dynamic effects of the fracture process on a given scale level.

4 Interpretation Analyses

Current work based on proposing of approximately linear stress behavior acting on
rock sample. Moreover stress related with strains by Hooke’s law (Fig. 2).

rðtÞ ¼ E _e t HðtÞ ¼ _r t HðtÞ: ð3Þ
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Here, E is the Young’s modulus, _e and _r are correspondingly loading strain and
stress rates. Critical stress value rðt�Þ may be observed from Eq. (3) using the moment
t� of fracture initiation as variable. Substituting expression Eq. (3) to incubation time
damage criteria Eq. (2) in the rupture moment, ultimate stress dependence on
stress/strain rate can be achieved:

rdynð _rÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

2rst _rs
p

; t�\s;

rst þ 1
2 _rs; t� � s:

(

ð4Þ

Note that calculated fracture stress is separated by two cases. The lower expression
in the right-hand part of Eq. (4) describes slow processes, in which the fracture time is
comparable or higher than the incubation time s. The upper expression corresponds to
the opposite case the fast dynamic loading when the rupture time is shorter that s. Thus,
the fracture stress under the quasi-static and dynamic loading is predicted based on
three macroscopic parameters: the Young’s modulus, the critical value of strength
under quasi-static loading (static strength) and the incubation time.

The incubation time is defined by the least square method using experimental data
rdynð_eÞ. It is important noted, that the introduced constant of temporal parameter of
criterion (2) is sensitive to changes of the inner structures of brittle material and
invariant to any one impact history.

Analysis of rock test data was related with luck of information about lithological,
mineralogical and filtration-capacitive material properties which makes comparisons
difficult. Sample shapes, sizes and experimental techniques varies with respect to article
and that makes its contribution too.

It should be noted that most of the time we perceive rst as known and reliable, but if
happens that set of dynamic measurements is accompanied by the only static test or no
information about elastic properties we resort to minimization procedure by both
corresponding parameters.

Fig. 2. Coincident of stresses detected from incident and transmitter bar approving stress
homogeneity suggestion and strain rate curve.
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5 Results

5.1 Experimental Technique Influence

Due to its definition incubation time value for given material doesn’t depend on load
application method. As good example investigations of Laurentian granite tensile
strength can be seen. It has been studied under dynamic loadings by different tech-
niques: Brazilian Disc method in [9], by flexural (3-points) notched test in [10] and
spall based method in [16]. Results of laboratory tests shown on Fig. 3.

There is no detailed information about rock samples but in general Laurentian
granite may be characterized as homogeneous medium with average density
2.63 g/cm3, porosity 0.64% and void ratio 0.006. Mechanical properties are following:
Young modulus is 92 GPa, Poisson ratio is 0.21, static tensile strength fixed is
12.8 MPa and static compressive strength is 220 MPa.

During experiments cylindrical samples were used: 40 mm in diameter and 16 mm
into thickness, same geometry was used in flexural test but in last case sample was
bisected and notched. For spalling cylinders had 22 mm diameter and 38 mm of
longitudinal size. All samples have close dimensions and can be compared.

Application of incubation time criterion gives next values for key parameters in the
case of Brazilian disc experiments: s ¼ 40� 5 ls, rst=12.8 MPa. Analogical calcu-
lations for Flexural tests shown that s ¼ 50:5� 10 ls, rst=26.2 MPa. Obtained
results are consistent with recently received by Smirnov and coauthors data [28]
(Fig. 4).

Finally dynamic properties of united set were computed. Incubation time for
considered Laurentian granite studies has rough value is 38 ± 20 ls (Fig. 5).

Process of different techniques results comparison may be developed for deep
understanding of static strength and incubation time role in the material destruction
under dynamic conditions. This problem requires detailed understanding of stress
history at given point before fracture appears.

Fig. 3. Laurentian granite dynamic tensile tests results.
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5.2 Anisotropic Rock Case

It is well known that Barre granite demonstrate anisotropic mechanical properties
related with presence of microcracks inside medium. Acoustic wave propagation
observations reveal power of mechanical properties anisotropy in three preferential
directions. Compressional wave velocity has 3.57, 4.00 and 4.75 km/s values along
orthogonal axes. From mineralogical point of view Barre granite is a fine grained rock
with mineral grain sizes ranging from 0.25 to 3 mm: quartz volume ratio makes up
25% of this rock and has an average grain size of 0.9 mm; feldspar is the dominant
mineral (65%) and has an average grain size of 0.83 mm. The microcracks are of either
the intragranular or intergranular type and are found in quartz and feldspar grains, and
along cleavage planes of biotite grains [12].

Barre granite tensile strength was measured with the help of Brazilian test in both
static and dynamic cases [12]. Test samples were cut from 40 mm diameter core with
thickness of 16 mm and divided to six groups with different orientation. For whole data

Fig. 4. Incubation time criterion analysis for Laurentian granite samples tests by different
methods.

Fig. 5. Incubation time theoretical curve constructed for united set of experimental data.
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set bordering incubation time values was estimated, experimental points lay between
curves corresponding s from 30 ls to 100 ls witch indicates anisotropy.

Summarized results of data interpretation based on incubation time approach rep-
resent in Table 1. Anisotropic coefficients obtained for anisotropy estimation.

As follows from calculations made anisotropic behavior of given material is caused
by static strength parameters and related with incubation time weakly. All obtained s-
values are typical for granites. Brittle character of rock material destruction depends on
microcracks arisen from previous loadings. Based on considered case one may con-
clude that inner damages influence on incubation time slightly (Fig. 6).

As another example of anisotropic media Yule marble may be considered, corre-
sponding test results contain in [15]. It is pure calcite material with grain sizes 0.3–
0.5 mm and porosity 0.15% and density 2.81 g/cm3. Young modulus depends on
orientation and vary in range from 19 GPa up to 61 GPa. Samples were plugged in two
orthogonal directions. Its geometrical sizes are 19 mm in diameter and 15 cm in lon-
gitudinal direction. Static tensile strength demonstrates significant difference: material
two times stronger in Y-direction than another. Based on given values dynamic
characteristics were obtained. Incubation time of Z-oriented samples is 21 ls, same
parameter for Y-oriented cylinders takes on value 28 ls (Fig. 7).

As in granite case anisotropic characteristics of marble doesn’t affect on incubation
time and caused by static strength.

5.3 Incubation Time Dependence on Porosity

Not much works dedicated to investigation of dynamic strength properties and its
relation with porosity. Our computations based on two articles [35, 36] describing
compressive dynamic tests have been made [35] on carbonate type rocks. All analyzed
information was divided by three groups for better understanding.

First one include two types of traverlines studied: T1 characterizes by 2.5 g/cm3

density and 4.58% effective porosity. Compressional wave velocity for this rock is
5075 m/s, static strength has a value of 84 MPa in compression and 6.41 MPa in
tension. Another tuff T2 has density 2.4 g/cm3, 2.6% of effective porosity. Its dynamic
elastic response demonstrate wave speed of 4056 m/s and brittle limiting stresses are
36 MPa and 3.36 MPa for compression and tension respectively.

Table 1. Barre granite anisotropy parameters.

Orientation rst, MPa s, ls astress, % atime, %

ZY 16.5 41.8 16.61 3.69
YZ 11.8 45
ZX 17.1 43.2 32.05 7.30
XZ 8.8 50
YX 13 45.5 15.56 7.89
XY 9.5 53.3
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Fig. 6. (a) - Scheme of sample plugs orientation; (b) - Barre granite dynamic tensile strength
dependence on sample orientation.

Fig. 7. Incubation time anisotropy analysis of Yule marble.
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Estimation of incubation times for this rocks and their further comparison gave s
equal 77 ls for T1 and 75 ls for T2. Obtained calculations quite close and don’t
represent porosity influences on dynamic damage accumulation processes (Fig. 8).

Second group contains dynamic compressional studies made for 5 limestone types.
Their physical properties shown in Table 2. To figure out strength features depending
on porosity limestones with this parameter below 1% analyzed together.

Calculation of incubation times gave following results: 37.3 ls for rock with
effective porosity less than 1%, 45 ls for L4 and 85 ls with one’s value close to 10%
(Fig. 9).

Most of experimental data demonstrate close results. Significant increasing of
incubation time for L5 may be related with nonlinear character of porosity influence on
strength. But it is probable that such behavior caused by another reasons. To fully
understand pore volume effect standard set of static-dynamic experiments should be
supplemented by measurements of total and effective porosity values.

Fig. 8. Dynamic strength properties comparison of traverlines with different porosity based on
incubation time approach.

Table 2. Mechanical characteristics of limestones.

Rock
code

Bulk
density
(g/cm3)

P-wave
velocity
(m/s)

Effective
porosity
(%)

Quasi-static
compressive
strength (MPa)

Quasi-static
tensile
strength
(MPa)

Schmidt
hardness

L1 2.69 6218 0.386 126 8.23 52
L2 2.689 6022 0.342 119 7 49
L3 2.675 5803 0.575 100 8.01 47
L4 2.635 5900 1.842 91 5.73 45
L5 2.377 4270 9.32 43 3.9 34
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Third group consider results observed by Demirdag [36]. Cylindrical specimens
18 mm in diameter and 11 mm long have been used for compressive testing. Physical
properties of studying materials and incubation time calculations may be seen in
Table 3 below. Experimental points and fitting theoretical curve shown in Fig. 10.

It should be noted that remarkably different structural-temporal parameters com-
puted in the case of Beige limestone related with its quasi-static strength and thus may
be connected with inappropriate representation volume. The same reason underlies the
previous result.

Fig. 9. Limestones with different effective porosity dynamic strength estimation based on
incubation time criteria.

Table 3. Rock material characteristics and obtained incubation time calculation results for
limestones

Rock
name

Unit volume
weight (kg/m3)

Porosity
(%)

Schmidt
hardness

Quasi-static
compressive strength
(MPa)

s
(µs)

Beige 2660 0.44 59 110.8 13.1
Travertine
(light)

2458 2.14 46 68.13 21.1

Travertine
(dark)

2410 2.3 43 65.2 24.8

Lymra 2382 8.98 41 60.5 22.1
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5.4 Incubation Time Dependence on Saturation

In natural conditions rocks is always fully or partially saturated by fluids of different
types. And this affect on its strength characterization notably: limiting stress under
tensile or compressive conditions reduces several times while saturation changes for
couple percent. Strength dependence on fluid saturation for Longyou sandstone in both
dynamic and quasi-static cases was studied in [17]. In addition to mechanical experi-
ments medium was inspected using microscope and X-ray diffraction technique. This
let one to obtain mineral composition and establish basic properties. Dry rock density is
2.15 g/cm3 (for saturated case it is 2.33 g/cm3), porosity has a value as 17%, com-
pressional wave velocity is 1600 m/s (correspondingly for saturated rock 1560 m/s).
General part of test material constitutes quartz (55% of weight) and feldspar (33% of
weight) grains which sizes vary in range 0.02-0.35 mm.

Cylindrical samples with 44 mm in diameter and 20 mm in thickness were used for
tensile strength tests. Ten of them have been kept into water for 7 days to achieve full
saturation (Fig. 11).

Incubation time criteria analyses allow demonstrating changes in material temporal
response behavior with saturation. For dry case calculation gives rst ¼ 3� 0:1MPa
and s ¼ 58:5� 20 ls; saturated samples in its turn characterized by rst ¼ 0:39�
0:01MPa and s ¼ 196:8� 50 ls. With standard deviation is not more than 0.5 MPa.

5.5 Incubation Time Dependence on Temperature

To learn how material strength properties change with temperature variation two dif-
ferent types of rock material have been studied [13]: Barre granite has been described
early and Italian sandstone which characterizes like homogeneous medium with major
grain size is 0.22 mm distributed uniformly. Both rocks were tested by Brazilian disk
method. Disk-shaped test specimens were cut from 46.23 mm-diameter core into

Fig. 10. Compression tests data for several types of limestone rocks interpretation based on
incubation time approach.
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19.81 mm thickness. Static-dynamic set of experiments were conducted from one side
at room temperature (+24 °C) and at low temperatures (−30 °C for static and −40 °C
for dynamic) from another side (Table 4).

Incubation time calculation demonstrates s-independency on temperature for
studied rocks. Resulting theoretical curves with analyzed data shown in Fig. 12.

Fig. 11. Incubation time curves correlation with experiment results for dry and saturated
sandstone rocks

Table 4. Incubation time properties estimated under different temperature conditions.

Rock, temperature conditions rst; MPa s; ls

Barre granite, +24 °C 11.76±0.72 14.1±1
Barre granite, −40 °C 13.48±0.57 12.2±1
Italian limestone, +24 °C 5.41±0.37 34.9±1
Italian limestone, −40 °C 5.79±0.50 41.7±1

Fig. 12. a. Applied force-time curves recorded in tests; b. Incubation time approach analyses for
Barre granite and Italian limestone in case of normal and low temperatures
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5.6 Stress Invention Effect

“Stress inversion” effect has clearly dynamical nature and presents itself the change of
the dominant strength between the two rock materials [4]. A material, which has
relatively lower strength in quasi-static case, can have greater strength under dynamic
loading. Such effect has been observed empirically and describes by incubation time
criteria well.

Results of previous subsection demonstrate that effect: as follows from calculations
performed limestone which static properties significantly lower in comparison with
granite has a stronger behavior in dynamic conditions.

6 Conclusions

Dynamic properties of rock materials are governed by incubation time value. Con-
sideration of published experimental results allowed to trace its variation due to
additional factors. Analyzed data let us formulate and approve next conclusions:

– Anisotropic rock properties most of the time caused by presence of microcracks and
haven’t got much influence to incubation time.

– Incubation time for given material doesn’t depend on external load application
method and may be used for critical strength prediction in wide range of cases.

– Effective porosity apparently haven’t got a significant influence on incubation time.
But to make a reliable conclusion standard set of static-dynamic experiments should
be supplemented by measurements of total and effective porosity values.

– Incubation time critically affected by saturation of rock matrix. Its value increases
with saturation.

– From the other hand decreasing of temperature influences on s negligible.
– Stress inversion effect may have a crucial meaning for planning and realization of

engineering operations including high rates impacts.
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Abstract. The article discusses methodological contradictions and their effects
that occur when interpreting the results of researches of relative permeability by
the method of non-stationary displacement. For the case of mutual displacement
of liquids with equal viscosities on the simplest structural model of a porous
medium, an important aspect is shown: the discrepancy between the functions of
the average filtration rate and the flow of the displacing phase in the exit section
of the sample from the saturation of the cross section. This aspect changes the
concept of the nature of the processes of two-phase displacement of liquids in an
inhomogeneous porous medium.

Keywords: Filtration � Analytical research � Inhomogeneous porous medium

1 Relevance

Currently the relative permeability function is the determining concept in modern
subsurface hydromechanics and is introduced as an equilibrium parameter that deter-
mines the force interactions of the porous medium and the filtering phases by A. Darsy’s
law. The scalar form of A. Darsy’s law, neglecting capillary forces, looks like this:

wi ¼ � k
li
k�i sið Þ @p

@x
; i ¼ 1; 2 ð1Þ

where i� phase number; k� coefficient of absolute permeability; li� phase viscosity;
k�i sið Þ� dependence of relative permeability on phase saturation; @p=@x� pressure
gradient.

The modern theory of two-phase filtration uses relative permeability function for
the motion characteristics of the displacement agent in the oil reservoir, and is used for
the prediction the development parameters of oil fields in the implementation of
waterflooding, as well as for the activities planning aimed at increasing the production
capabilities of the producing well stock and ultimate oil recovery factor of the field.
The generalization of the materials of modern scientific research devoted to the iden-
tification of the main regularities of the form and nature of the relative permeability
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function is an actual task of developing modern theoretical concepts on the technical
aspects of the development and operation of oil fields.

The relative permeability function are usually determined from the data of labo-
ratory research of core material on two-phase measuring installations, are less often
estimated by petrophysical methods according to the data on the core material.
Attempts to generalize experimental data on the nature of the relative permeability
function are difficult because of the absence of theoretical presentations, models of the
process of displacement at the microlevel, and also qualitative, analytical solutions of
the problems of averaging flow characteristics in inhomogeneous medium. However, a
large amount of experimental data [1–5] allows us to make some generalizations.
Qualitatively, according to the results of the vast majority of laboratory studies, it is
possible to distinguish two characteristic types of relative permeability functions
(Fig. 1): the first type is functions concave to the axis of the corresponding phase
saturation, the second type is functions with the presence of an inflection point in range
the mobile saturation of phase.

Another possible criterion is the value of the second derivative to the corresponding
saturation at the point of irreducible saturation. If you classify the relative permeability
functions by this characteristic, the first type has a positive second derivative at the
specified point, for the second type, the corresponding second derivative is negative.

Fig. 1. The result of a qualitative generalization of experimental researches (1 – first type
relative permeability function - with the maximum derivative at the saturation point; 2 – second
type relative permeability function, containing point of inflection).
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2 The Mathematical Model of the Process

To identify the reasons of such typification relative permeability functions in the
process of two-phase experimental studies on core material, we use the mathematical
Stiles model [6]. Model Stiles describes the process of two-phase filtration of liquids of
equal viscosities in an inhomogeneous porous medium consisting of independent
flows, in each of which a “piston” displacement character is realized at a constant
pressure drop. The filtration properties of the inhomogeneous soil are set through the
statistical frequency function of the dimensionless permeability f bð Þ within the Stiles
model for b 2 bmin; 1½ �, which determines the distribution of the volume of the porous
medium between the independent elements, each of which is characterized by a
dimensionless permeability b (Fig. 2). If we apply the principles of the Styles model to
describe A. Darsi law in the gallery for an inhomogeneous porous medium, we obtain:

w�
L ¼

1
l
bmax

Z1

bmin

bf bð Þdb

R1
ba

bf bð Þdb

R1
bmin

bf bð Þdb

2
6664

3
7775Dp

L
ð2Þ

where w�
L� velocity of the displacing phase in the gallery L; l� phase viscosity; ba�

dimensionless permeability of the element«breakthrough» ; bmax� maximum perme-
ability of the specimen; Dp=L� pressure gradient on the specimen.

Fig. 2. Principled approach of description the two-phase displacement of the Stiles model.
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The expression for the flow rate of the displacing phase in the gallery, following
Stiles model takes the form:

q�L ¼ 1
l
bmax

Z1

bmin

bf bð Þy bð Þdb

R1
ba

bf bð Þy bð Þdb

R1
bmin

bf bð Þy bð Þdb

2
6664

3
7775F Dp

L
ð3Þ

where q�L� flow rate of the displacing phase in the gallery L; F� sectional area of the
specimen; y bð Þ� proportion area fraction with dimensionless permeability b in the
total cross section of the sample.

The expression presented in Eq. (2) in square brackets corresponds to the classical
definition of relative permeability function (further kwL Þ in A. Darsi law and serves as a
coefficient of proportionality between the average filtration rate and the pressure drop
across the sample:

kwL bað Þ ¼

R1
ba

bf bð Þdb

R1
bmin

bf bð Þdb
ð4Þ

The expression presented in Eq. (3) in square brackets characterizes the relative
permeability pseudofunction (further kqL) and serves as a proportionality coefficient
between the flowrate of the displacing phase and the pressure drop across the sample:

kqL bað Þ ¼

R1
ba

bf bð Þy bð Þdb

R1
bmin

bf bð Þy bð Þdb
ð5Þ

Saturation s in the gallery L can be represented in accordance with the Stiles model
in the form:

sL bað Þ ¼
Z1

ba

f bð Þdb ð6Þ

The dependencies of expressions (4) and (5) on the saturation (6) have parametric
form and connected through a parameter ba.
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Functions kwL sLð Þ and kqL sLð Þ can be expand in a Taylor series in powers of satu-
ration in a small neighborhood of an arbitrary saturation point sm corresponding to the
condition b ¼ ba until the second term of the expansion for qualitative investigation of
the nature of the dependences. The decomposition will take the form for the function
kwL sLð Þ:

kwL sLð Þ � kwL smð Þþ ba
bcp

� �
sL � smð Þ � 1

bcpf bað Þ
� �

sL � smð Þ2
2

ð7Þ

where bcp ¼
R1

bmin

bf bð Þdb � const.

The coefficients of the decomposition depend not only on the form of the function
f bð Þ, as follows from the expression (7), but also directly from its domain of definition,
the dependence kwL sLð Þ at an arbitrary saturation point has a negative second derivative,
regardless of the form of the function f bð Þ, which determines its convex shape to the
saturation axis. Such a result obviously contradicts the generally accepted ideas about
the form of the function kwL sLð Þ [7], since the classical approach assumes a power
approximation of a function kwL sLð Þ having a positive second derivative at an arbitrary
saturation point.

A similar expansion of the function kqL sLð Þ takes the form:

kqL sLð Þ � kqL smð Þþ bay bð Þ
b0cp

" #
sL � smð Þ�

� y bað Þ
f bað Þ 1þ ba

y0 bað Þ
y bað Þ

� �
1
b0cp

" #
sL � smð Þ2

2

ð8Þ

where b0cp ¼
R1

bmin

bf bð Þy bð Þdb � const.

In expression (8), the sign of the second derivative depends on the form of the
function y bð Þ, and, therefore, the dependence kqL sLð Þ can be at an arbitrary saturation
point, both convex and concave, to the saturation axis. In this case, the condition for the
existence of an inflection point of a function kqL sLð Þ is determined completely by the
parameters of the function y bð Þ at an arbitrary saturation point.

3 Analytical Example

Consider the analytical example using the power of the family of statistical functions
f bð Þ:

f bð Þ ¼ nþ 1ð Þ 1� bð Þn
1� bminð Þnþ 1 b 2 bmin; 1½ � ð9Þ
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where n[ 0 arbitrary constant.
The proposed form of the statistical function can be considered as a particular case

of a more general probability function of the gamma distribution, with the exclusion of
a certain fraction of the low-permeability volume from consideration at the previously
valid critical value of the minimum permeability of the reservoir.

From the additional condition of the analogy of functional dependencies
y bð Þ ¼ f bð Þ, excluding the parameter ba from expressions (4), (5), (6), the functions
take the analytical form kwL sLð Þ and kqL sLð Þ:

kwL sLð Þ ¼
sL 1þ nþ 1ð Þ 1� 1� bminð Þs

1
nþ 1
L

h i� �
1þ nþ 1ð Þbmin

ð10Þ

kqL sLð Þ ¼
s
2nþ 1
nþ 1
L 1þ 2nþ 1ð Þ 1� 1� bminð Þs

1
nþ 1
L

h i� �
1þ 2nþ 1ð Þbmin

ð11Þ

For the examples in Figs. 3 and 4, the function graphs are given for the cases
bmin ¼ 0; 05 and bmin ¼ 0; 5.

As can be seen from the graphs, the parameters bmin and n of the distribution
density function kwL sLð Þ and kqL sLð Þ in different degrees affect the form of the functions.
The parameter bmin determining the width of the permeability spectrum of the sample
has the greatest influence on the form of the functions, in contrast to the degree n that
influence a weak effect on the shape of the curves kwL sLð Þ and kqL sLð Þ.

Fig. 3. Functions kwL ðsLÞ and kqLðsLÞ for bmin ¼ 0; 05.
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Expressions of the first and second derivatives kwL sLð Þ, according to the saturation
sL, take the form:

@kwL
@sL

¼ nþ 2ð Þ 1� 1� bminð Þs
1

nþ 1
L

1þ nþ 1ð Þbmin

@2kwL
@s2L

¼ � nþ 2
nþ 1

� �
1� bminð Þs�

n
nþ 1

L

1þ nþ 1ð Þbmin
ð12Þ

The analysis of expressions (12) shows that on the interval sL 2 0; 1½ � the function
kwL sLð Þ doesn’t contain extreme values, and also inflection points. The negative second
derivative indicates the convex character of the function to the saturation axis.

Similarly for the function kqL sLð Þ:

@kqL
@sL

¼ 2 2nþ 1ð Þ � s
n

nþ 1
L �sL 1�bminð Þ
1þ 2nþ 1ð Þbmin

@2kqL
@s2L

¼ 2 2nþ 1
nþ 1

� �
� ns

� 1
nþ 1

L � nþ 1ð Þ 1�bminð Þ
1þ 2nþ 1ð Þbmin

ð13Þ

Equation (13) show that function kqL sLð Þ on the interval sL 2 0; 1½ � as well as the
function kwL sLð Þ doesn’t have extreme but, unlike kwL sLð Þ function can have an inflection
point, which is defined as:

sf ¼ nþ 1
n

� �
1� bminð Þ

� �� nþ 1ð Þ
sf 2 0; 1½ � ð14Þ

Fig. 4. Functions kwL ðsLÞ and kqLðsLÞ for bmin ¼ 0; 5.

Analytical Research of Character of Relative Permeability 255



For the examples considered above for bmin ¼ 0; 05 and n ¼ 2; 4; 6 expression (14)
is sf ¼ 0; 35; 0; 42; 0; 49. The condition for the presence of an inflection point on the
interval sL 2 0; 1½ � has the form:

bmin � 1
nþ 1

ð15Þ

For the examples considered for bmin ¼ 0; 5, the inflection point of the function
kqL sLð Þ doesn’t exist on the specified saturation interval for n[ 1 - the function kqL sLð Þ
has a concave shape to the saturation axis.

Another important consequence of expression (15) is the case of a maximally
inhomogeneous sample (bmin ¼ 0), in which the inflection point of the function kqL sLð Þ
exists for any value of the parameter n.

4 Conclusion

A qualitative analysis of the form of the dependences kwL sLð Þ and kqL sLð Þ shows that
within the framework of the considered model of liquids of equal viscosities, the
following conclusions can be formulated:

– the character of the function kwL sLð Þ of the displacing phase doesn’t depend on the
form of the function f bð Þ, and is a convex function to the saturation axis by a phase
whose shape depends only on the width of the permeability spectrum of the sample;

– the character of the function kqL sLð Þ of the function depends on the form of the
function y bð Þ and can have an arbitrary number of inflection points, depending on
the complexity of the latter;

– the expression (3) is used in interpreting two-phase filtration studies and allows one
to calculate the function kqL sLð Þ from the known phase flow rate and the pressure
drop across the sample. Hereinafter the function kqL sLð Þ is used to construct a
macroscopic profile of two-phase displacement using the well-known, solution
problem J-function obtained for a pseudo-homogeneous porous medium with
averaged characteristics, and having the form [7]:

de
dt

¼ F0 sLð Þ ¼ kqL sLð Þ½ �0 ð16Þ

where de=dt� dimensionless filtration velocity, F sLð Þ� J-function.
Since in the context of the problem under consideration the dependence kqL sLð Þ is

similar to the J-function, the further use of the function kqL sLð Þ in the construction of the

256 D. U. Semiglasov and V. M. Maximov



two-phase extrusion profile leads to the formation of an incorrect displacement profile.
Thus, for the example considered earlier, using the first derivative of the function from
(13), expression (16) takes the form (on condition e 0ð Þ ¼ 0):

e tð Þ ¼ 2 2nþ 1ð Þ � s
n

nþ 1
L � sL 1� bminð Þ
1þ 2nþ 1ð Þbmin

" #
Dt ð17Þ

The correct displacement profile is characterized by a function kwL sLð Þ whose use in
macroscopic modeling, unlike the function kqL sLð Þ, for any parameters of the function
f bð Þ makes it possible to obtain a smooth (without rupture) saturation profile corre-
sponding to the physics of the problem under consideration (Figs. 5 and 6). For the
example considered, the correct displacement profile must be determined from
expression (16) with regard to (12) as:

e tð Þ ¼ nþ 2ð Þ � 1� 1� bminð Þs
1

nþ 1
L

1þ nþ 1ð Þbmin

" #
Dt ð18Þ

Within the framework of the physical representations expounded, the direct results
of two-phase experimental studies used for mathematical modeling of the displacement
process are incorrect and don’t allow us to reflect the patterns of saturation distribution
under nonstationary two-phase displacement.

Fig. 5. Displacement profile for the case of bmin ¼ 0; 05 for t ¼ 1:
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Abstract. In this paper we present the results of the laboratory experiment
aimed at the research of the hydraulic fracture propagation rate. The laboratory
experiment was carried out according to similarity criteria. The fracture growth
rate was determined by one direct method and two indirect methods. The direct
method was based on registering the formation of the fracture by conductive
strips. The first indirect method was based on the variations of the pressure in
the well. The second one was based on a numerical solution of the problem of
hydraulic fracture propagation.

Keywords: Hydraulic fracturing � Pore pressure � Laboratory experiment
Fracture growth � Fluid injection � Numerical model

1 Introduction

Hydraulic fracturing is one of the most effective methods for increasing the produc-
tivity of hydrocarbon field development. Since the 1980s, Russia has produced more
than 10 thousand hydraulic fracturing operations. The method consists in a highly
conductive crack creation by pumping fluid into the well under pressure exceeding the
strength of the rock. The rock breaks in a direction perpendicular to the minimum
tectonic stress. Due to the continuous fluid injection, the crack increases in size [1]. The
studies of hydraulic fracturing in hydrocarbon fields are expensive, therefore the results
of such studies are few and not always available. So, conducting experiments on
small-scale fracturing in controlled laboratory conditions is a common practice [2, 3].

2 Method of Laboratory Experiments

2.1 Selecting of Sample Material

Laboratory experiments were carried out in accordance with similarity criteria derived
for the case of radial crack propagation (1) [4, 5].
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2 Nk ¼ rmax

rmin
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where t - time, i - injection rate, rw - wellbore radius, E ¼ E=4=ð1� t2Þ, E - Young’s
modulus, t - Poisson ratio, l ¼ 12l, l - fluid viscosity, Kl - leakoff coefficient, K1c -
critical stress intensity factor, r ¼ rmin, rmin; rmax - minimum and maximum principal
stresses.

According to the dimensionless complexes and to preserve the similarity of the
model and nature, a sample material was chosen. It consists of gypsum and cement
mixture in the ratio of 9:1. Water was added to the mixture. The water mass was 0.45 of
the mass of the mixture. Gypsum was mixed with lemon acid to reduce the rate of
solidification. The gypsum mixture was dried during 2–3 days.

To determine the properties of the material, the preliminary studies were conducted
to find the modulus of elasticity and permeability of the sample.

2.2 Estimation of the Sample Permeability

To determine the permeability, the samples were placed between two parallel plates
(Fig. 1a).

Fluid was injected into the central hole in the sample with the constant flow rate. The
pressure in the center of the sample was measured. The dependence of the water flow on
the pressure is shown in Fig. 1b. The flow rate Q through the cylindrical sample in the
radial direction depends on the differential pressure according to formula (2) [6, 7]:

Q ¼ 2pkhðpB � pHÞ
l ln RH=RB

ð2Þ

a)  b)

Fig. 1. Setup for measuring the permeability of the sample (a), the dependence of the flow rate
of water on the pressure (b).
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k – sample’s permeability, h – sample’s height, pв – pressure in the central hole; pн –
boundary pressure, µ – fluid viscosity, Rн – sample’s external radius; Rв – central hole
radius.

The measurements were made at several flow rates during two days. It should be
noted that the permeability of the model material decreased with time. The range of
changes was from 2.7–2.1 mD to 1.7–1.0 mD.

2.3 Determination of the Elastic Properties of the Model Material

The tests were carried out under normal conditions. Six cylindrical samples were
tested. The sample was deformed at a constant rate until the failure. During the sample
loading, ultrasonic scanning was performed and the velocities of longitudinal and
transverse waves were measured.

The dependence of deformations on the applied stress occurred to be non-linear for
all samples.

This is probably due to the considerable porosity of the samples. As a result of the
analysis of the stress-strain curves, the static Poisson and Young’s moduli were cal-
culated for all the tested samples, the values of the moduli varied from 0.18 to 0.21 and
3.4 to 4 GPa, respectively.

To determine the dynamic moduli of elasticity, the ultrasonic records were
examined. The velocities of longitudinal and transverse waves in the samples were
calculated by the time of the signal arrival to the ultrasound receiver.

Dynamic Young’s moduli and Poisson’s coefficients were calculated from the
relations for longitudinal and transverse elastic waves velocities.

cp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Edynð1� mdynÞ
qð1þ mdynÞð1� 2mdynÞ

s

cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Edyn

2qð1þ mdynÞ

s ð3Þ

where q is the medium density. As a result of the calculations, the value of the Young’s
modulus determined in the range from 7 to 8 GPa; the value of the Poisson’s ratio
ranged from 0.22 to 0.28. It can be seen that the values of the Poisson’s ratios measured
by both methods are similar. Young’s moduli determined dynamically are approxi-
mately twice as large as those obtained by deformation measuring. The dynamic elastic
moduli are calculated from the velocities of longitudinal and transverse waves under
the condition of absolute homogeneity of the medium in all directions although the
sample material is heterogeneous. That’s why the deformation characteristics of rocks
determined during static measurements are more reliable and reflect the real properties
of both homogeneous and heterogeneous anisotropic rock.
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3 Description of the Experimental Setup

The setup consists of the upper and lower covers, between which is a ring with an
internal diameter of 43 cm and a height of 6.5 cm (Fig. 2a).

The top cover is separated from the sample by a rubber membrane. A gap is created
between the membrane and the cover. This gap is filled with a water under pressure,
which allows us to model the lithostatic pressure in the reservoir model. To create
horizontal stresses in the sample, the model is horizontally loaded using four sealed
chambers located on the inner side surface (Fig. 2b). The lateral loading is produced by
injecting gas or fluid into the opposite chambers.

Holes with a diameter of 6 mm are drilled in both covers and sidewall. These holes
are used for both sensors and fluid pumping out or injection.

The fluid injection into the sample can be carried out at constant pressure or at
constant flow rate depending on the task. During the experiment it is possible to
monitor the change in the sample pore pressure by the pressure sensors located in the
holes of the lower cover of the setup.

4 Experiment for the Fracture Propagation Rate Estimation

4.1 Stages of the Experiment

The experiment consisted of the following stages: (a) preparation of the setup;
(b) filling of the setup by gypsum (solidification about 2 days); (c) saturation of the
sample with a water solution of gypsum and creation of stationary pore pressure
distribution in the sample through technological wells (about 1 h) (d) applying hori-
zontal and vertical loads; (e) pumping fracturing fluid into the central well (about
200 s) with simultaneous recording of the pore pressure in the center.

a) b) 

Fig. 2. Schematic view of the setup (a), top view of the lower cover of the installation (b)
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4.2 Experiment Description

To detect and register the fracture propagation, the conductive strips of low-melting
alloy with graphite coating were placed on the surface of the sample. The resistance of
the strips was between 0.3 and 3 kX. The strips were connected to the power supply
and their resistivity was registered. The sample was covered with teflon film to protect
the sensors.

The experiment was carried out at a vertical load of 4.8 MPa and a horizontal load
of 2 MPa. The fracturing pressure was approximately 5 MPa. It is depicted in Fig. 3.

As a result of hydraulic fracturing, the fracture was formed in the sample. It
propagated in both directions from the central hole with the wing length about 13 cm.
The sample photo after fracturing is shown in Fig. 4.

Fig. 3. Well pressure vs. time.

Fig. 4. Photo of the sample with the fracture after the experiment.
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The fracture formed and propagated in the direction of the main compressive stress.
One branch of the crack reached the technological well and stopped, another one

slightly deviated from the well. It was possible to estimate the fracture propagation with
the help of the strip resistivity measurements. Values were taken for the time and
distance of the fracture input-output from the strips. Time was estimated by measuring
the voltage drop on the strips.

In the considered experiment, four strips with numbers 4, 5, 6, 7 reacted to the
growth of the fracture. The dependence of the fracture length on the time constructed
according to the data from the reacted strips is shown in Fig. 5.

From the dependence, it was possible to estimate the average value of the velocity,
which was found to be 0.45 mm/s ± 0.07 mm/s.

The average fracture rate was also estimated as the ratio of the fracture length to the
time of its growth, measured from the pressure plot in the well (the time from the
moment of the pressure maximum to the end of injection). The resulting velocity value
was 0.6 mm/s, which approximately corresponds to the value of the velocity estimated
by the conductive strips.

5 Mathematical Model of the Hydraulic Fracture
Propagation

The solution of the fracture propagation problem is a step-by-step solution of several
subtasks. First, the flow of fluid in the fracture is considered. The result of this cal-
culation is the pressure field in the fracture. Then the piezoconductivity equation is
solved for the two-phase flow in the sample; the pressure in the fracture is used as
boundary condition. Thus, the pressure distribution in the sample becomes known.
According to the known pressure in the fracture and in its small vicinity, the leaks are

Fig. 5. Dependence of the fracture length on the entry and exit time of strips.
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estimated, which are used in the next step to solve the equation in the fracture. The
stress intensity factor is calculated after the final calculation of the pressure field in the
fracture. The growth of the fracture is determined by this factor. When the factor
reaches a value greater than the known critical value, the fracture begins to grow: a new
element is added to the fracture length. The size of this element is determined by the
size of the grid. The described algorithm is then reproduced for a new fracture length.
In this paper, the problem is considered in the following assumptions:

1. The problem is assumed to be two-dimensional.
2. The medium is assumed to be homogeneous and isotropic in its properties.
3. The flow is assumed to be two-phase. First, the sample is saturated with water, and

then vacuum oil is injected into the central well. The viscosity of this oil is much
greater than the viscosity of the water. This fact allows us to use a simplified model
of two-phase filtration: the frontal drive simplification.

5.1 Fluid Flow in the Fracture

A simultaneous consideration of the continuity equation and the equation of motion for
the case of the two-dimensional Perkins-Kern fracture model leads to the solution of
the following differential equation [6, 7]:

@w
@t

� 1
12lw0

@ w3 @w
@r

� �
@r

¼ �2qL: ð4Þ

This equation is solved with the following boundary conditions:

wðr ¼ c; tÞ ¼ w0ðpwell � rÞ
wðr ¼ lðtÞ; tÞ ¼ 0

ð5Þ

5.2 Fluid Filtration in the Sample

The fluid filtration in the sample is described by the piezoconductivity equation in
cylindrical coordinates for a two-phase process in the frontal drive simplification [6, 7].

jo;w
@Po;w

@t
¼ 1

r
@

@r
r
@Po;w

@r

� �� �
þ 1

r2
@2Po;w

@/2 ð6Þ

Here Po;wðx; y; tÞ is the fluid (oil or water respectively) pressure inside the sample;
jo;w – is the corresponding piezoconductivity coefficient.
On the surface between the phases the following condition has to be valid:

Po ¼ Pw; V0 ¼ Vw: ð7Þ
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Equations 6 and 7 are solved with the following boundary and initial conditions:

@Pðr ¼ rs;u; tÞ
@r

¼ 0

Pðr ¼ rfr;u ¼ ufr; tÞ ¼ Pfrðrfr; tÞ
Pðr ¼ rwellðiÞ;u ¼ uwellðiÞ; tÞ ¼ PwellðiÞ
Pðx; y; t ¼ 0Þ ¼ P1

ð8Þ

5.3 Fracture Growth

It is assumed that the fracture is a normal cut. The fracture propagation condition is
used in the following form [8]:

KI ¼ 1ffiffiffiffiffiffi
pL

p
ZL
�L

pf ðx; tÞ � ri
� � ffiffiffiffiffiffiffiffiffiffiffi

Lþ x
L� x

r
dn ¼ KIc ð9Þ

The medium is considered to be homogeneous with constant characteristics: min-
imum horizontal stress and fracture toughness (r and KIc). The integral in Eq. 9 is
simplified and calculated analytically in each cell. Stress intensity factor is calculated at
each time step, then it is compared with KIc, and a conclusion is made about the growth
of the fracture:

KI [KIc - elongation of the boundary points;
0�KI �KIc - no elongation.

A detailed numerical solution of Eqs. 4–9 is presented in the works of the authors
[9, 10].

5.4 Results of Numerical Simulation

In numerical simulation, the initial length of the fracture was set equal to the length of
the initiators in the borehole. Their orientations determine the initial direction of the
fracture.

The fracture length, pressure in the fracture after 500 s of the experiment are shown
in Figs. 6 and 7.

Pressure in the sample and compared view of the fractures received from the
experiment and numerical simulation is shown in Fig. 8.

It can be seen that the fracture ceased to grow after 330 s. It is possible to determine
the average fracture growth rate by dividing the fracture length increase by the time of
its growth. Thus, the average fracture growth rate was 0.54 mm/s, which coincides
approximately with the rate determined by direct experiment.
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Fig. 6. Fracture length vs. time after 500 s of the experiment.

Fig. 7. Pressure in the fracture after 500 s of the experiment.

Fig. 8. Pressure in the sample after 500 s of the experiment and compared view of the fractures.
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6 Conclusions

The fracture growth rate was measured in three different ways and was approximately
0.5 � 0.1 mm/s in each of the methods. This fact is a confirmation that numerical
simulation reflects fairly accurate hydraulic fracture propagation process. It means that
in the numerical modeling of the real oil field and real hydraulic fracturing we can
estimate the rate of the hydraulic fracture propagation too. Also, we can achieve the
necessary velocity of the fracture propagation depending on the injection pressure or
injection rate

The work was carried out according to the State task (№ 0146-2014-0012), with the
financial support of LLC “RN-UfaNIPIneft” and RFBR (project No. 16-05-00869).
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from the Red Sea Rift Zone

V. I. Maksimochkin(&) and L. R. Preobrazhenskii

Lomonosov Moscow State University, Moscow, Russian Federation
maxvi@physics.msu.ru

Abstract. Based on the results of a study of the magnetic properties of basalt
samples dredged from the Red Sea rift zone at a latitude of 18° N, and of
geomagnetic field paleointensity determination by Thellier–Coe method, it was
concluded that the studied basalts are related to three different stages of crust
formation in this region. It is determined that the geomagnetic field paleoin-
tensity at the time of formation of the studied basalts samples was 1.1–1.9 times
higher than current geomagnetic field intensity in this region. Obtained results
indicate that the geomagnetic field intensity in this region have been decreasing
in the last 100 thousand years.

Keywords: Paleomagnetism � Red Sea � Rift zone � Basalts

1 Introduction

According to modern ideas, the formation of new earth crust occurs in oceanic rift
zones. An important for understanding the formation of the earth’s crust in the context
of the concept of tectonics of lithospheric plates is the study of the rift zone of the Red
Sea, where, according to modern concepts, the young ocean begins with the formation
and development of the oceanic crust.

So, in paper [1] it was shown that the growth of the bottom of the Red Sea for
Brunhes and Matuyama epochs occurs asymmetrically. According to the calculations
given in this work, the rate of movement of the African plate is 7 mm/year for Brunhes
epoch, and rate Arabian plate -6 mm/year. The magnetic characteristics of the basalts
of the bottom of the Red Sea are high different from those, for example, for the
Mid-Atlantic Ridge. The basalts of the Red Sea have a NRM 1.5-2 times higher than
the basalts of the Reykjanes Ridge (North Atlantic) or the South of the MAR [2, 3], and
high value of the Koenigsberger parameter (Qn > 150). The titanium content in the
titanomagnetite of the basalts of the Red Sea as a whole was lower than in the MAR
basalts, and the Curie points is higher correspondingly. Basalts with signs of the
oxyexsolution of titanomagnetite were discovered. The reason for such features,
undoubtedly due to the peculiarities of the formation of basalts, is still unclear.

Based on geochemical studies in paper [4], it was shown that the formation of
basalts of the rift zone of the Red Sea occurred in two stages. These stages differ by the
rate of magma supply and, accordingly, different oxidation-reduction conditions, which
is probably was reflected in the distribution of the anomalous geomagnetic field in the
area under study.
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V. Karev et al. (Eds.): PMMEEP 2017, SPRINGERGEOL, pp. 269–281, 2018.
https://doi.org/10.1007/978-3-319-77788-7_28

http://orcid.org/0000-0002-5893-9374
http://orcid.org/0000-0002-8137-6987
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77788-7_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77788-7_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77788-7_28&amp;domain=pdf


Currently geotectonic constructions based on geomagnetic data are based on the
assumption that the source of magnetic anomalies, which characteristic for rift zones,
are rocks of a magnetoactive layer, most of magnetization of which is irreversible and
formed in ancient magnetic field. Determining the paleointensity geomagnetic field on
the NRM of basalts of the rift zone of the Red Sea, we can formulate the stages of lava
eruption and stages of crust formation in this region, using data on the time variation of
the Earth magnetic field [5, 6]. According to the physical and chemical properties of the
titanomagnetites - carriers of the remanent magnetization of basalts, we can draw
conclusions about the thermodynamic condition of their formation. In [7] attempt was
made to determine the paleointensity of the geomagnetic field (Hpl) in the Red Sea
region by NRM of basalts of rift zone. It was shown that Hpl, determined by the NRM
of some samples, is 2.5 times higher than its current value. The reason for this dis-
crepancy is still unclear.

In this work, for improvement the periods of volcanic activity in the rift zone of the
Red Sea and to determine the paleointensity of the geomagnetic field of time of the
formation of basalts, paleomagnetic studies of samples raised from the bottom of the
Red Sea have been carried out.

2 Samples, Techniques and Methods of Experiment

2.1 Samples

Paleomagnetic studies in this work were carried out on basalt samples from 9 sites of
rift of the Red Sea: №№ 53-4, 59-2, 62-1, 62-2, 57, 61-1, 67, 68-2, 71-3. Samples were
raised by the R/V “Aquanaut” in area of 17° 58’ N., 40° 04’ E. and kindly provided to
us by the leading scientific staff of the IO RAS, professor A. A. Shreider. The age of the
rocks of the seabed according to the geological structure of the rift zone of the Red Sea
in region of 18º N. less than 100 thousand years [8]. In paper [4], two periods of lava
overflow were revealed from the petrochemical and magnetic data of the basalts of this
region of the rift zone of the Red Sea. The conclusion is drawn that basalts №№ 61-1,
57, 68-2, 71-3 are older than basalts №№ 53-3, 59-2, 62-2.

2.2 Techniques and Methods of Experiment

Measurement of the magnitude and direction of the remanent magnetization of the
samples at room temperature was carried out on JR-6 magnetometer (AGICO com-
pany). The magnetic susceptibility (k) of the samples at room temperature was mea-
sured on the IMBO-M instrument.

The Curie point was determined from the temperature dependence of the magnetic
susceptibility k(T) on the MFK1-A instrument, also on the dependence of the mag-
netization I(T) in the field B = 0.24 T on the made by us vibration magnetometer
VM-1. On this magnetometer, a program for control and collecting data was imple-
mented using the ZETLab 220 module [9].

The saturation magnetization (Ms) was determined by the magnetic flux meter
(F-191) according to the Weiss and Forrer method. Hysteresis characteristics: remanent
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saturation magnetization (Mrs), coercive force (Hc) and residual coercive force Hcr
were measured on a VMA-1 vibration magnetometer [10]. The paleointensity of the
geomagnetic field was determined by the Thellier method in the Coe modification [11].
The magnetic field paleointensity was calculated by the formula:

Hpl ¼ KHlab ð1Þ

K is coefficient of linear approximation, obtained from the Arai–Nagata diagram,
Hlab-laboratory field acting on the sample at the time of formation PTRM in the
Thellier cycles.

For estimate the reliability of the Hpl determination, the q parameter was calculated
– the quality index of Arai–Nagata diagram in interval T1, T2, combining and taken
into account four factors simultaneously [12].

q ¼ Kj jfg
rK

ð2Þ

g (gap factor) is factor of the uniformity of the distribution of points along the y-axis on
the Arai–Nagata diagram in the temperature range T1 to T2.

g ¼ 1�
Pi¼N�1

i¼1 NRMi � NRMiþ 1ð Þ2
Pi¼N�1

i¼1 TRMi � TRMiþ 1ð Þ2
� �2

2
64

3
75 ð3Þ

N is the number of points on the Arai–Nagata diagram in the interval T1–T2.
f is the fraction of NRM that falls on the interval T1, T2, if Hpl is determined on the
interval T0−Tc, then f = 1.

f ¼ NRMT0

NRMT1 � NRMT2
ð4Þ

K is the tangent of the slope of the approximating line in the Arai–Nagata diagram
in the interval T1, T2. NRMm and TRMm are arithmetic mean values in the interval
T1, T2.

K ¼ �
Pi¼N

i¼1 NRMi � NRMmð Þ2Pi¼N
i¼1 TRMi � TRMmð Þ2

" #�0:5

ð5Þ

rK is mean square error of the arithmetic mean K

rK ¼ 2
Pi¼N

i¼1 NRMi � NRMmð Þ2�2K
Pi¼N

i¼1 TRMi � TRMmð Þ NRMi � NRMmð Þ
N � 2ð ÞPi¼N

i¼1 TRMi � TRMmð Þ2
" #�0:5

ð6Þ
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Correspondingly, the higher q, the higher the reliability of determining Hpl.
According to [12], the data having the quality factor q > 5 are valid.

3 Results

3.1 Natural Magnetic Characteristics

In the work 28 samples from 9 sites were studied. The natural remanent magnetization
(NRM) and magnetic susceptibility in the field 300 A/m were measured. The results are
shown in Fig. 1. The values of the magnetic susceptibility and natural remanent
magnetization of samples from different sites varied within wide limits.

NRM = 4–80 A/m (<NRM> = 45 A/m), k = (0.204–1,94)*10−2 units SI (<k> =
1,01*10−2 units SI). Variations of magnetization and magnetic susceptibility were
much smaller for samples of each site (Table 1, Fig. 1)

Since the values of the NRM and magnetic susceptibility k of the rock are pro-
portional to the concentration of ferrimagnetic grains in it, such a strong spread is
probably associated with a variation concentration of ferrimagnetic grains in the
sample. Therefore, neither on the magnitude of the natural remanent magnetization nor
on the value of the magnetic susceptibility can conclusions be drawn about the
preservation of the natural magnetic state of the sample. The Koenigsberger parameter
does not depend on the concentration, but depends on the type of magnetization and the
structural state of the ferrimagnetic grains that included in the rock, and also charac-
terizes the preservation of the primary remanent magnetization.

a) b)
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Fig. 1. (a) Natural remanent magnetization and magnetic susceptibility of a collection of
samples of basalts of the Red Sea. (b) Koenigsberger parameter and natural remanent
magnetization.
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Qn ¼ NRM
Hk

ð7Þ

H = 40 A/m. The values of the Koenigsberger parameter for the studied samples:

Qn ¼ 37�475 \Qn[ ¼ 158ð Þ:

The high values of the parameter Qn indicate a high potential paleoinformativity of
NRM of basalts samples.

Table 1. Natural magnetic characteristics basalts samples of the Red Sea

Sample NRM, A/m k∙10−2 units SI Q

53-4(1) 29,99 1,727 43
53-4(2) 28,98 1,942 37
53-4(3) 33,32 1,773 47
59-2(1) 75,85 0,741 256
59-2(2) 49,78 0,702 177
59-2(3) 38,61 0,496 195
62-1(1) 76,79 1,424 135
62-1(2) 72,54 1,590 114
62-1(3) 53,47 1,508 89
62-2(1) 66,41 1,119 148
62-2(2) 69,35 1,437 121
62-2(3) 57,01 1,009 141
57(1) 60,48 0,338 448
57(2) 67,45 0,355 475
57(3) 57,51 0,304 473
61-1(1) 40,88 1,759 58
61-1(2) 34,04 1,646 52
61-1(3) 29,92 1,304 57
67(1) 6,295 0,227 69
67(2) 6,845 0,288 59
67(3) 4,392 0,205 53
68-2(1) 36,62 0,334 274
68-2(2) 21,16 0,204 259
68-2(3) 33,11 0,340 243
71-3(1) 61,11 1,636 93
71-3(2) 51,64 1,339 96
71-3(3) 60,25 1,488 101
71-3(4) 61,69 1,213 127
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3.2 Hysteresis Characteristics

To determine the structural state of ferrimagnetic grains, the hysteresis characteristics of
the samples were measured: saturation magnetization (Ms), residual saturation mag-
netization (Mrs), coercive force (Hc), residual-coercive force (Hcr). Based on this
results, we constructed the Day’s diagram [13] (Fig. 2).

According to Day’s criterion, the ferrimagnetic fraction of the samples is repre-
sented by single-domain and pseudo-single-domain grains. Therefore, for determine
the paleointensity of the geomagnetic field we can use the Thellier method.

3.3 The Results of Thermomagnetic Analysis

For the study the phase state of ferrimagnetic grains, the magnetic susceptibility was
measured as a function of temperature (see Fig. 3) and the magnetization in the field
B = 0.24T was measured as a function of temperature (see Fig. 4). The results of
thermomagnetic analysis show that in samples 53-4, 59-2, 62-1, 62-2, 57, 61-1, 71-3
dominated a single-phase composition. The Curie temperature of this phase, deter-
mined from the k(T) dependence, is in the range from 234 °C to 431 °C. The Curie
temperature, determined from the Ms(T) dependence, turned out to be 10–15 lower.
(see Table 2). In some samples, a small amount of phase with a Curie temperature
equal to Tc of magnetite was found. Sample 67 has a two-phase composition (Tc1 =
412 °C и Tc2 = 580 °C), the magnetization of one of those components has chemical
nature probably. In sample 68-2, two phases with Curie temperatures Tc1 = 280 °C
and Tc2 = 500 °C were also found from the Is(T) dependence.
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Fig. 2. Day’s diagram.
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Fig. 3. Thermomagnetic analysis of basalts sample of the Red Sea (red curve – heating, blue
curve – cooling)
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Table 2. Results

Sample 53-4 71-3 59-2 61-1 62-2 57 68-2 67

Tc, °C{k(T)} 234 271 320 290 329 431 447 412/500

Tc, °C{k(T)}
(after heating)

234 257 310 284 308 335 331 330

Tc, °C
{Ms(T)}

225 240 280 230 305 300 280/500 -

Mrs/Ms 0.21 0.26 0.34 0.22 0.28 0.38 0.32 0.29

Hcr/Hc 1.37 1.29 1.25 1.36 1.26 1.2 1.32 1.65

K −0.809 −0.996 −1.130 −1.247 −1.184 −1.501 −1.344 −0.442

g 0.9879 0.9969 0.9967 0.9885 0.9979 0.9975 0.9921 0.50

f 0.9092 0.8906 0.9129 0.9746 0.8373 0.8162 0.8129 0.3253

rb 0.0147 0.0235 0.0550 0.0447 0.0418 0.0341 0.0196 0.0620

q 49 38 19 27 24 36 55 1

Hlab, A/m 40 40 40 40 40 40 40 40

Hpl, A/m 32.4 ± 0.6 39.8 ± 0.9 45.5 ± 2.2 49.9 ± 1.8 47.4 ± 1.7 60.0 ± 1.4 53.8 ± 0.8 18 ± 2

VADM, A�m2 6.42E + 22 7.88E + 22 9.01E + 22 9.88E + 22 9.39E + 22 11.9E + 22 10.7E + 22 -
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3.4 Results of Determining of the Geomagnetic Field Paleointensity

The results of the NRM study of basalt samples by the Thellier–Coe method in the
representation of the Arai–Nagata and Zijderveld [14] diagram are shown in Fig. 5.
Diagrams of Zijderveld show that the natural magnetization of these samples is prac-
tically one-component. According to these regularities and the linear relationship
between NRM and PTRM in the Arai–Nagata diagram for samples 53-4, 59-2, 62-1,
62-2, 57, 61-1, 68-2, 71-3, we can state that the primary magnetization of these samples
is preserved and has a thermally remanent nature. From the Arai–Nagata diagram for
sample 67, it can be seen that the remanent magnetization has a two-component
structure. It is also seen that after heating the sample to 482 °C without magnetic field
only about 30% of the NRM collapses, i.e. the main contribution to the magnetization
of the sample is made be a component with Curie temperature close to Curie tem-
perature of magnetite, and most of NRM is probably of chemical origin. For each
sample, the paleointensity of the ancient magnetic field Hpl was determined from the
slope of the approximation line of data in the Arai–Nagata diagram. Also, for each
sample, the coefficients characterizing the quality of the Hpl determination were
determined (see Table 2). From the getting value of paleointensity, the dipole magnetic
moment of Earth (VADM) was calculated under the assumption of axial dipole
according to the formula:

VADM ¼ 4pHplR3
Effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 3cos2H
p ð8Þ

Ɵ – polar angle (for the studied region Ɵ = 720).
The calculated value of VADM varied from 6.42*1022 A*m2 to 11.9*1022 A*m2

3.5 The Discussion of the Results

As is known, Curie temperature of titanomagnetite of basalt depends on the content of
titanium in it and the degree of oxidation, which is determined by the oxidation
medium and grows with age of the rock. Thermomagnetic analysis based on depen-
dence of the magnetic susceptibility on the temperature under heating in argon showed
that titanomagnetites of basalt № 53-4 and № 71-3 (the first group) have smaller Curie
points (Tc = 234 °C Tc = 271 °C, respectively), i.e. contains more titanium that
titanomagnetite samples of basalt of the second group-№№ 59-2, 61-1, 62-2 (Tc =
320 °C, Tc = 290 °C, Tc = 329 °C, respectively). Moreover, it was found that after
heating of the samples noted above to 600 °C in argon, the Curie temperature decreased
insignificantly, maximum of 20 °C (see Fig. 3), which indicates a low degree of change
in titanomagnetite in situ. It was also found that the paleointensity values of the
geomagnetic field, determined from the NRM of basalts of the second group, are quite
close to each other: Hpl = 45.5; 47.4 and 49.9 A/m (see Table 2). The magnitude of the
paleointensity of the geomagnetic field, determined from samples № 53-4 and 71-3
with low Curie points, turned out to be lower: Hpl = 32.4 and 39.8 A/m.

The two-phase composition of the ferrimagnetic fraction of basalts№№ 57, 68-2 and
67 with Tc1 = (412–447) °C, showed a decrease by about 80–110 °C of the Curie
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tation of the Arai–Nagata and Zijderveld diagrams (the number near the points are the maximum
value of the temperature in the Thellier cycle)
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temperature when the samples were heated to 600 °C in argon (see Fig. 3), which
indicates that the titanomagnetite of these basalts has a greater degree of
non-stoichiometry [15], than the titanomagnetite of the basalt samples seen above.
Consequently, the condition for their formation are significantly different, and they are
older in age than basalts №№ 59-2, 61-1, 62-2. The geomagnetic field paleointensity,
determined from NRM of samples № 68-2 and № 57, were higher: Hpl = 53.4 and
60 A/m, respectively.

The geomagnetic field paleointensity Hpl, determined by us, turned out to be
1.1–1.95 times higher than the geomagnetic field calculated by the IGRF12 model for
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the 2015 epoch for the region of sampling Hmain = 30.7 A/m. The growth tendency of
geomagnetic field paleointensity and VADM is observed with increasing Curie tem-
perature of basalt titanomagnetite (Table 2, Fig. 6).

If we assume that basalts with a larger Curie point are of a larger age, then we can
conclude that geomagnetic field intensity has been decreasing over the last 100 thou-
sand years.

Thus, the result of thermomagnetic analysis and the paleointensity values of the
geomagnetic field determined by us indicate that the investigated samples of basalts
refer to three stages of lava outflow.

4 Conclusions

1. It is established that the natural magnetization of most of the basalt samples studied
has thermo-remanent nature and has a high paleoinformativity. Paleoinformativity
of natural magnetization of sample № 67 is low, as one of its components has a
chemical nature.

2. The values of the hysteresis characteristics indicate the predominance of magnet-
icgrains with a single-domain and pseudo-single domain structure, which indicates
the reliability of determining the geomagnetic field paleointensity by Thellier
method.

3. The investigated samples of the basalts of the Red Sea refer to the three stages of
lava overflow.

4. The geomagnetic field paleointensity, determined from the basalts of the Red Sea,
was 1.1–1.9 times higher than the current field for the region. The data of ther-
momagnetic analysis and the results of determination of Hpl indicate that the
geomagnetic field intensity in this region have been decreasing in the last 100
thousand years.
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Abstract. We report on the experimental studies of the influence of two dif-
ferent types of hydrodynamic perturbations on the characteristics of laser radi-
ation scattering in the near-water aerosol layer. Laboratory experiment was
carried out in a tank with flowing and standing aerated water. The first type of
hydrodynamic perturbations was created by a streamlined obstacle at the tank
bottom; the second one - by rotating propellers. Two sorts of statistical ampli-
tude distribution of red laser light scattering in a near-water aerosol located
above the perturbation region are established. It is established that various
statistical distributions of the amplitudes of the laser radiation scattering pulses
on the particles of the near-water aerosol and, accordingly, the different aerosol
distributions in size, correspond to these various hydrodynamic perturbations.
Normalized amplitude distribution histograms of light scattering are compared.

Keywords: Aerated aqueous medium � Near-water aerosol � Laser radiation
Hydrodynamic perturbations � Histograms � Registration of light scattering

1 Introduction

Hydrodynamic perturbations that arise in the sea depths under the influence of various
sources can be manifested in the near-water layer of the atmosphere. Earlier [1–6] it
was established that one of the mechanisms of the impact of the marine environment
perturbation on the characteristics of the near-water aerosol is associated with the
release of gas bubbles. Hydrodynamic perturbations of the water environment change
the characteristics of the gas bubbles that reach the water surface. When the bubbles
burst, small particles of water containing organic and inorganic substances are released
into the atmosphere. The intensity of the particles emission into the atmosphere
increases with the increasing density of the gas bubbles flow. The particle size dis-
tribution of the near-water aerosol also changes.

The establishment of connection between aerosol characteristics and hydrodynamic
perturbations in themarine environment is an actual problem. By observing perturbations
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in the near-water layer of the atmosphere it is possible to indirectly obtain information
about the actual hydrodynamic processes. Remote recording of the characteristics of the
near-water aerosol and its particle size distribution can be carried out using laser-optical
instruments [7–10]. In the context of creating new remote probing tools this line of
research is promising and allows not only to register various anomalies in the water layer,
but also to identify them.

We report on the laboratory experimental studies of the variability of disperse
characteristics of aerosols in the near-water atmospheric layer under the influence of
two types of hydrodynamic perturbations (HDP), which were based on the laser
radiation elastic scattering method. In our work we used installations with a
flow-through and non-flow-through tank.

2 Registration of Aerosol Laser Radiation Scattering Over
the Water in a Tank, Disturbed by Propellers

Rotation of two propellers from the ship model was used to generate the HDP in the
setup with a non-flow-through tank (Fig. 1).

In order to investigate the effect of HDP on the characteristics of the laser radiation
scattering on a near-water aerosol experiments were conducted by aerating water in the
tank by means of air pumping through the ceramic rods lying on the bottom of the tank.

Fig. 1. Scheme of a laboratory setup with a non-flow-through tank: 1 – tank with a set of
fasteners; 2 – an objective with a photodetector based on a photomultiplier; 3 – laser emitter
(k = 660 nm); 4 – laser beam; 5 – aerator; 6 – turbulent flow generator (propellers); 7 – water
surface.
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The measurements were performed with recording the light scattering amplitudes on
individual aerosol particles in the LGraph2 program in the accumulation mode with a
duration of 300 s. Based on the measurement results, histograms of the distribution of
the aerosol scattering signals amplitudes, normalized to the total number of pulses, as
well as difference histograms were constructed. For the convenience of comparison of
results, all the histograms were multiplied by a factor of 106. Figure 2 shows nor-
malized histograms of the aerosol scattering signals amplitudes for HDP in the form of
propellers at their different rotation speeds, differing by a factor of 1, 3. The left
histogram in Fig. 2 is obtained with a higher rotational speed of the propellers.

From the data obtained, it can be seen that the HDP, caused by propellers, leads to a
noticeable change in the forms of the histograms of the aerosol scattering amplitudes,
which indicates a change in the dispersion of aerosols in the presence of such
HDP. The received distributions of the amplitudes of the detected signals also change
significantly with change of the propellers rotational speed.

3 Registration of Aerosol Laser Radiation Scattering Over
Water Flowing Around an Underwater Obstacle in a Tank

The experiments were carried out in a flow-through tank (Fig. 3). An obstacle in the
form of a hump with a smooth profile, installed at the bottom of the tank, was used as a
source of perturbations.

Water was supplied to the flow-through tank from the water pipe through a comb
with holes. Aerating of water in this case was carried out by feeding air into the comb
from the compressor. From the opposite end of the tank water was flowing out, which
provided a constant water flow in the tank at a certain speed. To disturb the water flow,
an underwater barrier was installed on the bottom of the tank. The distance from the top
of the barrier to the water surface was 40–50 mm.

Fig. 2. Normalized histograms of the aerosol scattering signals amplitudeswithoutHDP-influence
(a), in case of water perturbation by the propellers (b) and their difference (c).
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Measurements of aerosol scattering in the flow-through tank were carried out at
several positions of the barrier, which was moved horizontally by steps of 5 cm in the
direction of the flow. At the same time, the position of the registration zone was not
changed. Figure 4 shows the normalized histograms and their difference when the
position of the underwater barrier has the maximum effect on the distribution of the
amplitudes of the aerosol scattering impulses (a = −22 mm).

Figure 5 shows peak-to-peak values (the difference between the maximum and
minimum values) of the differences in the normalized histograms obtained during
experiments with the movement of the obstacle.

The largest peak-to-peak value of the normalized histograms differences corre-
sponds to distance a = −22 mm, when the top of the barrier was “downstream” from
the detection zone. The data shown in Fig. 5 illustrate that there is a significant
dependence of the aerosol particles distribution on the location above the underwater
obstacle.

To compare the characteristics of various types of HDP, Fig. 6 shows the nor-
malized histograms of the amplitudes of the signals of aerosol scattering with propellers
and aerosol scattering with an obstacle.

The shapes of the histograms in Fig. 6 show a significant difference in the size
distribution of aerosol particles for HDP created by propellers and HDP in a flowing
tank with a barrier. This difference can serve as an identification feature for these types
of perturbations and can be used in solving application tasks in full-scale marine
conditions.

Fig. 3. Scheme of the laboratory setup with a flow-through tank: 1 – laser emitter (k = 660 nm);
2 – screen with a hole; 3 – an objective with a photodetector device based on a photomultiplier; 4
– laser radiation trap; 5 – the tank; 6 – underwater obstacle (a – displacement of the registration
area from the top of the underwater obstacle); 7 – generator – aerator of laminar flow.
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Fig. 4. Normalized histograms of the amplitudes of aerosol scattering signals without
perturbation of the water flow by the barrier (a), with perturbation of the water flow by the
barrier (b) and their difference (c).

Fig. 5. Dependence of peak-to-peak values N (�10−3) of the normalized difference histograms
of aerosol scattering on the displacement of the barrier in the tank (distance “a” in Fig. 4).
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4 Conclusion

As a result of laboratory experiments, it has been established that the HDP of an
aqueous medium change the characteristics of the laser radiation scattering on a
near-water aerosol. This happens due to the change in the particle size distribution of
aerosols caused by HDP. Different by nature HDP affect the size distribution of
aerosols in different ways, which is manifested in the form and magnitude of differ-
ences in the histograms of the amplitudes of the aerosol scattering signals. This effect
can be used not only to record the presence of HDP in the aquatic environment, but also
to identify them.
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Abstract. Here we report on a comparative analysis of laser techniques for
detection and speciation of radionuclides and its complexes in the geosphere. The
application of different methods is illustrated by the example of uranium(VI)
speciation in aqueous environment and detection of trace elements on the ppm
level in gases, which appear as a result of reprocessing of spent nuclear fuel.
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1 Introduction

Radionuclides migration in geosphere is a hot spot in biogeochemistry due to its adverse
impact on the human organism. Besides the fraction of nuclides, which is naturally
present in the environment, recent developments of atomic energy resulted in a problem
of nuclides accumulation due to the necessity of radioactive waste disposal, and also
leakages accompany the functioning of nuclear plants. For instance, it is known that
uranium is present in elevated concentration in the hydrosphere of certain regions in
Germany [1] due to the sewage waters, which come from uranium mines. The process of
radionuclides migration is also of a high interest because of the necessity to create
long-term repositories for high level radioactive waste, and in this case mathematical
modeling of nuclides’ transport behavior is crucial. As these repositories are usually
located deep underground, one needs to consider several mechanisms of nuclides
migration, including complexation and transportation by mineral nanoparticles or dis-
solved organic matter. This fact stimulated the development of multiple methods for the
assessment of interactions between radionuclides and various geologically significant
ligands in solution, as well as for characterization of metal sorption on the surface of
colloid nanoparticles. First of all, this requires determination of equilibrium constants
and their temperature in laboratory conditions behavior as a prerequisite for modelling
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of the speciation of different metal complexes in the system. The second task is the
detection of radionuclides and determination of its speciation in the geosphere. Both
tasks can be solved by a set of optical methods, which allow for high sensitivity and
selectivity of detection and, importantly, to perform this in real time without sampling.
Moreover, the analysis can be performed remotely, that is required to control processes
in a radioactive zone. This work is aimed at the discussion of the state-of-art optical
methods capable of solving the described task.

Namely, we will focus on the following optical methods: time-resolved laser-induced
fluorescence spectroscopy (TRLIFS), laser induced breakdown spectroscopy (LIBS) and
surface enhanced Raman scattering (SERS) as the proven optical methods that meet the
requirements of remote analysis.

Brief description and possible applications of these methods related to detection of
radionuclides will be given in theoretical background section. Next, in the results and
discussion section, the experimental results obtained by our group using these methods
will be presented, after which we summarize the merits and demerits of these
approaches.

2 Theoretical Background

2.1 Time-Resolved Laser-Induced Fluorescence Spectroscopy

Time-resolved laser-induced fluorescence spectroscopy (TRLIFS) was extensively used
for uranium speciation in aqueous solution. Though its application is mostly motivated
by uranyl analysis in drainage waters [2], this technique can also benefit the techno-
logical process of uranium mining using the leaching process and uranium disposal –
e.g., this initially stimulated the developments of TRLIFS in our group [3, 4].

Usual experimental setup of TRLIFS consists of the excitation source which is
usually a pulsed laser system and a spectrograph, combined with a so-called intensified
CCD-camera and delay generator providing time-resolved mode [5].

At low levels of the excitation source intensity and uranyl concentrations, such that
no nonlinear effects associated with the processes of collisional deactivation between
two excited complexes are observed, the decay signal of the luminescence of a mixture
of N fluorescent radionuclide complexes is represented in the form [3]:

Ilum k; tð Þ ¼
XN

i¼1

AiSi kð Þ expð�t=siÞ ð1Þ

where Ai, si, Si is the contribution of the i-th form to the general luminescence signal,
the lifetime of the excited state, and the spectral band shape of the i-th form at given
wavelength k.

Taking into account that the total luminescence signal is proportional to the fraction
of the i-th form of uranyl complex in the solution, it becomes possible to restore the
uranium speciation in the solution. It is worth noting, that for uranyl complexes the
luminescence spectra of various forms differ insignificantly, while the time for deac-
tivation of the excited state differs in between complexes by several orders of
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magnitude [6], which makes it possible to effectively distinguish the forms of uranyl
complexes in solution using the TRLIFS method.

However, TRLIFS sometimes gives incorrect predictions [7]. Namely, we aimed at
understanding the differences in the values of photophysical parameters of uranium
complexes obtained by different research groups and came up to the importance of
non-linear processes under laser excitation, annihilation of the excited states.

Still, the main advantages of TRLIFS are its sensitivity and capability to identify
different complexes of uranyl, however, not all significant radionuclides exhibit
laser-induced fluorescence. Though sometimes luminescent metals (e.g. terbium or
europium) are used to mimic the speciation or interaction with nanoparticles by
non-luminescent radionuclides (e.g. americium) [8], this approach obviously is not
applicable for in situ sensing.

2.2 Laser-Induced Breakdown Spectroscopy

Hence, universal optical methods are of a high demand for radionuclides detection, and
in this area laser-induced breakdown detection (LIBS) can be considered to be the most
promising one. LIBS method is free of TRLIFS restrictions and allows to detect a
signal form any radionuclide by its atomic emission in laser-induced plasma.

The LIBS method is based on the phenomenon of optical breakdown in a sample:
when the intensity of the incident radiation exceeds a certain threshold value, a
luminous plasma forms in the sample. The radiation spectrum of the resulting plasma is
formed due to the effects of inverse bremsstrahlung of plasma electrons and due to
radiation relaxation of the excited ions and atoms of the substance from which the
plasma was generated. Using atomic emission spectrum one can get fraction of certain
atoms in a complex compound [9].

A typical LIBS experimental setup is rather simple and includes a pulsed laser
capable of creating a power density above a predetermined breakdown threshold and a
spectrometer (often also with a temporal resolution, to separate the most representative
analytical lines) [9].

LIBS operates in liquid, solid and gas phases, and has already been commercialized
for the use in nuclear industry e.g. by the Applied Photonics (UK) company. Disre-
garding the general problems of LIBS such as non-linearity of signal with concen-
tration, the influence of matrix composition on the signal etc. it can be adapted to
almost any industrial process with certain compromises. Though being less sensitive
that expensive laboratory methods as ICP-AES or ICP-MS, it attract the users from
industry by the possibility to control the composition of media in real time without
sampling, flexibility and price.

For instance, our group installed the LIBS technique to perform on-line control of
wastes during the pyrochemical reprocessing of spent nuclear fuel. In the case of
nuclides sorption on nanoparticles, modification of LIBS – LIBD (laser-induced
breakdown detection) is known to detect ultralow quantities of colloids in solution.
However, LIBS and LIBD generally do not provide for “molecular” information, i.e.
speciation, thus not allowing to discriminate different forms of nuclides.
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2.3 Surface Enhanced Raman Scattering

From this point of view, researchers become interested in Raman scattering, the
method, which allows determining molecules by their fingerprint spectra originated
from vibronic structure. Raman spectroscopy in sometimes used simultaneously with
LIBS as an additional detection mode and allows to extend LIBS capabilities. At the
same time, the problem of Raman scattering is its low sensitivity (almost 13 orders of
magnitude lower than for fluorescence spectroscopy!). To solve this problem, specific
substrates can be used, which provide for SERS – surface enhanced Raman scattering.
While exhibiting vibrational spectra, SERS may in certain cases detect single mole-
cules, however, the problem here is the development of substrates for concrete pur-
poses, i.e. optimized for radionuclides detection. Recently we reported on the
development of a carbon nanowalls-based chips coated with Au nanoparticles for
SERS [10], which also demonstrated highly efficient detection of uranyl complexes.
Hence, the SERS chips can become a prospective platform for radionuclides complexes
express detection in liquid samples.

3 Experimental Setup

A custom-built laser fluorometer was used for TRLIFS measurements and was similar
to the described earlier [3].

For the LIBS experimental setup Nd:YAG was used (kexcitation = 1064 nm, pulse
duration * 10 ns, pulse energy * 100 mJ). The detector was combination of mono-
chromator “M266-IV” (“Solar”, Belorussia) and intensifiedCCD-camera “Nanoscan-24”
(“Nanoscan”, Russia). For flow control, flowmeters of Bronkhorst High-Tech BV
(Netherlands) were used.

4 Materials

All liquid samples were prepared in deionized Millipore water. Samples for detection
of complexation processes were prepared with total concentration of uranium 10−4 M,
pH = 3.0, and ionic strength 0.1 M that were controlled by addition of known amount
of HClO4, NaF and NaClO4.

Samples for demonstration of dependence of luminescence decay rate on intensity of
excitation source were prepared with concentration of UO2

2+ 0.01 M, H3PO4 0.1 M and
HClO4 0.1 M. Measurements were performed at ambient temperature (25 ± 1) ◦C.

For experiments with gas, gases of argon and hydrogen were used with a purity of
1 ppm.
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5 Results and Discussion

First, we demonstrate the determination of the species distribution of uranyl fluoride
complexes as a function of the fluorine concentration obtained by TRLIFS method. On
Fig. 1 typical luminescence decay curve observed in experiment presented.

Using (1), from the kinetics of luminescence decay for solutions of uranyl fluoride
with different fluorine concentrations, a distribution of uranyl complexes with a dif-
ferent number of attached fluorine ligands was obtained. Figure 2 shows the concen-
trations of uranyl fluoride complexes in solution recovered from the TRLIFS-data.

As noted earlier, our group found the fact that the rate of deactivation of the excited
state of uranyl depends on the intensity of the incident radiation. In addition, in [3] a
model was proposed that explains this dependence by the interaction between two
excited uranyl ions. The characteristic rate of such interaction, according to the
assumptions [3], would depend on the concentration of uranyl in the solution, the
diffusion constant of the complex and the radius of the bimolecular interaction.

We estimated this rate of non-linear deactivation of uranyl for the uranyl phosphate
complex. Using the values of the radius and the diffusion constant, as in [3], we
estimated indirectly the concentration of uranyl in the solution, it turned out to be

Fig. 1. Typical kinetics of the luminescence decay of uranyl fluoride complex in aqueous
solution.
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0.05 ± 0.04 M. Despite the relatively small accuracy (true concentration of uranyl was
0.01 M), it can be assumed that the method of measuring the dependence the decay rate
of luminescence on the intensity of the incident radiation, can be used as a
calibration-free method for determining the concentration of uranyl in inorganic
solutions.

Figure 3 shows the kinetics of the luminescence decay at various intensities of
excitation radiation. The difference in kinetics for different intensity levels allows us to
tell about the presence of an additional decay channel, which is related to the inter-
action between excited uranyl complexes.

Further we present some of results that can be obtained using other mentioned
optical method – LIBS. In the process of reprocessing spent nuclear fuel using pyro-
chemical methods, it becomes important to control the waste gas component.

To simulate the atmosphere of the pyrochemical chamber, the experimental setup
presented in Fig. 4 was created. A custom designed gas cuvette was connected to gas
cylinders filled with gases, which are known to be present in the atmosphere of a
pyrochemical chamber. The gas inlet from these cylinders occurred under the control of
the flowmeters, and the pressure was controlled by a manometer. Thus, it was possible
to obtain a calibration curve for the LIBS device, as well as determine its detection
limit.

Fig. 2. Speciation diagram for uranyl fluoride complexes. Conditions were [UO2
2+] = 10−4 M,

pH = 3.0. The dashed line indicates theoretical distributions of uranyl fluoride complexes in
solution with specified parameters calculated using the MEDUSA-HYDRA software [11] on the
complexation constants from [12]
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The obtained kinetics of the hydrogen inlet in argon atmosphere, which is deter-
mined as a ratio of the intensities of the hydrogen spectral lines at 656 nm and the
argon at 696 nm, is shown in Fig. 5. As we see, this experimental setup made it
possible to easily determine the elemental composition of gas atmosphere at the level of
100 ppm. The estimated limit of detection for various gases was about below 1 ppm.

Fig. 3. Kinetics of luminescence decay of uranyl phosphate complexes at various intensities of
excitation radiation.

Fig. 4. The scheme of the experimental setup for modeling the determination of the gas
composition in the pyrochemical chamber by the LIBS method.
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The experiments demonstrated that it is possible to detect 1–10 pm sensitivities for
nitrogen, oxygen and inert gases, while the sensitivities for carbon and iodode were in
the >100 ppm range.

6 Conclusion

Here we report on the comparative study of several laser techniques which allow for
radionuclides detection and speciation. While in the case of luminescent species
TRLIFS is the most advantageous method due to its sensitivity to the local environment
of the metal ion, in case of technical applications, such as control of technological
processes, where real-time analysis is required, LIBS is a reliable solution. Namely, in
the case of gas analysis, LIBS allows for detection of*1 ppm concentrations of the
major components of spent nuclear fuel, e.g. during the pyroprocessing.

Acknowledgments. The work was supported by the Russian Federation President’s grant
(MK-9394.2016.2) and grant № 8719GU/2015 from 16.12.2015 (code 0019175), competition
UMNIK 15-11.

Fig. 5. The kinetics of the hydrogen inlet in argon atmosphere, which is determined as a ratio of
the intensities of the hydrogen spectral lines at 656 nm and the argon at 696 nm. Concentration
of hydrogen is indicated by the arrows.
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Abstract. The algorithm for estimation of the quantum yield of phytoplankton
fluorescence from the remote sensing satellite of the MODIS tool is discussed in
the paper. There is an example of manifestation of the iron limitation in the
Amundsen Sea. Amundsen Sea encloses two polynyas: Fe-limited ASP
(Amundsen Sea Polynya) and Fe-replete PIP (Pine Island Polynya). We present
a procedure for comparing the mean values of the quantum yield of phyto-
plankton fluorescence in these regions and the requirements for it. To meet these
requirements, the data of two satellite systems were analyzed and compared:
MODIS and AVHRR. Analysis of the data made it possible to observe the
differences in the mean values of the quantum yield of phytoplankton fluores-
cence in these two regions during the bloom period of the Amundsen Sea
phytoplankton in 2012.

Keywords: Remote sensing � MODIS � AVHRR � Phytoplankton
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1 Introduction

Phytoplankton is a natural marker that characterizes the ecological state of the ocean.
Monitoring of phytoplankton physiology by remote sensing methods is a key task of
research of global biogeochemical cycles in the ocean. Polar regions are most inter-
esting as they are areas with highest values of primary production [1, 2]. The efficiency
of CO2 absorption by phytoplankton cells in the polar regions largely determines its
concentration in the global atmosphere [3]. Also in these areas there are significant
changes associated with the melting of glaciers, manifesting themselves, including in
the physiology of phytoplankton [4].

The most informative for this purpose is the satellite instruments of high spatial
resolution. However, for interpretation obtained data, especially for the estimation to
phytoplankton parameters characterizing its physiological state, it is necessary to use
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complex models and their regional correction using in situ data. Also in these areas
there are problems of atmospheric correction associated with high region cloudiness,
low angles of incident solar radiation and ice drift. Therefore, it is necessary to compare
the sensing data in the visible range (ocean color) with the results of sounding in the
microwave range to determine atmospheric correction errors and estimation sea ice
concentrations.

The object of this study is Amundsen Sea – the most productive region (per unit
area) in the Antarctic. The Amundsen Sea harbors two particularly productive poly-
nyas, in each of which there is phytoplankton bloom: ASP (Amundsen Sea Polynya) of
about 27000 km2 and PIP (Pine Island Polynya), 18000 km2 [5]. The phytoplankton
bloom is controlled by the flow of iron entering the water during the melting of
glaciers, as well as by high-nutrient flows of circumpolar deep waters. Oceanographic
studies revealed strong Fe stress in the ASP, whereas the PIP showed virtually no
signatures of Fe limitation [6, 7]. Other factors that determine the vital activity of
phytoplankton (the surface flux, the amount of nutrients, the temperature) in these
regions are the same, which makes them an interesting object from the point of view of
remote sensing. Thus, a comparison of these areas allows us to consider the mani-
festation of the effect of iron limitation in satellite remote sensing data.

Iron is a necessary element for the functioning of the electronic transport chain in
phytoplankton cells. It is contained in the photosystem II reaction systems [8, 9]. The
variablefluorescence signal of photosystem II (PSII) is sensitive to iron limitation [10, 11]
and can be used to determine the physiological state of phytoplankton. The fluorescence
quantum yield is used as a parameter of the iron stress in its cells. Here and below, under
the quantum yield of fluorescence, we will mean the quantum yield of chlorophyll a
fluorescence in phytoplankton cells in vivo, that is the ratio of the fluorescence photons of
chlorophyll-a emitted throughout the fluorescence band to photons absorbed by all
cellular phytoplankton pigments. It is known that the fluorescence quantum yield of
phytoplankton tends to increase with iron stress [12], which is associated with a
decreasing efficiency of photochemical processes. Thus, in this paper, the task was to
investigate the possibility of remote detection of differences in the fluorescence quantum
yield in ASP and PIP as an indicator of the saturation of these regions with iron.

For this reason, we corrected the procedure for estimation of the fluorescence
quantum yield from satellite data. Further the distribution of the fluorescence quantum
yield calculated from satellite data was compared with the results of in situ measure-
ments of the 2012 fluorescence quantum yield [13].

2 Methods

Level 3 monthly and 8-days composite regional maps of chlorophyll-a, normalized
fluorescence line height and diffusive attenuation coefficient from Moderate-Imaging
Spectroradiometer (MODIS) Aqua were obtained from the Goddard Space Flight
Center. We used algorithm Hout for estimation values of quantum yield and Python
programming language. We analyzed data of 2012 year 8-days data sets, with the
spatial resolution of approximately 9 km.
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We also used AVHRR microwave remote sensing data, retrieved from the NOAA
[14] for sea ice coverage during the study.

3 Results and Discussion

In the paper, we will rely on in situ data obtained in the 2012 expedition and previously
described [13]. Data is presented in the Table 1. The estimation of the fluorescence
quantum yield value from these data can be carried out in 2 ways. First: using the
fluorescence lifetimes values in the study of Lin et al. [15] it was shown that it is
proportional to the fluorescence quantum yield. In this case, the expected difference in
the fluorescence quantum yield of the two polynyas was 25%. Second: using mea-
surements of the relative quantum yield of photochemical quenching. Assuming the
contribution of NPQ in PIP and ASP is the same, we expect to observe the difference in
the magnitude of fluorescence quantum yield of the order of the difference in the
quantum yield of photochemical quenching of these regions-that is about 27%.

Fluorescence quantum yield estimation algorithm proposed by Huot [16] was taken
to compare with in situ data. To compare mean values of fluorescence quantum yield
values of two polynyas the algorithm should meet the following requirements:

(1) Investigated regions have different mean chlorophyll concentrations, moreover
chlorophyll concentration value is varying in wide range in each polynya. Fluo-
rescence quantum yield is a parameter that characterizes physiological state of
phytoplankton and it should not be correlated with chlorophyll concentration.
Thus it is necessary for calculated quantum yield value to be independent on
chlorophyll concentration.

(2) Fluorescence quantum yield value is calculated using mainly reflected signal at
678 nm. In the investigated region there is a lot of drifting ice that increases
scattered signal in microwave spectral range. Microwave range is used in signal
atmosphere correction that leads to corrected signal increase for regions of high
ice density. Atmosphere correction mainly manifests itself in red spectral region
and thus in fluorescence estimation. Thus the algorithm should be applied to
ice-free regions only.

Let us study the distributions of the quantum yield of fluorescence from the values,
calculated using the Huot model [16] across all polynya. The results are presented in
Fig. 1. We analyzed the data of the 8-day averaging at the flowering peak in January–
February 2012. The data include the dates of the expedition [13] and the two preceding

Table 1. Results of in situ data from paper [13].

Concentration of
chlorophyll-a, mg m−3

Quantum yield of
photochemistry, a.e.

Fluorescence
lifetime, ns

ASP 3.05 ± 1.77 0.35 ± 0.06 1.25 ± 0.15
PIP 2.25 ± 0.54 0.48 ± 0.03 1.0 ± 0.3
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weeks. According to satellite data, the blooms peak in the ASP fell on the first week of
February (February 2–9). It is expected that in these terms the manifestation of the iron
limitation and the difference in the fluorescence quantum yields will be most
pronounced.

Obtained results (see Fig. 1c) demonstrate notable differences in the quantum yield
fluorescence of two polynyas for the period from February 2–9, when the blooms peak
in the ASP was observed. Supposedly such a noise character of the distributions is
related with that points with the concentration of ice (sea ice) more than 50% per cent
make a significant contribution to the statistics of values.

We restrict the consideration to regions with ice concentrations less than 30%.
Since it is in these areas the highest concentration of chlorophyll is observed, this
analysis allows one to analyze the physiological state of the phytoplankton of each
polynya.

Figure 2 shows the distributions of the quantum yield of fluorescence from the
values and the approximation by the Gaussian distribution. The resulting average
values presumably correspond to the average values of the quantum yield of fluores-
cence in each polynya. Figure 2a corresponds to the dates January 25–February 1,
Fig. 2b: February 2–9, Fig. 2c: February 10–17. With such data selection, we can
observe the dynamics of the manifestation of the effect of iron limitation. So for the
period January 25–February 1, the effect of the difference in the quantum yield of
fluorescence is already expressed, although the greatest difference was observed in the
following week, it correlates with the data of the satellite monitoring of chlorophyll
concentration in the ASP polynyas. In the period corresponding to the expedition (2–9
February), there was also a manifestation of iron limitation, the difference in the

Fig. 1. 1(a) Sea ice concentrations obtained from AVHRR data. 1(b) Map of the fluorescence
quantum yield obtained from MODIS data. 1(c) The distributions of the quantum yield of
fluorescence from the values and their Gaussian fitting obtained from MODIS data.
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average values of the fluorescence quantum yield was about 40%, which correlates
with the data “in situ”.

Figure 2d illustrates the dependence of the calculated values of the quantum yield
fluorescence on the concentration of chlorophyll. For the analysis of the result’s
dependence of the operation of the algorithm for calculating fluorescence quantum
yield on chlorophyll concentrations, the used algorithm demonstrates independence of
the results of the work from the estimated values of chlorophyll concentration, what is
necessary to compare regions with different chlorophyll concentration values.

4 Conclusions

The purpose of our investigation was correction of procedure to estimation of the
fluorescence quantum yield from satellite data in order to observe the manifestation of
the effect of iron limitation in the ASP clearing of the Amundsen sea (compared to the
PIP clearing of this sea). We have put forward the requirements for the algorithm:
independence from the chlorophyll concentration and errors in the microwave range
associated with problems of atmospheric correction and the presence of ice cover. Polar
regions are areas where satellite analysis is difficult due to high cloudiness and a large
amount of drifting ice. We have developed a method for estimating the value of the
quantum yield of fluorescence, which characterizes the physiology of the phytoplankton

Fig. 2. The distributions of the quantum yield of fluorescence from the values and their
Gaussian fitting obtained from MODIS data: (a) during 25 January–1 February (b) during 2–9
February (c) during 10–17 February. (d) Dependence of values of the fluorescence quantum yield
from chlorophyll-a concentrations obtained from MODIS data.
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of this region on the basis of a comparison of the data of MODIS and AVHRR satellite
systems. The use of MODIS microwave data is difficult due to the small amount of data
for this area. The 2012 data, corresponding to the expedition period and 2 weeks
preceding it, was analyzed by the developed method. We observed a difference in
fluorescence quantum yield in all data of the indicated period, it was the most expressed
during the period of the most intensive flowering in the ASP polynya. The difference in
average values of fluorescence quantum yield obtained from data satellite sounding
during the period corresponding to the expedition was 40%, which exceeds the differ-
ence in 27% in the quantum yield of photochemistry, measured “in situ”. Firstly, this is
due to the sample (irregular distribution of the stations in the region), and secondly due
to the fact that the dependence of fluorescence quantum yield on a quantum yield of
photochemistry is not strictly proportional, i.e. with the effect of non-photochemical
quenching.
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Abstract. The problem of exact mathematical models of potential sur-
face waves propagation is considered. The existing models converting the
original system of hydrodynamic equations and boundary conditions into
some new form are analyzed. A new approach to the above mentioned
problem is presented resulting in the single equation for the waveform.
The relations permitting to reconstruct all physical fields on the base of
this waveform are formulated. It is shown how on the base of the equa-
tion received to construct all well-known results of approximate theories
of stationary surface waves.

Keywords: Potential waves · Waveform · Stream function

1 Introduction

For a long time the potential surface wave’s description is one of the classic hydro-
dynamic problems. The well-known results by Boussinesq, Stokes, Lord Rayleigh
and many other researchers that made up a foundation of the surface waves the-
ory were produced as solutions of approximate equations for the waveform. The
majority of applied methods are based on using of a priory assumptions related
the dependence of physical fields on the depth. At the same time, the height-
ened interest in producing either exact solutions or exact mathematical models
simplifying the formulation of original problem is remained until now.

The classic system of governing equations and boundary conditions of the
problem under consideration has the form

v′
t − (v∇)v = −1

ρ
∇p + g , ∇ · v = 0 , ∇ × v = 0

w − u η′
x − v η′

y

∣
∣
z=η

= 0 , w − u ζ ′
x − v ζ ′

y

∣
∣
z=ζ

= ζ ′
t

p − αK
∣
∣
z=ζ

= pa , K = −∇ · (∇ζ/
√

1 + (∇ζ)2) .

(1)

Here v(r , t) = uex + vey + wez is the velocity field, p(r , t) and pa are
the pressures in liquid and air correspondingly, ρ is the liquid density, α is the
c© Springer International Publishing AG, part of Springer Nature 2018
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surface-tension coefficient, η(x, y) is a shape of rigid bottom, and ζ(x, y, t) is the
waveform of free surface.

The first successful attempt of exact transformation of system (1) into some
new form is Nekrasov′s Eq. [1] for the steady periodic waves

ω(θ) =
1
6π

2π∫

0

μ sin ω(p)

1 + μ
p∫

0

sinω(q) dq

ln

∣
∣
∣
∣
∣

sin
p + θ

2

sin
p − θ

2

∣
∣
∣
∣
∣
dp . (2)

In this equation the unknown function desired is the slope angle ω(θ) of free
surface to horizon, R(θ) is the ratio of stream velocity at infinity to local velocity
of liquid particle. For the waves of the above mentioned class, the announced
equation is exact one, but nobody had received its exact solution. The approx-
imate solutions give well-known results for infinitesimal and lined waves. The
results followed from (1) were confirmed later in papers [2,3].

The representation of wave characteristics by means of non-local relations
was developed in alternative to standard methods applied for a description of
surface waves. In paper [4] the original problem (when α = 0) was transformed
into the system of equations for the deviation Δh = h − h0 of free surface and
the potential ϕ of velocity field

Δh =

{

ϕ′
t +

∂(ξ, ζ)
∂(x, z)

[

ϕ′
ξ

∂(x, z)
∂(ζ, t)

− ϕ′
ζ

∂(x, z)
∂(ξ, t)

+
1
2

(

ϕ′
ξ
2 + ϕ′

ζ
2

)]}∣
∣
∣
∣
∣
ζ=1

ϕ = − 1
2π

+∞∫

−∞

∂(x, z)
∂(ξ, t)

(ξ − ξ′, t) ln(cos(πζ) + cosh(πξ′)) dξ′

(3)

where h(x, t) is the distance from bottom to surface and the transformation of
the region −∞ < x < +∞, 0 ≤ z ≤ h(x, t) into the band −∞ < ξ < +∞,
0 ≤ ζ ≤ 1 is defined by the relations

z(ξ, ζ, t) =
sin(πζ)

2

+∞∫

−∞

h(ξ − ξ′, t) dξ′

cos(πζ) + cosh(πξ′)
, x(ξ, ζ, t) =

ξ∫

0

∂z

∂ζ
(ξ′, ζ, t) dξ′ .

The system produced (3) is so complex and bulky that its explicit form needs
for several sites. The practical application of (3) to non-linear problems is more
difficult than original system (1). The numerical solution of this system also is
unobtainable.

Other approach to description of non-stationary waves was realized in paper
[5] where the original problem (1) (when α �= 0) was transformed into the system
of equations for the surface perturbation ζ and for the quantity q(x, y, t) = ϕ|z=ζ
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q′
t +

1
2
(∇q)2 + gζ −

(

ζ ′
t + ζ ′

xq′
x + ζ ′

yq′
y

)2

2
(

1 + (∇ζ)2
) =

α

ρ
∇ · ∇ζ

√

1 + (∇ζ)2

+∞∫

−∞

+∞∫

−∞
dx dy exp(i(kxx + kyy))×

×
[

iζ ′
t cosh(|k|(ζ + h)) +

sinh(|k|(ζ + h))
|k| k · ∇q

]

= 0 .

(4)

The solution of (4) also is a formidable task. The first equation in (4) is
defined in configuration space whereas the second is defined in the wave-number
space. This fact makes the analysis of (4) as the one of difficult problems. Ap-
proximate solutions of (4) coincide with well-known results of wave theory.

In paper [6] for the case of stationary waves (α = 0, η = −h) the non-linear
integral equation was received

ζ(ξ) = − 1
π

∞∫

0

sinh(k(ζ(ξ) + h))
sinh(kh)

[
+∞∫

−∞
cos(k(ξ − η))F (η)

]

dk = 0 , ξ = x − ct(5)

in which a single unknown function is the free surface deviation ζ and

F (ξ) =
∞∑

n=1

(−ζ)nFn , F0 = 0 , F1 = −
√

1 − 2gζ/c2

1 + (ζ ′)2

Fn =
1
n

Fn−1ζ
′′ + 2F ′

n−1ζ
′ − F ′′

n−2/(n − 1)
1 + (ζ ′)2

, n ≥ 2 .

The approximate solutions of (5) coincide to the known results of linear and
weakly non-linear theories of waves including soliton solutions. For the case of
non-stationary waves (α = 0) in paper [7] the system was produced

∂ Φ0

∂t

(

1 + ζ ′
x
2
)

+
1
2

(∂ Φ0

∂x

)2

− ∂ Φ0

∂x
ζ ′
xζ ′

t − 1
2
ζ ′
t
2 + gζ

(

1 + ζ ′
x
2
)

= 0

Φ0(x, t) =
1
π

∞∫

0

cosh(k(ζ(x, t) + h))
cosh(kh)

+∞∫

−∞
F (x′, t) cos(k(x − x′)) dx dk

Φn =
1
n

Φn−1ζ
′′
xx + 2Φn−1

′
xζ ′

x − Φn−2
′′
xx/(n − 1)

1 + ζ ′
x
2 , n ≥ 2

Φ1 =
Φ0

′
xζ ′

x + ζ ′
t

1 + ζ ′
x
2 , F (x, t) =

∞∑

n=0

(−ζ)nΦn .

(6)
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The approximate solutions of (6) give well-known results for the non-
stationary waves including the soliton of envelope. In the limit of the stationary
waves the relations (6) transform into (5).

As it was shown in paper [8] the a priory assumption of exponential decreasing
of all physical fields with depth leads to the absence of exact solutions in the
class of real functions. However, at the same time there are two complex-valued
exact solutions of (1) (when α = 0) for the deviation of the free surface and
stream function

ζ±(ξ, ζ0) = −a± − 1
k

W (−kζ0 exp(±ikξ))

ψ±(ξ, z) = cζ0 exp(kz) exp(±ikξ) .

(7)

Here W (x) is the Lambert function, which is the solution of the functional
equation W (x) exp(W (x)) = x, a± and ζ0 are free parameters, ξ is the same as
in (5).

By means of exact solutions (7) the approximate solutions for infinitesimal
and inclined waves of finite amplitude may be produced.

Unsatisfactory features characterize all papers reviewed above. In particular,
the Nekrasov’s Eq. (2) describes only spatially periodic waves, which are sym-
metric with respect to its crests and cavities. The majority of the above results
of the exact mathematical modeling are based on harmonic analysis application
to Laplace equation for stream function. As a result, the systems (4–6) include
integral transformations by means of harmonic functions, which are not suitable
and adequate for arbitrary waveform observed in nature. An a priory assumption
of physical fields dependence on vertical coordinate leads to the complex-valued
solutions (7) which can’t be realized in laboratory or natural experiments.

The goal of the presented work is to transform the system (1) as far as pos-
sible to the single equation for the free surface deviation from the undisturbed
state and to get relations that permit to calculate the velocity and the pressure
fields by means of the known waveform. Moreover, to avoid the above men-
tioned unsatisfactory features of (2–7) the expected results should be produced
under refuse of harmonic analysis methods and any a priory assumptions of the
dependence of the physical fields on vertical coordinate.

2 The Equation for Waveform

Thus 2-D problem (1) for the liquid of constant depth h without surface tension
(α = 0) is considered in the paper [9]. Initially the undisturbed liquid is moving
along horizontal axis x with the speed U . It is presumed that the steady surface
wave propagated in x-direction is characterized by velocity c so the variable
ξ = x − ct may be introduced. The condition of impressibility ∇ · v = 0 permits
to introduce stream function ψ so vx = ψ′

x, vz = −ψ′
x. Also dimensionless

variables are used
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x̃ = x/L, z̃ = z/h, t̃ = ct/L, ξ̃ = ξ/L

η = ζ/a, p̃ = p/ρc2, p̃a = pa/ρc2, ψ̃ = ψ/ac.

(8)

Substitution of relations (8) into the system (1) and integration of Euler′s
equation by means of the relation

p = βλψ′
z − λ2

2

(

μ2ψ′
ξ
2 + ψ′

z
2
)

− σz + pa (9)

transform the original hydrodynamic system to the new one

μ2ψ′′
ξξ + ψ′′

zz = 0 βψ′
z − λ

2

(

μ2ψ′
ξ
2 + ψ′

z
2
)∣
∣
∣
z=λη

= ση

ψ′
ξ + λψ′

zη
′
ξ

∣
∣
∣
z=λη

= βη′
ξ , ψ′

ξ

∣
∣
∣
z=−1

= 0.

(10)

Here β = 1−U/c, λ = a/h, μ = h/L, σ = gh/c2, a is the maximum deviation
of the free surface from its undisturbed level z = 0 and L is some characteristic
horizontal scale. Symbol tilde over dimensionless variables in (9, 10) is omitted
for brevity. The system received (10) is the governing system for the problem
under consideration.

2.1 The Transformation of Governing System

At the first step the integration of kinematic boundary conditions is done.
Because the condition on the free surface may be presented in the from

ψ′
ξ + λψ′

zη
′
ξ

∣
∣
∣
z=λη

=
∂

∂ξ

(

ψ
∣
∣
∣
z=λη

)

= βη′
ξ

then after integration it follows

ψ
∣
∣
∣
z=λη

= βη (11)

and the constant of integration equals zero for the reason of absence of any
perturbation when ψ = 0 in the whole space.

Analogously, from the kinematic condition on the bottom it follows

ψ′
ξ

∣
∣
∣
z=−1

=
∂

∂ξ

(

ψ
∣
∣
∣
z=−1

)

= 0

so the relation is valid

ψ
∣
∣
∣
z=−1

= 0 (12)

and the constant of integration also equals zero for simplicity and coordination
with (11).
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At the second step it is necessary to integrate the Laplace equation of the
system (9) without some method based on the principle of variables splitting. It
is possible for the reason that the Laplace equation permits factorization

μ2ψ′
ξ
2 + ψ′

z
2 = (∂z − iμ∂ξ)(∂z + iμ∂ξ)ψ = 0

where i is imaginary unit, so the solution may be presented in the form

ψ = F (ξ − iμ(1 + z)) + G(ξ + iμ(1 + z)) (13)

where F and G are some arbitrary function of their own arguments.
Substitution of the relation (13) into relations (11, 12) and dynamic boundary

condition of the system (10) transforms the governing system into new form

2λμ2F ′G′ + iβμ(F ′ − G′)
∣
∣
∣
z=λη

+ ση = 0

F + G
∣
∣
∣
z=λη

= βη , F (ξ) + G(ξ) = 0
(14)

where superscript means differentiation with respect to function argument.
Thereby, the governing system (10) is transformed into new system (14)

which includes only boundary conditions.

2.2 The Deduction of Waveform Equation

Integration of the two first relations of the system (14) leads to results

F (ξ − iμ(1 + λη)) =
i

2λμ

(

β(ξ − iλμη) −
ξ∫

−∞
R(τ) dτ

)

+ Φ0 (15)

where ξ − iμ(1 + λη) is the argument of function F , and

G(ξ + iμ(1 + λη)) = − i

2λμ

(

β(ξ + iλμη) −
ξ∫

−∞
R(τ) dτ

)

− Φ0 (16)

where ξ + iμ(1 + λη) is the argument of function G.
Symbol R in the relations (15, 16) denotes the function

R(ξ) =
√

(β2 − 2σλη(ξ))(1 + λ2μ2η′(ξ)2) . (17)

After integration done the system (14) is reduced to the single equation

F (ξ) + G(ξ) = 0 (18)

but the problem is arisen: how to use the relations (15, 16) with functions F
and G of arguments ξ − iμ(1 + λη) and ξ + iμ(1 + λη) correspondingly in the
Eq. (18) where arguments are simple ξ?
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For solving this problem the transformations of ξ in (15, 16) are produced.
In Eq. (15) the transformation ξ → ξ + f(ξ) is done and the condition

ξ + f(ξ) − iμ(1 + λη(ξ + f(ξ))) = ξ ∼ f(ξ) = iμ(1 + λη(ξ + f(ξ))) (19)

should be valid.
Analogously, in Eq. (16) the transformation ξ → ξ + g(ξ) is done and the

condition

ξ + g(ξ) + iμ(1 + λη(ξ + g(ξ))) = ξ ∼ g(ξ) = −iμ(1 + λη(ξ + g(ξ))) (20)

should be valid.
Under action of (19, 20) the relations (15, 16) transform into

F (ξ) =
i

2λμ

(

βξ −
ξ+f(ξ)∫

−∞
R(τ) dτ

)

+ Φ0 − β

2λ
(21)

and

G(ξ) = − i

2λμ

(

βξ −
ξ+g(ξ)∫

−∞
R(τ) dτ

)

− Φ0 − β

2λ
(22)

Now the substitution of the relations (21, 22) into the last boundary condition
(18) forms the equation

2iβμ +

ξ+g(ξ)∫

ξ+f(ξ)

R(τ) dτ = 0 . (23)

Differentiation of the relation (23) with respect to ξ transforms it into
equation

(β2 − 2σλη(ξ + f(ξ)))(1 + 2f ′(ξ)) = (β2 − 2σλη(ξ + g(ξ)))(1 + 2g′(ξ))) (24)

in which the unknown functions f(ξ) and g(ξ) present.
To eliminate these functions the formal solutions of the relations (19, 20) are

used

f(ξ) = ξ+ − ξ , g(ξ) = ξ− − ξ (25)

where

ξ± = ξ ± iμ
(

1 + λη
(

ξ ± iμ
(

1 + λη(ξ ± iμ(1 + λη(ξ±)))
)))

. (26)

It is necessary to emphasize that in (26) the infinite enclosing has place.
Finely the substitutions of (25, 26) into (24) form the equation

iμβ2
(

η′
ξ(ξ+) + η′

ξ(ξ−)
) − σ

(

η(ξ+) − η(ξ−)
)−

−2iμλσ
(

η(ξ+)η′
ξ(ξ+) + η(ξ−)η′

ξ(ξ−)
)

= 0
(27)

in which the single unknown function namely waveform η is presented.
The equation received (27) is constructed on the base of the system (1)

without any approximation, hence it is the exact equation for the waveform.
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2.3 Reconstruction of Physical Fields

The solution of (27) permits to reconstruct stream function by means of the
known waveform. So accordingly (13) and with the help of (21, 22) one can to
deduce

ψ =
βz

λ
− i

2λμ

B(ξ,z)∫

A(ξ,z)

R(τ) dτ (28)

where

A(ξ, z) = ξ + iμ(1 + z) + g(ξ + iμ(1 + z))

B(ξ, z) = ξ − iμ(1 + z) + f(ξ − iμ(1 + z)) .
(29)

From the relations (21, 22, 28) it follows

vx = ψ′
z =

β

λ
− 1

2λ
(Φf + Φg), vz = −ψ′

ξ =
i

2λμ
(Φf − Φg) . (30)

The functions Φf and Φg are defined by relations

Φf = (1 + iλμη′(ξ − iμ(1 + z)))R(ξ − iμ(z + λη(ξ − iμ(1 + z))))

Φg = (1 − iλμη′(ξ + iμ(1 + z)))R(ξ + iμ(z + λη(ξ + iμ(1 + z)))) .
(31)

Here superscripts in the relations (31) mean differentiation with respect to
corresponding argument of function. The results received permits to calculate
the pressure by means of the relation (9).

2.4 Alternative Equation for Waveform

One can to construct the solutions of the relations (19, 20) with respect to
functions f(ξ) and g(ξ) correspondingly by means of formal rows on parame-
ter μ. Substitution of the above mentioned solutions in (23) with consequent
integration also by means of formal rows leads to the alternate equation for the
waveform

∞∑

n=0

(−1)n μ2n

(2n + 1) !
d2n

dξ2n
((1 + λη(ξ))2n+1R(ξ)) − β = 0 (32)

where R(ξ) was defined in (17).
In this equation also as in (27) the single unknown function namely wave-

form is presented but in contrast to (27) without infinite enclosing. From the
other hand the degree of the differential Eq. (32) equals infinity that imply own
characteristic problems.
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3 Validation of the Waveform Equation

The best method of the inspection of results received is to get an exact solution
of (27) or (32) then to reconstruct the required physical fields and to substitute
the results into the system (1). Unfortunately, at the present time no one exact
solution of above mentioned equations is known. For this reason, the validation of
Eqs. (27, 32) will be done for classical problems of the approximate wave theory.

3.1 Infinitesimal (Lined) Waves

For infinitesimal (lined) waves the ratio λμ 	 1 is valid. As a result it follows
from (27)

iμβ2(η′
ξ(ξ + iμ) + η′

ξ(ξ − iμ)) − σ(η(ξ + iμ) − η(ξ − iμ)) = 0 . (33)

The usage of the formal rows

η(ξ ± iμ) = η(ξ) ± iμη′(ξ) − μ2

2
η′′(ξ) ∓ i

μ3

3!
η′′′(ξ) + . . .

permits to transform (33) into equation

β2
(

η(ξ) − mu2

2!
η′′′(ξ) +

mu4

4!
η(4)(ξ) − . . .

)

−

−σ
(

η′(ξ) − mu2

3!
η′′′(ξ) +

mu4

5!
η(5)(ξ) − . . .

)

= 0

(34)

with solution η = cos(ξ) and dispersion equation

σ = β2μ cot(μ) ∼ (c − U)2 =
g

k
tan(kh) (35)

where k = 1/L is a wave-number, kh = μ.
Analogously, from (32) the equation

η(ξ)(1 − σ/β2) − μ2

3
η′′(ξ) − μ4

45
η(4)(ξ) − 2μ6

945
η(6)(ξ) − · · · = 0

follows from which for solution η = cos(ξ) one can get dispersion Eq. (35).
For the case under consideration, the relations have place

f(ξ − iμ(1 + z)) ≈ iμ(1 + λ cos(ξ − iμz))

g(ξ + iμ(1 + z)) ≈ −iμ(1 + λ cos(ξ + iμz))

A(ξ, z) ≈ ξ + iμz − iλμ cos(ξ + iμz)

B(ξ, z) ≈ ξ − iμz + iλμ cos(ξ − iμz)

(36)
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Substitution of the (36) and R(ξ) ≈ β−σλ cos(ξ)/β into (28) leads to expres-
sion for the stream function

ψ(ξ, z) ≈ cos(ξ)
sinh(μ(1 + z))

sinh(μ)
. (37)

This is well-known result of the approximate theory of infinitesimal surface
waves. Also in the limit μ → ∞ from the relations (35, 37) follow standard
results for infinitely deep water.

3.2 Waves of Small but Finite Amplitude

For this case the solution of (27, 32) was constructed but tedious and bulky form
for water of finite depth does not permit to display the result here. In the case
of infinitely deep water (μ → ∞) the waveform is

η = cos(ξ) +
ka

2
cos(2ξ) +

3k2a2

8
cos(3ξ) +

k3a3

3
cos(4ξ) + . . . . (38)

This wave propagates with the speed

c = U +
√

g/k(1 + k2a2/2) (39)

where k is defined in the relation (35).
This result, so called Stokes wave, coincides with results of the paper [10].

3.3 Localized Waves on Shallow Water

The term “localized wave” suggests the validity of conditions

η(n)(ξ)
∣
∣
ξ=±∞ = 0 , n ∈ N . (40)

In the case of shallow water the condition μ 	 1 is valid and the expansion
of (27) transforms it into equation

(β2 − σ)η +
μ2

3!
(σ − 3β2)η′′ +

μ4

5!
(5β2 − σ)η(4) +

μ6

7!
(σ − 5β2)η(6) + · · · −

−3λση2 + λμ2
(

(3σ − 2β2)(ηη′′ + η′2) + λη(5σ − 2β2)(ηη′′ + 2η′2) +

+ 7
2λ2η2(ηη′′ + 3η′2)

)

+ · · · = 0 .

When λ ∼ μ2, σ = β2(1 − sμ2) (the standard assumptions for soliton solu-
tions) the above equation to the degree of the second order with respect to μ
inclusively transforms into equation

1
3
η′′ − sη +

3
2
η2 = 0 (41)

which solution is well-known Rayleigh’s soliton [11].
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3.4 The Speed of Steady Waves

As it follows from (26) the relation is valid

a
∂η(ξ±)

∂a
+ h

∂η(ξ±)
∂h

+ L
∂η(ξ±)

∂L
= 0 (42)

which can be proved by the direct substitution of (26) into (42).
The application of (42) to the Eq. (27) for waveform permits to get some

relation for relative speed c̃ = c − U

a
∂c̃

∂a
+ h

∂c̃

∂h
+ L

∂c̃

∂L
− c̃

2
= 0 (43)

or in equivalent formulation

c̃ = ga f1(λ, μ) = gh f2(λ, μ) = gL f3(λ, μ) . (44)

Here f1, f2, f2 are arbitrary functions of λ and μ parameters. Validation
of the relations (43, 44) shows that the speeds of all known wave solutions of
approximate theories satisfy the above equations.

4 The Exact Solution for Complex-Valued Waves

If in the case of infinitely deep water (μ → ∞) the a priory assumption about
exponential decreasing of physical fields with depth is done, i.e.

ψ(ξ, z) = Ψ(ξ) exp(μz) ⇒ ψ′
z(ξ, z) = μψ(ξ, z) (45)

then substitution of (28) into the second relation of (45) leads to equation

ψ′
z(ξ, z) =

β

λ
+

i

2λμ

(

R(A(ξ, z))
∂A(ξ, z)

∂z
− R(B(ξ, z))

∂B(ξ, z)
∂z

)

. (46)

On the free surface of water the relations z = η(ξ) and ψ(ξ, η(ξ)) = βη(ξ)
have place and the relations are valid

A(ξ, η(ξ)) = B(ξ, η(ξ)) = ξ

∂A(ξ, z)
∂z

∣
∣
∣
z=η(ξ))

=
iμη′(ξ)

1 + iλμη′(ξ)
,
∂B(ξ, z)

∂z

∣
∣
∣
z=η(ξ))

= − iμη′(ξ)
1 − iλμη′(ξ)

.
(47)

Substitution of (47) into (46) forms equation

β(1 − λμη(ξ)) =

√

β2 − 2σλμη(ξ)
1 + λ2μ2η′2(ξ)

from which the equations for waves on infinitely deep water follow

kaη′(ξ) = ±i
kaη(ξ)

1 − kaη(ξ)
(48)

where k is defined in (35).
The solutions of (48) are presented in the relations (7) as complex-valued

exact solutions of the system (1).



316 A. Kistovich

5 Conclusions

Presented here the new approach to formation of exact mathematical models of
surface waves propagation transforms the original boundary problem into the sin-
gle functional-differential equation for the waveform and rules for reconstruction
of physical fields by means of the above mentioned waveform. The approximate
solutions of the equation received coincide to well-known results of approximate
theories of surface waves.
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Abstract. In this work, the waves and currents generated by prognostic wind in
the Sea of Azov are investigated using a three-dimensional nonlinear
sigma-coordinate Princeton Ocean Model. The mathematical model was also
used for studying the transformation of passive admixture in the Sea of Azov,
caused by the spatiotemporal variations in the fields of wind and atmospheric
pressure, obtained from the prediction SKIRON model. Comparison of the
results of numerical calculations and the data of field observations, obtained
during the action of the wind on a number of hydrological stations was carried
out. The growth of storm surges, velocities of currents and the characteristics of
the pollution region at different levels of intensity of prognostic wind and sta-
tionary currents were found. The obtained results are presented in the table of
the sea level changes caused by the onshore and offshore winds and the current
velocities for different characteristics of constant and variable wind. The results
of a comprehensive study allow reliably estimate modern eco-logical condition
of offshore zones, develop predictive models of catastrophic water events and
make science-based solutions to minimize the possible damage.

Keywords: Sea of Azov � Storm � Surge phenomena processes
Surface currents � Evolution of passive admixture
Three-dimensional hydrodynamic model

1 Introduction

Currently steady growth of interest in the mathematical modeling of wave motions of
various natural stratified environments is observed. This is due to problems of geo-
physics, oceanography, atmospheric physics protection and study of the environment,
the operation of complex hydraulic structures, including offshore oil complexes and
other. Industrial activity in the offshore including those related to mining is important
task wave dynamics, and obtained characteristics are used to assess the environmental
impact on marine technology design and development of effective methods of
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forecasting of extreme hydrological events. Numerical study of hydrodynamic pro-
cesses in the Azov Sea, arising from the different types of atmospheric circulation will
be performed using the three-dimensional nonlinear sigma coordinate model with high
spatial resolution adapted to the peculiarities of this basin. New modules and routines
were included in the model in order to obtain assessment of the response patterns of
surface and bottom currents at strengthening wind stress. Based on the analysis of
results of a series of numerical experiments are performed to identify extreme synoptic
perturbation level and flow velocity of the Azov Sea.

2 The Three Dimensional Primitive Equations. Boundary
and Initial Conditions

2.1 Model Configuration

We investigate the waves and currents generated by prognostic wind [1, 2] in the Sea of
Azov. We used a three-dimensional nonlinear Princeton Ocean (POM) model to do it
[3]. We shall consider a rectangular coordinate system in which the x-axis is directed to
the east, the y-axis is directed to the north, and the z-axis is directed vertically upwards.
The mathematical model is based on the equations of motion and continuity using the
hydrostatic approximation [3, 4].

du
dt

� fvþ 1
q
@p
@x

¼ 2
@

@x
AM

@u
@x

� �
þ @

@y
AM

@u
@x

þ @v
@y

� �� �
þ @

@z
KM

@u
@z

; ð1Þ

dv
dt

þ fuþ 1
q
@p
@y

¼ 2
@

@y
AM

@v
@y

� �
þ @

@x
AM

@u
@x

þ @v
@y

� �� �
þ @

@z
KM

@v
@z

; ð2Þ

@p
@z

þ gq ¼ 0; ð3Þ

@u
@x

þ @v
@y

þ @w
@z

¼ 0: ð4Þ

We denote that u, v, and w are velocity projections on the axes x, y, and z,
respectively; t is the time; pjz ¼ p x; y; z; tð Þ and pjf ¼ patm is the standard atmo-
spheric pressure; q is the density; g is the acceleration due to gravity; and f is the
Coriolis parameter. The coefficient of the horizontal viscosity AM is calculated using the
Smagorinskii model of subgrid viscosity [5] depending on the horizontal velocity
gradients. The relations for the calculation of the vertical viscosity coefficients KM and
the turbulent diffusion KH according to the semi-empirical model of Mellor-Yamada
(level 2.5) are written as follows [6]:

KM ¼ qlSM ; KH ¼ qlSH ; ð5Þ

where SM and SH in a neutrally stratified flow are equal to 0.30 and 0.49, respectively.
This parameterization is based on the solution of two additional equations in partial
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derivatives to determine the turbulent kinetic energy (q2/2) and the turbulence mac-
roscale (l).

The boundary conditions at the free surface (z = f(x, y, t)) for the equations of
motion are written as follows:

wjz¼f ¼
@f
@t

þ u
@f
@x

þ v
@f
@y

; KM
@u
@z

;
@v
@z

� �����
z¼f

¼ s0x ;s0y
� �

: ð6Þ

We note that (s0x, s0y) = qaCa|UW|(UW, VW) are projections of the tangential wind
stress [3]; UW is the wind speed at 10 m above the sea water surface, UW and VW are
two components of the wind speed vector; qa is the density of air at the standard
atmospheric conditions, and Ca is an empirical coefficient of the surface friction [7],
which varies depending on the wind velocity:

103Ca ¼
2; 5; UWj j [ 22 m � s�1;
0; 49þ 0; 065 Wj j; 8� UWj j � 22 m � s�1;
1; 2; 4� UWj j � 8 m � s�1;
1; 1; 1� UWj j � 4 m � s�1:

8>><
>>:

ð7Þ

The normal component of the velocity at the bottom is zero (z = –H(x, y)); the
bottom tangential stresses are related to the velocity by the quadratic equation [3]

wþ u
@H
@x

þ v
@H
@y

� �����
z¼�H

¼ 0; KM
@u
@z

;
@v
@z

� �����
z¼�H

¼ ðs1x ;s1yÞ; ð8Þ

where (s1x, s1y) = cb|Ub|(ub, vb), ub and vb are the horizontal flow velocities at the grid
point closest to bottom and cb is the bottom drag coefficient determined as the maxi-
mum between a value calculated according to the logarithmic law of the wall and a
value equal to 0.0025: cb = max{k2(ln(H + zb)/z0)

−2; 0,0025}, where zb is the vertical
step in the bottom layer; and z0 = 0.03 mm is the roughness parameter that charac-
terizes the hydrodynamic properties of the underlying bottom surface. The non-slip
conditions are specified at the lateral boundaries. As initial (at t = 0), conditions are
assumed for the absence of fluid motion and the horizontal nature of the free surface
before the onset of atmospheric disturbances.

Let use the equation of transport and diffusion to calculate the spreading of the
admixture with the concentration C(x, y, z, t) [3]:

dC
dt

¼ @

@x
AH

@C
@x

� �
þ @

@y
AH

@C
@y

� �
þ @

@z
KH

@C
@z

� �
: ð9Þ

Here, AH = 10 m2/s [3, 5] is the coefficient of horizontal turbulent diffusion and KH

is the vertical diffusion; KH is found from Eqs. (5), (1). The conditions of zero
admixture fluxes through the free surface, lateral walls (S), and bottom of the basin are
added to the dynamic boundary conditions at the free surface and bottom layer [3]:
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KH
@C
@n

� �����
z¼f

¼ 0; AH
@C
@n

� �����
S

¼ 0; KH
@C
@n

� �����
z¼�H

¼ 0: ð10Þ

The initial pollution region for all the atmospheric perturbations considered below
is located in the surface layer:

C0 x; y; zð Þ ¼ 1; r�R; 0� z� � z1;
0; r[R; z\0; r�R; z\� z1;

	
ð11Þ

where z1 is the thickness of the pollution region, r = ((x – x0)
2 + (y – y0)

2)1/2 is the
distance from the center of this region (x0, y0) to the point at which the concentration is
calculated and R is its radius. We select the time of the dispelling of the admixture (td)
and the coefficient of the maximum square of its spreading at different levels (Kmax) as
examples of the parameters characterizing the evolution of the passive admixture.
Then, Kmax = Smax/S0, where S0 is the square of the initial region of pollution in the
surface layer, and Smax is the maximum square of the pollution at the considered depth
during the transformation of the admixture. The condition of complete pollution dis-
pelling is for a concentration that does not exceed 2.5 � 10–2 over the entire basin of
the sea (Cd = 2.5 � 10–2).

The transition from the z-coordinate to the sigma-coordinate in Eqs. (1)–(4), (6),
(8)–(10) is made to perform the numerical realization [3]. In this case, the solution
algorithm is based on the application of two-layer differential schemes. The transport
operators are approximated [8] using a TVD scheme (a linear combination of the
scheme of directed differences and the Lax-Wendroff scheme); the spatial digitization
of the equations is performed using a C grid. Uniform steps over the horizontal
coordinates Δx and Δy and the r-coordinate are used. The resolutions of the model by
latitude and longitude are (1/59)° � (1/84)°, at which the linear sizes of the cell are
Δx = Δy = 1.4 km; the number of the horizontal grid nodes is 276 � 176. The number
of r-sigma levels by the vertical is 11. The equations were integrated with a step of

Fig. 1. The bottom relief (m) of the Sea of Azov, the position of coastal stations.
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Δt = 18 s to determine the average two-dimensional velocity components and the sea
level and with a step of ΔtA = 10Δt = 3 min to calculate the deviations from the found
mean values and vertical velocity component. The choice of the integration steps over
the temporal and spatial coordinates was performed according to the stability criterion
for barotropic waves [9]. The bottom topography is interpolated to the model grid using
the depths given in the navigation charts. The deviations of the Azov Sea level were
analyzed at nine stations located near large towns (see Fig. 1).

2.2 Wind Stress and Atmospheric Pressure Conditions

Stationary motions in the Sea of Azov are generated by the western wind field, whose
velocity at the sea surface Uj jst1 ¼ 5 and Uj jst2 ¼ 10 m=s

� �
does not depend on x and y;

in the first three hours (0 < t < 3 h), it increases with time according to a linear law

Uj jst1;2 ¼ 0 at t ¼ 0

 �

and reaches the maximum value; later (t � 3 h) it does not

change. The moment when the currents reach the stable regime (t = t0) is determined
by the fact that no notable deviations of the level and current velocities (the variations
do not exceed 3%) occur between two neighboring time moments (T > t0 and T + Δt).
From this we find the time when the fluid motion reaches the stable regime
ðt ¼ t01; Uj jst1 ; t ¼ t02; Uj jst2 Þ. At the moment t = t0) when the fluid motion stably, a
temporally and spatially inhomogeneous wind field and atmospheric pressure obtained
from the reanalysis data (SKIRON) is added to the stationary wind and the standard
atmospheric pressure. At t > t0, the wind Ust

1;2 maintains the stationary motion, and
USKIRON adds a non-stationary component to the motion.

We study the joint influence of the stationary (Ust
1;2 and variable USKIRON) wind on

the maximum velocities of the currents and the extreme values of the offshore and
onshore transport using a series of numerical experiments. These results are compared
with the data obtained from the calculation of the winds and currents caused only by
constant wind forcing or only by wind determined from the reanalysis.

The investigation of the stationary currents is performed for the constant western
wind, whose velocity is 5 and 10 m/s. The surface wind field from the SKIRON model
[15] in the period from September 8 to 18, 2007, is used as the variable wind in time
and space. Its forcing in the existence of the stationary currents in the Sea of Azov
occurs during 10 days starting from September 8 at 00:00 h.

Table 1 presents the maximum wind velocities and wind directions (USKIRON) over
the Sea of Azov from September 11 to 18, 2007, as functions of time. The wind
velocity changes monotonously between two neighboring times. The deviations of the
wind velocity vector from the x-axis (the x-axis is directed to the east at an angle of 50°
to the latitude) are given in degrees. It is seen from this that, during the studied period
(192 h), the maximum and minimum velocities were 12.7 and 1.6 m/s, respectively.
The dominating directions of the wind are northeastern and northwestern. We note that
the results of the long-term observations of the atmospheric perturbations in the region
of the Sea of Azov [1] in this period (September) agree well with the data of the
SKIRON model given in this table.
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3 Analysis of Numerical Experiments

Numerical experiments were realized for two velocities of the stationary western wind
to study the influence of the induced currents on the sea level fluctuations and the
variations in the velocity field of the nonstationary currents caused by the SKIRON
wind. Table 2 gives the maximum sea level deviations caused by the stationary wind
ðUst

1;2Þ, only by the wind based on the reanalysis data (USKIRON), and by their joint
forcing ðUst

1;2 þ USKIRONÞ at the coastal stations of the Sea of Azov. The sea level
variations caused by onshore winds are given in the upper part of the table, and the
offshore values are given in the lower part of the table. It follows from the analysis of
these results that the maximum onshore sea level changes generated by the system of
stationary and variable wind were recorded at the following stations: 20.7 cm ðUst

1 Þ and
62.4 cm (Ust

2 ) in Taganrog, 57.1 cm (USKIRON) and 80.4 cm (Ust
1 þ USKIRON) in

Primosko-Akhtarsk, and 102.2 cm (Ust
2 þ USKIRON) in Eisk. It is seen from here that the

maximum sea level change caused by onshore winds in the case of (Ust
2 þ USKIRON)

(102.2 cm) is 1.27 times greater than in the case of (Ust
1 þ USKIRON) (80.4 cm). The

minimum sea level changes caused by onshore winds appear in Mysovoye (7.5 cm for
Ust

1 , 13.9 cm for Ust
2 ) and in Opasnoye (9.4 cm for USKIRON, 16.1 cm for Ust

1 þ
USKIRON, and 24.8 cm for (Ust

2 þ USKIRON).
The maximum sea level changes become greater under the joint influence of

variable and constant offshore winds than in the stable regime and in the case of zero
stationary currents. Among all the types of winds, the maximum sea level changes
under offshore winds occur in Genichesk: 12.2 cm (Ust

1 ), 51.7 cm (USKIRON), 76.5 cm
(Ust

1 þ USKIRON), and 87.0 cm (Ust
2 þ USKIRON). The minimum sea level changes under

offshore winds occur in Opasnoye (3.3 cm (Ust
1 ), 11.1 cm (Ust

2 ) and in Temryuk
(8.7 cm (USKIRON), 15.2 cm (Ust

1 þ USKIRON), and 23.0 cm (Ust
2 þ USKIRON).

Let us compare the modeling results and the data of the field measurements pre-
sented in the tables of the hourly sea level values of the State Meteorological Service of

Table 1. The maximum wind velocity (m/s) as a function of time (h) and its direction (deg.)
obtained from the SKIRON model data from September 11, 2007 at 0 h to 18, 2007 at 24 h

Time Wind velocity Wind direction Time Wind velocity Wind direction

2 6.8 107 76 9.4 354

14 2.6 344 92 12.7 350
28 5.8 9 104 9.6 100
30 3.0 10 106 7.5 210

32 5.2 107 108 5.7 200
44 5.8 344 112 3.5 110

48 8.1 100 124 5.2 344
50 4.2 213 130 3.3 354
54 5.8 195 132 1.6 347

56 7.9 192 140 2.1 10
58 9.6 108 152 4.9 106

62 11.6 350 192 5.8 200
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Ukraine in the period from September 8 to 18, 2007. Let us estimate numerically the
obtained extreme values of the sea level changes under onshore winds caused by the
WSKIRON wind with the hourly data from these tables. The simulated maximum of the
onshore sea level change in Genichesk is 25.4 cm, which is 4.7 cm (16%) smaller than
from the data of the observations. It follows from this that the amplitudes of the sea
level fluctuations obtained from the field data and from the numerical calculations
agree quite well. The indicated differences are likely to be caused by the errors of the
measurements and mathematical modeling.

Variations in the profile of the sea surface caused by wind forcing are shown in
Fig. 2. It is seen from the figure that, in the stable regime (Fig. 2a), the sea level
decreases along the western coast and increases near the eastern coast. The node line
(dashed line) crosses the central part of the sea normal to the wind velocity. The regions
in which the maximum and minimum sea level deviations appear three change during
the wind forcing (Fig. 2b–d).

The objective of the following numerical experiments is to estimate the influence of
the wind fields and generated currents on the spreading of the passive admixture
(9) transported to the central region of the sea. The initial position of the center of the
region where the admixture was released is located at a point with the coordinates
x0 = 180 km, y0 = 120 km; the depth of the sea at this point is 12 m. The region where
the admixture was released is a cylinder with radius R = 9 km and depth h1 (0 > z � h1),

Table 2. Maximum sea level displacements caused by onshore and offshore winds (cm) at
coastal stations of the Sea of Azov under a stationary regime and caused by a prognostic wind in
the presence of stationary currents

Coastal stations Ust
1 Ust

2 USKIRON Ust
1 + USKIRON Ust

2 þ USKIRON

Genichesk – – 25,4 32,2 62,3
Berdyansk – – 9,6 16,9 44,3
Mariupol 9,8 37,3 29,3 46,4 80,4
Taganrog 20,7 62,4 50,6 63,1 89,5
Eisk 13,8 52,2 38,1 76,0 102,2
P. Akhnarsk 8,1 43,2 57,1 80,4 91,1
Temryuk 10,2 26,9 24,5 29,7 49,9
Opasnoye – – 9,4 16,1 24,8
Mysovoye 7,5 13,9 12,1 19,6 34,2
Genichesk 12,2 51,7 42,5 76,5 87,0
Berdyansk 4,0 17,6 17,3 30,9 62,1
Mariupol – – 18,2 26,0 39,7
Taganrog – – 29,0 42,4 72,9
Eisk – – 18,9 41,1 45,3
P. Akhnarsk – – 14,1 23,8 35,5
Temryuk – – 8,7 15,2 23,0
Opasnoye 3,3 11,1 10,6 20,5 34,2
Mysovoye – – 22,3 39,4 63,9
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where h1 (1 m) is the vertical step in the surface layer (11). The initial concentration is
constant in this region and equal to unity (C0(x, y, z, 0) = 1).

The time of the release of the admixture in different experiments is not the same and
depends on the characteristics of the wind. In the case of a nonstationary wind, the
moments of the admixture release (t = t01, Ust

1 ; t = t02, Ust
2 ) and the stabilization of the

fluid motion (t = t11, Ust
1 ; t = t12, Ust

2 ) coincide: t01 = t11 = 38 and t02 = t12 = 43 h. If
only the wind USKIRON forms the forcing, the time moment of release is September 11,
2007, at 00:00 (t03 = 72 h). If we consider the joint forcing of the stationary and
non-stationary wind, the time of release is determined as follows: t04 = t01 + t03
(Ust

1 þ USKIRON) and t05 = t02 + t03 (Ust
2 þ USKIRON). For the convenience of the

analysis of the results, we assume that, in all the cases, the time of the release of the
admixture is zero (t0 = 0).

Table 3 presents the coefficients of the maximum spreading of the passive
admixture (Kmax), the time when it occurred (tmax, h), and the time of the complete
dispelling of the admixture (td, h) at three depths for constant wind (Ust

1;2) and three
variables (USKIRON and Ust

1;2 þ USKIRON). One can see from the data analysis that the
maximum square of the pollution at each depth depends on the wind velocity that leads
to the stable motion.

In the case of greater velocity of the constant wind (Ust
2 [ Ust

1 ), the velocities of
the currents increase, the square of the admixture region spreading increases (Kmax),
and time of its complete dispelling also increases (td). The joint forcing of the stationary
and USKIRON wind causes an increase in the pollution region.

In this case, the maximum pollution square occurs if the velocity of the forcing
wind is maximal (Ust

2 þ USKIRON). In this case, Kmax at the free surface is 1.32 40 h

Fig. 2. Sea level fields of the Sea of Azov at different time moments stationary regime t = 48 h
(a), nonstationary regime: t = 68 h (b); t = 90 h (c); t = 140 h (d).
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after the release of the admixture, and the time of its complete dispelling (Ust
1 ) is 86.5 h.

The maximum square of the pollution region at the depth z = –H/2 is gained 42 h after
the release of the admixture (Kmax = 1.35), and the complete dispelling of the pollution
occurs in 110 h. In the bottom layer (z = H + hb), the coefficient of the maximum
spreading of the admixture is 1.38 (tmax = 59 h). We note that, in the case considered
here (Ust

2 þ USKIRON), the concentration of the admixture in the entire basin 115 h after
its release does not exceed 2.5% of its initial value (Cd = 2.5 � 10–2).

4 Conclusion

In this work, we present the results of investigations of the phenomena caused by
onshore–offshore winds and the evolution of a passive admixture by the current system
generated by the constant and variable winds in the Sea of Azov. The reliability of
these results is confirmed by the comparison of the simulated values of the extreme sea
level changes caused by onshore and offshore winds with the field data obtained during
wind forcing by the surface wind obtained from the SKIRON model at coastal
hydrometeorological stations. The obtained results are presented in the table of the sea
level changes caused by the onshore and offshore winds and the current velocities for
different characteristics of constant and variable wind. We also performed the analysis
of the influence of the wind velocity and the generated currents on the characteristics of
the transformation of the passive admixture.

The analysis of the modeling results and the dynamic processes in the Sea of Azov
allowed us to reach the following conclusions:

(1) It is found from the analysis of the stationary motions that, under constant wind
forcing with a two-fold increase in the velocity (5 and 10 m), the maximum
deviations of the sea level increase by a factor of 3.45 (0.2 and 0.69 cm), the
minimum deviations increase by a factor of 3.9 (0.1 and 0.39 cm), and the max-
imum velocities of the stable currents increase by 12 times (0.16 and 1.17 m/s);

Table 3. Parameters (Kmax; tmax, h; td, h) of the spreading evolution of the admixture at different
depths of the Sea of Azov

Depth, m Kmax, tmax, td Ust
1 Ust

2 USKIRON Ust
1 + USKIRON Ust

2 þ USKIRON

z = z1 Kmax 1,14 1,18 1,25 1,30 1,32
tmax 5,7 4,9 31 40 40
td 17,3 18,2 57,1 84,5 86,5

z = −H/2 Kmax 1,16 1,18 1,27 1,33 1,35
tmax 14,3 14,7 34 42 42
td 36,7 37,6 104 106 110

z = −H+hb Kmax 1,16 1,19 1,33 1,37 1,38
tmax 26,9 25,5 55 58 59
td 53,4 55,2 108 110 115
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(2) An increase in the maximum wind velocity leads to an increase in the volume of
the pollution region; the minimum pollution square appears in the absence of
wind.

(3) The time needed for the pollution region to reach the maximum volume decreases
when the wind velocity increases

Acknowledgments. Work is performed under a grant VnGr «Development of methodical bases
and guidelines for integrated coastal zone management of the Azov Sea in conditions of growth
of dangerous ex-ogenic processes, recreational load, climatic variability».
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Abstract. The problem of computation of vertical temperature distribution in
inland water objects is raised in the research, and the modified version of the
program complex LAKE is proposed for its solving. Also the results of vali-
dation of the modified version in accordance with the parameters of lake part of
Gorky water reservoir are provided. The modification caused changing the
procedure of input data assignment, ensured the possibility of using the results
from field measurements as starting profiles, led to the greater consideration of
wind influence on mixing and allowed to reproduce general forms of distribution
more accurately. The data from the experimental sites of Gorky water reservoir
in combination with the files of global reanalysis and the data of hydrometeo-
rological station were used for validation. Measurements of the vertical tem-
perature profiles were carried out with freely sinking CTD-probe, which
recorded the temperature values several times per second. Time and temperature
dependences in control points, comparison of the forms of the profiles and
standard deviation were analyzed to assess the results of numerical modeling.
Numerical simulation with the modified model gave results which were in good
agreement with the real seasonal variations of thermal regime in lake part of
Gorky water reservoir. The best quantitative and qualitative agreement was
obtained for the thermal regimes with strong mixing: the results of the fore-
casting reproduced the forms of distribution and the values of temperature
extremely accurately. The results for the ones with strong stratification
demonstrated less accuracy in the values of temperature in control points, par-
ticularly near the surface, but all specificities of the forms of vertical temperature
distribution were correctly reproduced.

Keywords: Vertical temperature distribution � Temperature profile
Numerical modeling � Inland water objects

© Springer International Publishing AG, part of Springer Nature 2018
V. Karev et al. (Eds.): PMMEEP 2017, SPRINGERGEOL, pp. 327–335, 2018.
https://doi.org/10.1007/978-3-319-77788-7_34

http://orcid.org/0000-0002-0571-0330
http://orcid.org/0000-0003-4910-3935
http://orcid.org/0000-0002-7231-3511
http://orcid.org/0000-0002-3381-038X
http://orcid.org/0000-0002-3818-9211
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77788-7_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77788-7_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77788-7_34&amp;domain=pdf


1 Introduction

One of the main parameters of natural hydrophysical objects is vertical temperature
distribution. It significantly affects ecological conditions of lakes and water reservoirs
and is one of the causes of eutrophication (enrichment of a water body with nutrients).
Thermal regime is characterized by strong seasonal and short-term variability [1–3] by
the reason of significant influence of wind-induced mixing on the temperature distri-
bution in the small- and mid-sized water bodies. It should also be noted, that thermal
regime should and could be predicted, and there is a growing number of requests for
forecasts of vertical temperature distribution in inland water bodies [4] which cannot be
obtained from global meteorological forecasts.

Different models are used for computation of the hydrological parameters, such as
vertical temperature distribution. One-dimensional models have less requirements for
computing resources than multi-dimensional ones, and demonstrate satisfactory
agreement with experimental evidence, but these models require validation in accor-
dance with the parameters of the given water body. One-dimensional model based on
heat equation is submitted in the program complex LAKE, developed in [5]. Modifi-
cation of this program complex and its validation in accordance with the parameters of
mid-sized lowland water bodies with an example of lake part of Gorky water reservoir
(56°42′N 43°19′E) are presented in this research for the forecasting of thermal regimes
in this water object. The experimental data obtained from the observations during
expeditions on the experimental sites of Gorky water reservoir, the data of hydrome-
teorological station in Gorodets and the files of global meteorological reanalysis
NCEP/NCAR were used for validation.

2 Short Model Description

2.1 The Main Equation and Its Boundary Conditions

The model presented in [5] is based on the one-dimensional heat equation:

cq
@T
@t

¼ 1

h2
@

@n
k
@T
@n

� �
þ cq

dh
dt

n
h
@T
@n

� cq
1
h
Bw

@T
@n

� 1
h
@S
@n

: ð1Þ

The symbols are: c is heat capacity of the water, q – its density, k - eddy diffusivity,
T – temperature, Bw ¼ dh0=dt – water balance at free surface of lake, S - solar radiation
flux penetrating the water body. The beginning of the vertical downward z-coordinate
is supposed to be coupled with water surface, so we can turn from z to the new
independent variable n ¼ z=h; where h = h(t) is a depth of water body, and t is a time.

The following generally accepted exponential relation is used for the calculation of
the solar radiation flux penetrating the water body:

S nð Þ ¼ S 0ð Þ exp �aehnð Þ;
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where S 0ð Þ is solar radiation flux on the surface of water, ae- extinction coefficient.
Temperature gradient (heat flux) is a boundary condition for the Eq. (1) on the
air-water boundary and is calculated from the equation of heat balance:

S 1� að ÞþEa � Es � Hs � LEs ¼ � k
h
@T
@n

; ð2Þ

where S is total solar radiation flux, Ea – longwave radiation flux, Es. – radiation of
surface, Hs and LEs are overt and covert heat fluxes respectively, a – albedo of a water
surface.

2.2 Parameterization of Eddy Diffusivity

Eddy diffusivity k is the main mechanism to describe vertical heat and mass exchange
in water objects. There are different ways of its parameterization, we used parame-
terization based on equations of kinetic energy of turbulence and its dissipation rate, or
‘‘E� k’’ -parameterization, developed in [6]. k is defined as follows:

k ¼ cqk;

where k is the coefficient of turbulence evaluated as

k ¼ Ce
E2

e
:

Here E ¼ 1=2 u0ð Þ2 þ v0ð Þ2 þ w0ð Þ2
h i

is kinetic energy of turbulence, the upper line

is symbol of averaging, the values with primes are deviations from mean values, e is
dissipation rate of kinetic energy of turbulence, Ce is the dimensionless coefficient. This
equation is used to estimate E:

@E
@t

¼ aE
h2

@

@n
k
@E
@n

þ n
h
dh
dt

@E
@n

þ P� e; ð3Þ

where aE is the dimensionless constant, and P is total generation of turbulence energy
through the shear of velocity and effect of density stratification.

Dissipation rate of turbulence energy is defined with the following equation:

@e
@t

¼ ae
h2

@

@n
k
@e
@n

þ n
h
dh
dt

@e
@n

þC1
e
E

P� eð Þ; ð4Þ

where ae is the dimensionless constant, and C1 is the function of Reynolds number,
which is defined as follows:

Re ¼ 2E=3ð Þ2
me

:
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Boundary condition for equation of kinetic energy of turbulence on the air-water
boundary is as follows:

� k
h
@E
@n

¼ kwe
s
q

� �3
2

; ð5Þ

where kwe is coefficient of turbulence enhancement by wave breaking and s is surface
stress. Assumption about continuity of impulse flow is used for zonal and meridional
components of current velocity on the air-water boundary, and these components are
computed with the theory of similarity by Monin-Obukhov, whereas these components
on the boundary water-soil are defined with Chezy formula [7].

3 Input Data and Parameters

The input data are the starting temperature profile, physical parameters and meteoro-
logical data. The input temperature profile was defined with temperature difference
between the surface and the bottom and the thickness of mixed layer in previous version.
Three points were accounted: temperature on the surface, on the lower boundary of
mixed layer and on the water-soil boundary. This limited the possibility of using the
results from field measurements. In the modified version the input profile is arbitrary
defined as a two-dimensional array of points from the file with values of temperature on
every step of the depth. This modification allows reproducing thermocline stratification
typical for mid-sized lowland water bodies. The profiles obtained through the compu-
tation on every step become the input ones for the next steps of the forecasting.

The values of main physical parameters used in the model are either set through
field measurement data (such as the coefficient of solar radiation extinction in water
body is set through measurements with Secchi disk drawing on the theory developed in
[8]) or adjusted on the basis of correspondence between numerical results and real data
(for example, the coefficient of turbulence enhancement by wave breaking is taken
equal to 10 for the best match between the forecast and the experimental evidence).
These two parameters are recorded during all computation time.

The parameters of meteorological conditions include air temperature, atmospheric
pressure, specific air humidity, precipitation, zonal and meridional wind components,
downward solar (shortwave) radiation and downward longwave radiation. Meteoro-
logical data are read on the every step of computation – timestep for these data is 6 h.
The parameters are collected with combined method: information is taken from the data
of hydrometeorological station in Gorodets and the files of global meteorological
reanalysis NCEP/NCAR [9] with spatial resolution 1o. Information about wind velocity
is used to compute surface stress on air-water boundary. In previous version empirical
parameterization [10] was applied, but it ignored features of underlying surface:

s ¼ 1:273 * 10�3 * wr;
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where wr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
, u and v – zonal and meridional wind components. We use

updated formula based on multi-year measurements of wind conditions on the exper-
imental sites of Gorky water reservoir (see [11]):

s ¼ 1:274 * 10�3 * wr þ 3:4 * 10�4 * w2
r þ 4:9 * 10�5 * w3

r :

4 Experiment Description and Model Validation

Experimental data were used for validation of modified model. These data were
obtained from the observations during expeditions on the experimental sites of Gorky
water reservoir in the period 2014-2017. Measurement of the vertical temperature
profiles were carried out with freely sinking CTD-probe, which recorded the temper-
ature values 6 times per second. At the speed of lowering equal to 24 cm/sec this
provides depth resolution about 4 cm. Several measurements were made during every
expedition. The profile used as the starting one must be carried out at the same time
with an hour from the first line in the file with meteorological conditions, and the

a b

c 

Fig. 1. Average daily values of (a) solar radiation, (b) air temperature, (c) wind velocity in 2014
and 2017.
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profiles used for the validation of the model are obtained with averaging of the daily
measurements for the purpose of comparison with average daily profiles produced with
computation. 2014 and the current year were chosen from a large volume of data,
because the seasons had a great difference in the thermal regimes due to the difference
in seasonal meteorological conditions (see Fig. 1): 2014 was characterized by intensive
solar radiation, a high temperature and a slightly weaker wind, whereas 2017 is marked
with weak heat and strong wind-induced mixing. Thus, temperature profiles obtained in
2014 were characterized by significant temperature difference and strong stratification,
and ones obtained in 2017 are homogeneous in depth.

5 Results

Time and temperature dependences in control points, comparison of the forms of the
profile and standard deviation were reviewed to analyze numerical results.

a b

c d

Fig. 2. Values of temperature in control points: (a) surface (b) depth 1 m (c) depth 3 m (d) depth
8 m in the real data and in the model results.
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Time and temperature dependences in control points (surface, 1 m, 3 m and 8 m)
are presented in Fig. 2. More of points were taken closer to the surface than to the
bottom, because this layer is more exposed to variability and has a significant impact on
eutrophication. So the difference between real and model data is less near the bottom,
which confirms that variability and complexity of processes are greater near the surface
due to wave-wind coupling.

Also the forms of profiles were compared (see Figs. 3 and 4). Numerical simulation
reproduced general forms of distribution for all realizations. However, the best
agreement was obtained for the regimes with strong mixing, when stratification is
practically nonexistent.

Fig. 3. Real and model temperature profiles with strong stratification, 2014.

Fig. 4. Real and model temperature profiles with strong mixing, 2014 and 2017.
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As for the integral characteristics of comparison between the real data and the
model results, standard deviation does not exceed 0; 8 �C for all performed realizations
for 2017 year, and 1; 5 �C for 2014 year, which is more accurate than the results in the
previous version [5].

6 Conclusion

Modification of the program complex LAKE [5] and its validation are proposed for the
forecasting of vertical temperature distribution in inland hydrophysical objects with an
example of lake part of Gorky water reservoir. The modification caused changing the
procedure of input data assignment, ensured the possibility of using the results from
field measurements as starting profiles, led to the greater consideration of wind influ-
ence on mixing and allowed to reproduce general forms of distribution more accu-
rately. Numerical simulation with the modified model gave results which were in good
agreement with the real seasonal variations of thermal regime in lake part of Gorky
water reservoir.

Regimes with strong mixing and weak heat are reproduced more accurately, than
regimes with strong heat and stratification, so the model results for 2017 match the field
measurement data better, than the model results for 2014. It can be explained by not
quite adequate simulation of processes with weak wind and intensive solar radiation or
by incorrect meteorological data, particularly data from reanalysis by reason of coarse
grid. Also it may be due to physical parameters: they are recorded during all compu-
tation time, but it is planned to make them variable. The coefficient of solar radiation
extinction which characterizes transparency of the water may slightly vary between 2
and 2,5 in Gorky water reservoir not only in different years but from month to month.
The parameterization of the coefficient of turbulence enhancement by wave breaking is
also foreseen, and the dependence between its value and the value of wind velocity has
to be determined for this purpose. Also acquaintance with the data of total cloud cover
is foreseen for the clarification of the information about solar radiation, which can
provide more accurate forecast of vertical temperature distribution.
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Abstract. The paper presents the results of the investigation of the strain-
strength properties of rocks (dolomites) raised from a depth of more than 6 km
of the exploration well of the Kainsayskaya Field. The experiments were carried
out on a unique experimental setup – the Triaxial Independent Load Test System
of IPMech RAS on cubic specimens with an edge of 40 mm. Two triaxial tests
were performed on two specimens showing the presence of strong strength
anisotropy of the rock. A physical simulation of the pressure reduction process
in deep wells near an open borehole and the tip of a perforation hole was
performed on three specimens. The conducted studies have revealed a rather low
strength of the studied rocks, despite the great depths of their lying under the
conditions of high rock pressure. They have shown that the beginning of the
rock destruction depends vastly on the type of stress state arising in the for-
mation. Carrying out physical modeling of geomechanical processes in oil and
gas reservoirs using true triaxial loading is of great importance from the point of
view of justifying methods of influence on deep-lying strata in order to increase
the productivity of wells, as well as reduce risks of well destruction during their
drilling and operation.

Keywords: Deep deposits � Rock � Borehole � Test apparatus
Deformations � Stresses � Strength � Elastic modules

1 Introduction

In the conditions of depletion of large and accessible oil and gas fields [1], it is becoming
increasingly urgent to search for new sources of hydrocarbons and develop technologies
for their extraction, since adequate replacement of hydrocarbons is not expected in the
coming decades. Resources of the Arctic basin, unconventional sources of
hard-to-recover hydrocarbon raw materials with large explored reserves (shale oil, shale
gas), oil and gas from deep horizons, gas hydrates, etc., can be considered as such.

One of the most promising directions is the development of deep horizons of oil
and gas bearing sedimentary basins lying beneath currently exploited formations, that
is, deeper than 5.5 km. Of course, the extraction of deep hydrocarbons is associated
with difficulties, but their usefulness is determined by a number of factors and, above
all, by the established infrastructure of the developed oil and gas provinces [2].
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A number of problems arises when hydrocarbons are extracted at great depths. In
particularly, there are very acute geomechanical problems associated with the stability
of deep borehole during drilling and operation of wells, as well as the specific features
of the deformation, fracture and filtration processes in deep reservoir. Under these
conditions, the rocks in the vicinity of the borehole may be in the limiting stress state
and even pass to the critical deformation. Complications during drilling of oil and gas
wells associated with loss of the borehole stability are usually accompanied by a large
expenditure of funds for the elimination of their consequences, and therefore the
forecasting and prevention of this type complications play an important role in reducing
the cost of the field development. In conditions of large depths, the value of this factor
multiplies many times. In addition, the destruction of well bores is one of the main
factors limiting the maximum production rates of wells.

To solve these problems, it is necessary to create adequate mechanical-
mathematical models describing the processes of deformation and destruction of
reservoir rocks at great depths taking into account the specific features of reservoir
systems in conditions of high rock and reservoir pressures. A characteristic feature of
rocks is the essential dependence of their strain-strength characteristics on the type and
level of stresses created in them. At great depths under very high pressures, the pro-
cesses of deformation and fracture of rocks that occur during the construction of wells
and various technological operations may differ significantly from those at depths of
2–3 km. An experimental equipment that allows in the laboratory not only to determine
the strain and strength characteristics of rocks in conditions of great depths, but also to
model real deformation and filtration processes occurring in deep-lying layers is nee-
ded. Such a possibility is provided by the unique Triaxial Independent Load Test
System (TILTS) created at the Institute of Problems of Mechanics of the Russian
Academy of Sciences [3]. The apparatus allows studying the strain, strength and fil-
tration properties of rocks by testing of a cubic specimens of rock with an edge of 40 or
50 mm (Fig. 1).

Fig. 1. Triaxial Independent Load Test System (TILTS).
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2 Experimental Apparatus

An original kinematic scheme is used in the design of the loading unit of the TILTS. It
allows the pressure plates to approach in three directions without creating obstacles to
each other, and to load the specimen independently along each of the three axes. This
makes it possible to determine the elastic and viscoplastic characteristics of rocks
(including anisotropic) under the conditions of true triaxial stress states, and also to
recreate in the course of the experiments any stress states that arise in rock massifs
during conducting technological operations and to study the deformation processes and
filtration properties of rocks.

TILTS belongs to the class of electrohydraulic testing machines; it is equipped with
an automated control system with feedback. TILTS allows to control the loading of the
specimen both by force and by movements. This makes it possible to control the
deformation of the specimen in the plastic region, without leading it to failure.

3 Object of Study

Experiments were carried out at the TILTS to determine the strain and strength
properties of specimens of reservoir rocks selected from the deep-lying horizons of the
Kainsayskaya Field (Orenburg).

The cubic specimens of rock with a 40 mm edge were made for tests. The speci-
mens were cut out of core 1 m long, selected from a depth of 6114.2–6115.2 m. The
rock according to the lithological description of the core is a fine-grained
cover-nodular-porous strong massive fractured dolomite.

4 Triaxial Tests of Specimens

So-called triaxial tests of the specimens were carried out at the TILTS to determine the
parameters of the bulk strength of rocks – the coefficient of adhesion and the angle of
internal friction [4]. The program of triaxial testing of rock specimens is aimed at
estimating the stress required to fracture a rock specimen, depending on the value of the
all-round specimen compression, Fig. 2, where s1; s2; s3 are the stresses applied during
the experiment to the faces of the specimen. In order to find the necessary parameters, it
is required to determine the value of the fracture stress for at least three values of the
all-round compression.

The difficulty lies in the fact that, due to the shortage of core material taken from
great depths and the substantial heterogeneity of rock formations, it is desirable to carry
out experiments for all three volumetric compression levels on the same specimen. In
this case, each loading cycle must be brought to a level when the specimen begins to
deform plastically, but will still remain intact.

A constant control over the state of the specimen is necessary for this. For this
purpose, deformation of the specimen is measured along each of three axes in the
course of the experiment and a diagram of the specimen deformation along the loading
axis r – e is displayed on the computer screen in the online mode, Fig. 3.
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In addition, the current tangent module Dr/De is calculated for each point of this
curve by linear approximation to 21 experimental points (10 points to the point under
consideration and 10 points after it), Fig. 4. The tangent module is also displayed on
the screen. The loading in the each of the two first cycles ends when the tangent
modulus at the plastic deformation section decreases to 25–30% of the module value
for the linear portion of the curve r – e.

In addition, the specimen loading must be carried out at control on displacement,
not force. Otherwise, it is practically impossible to stop the loading of the specimen in
the plastic region in time, without leading it to destruction.

Fig. 2. The program of specimen triaxial test.

Fig. 3. The strain curves of specimen 1 during the test cycle 1.
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An important distinctive feature of triaxial tests of cubic samples at the TILTS in
comparison with the triaxial tests of cylindrical specimens at installations based on the
Karman principle is the possibility of registration of the deformation of specimens in
three directions. It is needed in determining the strain-strength properties of anisotropic
rocks.

In order to determine the influence of the bedding on the strain and strength
properties of the rock under study, two specimens cut from one piece of core were
tested according to the triaxial test program: specimen 1 and specimen 2. In the test of
specimen 1, the load during each cycle was carried out orthogonally to bedding planes,
and along bedding planes when specimen 2 was testing. During each loading cycle
strains were measured along each of three axes of the specimen.

As an example, the strain curves got in the first test cycle of specimen 1 along three
axes are plotted on Fig. 3. Here the sample was previously uniformly compressed
along all three axes to a stress of 2 MPa, followed by additional compression along
axis 2 with constant stresses along axes 1 and 3. Figure 4 shows the variation of the
tangent module during the experiment.

The Young’s modulus and the Poisson’s ratio for each cycle as well as the strength
constants such as the adhesion coefficient and the angle of internal friction were cal-
culated on the base on the results of the triaxial tests for specimens 1 and 2. These
values for specimen 1 were measured in the direction perpendicular the bedding, and
for specimen 2 along the bedding. The results are given in Tables 1 and 2.

Here E is the Young’s modulus of the rock in each of the cycles, m is the Poisson’s
ratio in each of the cycles, K is the adhesion coefficient, q is the angle of internal
friction, S�2 is the stress of the transition to plastic deformation. Young’s moduli and
Poisson’s ratios were determined on rectilinear sections of the deformation curves at
each loading cycle, and the adhesion coefficients and the internal friction angles were
determined by using the Mohr circles constructed on the results of the triaxial tests.

Fig. 4. The tangent modulus change of specimen 1 during the test cycle 1.

340 V. I. Karev et al.



Tables 1 and 2 show the rock is anisotropic in strength properties. Its strength
constants under loading along the plane of the bedding are much lower than under
loading in the orthogonal direction.

As for the Young’s modulus, the picture here is more ambiguous. It can be seen
from Tables 1 and 2 that the Young’s modulus along the bedding plane during the first
test cycle with a slight volumetric compression is significantly lower, than one in the
orthogonal direction. But with the increase in the value of the preliminary volumetric
compression this difference decreases (the cycle 2), and it disappears on the third cycle.

5 Study of Elastic-Plastic Properties of Rocks from Deep
Horizons

In order to study the elastic-plastic properties of the rocks under investigation, a
methodology for physical modeling of geomechanical processes was developed at the
IPMech RAS. On its basis the studies were made on the rocks of tens of oil and gas
deposits of different lithologic composition from a depth of several hundred meters to
6500 m.

According to the method, the rocks under investigation are tested on three basic
loading programs creating in the specimens three types of stress state: generalized
stretching, generalized shift and generalized compression. These stress states are
characterized by the corresponding values of the Lode–Nadai parameter: “ + 1”, “0”,
“−1” [5].

These stress states are directly related to the situations occurring in the formations in
the vicinity of oil and gas wells. The generalized shift is realized in the vicinity of an
uncased wellbore, loaded with internal pressure on and rock pressure at infinity. The
generalized stretching is realized in the vicinity of a spherical cavity loaded with internal
pressure and external pressure at infinity, for example, in the vicinity of the tip of the

Table 1. Elastic and strength constants in the direction perpendicular to the bedding (specimen 1).

Cycle no. Uniform compression,
MPa

E * 10−4, MPa m S�2 MPa K, MPa q
degrees

1 2 2,83 0,17 156 32,5 41
2 5 3,26 0,20 165
3 15 3,34 0,20 220

Table 2. Elastic and strength constants in the direction along to the bedding (specimen 2).

Cycle no. Uniform compression,
MPa

E * 10−4, MPa m S�2 MPa K, MPa q
degrees

1 2 2,30 0,18 83 19 38
2 10 2,94 0,21 126
3 20 3,33 0,20 164
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perforation hole. The calculation of loading programs and the results of testing three
specimens on each of the programs are presented. The fact that the rocks under study are
permeable and effective stresses act on the soil skeleton is taken into account [6].

5.1 Testing the Specimen According to the Program “Generalized
Stretching”

As indicated above, such a loading program corresponds to a stress state arising near a
spherical cavity loaded with internal pressure and external pressure at infinity, for
example, in the vicinity of the tip of the perforation hole.

According to the well-known solution from the theory of elasticity, the stresses
acting in the soil skeleton in the vicinity of a spherical cavity and of the radius Rw (a tip
of a perforation hole) are [5]

~rr ¼ � qþ pwð Þ Rw=rð Þ3 þ qþ pðrÞ
~rh ¼ 1=2 qþ pwð Þ Rw=rð Þ3 þ qþ pðrÞ
~ru ¼ 1=2 qþ pwð Þ Rw=rð Þ3 þ qþ pðrÞ

ð1Þ

Here pw is pressure in the well, pðrÞ is the reservoir pressure at a distance r from the
perforation hole.

On the surface of the tip of the perforation hole, i.e. when r ¼ Rw, (1) gives

~rr ¼ 0
~rh ¼ 3=2ðqþ pwÞ
~ru ¼ 3=2ðqþ pwÞ

ð2Þ

Specimen 3 was tested on the “generalized stretching” program. Figure 5 shows a
loading program corresponding to a reduction in the pressure in the well pw. The
stresses S1; S2; S3 refer to the axes of the loading unit of the TILTS and correspond to
effective stresses ~ru; ~rh; ~rr acting near the hole.

The loading of specimen 3 consisted of three stages.
Stage 1. The specimen was squeezed uniformly from all sides to the stress equal to

the difference between the value of the rock pressure q at a depth of h = 6115 m and
the value of the reservoir pressure, which was assumed to be approximately equal to the
hydrostatic pressure, i.e. p0 = 60 MPa. At an average density of overlying rocks
2.3 g/cm3 it equals to 80 MPa. This point corresponds to the stresses acting in the soil
skeleton prior to drilling the well.

Stage 2. The two stress components (S1 и S2) corresponding to the circumferential
stresses ~ru; ~rh increased equally, and the third stress S3 corresponding to the radial stress
decreased. The average stress S ¼ ðS1 þ S2 þ S3Þ=3 was kept constant. The end of the
second stage corresponds to the stress state around the perforation hole before the well is
put into operation. At this point of the loading program the stresses are given by (2).

Stage 3. Two components of the stress continued to grow, and the third one
remained virtually zero. In the stage 3 a change in the stresses acting near the perfo-
ration hole at pressure decreasing in the well was simulated.
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In the course of the experiment specimen 3 was oriented in the loading unit of the
TILTS in such a way that in stage 2 the specimen was unloaded in the bedding plane.

Figure 6 shows the strain curves of specimen 3 during the experiment. It depicts the
components of the strain of the specimen along three axes e1; e2; e3 that are related to
the axes of the loading unit of the TILTS in dependence on the loading parameter – the
monotonically increasing stress component S2.

It can be seen from Fig. 6 that under stress S2 ¼ 110MPa, which according to (2)
corresponds to the pressure at the bottom of the well pw ¼ 67MPa, the specimen
began to plastically deform and it was destroyed at S2 ¼ 140 MPa. This corresponds
to a downhole pressure of 47 MPa, i.e. the destruction of the specimen occurred at a
pressure drawdown of 13 MPa.

5.2 Testing the Specimen Using the Program “Generalized Shift”

Such a loading program corresponds to a stress state arising in the vicinity of an
uncased vertical well bore loaded with internal pressure and rock pressure at infinity.

For permeable rocks the stresses acting in the soil skeleton in the vicinity of an
open hole of radius Rw according to the well-known Lame’s task solution are [5]

~rr ¼ � qþ pwð Þ Rw=rð Þ2 þ qþ pðrÞ
~rh ¼ qþ pwð Þ Rw=rð Þ2 þ qþ pðrÞ
~rz ¼ qþ pðrÞ

ð3Þ

Fig. 5. Load program of specimen 3 “Generalized stretching”.
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On the wellbore wall, i.e. at r ¼ Rw

~rr ¼ 0
~rh ¼ 2ðqþ pwÞ
~rz ¼ qþ pw

ð4Þ

Under the “generalized shift” program, specimen 4 was tested. In Fig. 7 its load
program was shown which corresponds to a reduction in pressure in the well. The
stresses S3; S2; S1 shown on it refer to the axes of the loading unit of the TILTS and
correspond to the effective stresses ~rz; ~rh; ~rr.

The loading of specimen 4 consisted of three stages.
Stage 1. The specimen was squeezed uniformly along the three axes to a stress

equal to the difference between the value of the rock pressure q at the depth H and the
value of the formation pressure p0. End point of the stage corresponds to the stresses
acting in the soil skeleton before drilling the well (80 MPa).

Stage 2. In the next stage one stress component (S2) continued to grow, the second
stress (S3) remained constant, and the third one (S1) decreased, and the loading was
changed in such a way that the average stress S ¼ ðS1 þ S2 þ S3Þ=3 throughout the
stage 2 remained constant.

The end point of the stage corresponds to the state when the well is drilled and filled
with process water.

At this point according to (4): S2 ¼ 2ðqþ p0Þ, S3 ¼ ðqþ p0Þ, S1 ¼ 0.
Stage 3. At the third stage, the process of pressure reduction in the well is modeled.

In this case, as it can be seen from the relations (4), the ring and vertical stresses grew,
but the vertical stresses increased approximately two times slower.

The third stage was the last and lasted until the specimen was destroyed.

Fig. 6. The strain curves of specimen 3 during the experiment.
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During the experiment, the strains of the specimen were measured in three
directions.

In the course of the experiment, specimen 4 was oriented in the loading unit of the
TILTS in such a way that in the stage 2 the specimen was loaded by the stress S2 acting
long the axis 2 of the apparatus in the bedding plane and its unloading was conducted
along the axis of the specimen perpendicular to the bedding.

Figure 8 shows the strain curves of specimen 4 during the experiment. It depicts the
strain components of the specimen along three axes that are related to the axes of the
loading unit of the TILTS in dependence on the loading parameter S2 - the mono-
tonically increasing stress component.

Figure 8 shows that at the stress S2 = 180 MPa, which, according to (4), corre-
sponds to the pressure at the bottom of the well pw = 50 MPa, the specimen began to
deform plastically and disintegrated at S2 ¼ 200 MPa. This corresponds to the pressure
at the well bottom 40 MPa, i.e. the destruction of the specimen occurred at a pressure
drawdown of 20 MPa.

5.3 Testing the Specimen Using the Program “Generalized Compression”

Under the program “Generalized compression” specimen 5 was tested. The loading
program of specimen 5 is shown in Fig. 9. It consisted of two stages.

Stage 1. The specimen was squeezed uniformly from all directions to a stress equal
to the difference between the value of the rock pressure q at the depth h and the value of
the reservoir pressure p0. The end point of the stage corresponds to the stresses acting
in the soil skeleton in an intact reservoir (80 MPa).

Stage 2. The two components of the stresses (S1 and S2) decreased identically to
almost zero, and the third stress S3 grew. The average stress S ¼ ðS1 þ S2 þ S3Þ=3 was
kept constant.

Fig. 7. The loading program of specimen 4 “Generalized shift”.
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In the course of the test the specimen 5 was oriented in the loading unit in such a
way that in stage 2 it was loaded along the axis 3 of the apparatus by stress S3
perpendicularly to the bedding. Accordingly, unloading of the specimen was carried
out along two axes 1 and 2 in the bedding plane.

Fig. 8. The strain curves of specimen 4 in the course of the experiment.

Fig. 9. Load program of specimen 5 “Generalized compression”.
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In Fig. 10 the strain curves of specimen 5 are shown during the test. The figure
depicts the strain components of the specimen along three axes e1; e2; e3 related to the
axes of the TILTS loading unit in the dependence on the loading parameter S2 the
monotonically increasing stress component.

6 Discussion of the Results

On the Triaxial Independent Load Test System, 5 cubic rock specimens (dolomite)
from the exploration well of the Kainsayskaya area from the depth of more than 6 km
were tested. The purpose of the research was to study the deformation and strength
properties of rocks lying at great depths under the conditions of high rock pressure. The
loading programs simulating the stresses that actually appeared in oil and gas reservoirs
in the vicinity of oil and gas wells were implemented on three specimens.

As a result, a number of interesting and important results were obtained:

– Triaxial tests of the specimens 1 and 2 revealed a significant strength anisotropy of
the rocks under study - their strength constants under loading in the bedding planes
were significantly lower than in the orthogonal direction. The presence of such
anisotropy can have a significant effect on the stability of well bores, especially
directed obliquely, during their drilling and operation [6, 7];

– The simulation of real stress states at the depth of 6 km in the vicinity of the
borehole (the specimens 3 and 4) at the TILST showed that the rocks under
investigation, despite the fact that they were under conditions of compression by
high rock pressure, nevertheless have strength, comparable to the strength of rocks
from much lower depths [8];

Fig. 10. The strain curves of specimen 5 during the experiment.
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– The simulation of the process of pressure reduction in the vicinity of the open hole
in the vertical well (the specimen 4) and near the tip of the perforation hole (the
specimen 3) at the TILST showed that the beginning of the rock failure essentially
depends on the type of stress state arising in the formation.

Thus, the destruction of the specimen 4 at the simulation of an open hole in a vertical
well occurred at stresses corresponding to the bottomhole pressure of 40 MPa, i.e. at the
drawdown pressure of 20 MPa, and when the stress state near the tip of the perforation
hole was simulated (the specimen 3) destruction occurred at the stresses corresponding
to the bottomhole pressure 47 MPa, i.e. at the drawdown pressure of 13 MPa.

A similar picture was observed at the tests of rock specimens from other deposits,
including deep-lying ones. In particular, two sandstone specimens cut from one piece
of core sampled from a depth of 6 km of the Astrakhan gas condensate field were tested
on the programs ‘a well’ and ‘a sphere’ [9]. The situation in the vicinity of the open
borehole of the vertical well was modeled on the first specimen, and the stresses near
the tip of the perforation hole were simulated on the second specimen. The specimen
tested on program ‘a well’ was deformed almost elastically up to the maximum pos-
sible pressure drawdown, and the specimen tested on program ‘a sphere’ was inten-
sively plastically deformed and destroyed.

7 Results

The obtained results prove the importance of experimental study of
deformation-strength properties of rocks from deep horizons at facilities that allow
physical modeling of real triaxial stress states arising in oil and gas reservoirs during
drilling and operation of wells.

Carrying out of such researches allows to define strength parameters of productive
strata and enclosing rocks, to estimate the risks connected with the danger of loss of
stability of well bores at technological operations in deep wells, to develop recom-
mendations on the necessary well design, and also to substantiate methods of impact on
deep-lying strata in order to increase the productivity of wells.

This is important for choosing the right technical and technological solutions to
optimize the strategy and tactics of developing deep-lying deposits.

Acknowledgement. The work was done under financial support of Russian Science Founda-
tion, project No. 16-11-10325.
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Abstract. The approach to modeling geomechanical processes in the well
vicinity including mathematical modelling of deformation, fracture and filtration
as well as experimental determining the parameters involved, under conditions,
corresponding to the real in situ ones is presented. The approach involves three
stages: (i) choosing the mechanical model and its adopting to the considered
problem; (ii) determining the model parameters by using the direct experiments;
(iii) mathematical modeling of deformation, fracture and filtration processes in
question.
The important mechanical model feature is that it accounts for anisotropy of

mechanical and filtration properties and dependence of yield transition on volu-
metric stresses and pore pressure. Another important peculiarity consists in using
the experimentally determined dependences of permeability on stress-strain state.
The results of the experimental determination of the model parameters for two

lithotypes of Kirinsky field and one lithotype of Filanovsky field using the
Triaxial Independent Loading Test System (TILTS) are given. Numerical sim-
ulation for the used model for the cases of uncased and perforated bottomhole is
presented. The stress concentrations and production rate are calculated. The
results of the work carried out demonstrate the capability of the approach to
solve geomechanical problems in order to optimize technological processes.

Keywords: Rocks � Stress-strain state � Effective stress � Pore pressure
Permeability strength anisotropy � Non-associative plasticity

1 Introduction

Among the problems related to processing of wells (both producers and injectors) there
are two groups determined essentially by deformational processes in near well zones.
These undesirable phenomena are: loss of well stability and drop of permeability. To
prevent or minimize the damage caused by these processes one needs better under-
standing of their basis. Therefore, modeling of deformation and filtration processes
became nowadays an important part of design of oil and gas deposit processing.
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A number of specialized programs, often referred to as simulators, have been
created and used by producing and service companies for this purpose. That does not
mean, however, that all the problems are solved. In particular such a property as
strength anisotropy although has been investigated (e.g. [1]), but, has not been
addressed in the existing simulators. Another important, but not yet comprehensively
studied factor is the influence of stress-strain state and its history on permeability. This
property may be determined only experimentally for particular rocks. Many scientific
centers around the world are involved in the research aiming at filling the gaps in the
existing models [2].

Both experimental and numerical modeling have been carried out in Laboratory of
Geomechanics of Institute for Problems in Mechanics of RAS aiming at development
of the complex approach to solving geomechanical problems. The approach consists in
the following main stages illustrated on Fig. 1.

Fig. 1. Block-scheme of the used algorithm.
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The approach has been applied for the number of oil and gas deposits [3–6]. In the
present paper its application is demonstrated for collectors of Kirinskoe and Fila-
novskoe deposits.

2 Models of Mechanical Behavior

In order to yield reliable results the model need to be able to describe the key pecu-
liarities of mechanical behavior, among which the following need to be stressed:

– influence of pore pressure on deformation;
– nonlinear stress-strain relation, appearance of inelastic strains, dependence the yield

criteria not only on shear, but also on normal stresses, as well as on pore pressure;
– possible presence of inelastic volumetric strains, and their non-obvious relation with

the normal and shear stresses;
– possible elastic, strength and filtration anisotropy;
– dependence of permeability on the stress-strain state and its history.

All of the mentioned features are described by the existed models, and some of
them are included in the program codes of both wide-range packages and the spe-
cialized simulators, the problem of the complex description of all of the mentioned key
features when modeling mechanical and filtration processes within the hydro-carbonate
reservoirs still exists.

The base used model of deformation and filtration includes the following system of
equations.

– Equations of filtration flow, which in case of stationary have the form

qi ¼ �jij pi;j qi;i ¼ 0 ð1Þ

where qi is the vector of fluid flow; p is the pore pressure; jij is permeability tensor, that
may depend generally on pore pressure, coordinates, stress state and other factors;
indexes after the comma stand hereafter for derivative over the corresponding
coordinate.

– Experimentally determined dependence of permeability on the history of
stress-strain state for each type of rocks; in case of pronounced filtration anisotropy
all components of permeability tensor should be determined, or, at least, perme-
ability in the direction of interest

jij ¼ jij rð Þ ð2Þ

where r is a parameter characterizing stress state.
– The set of equations of poro-elasto-plasticity, in which the elastic part is described by

the traditional system of equations by Biot [7], and inelastic part is described by a
variant of theory of plastic flow for anisotropic media [8, 9] with accounting for the
volumetric stress similar to [10] and non-associative flow rule of the type of [11, 12].

352 V. I. Karev et al.



The outlined scheme of poro-elasto-plasticity is expanded as follows. The kine-
matics is described by the total strain tensor eTij , which is decomposed to elastic, eEij , and

plastic, ePij , parts

eTij ¼ eEij þ ePij ¼
1
2

ui;j þ uj;i
� � ð3Þ

where ui is the displacement vector. The statics is described by equation of equilibrium

rij;i ¼ 0 ð4Þ

and equation

sij ¼ rij þ aPpdij ð5Þ

relating the total rij and effective (acting on solid skeleton) sij stress tensors, and pore
pressure p. 0� aP � 1 is Bio’s coefficient, characterizing the influence of pore pressure
on the stress state and depending on porosity structure; for well permeable collectors aP
approaches unity from below [13].

The elastic strain tensor related to the stress tensor in accordance with the Hooke’s
law

sij ¼ Kijkle
E
kl ð6Þ

Here Kijkl are components of elasticity tensor (in case of elastic isotropy
Kijkl ¼ kdijdkl þ 2ldikdjl, k ¼ mE

1þ mð Þ 1�2mð Þ ; l ¼ E
2 1þ mð Þ are Lame constants, E, m are

Young’s moduli and Poisson’s ratios).
According to the concept of plastic flow theory, the increments (also called “rates”)

of plastic strains depij during active loading are calculated as values proportional (with
coefficient dk) to partial derivatives of plastic potential Q

dePij ¼ dk
@Q
@rij

ð7Þ

Besides, it is supposed that during active loading a particular combination of
components of stress tensor satisfied an equation, called yield surface, F. In the clas-
sical theory of plasticity the yield surface and plastic potential coincide, Q ¼ F.
Meanwhile, using this equality for non-metal plasticity leads to a strong contradiction
between the observed and predicted behavior: in particular, the predicted volumetric
inelastic deformations are usually much greater than the observed ones. That leads to
putting forward laws with Q 6¼ F, called non-associative laws, to describe deformation
of rocks and soils [15, 11]. In order to describe adequately the role of inelastic volu-
metric change the concept of dilatancy was suggested [16, 17], according to which the
change in volumetric deformation are related to the shear strain intensity, rather than to
the volumetric stress. That leads to violating the associativity of the volumetric strain,
while the “deviatoric associativity” remains. In accordance with this concept, yield

Modeling of Deformation and Filtration Processes 353



function, F, and plastic potential, Q, are chosen of the same form, with the differences
in factors at the linear terms of stresses

F

Q

( )
¼ G0

ð23Þ s22 � s33ð Þ2 þG0
ð13Þ s11 � s33ð Þ2 þG0

ð12Þ s11 � s22ð Þ2
�

þ 2L0ð23Þs
2
23 þ 2L0ð13Þs

2
31 þ 2L0ð12Þs

2
12

�1=2

þ Bm
ð1Þs11 þBm

ð2Þs22 þBm
ð3Þs33

� �
� A

ð8Þ

Here G0
ðijÞ, L

0
ðijÞ, B

m
ðijÞ are material constants;. m ¼ 0 for the yield function, m ¼ 1 for

the plastic potential; the dimensionless parameter A, may be considered as a charac-
teristic of hardening. Yield function, F, and plastic potential, Q, (7) are written in the
axes of the material anisotropy.

It should be noted, that maintaining the same coefficients at quadratic terms of
stresses G0

ðijÞ, L
0
ðijÞ in (7), preserves the deviatoric associativity.

Isotropy imposes the restrictions:

G0
ð13Þ ¼ G0

ð23Þ ¼ G0
ð12Þ ¼ G; L0ð13Þ ¼ L0ð23Þ ¼ L0ð12Þ ¼ 3G; Bm

ð1Þ ¼ Bm
ð2 ¼ Bm

ð3Þ ¼ B=3;

ð9Þ

that leads to reducing the criterion to the Druckep-Prager criterion [10] for effective
stresses.

F ¼ ri þ a � rm � ss ¼ 0

rm ¼ 1
3skk; ri ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2 sjk � 1

3siidjk
� �

sjk � 1
3siidjk

� �q ð10Þ

Here a; ss are the constants of Drucker-Prager criterion, similar to the angle of
internal friction and cohesion of More-Coulomn criterion.

3 Experimental Determining of the Model Parameters

Experiments are carried out using Triaxial Independent Loading Test System (TILTS)
of IPMech RAS [14]. It allows loading of cubic specimens either 40 � 40 � 40 mm
or 50 � 50 � 50 mm in three perpendicular directions independently with measuring
stresses and strains in all directions, and simultaneous measurement of permeability in
one direction. Loading system of this kind allows to reconstruct the stress states suf-
ficiently realistically, and to determine materials properties in the conditions as close to
the reality as possible.

Experiments are carried out according to various loading programs; in most cases,
two types of programs are used that correspond to the generalized shear and axial
compression with lateral constant stresses [5, 6]. By analyzing the obtained depen-
dencies the following characteristics are determined:
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– the set of elastic constants, namely Young’s modulus and Poisson’s ratio for iso-
tropy, which was the case for the studied types of rocks (in case of transversal
anisotropy five elastic constants are to be measured);

– the set of constants, characterizing transition to plasticity, or more generally to
non-elastic behavior: Drucker-Prager constants in case of isotropy, or critical
stresses, corresponding to loading in various direction with different lateral pressure,
allowing to reconstruct the model of anisotropic plasticity for the investigated
material;

– dependence of permeability on the history of stress-strain state (usually the
dependence of permeability on shear stress intensity), i.e. specifying function
determined by (2).

In the present work the results of modeling for two lithotypes of Kirinsky and one
lithotype of Filanovsky fields are presented. Rocks of Kirinsky field showed isotropy of
elastic, strength and filtration properties. Rocks of Filanovsky fields revealed pro-
nounced strength transverse anisotropy related to their layered texture, however neither
noticeable elastic, nor filtration anisotropy were observed.

Mechanical parameters of both lithotypes of Kirinsky field was obtained as follows:
E ¼ 6 � 103 MPa; m ¼ 0:25; Ep ¼ 1:37 � 103 MPa; ss ¼ 18 MPa; a ¼ 1:28. Here Ep is
the modulus of plasticity, i.e. the ratio of the stress increments to increment of the total
displacement after reaching yield point measured in compression with the lateral
pressure. Relation of Ep with the parameter dk for the considered type of models is
described in [6].

Mechanical parameters of Filanovsky field are E ¼ 7:78 � 103 MPa; m ¼ 0:15; Ep ¼
0:78 � 103 MPa. The parameters of the yield criteria [8] were determined from the whole
set of experiments of both types (the property corresponded to transverse isotropy [8]) by
means of the least square method G0

ð12Þ ¼ 2:7 � 10�3; G0
ð13Þ ¼ G0

ð23Þ ¼ 1:27 � 10�3,

B0
ð1Þ ¼ B0

ð2Þ ¼ 1:95 � 10�2; B0
ð3Þ ¼ 3:28 � 10�2, L0ð13Þ ¼ 1:0 � 10�2. The last parameter

was not possible to determine from the available experiments, its value was chosen by
analogue with samples of a similar lithotype [5].

Parameters of plastic potential (7) diverged from the corresponding parameters of
the yield criteria are chosen in accordance to the condition of vanishing dilatancy (that
was observed)

B1
ðiÞ ¼ B0

ðiÞ �
1
3

X3
j¼1

B0
ðjÞ; ð11Þ

The corresponding values are: B1
ð1Þ ¼ �4:44 � 10�3; B1

ð3Þ ¼ 8:88 � 10�3.

The obtained dependencies of permeability on stress intensity are shown in Fig. 1
together with the approximations
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k1=k10 ¼ 1� 0:0079s� 7 � 10�5s2 s\63 MPa
0:05 s� 63 MPa

�

k2=k20 ¼ 1� 0:0062s s\55:4 MPa
0:0526s� 2:26 s� 55:4 MPa

�

k3=k30 ¼ 1� 0:0176s s\54 MPa
0:05 s� 54 MPa

� ð12Þ

for the soils of the first and second types of Kirinskoe, and Filanovskoe fields,
respectively,

The dependencies prove that the deformation processes may lead to both closing of
filtration channels, and hence to decrease in permeability, and to appearance and
growth of new systems of cracks, leading to increase in permeability [18].

4 Numerical Modeling

Numerical modeling consists in solving the coupled problem of poro-elasto-plasticity
and filtration using the chosen model and the experimentally determined parameters.
For each considered geometry the mathematical modelling is carried out according to
the steps stated on Fig. 1.

The problem was solved in 3-D for various geometries of the well face (open face,
various types of perforation, in particular six perforation holes, aligned along the well
length (three on each side), Fig. 2. For calculations the following parameters are used:
well radius, R = 0.1 m; perforation hole length L = 0.1 m; hole radius r = 0.01 m.
Meshes with 27 761 nodes and 136 421 elements corresponding (due to symmetry) to
the 1/8 of the initial areas were used. The mechanical properties are listed in Sect. 3.

The boundary conditions have been chosen corresponding to the stress state of the
field under consideration. For Kirinsky field: normal stress and pore pressure at the
outer boundary are 63.8 MPa and 27.7 MPa, respectively. For Filanovsky field: normal
stress and pore pressure at the outer boundary are 31 MPa and 13 MPa, respectively.
For the other boundaries the conditions coincides. Normal stress and pore pressure at
the well and cut surfaces are zero. For the normal to the well surfaces, zero dis-
placements and zero fluid flow are prescribed.

Production rates, normalized to the rates of the “ideal” well (for which the per-
meability is constant and equal to the initial permeability) without perforation cuts are
presented in the Table 1. Distributions of the intensity of stresses, plastic strains and
pore pressure for configuration with the perforation holes for the conditions of Fila-
novsky field are presented on Fig. 3.

5 Summary

The approach to modeling geomechanical processes in the well vicinity is presented.
The approach includes mathematical modelling of deformation, fracture and filtration
as well as experimental determining the parameters involved, under conditions,
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corresponding to the real in situ ones. The approach involves the following stages:
(i) choosing the appropriate mechanical model and its adopting to the problem under
consideration; (ii) determining the model parameters using the direct testing with the
true triaxial loading system; (iii) mathematical modeling of deformation, fracture and
filtration processes for the particular well configurations.

All stages of modeling are presented for three types of rocks two lithotypes of
Kirinsky field and one lithotype of Filanovsky field. The results demonstrate the
capability of the approach to solve problems appearing in oil and gas fields processing.

a b

c

Fig. 2. Dependence of permeability on stress intensity (a) first lithotype of Kirinsky field;
(b) second lithotype of Kirinsky field;. (c) Filanovsky field.

Table 1. Production rates, normalized to the rates of the ‘ideal’ well.

Geometry Field No dependence Elasticity Plasticity

Open wellbore Kirinsky 1-st 1 0.82 0.91
Wellbore with cuts Kirinsky 1-st 1.05 0.92 0.95
Open wellbore Kirinsky 2-nd 1 0.96 0.94
Wellbore with cuts Kirinsky 2-nd 1.05 1.20 1.15
Open wellbore Filanovsky 1 0.77 0.79
Wellbore with cuts Filanovsky 1.05 0.81 0.82
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a

b

c

Fig. 3. Distributions of the intensity of stresses (a), intensity of plastic strains (b) and pore
pressure (c) for the conditions of Filanovsky field.
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Effect of a Tidal Wave Caused by Large
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Abstract. The movement of a large satellite around a model planet, which is a
thick spherical layer of a heavy, perfect liquid with a solid nucleus, is being
discussed. The tidal disturbance caused by the satellite is propagated by long
gravity waves. When the satellite is gliding along the layer surface the energy
and orbital period decrease, and the tidal height and period of free gravity waves
supporting the tide growth increase. To maintain the tide the orbital period
should not be less than the period of free long gravity waves. The value of static
tide is assessed for the case when orbital period and free gravity waves
expending over the surface of spherical liquid layer periods coincide. When this
condition is met gliding becomes impossible and the satellite fully submerges.
With regard to the Earth, movement of the satellite projection is supersonic for
the material composing the mantle above a certain horizon, and subsonic for
underlaying horizons. The pressure of the tide bulge has effect on the entire
lower layer and on a narrow front area of shock wave in the upper layer.
Therefore, a considerable horizontal stress occurs at the abovementioned hori-
zon. When the stress exceeds the shear strength limit, the upper layer of the
mantle starts to move at a finite velocity in relation to the lower mantle. A melt
forms in the friction layer, so the velocity of longitudinal seismic waves
decreases. The boundary of supersonic and subsonic velocities gradually lowers
increasing the melt layer thickness and forming an abrupt jump in seismic wave
velocities. After the boundary reaches the horizon at 220 km, the satellite
submerges into the mantle. This is the reason why at present moment, after the
melt solidification there is a low velocity zone of seismic waves in the upper
mantle and a 220 km seismic boundary.
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1 Introduction

In this article we study the satellite movement with radius of approximately 700–
900 km around a certain model planet, represented as a spherical layer of heavy ideal
fluid with outer radius of Re approximately 6,378 km and a solid core with radius of
approximately 1,100 km [1]. The satellite, which moves at the orbit, causes a tidal
perturbation in the spherical layer of the fluid, which is propagated by long gravity
waves.

2 Condition of Possibility of Long Gliding of the Satellite

As it is known [1] in the inertial coordinates system the orbiting period Ta of a satellite
along an undisturbed Keplerian orbit is as follows:

Ta¼ 2pða3=lÞ0:5, a¼0:5ðra þ rpÞ, where: l¼f ðMþMaÞ,
f ¼ 6:67 � 10�11m3=ðkg � s2Þ, Ma - asteroid weight, M - planet weight, ra - distance to
apogee,rp - distance to perigee, a - semi-major axis of asteroid orbit ellipsoid. Let
ha ¼ ra � Re and hp ¼ rp � Re be heights of apogee and perigee, Re- the planet radius.
The orbiting period of the satellite with fixed perigee height is minimal in a circular
orbit.

The orbiting satellite causes the tide in stationary liquid sphere in the area of
maximum proximity to the orbit perigee. Let’s estimate the value of static tide at the
line connecting the planet center of mass and satellite center of mass in the orbit perigee
when the satellite is moving in equatorial plane.

On this line the planet’s gravity potential is equal to:
VðxÞ ¼ f �M=x, where x- distance from the top of tide bulge to the center of planet.

Tide-producing potential equals to:
dW ¼ fMað1=r0 � 1=rp � x=r2pÞ, where r'- length of radius-vector from a point on

the surface of tide bulge into the satellite center of mass [2].
In the top point of the tide bulge on the line connecting the planet center of mass

and satellite, the summary potential of gravity forces equals to:

W ¼ f �M=xþ fMað1=r0 � 1=rp � x=r2pÞ:

Let’s find the position of disturbed surface of gravity forces potential level. Assume
that the constant of gravity forces potential is equal to potential of undisturbed surface
of free planet surface level without disturbing body. So we get a proportion determi-
nation of distance x from the top of tide bulge to the planet center:

W ¼ f �M=xþ fMað1=r0 � 1=rp � x=r2pÞ ¼ W0 ¼ f �M=Re:
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On the line connecting the planet center of mass and satellite center of mass,
r0 ¼ rp � x. So the equation for determination of tide height is like the following:

1=xþðMa=MÞð1=ðrp � xÞ � 1=rp � x=r2pÞ ¼ 1=Re:

With this equation we determine the value x, which is the radius of maximum tidal
wave in relation to the center of the planet.

The satellite gliding along the planet surface can continue for a long time with its
small submerges into lithosphere and mantle, which happens at small angles of attack.
The lifting force while gliding prevents the body from prompt submergence. So the tide
bulge maintains the body gliding along the planet surface. With an increase of the angle
of attack, as it was seen in the numerical integration of the satellite movement equations
with account of environment resistance [1], there happens an abrupt submergence of
the satellite into the spherical liquid layer of the planet.

A considerable tide bulge will grow only when the appearing disturbance will be
distributed by long gravity waves.

The velocity of long gravity waves in the spherical layer in question laying from the
planet surface to the solid core can be estimated as long gravity waves velocity in
equatorial channel of given depth with vertical sides and without friction, which is
equal to: uw ¼ ffiffiffiffiffiffiffi

gH
p

, where g ¼ fM=x2 � fMa=ðrp � xÞ2- is a module of gravity
acceleration at the wave surface, H ¼ x� Rc- thickness of layer of the environment
where the tidal wave is distributing, Rc-radius of planet solid core. In the liquid layer in
question the velocity of free long gravity waves decreases with the growth of wave
height as the gravity acceleration at the wave surface decreases more quickly that the
wave height increases. The wave velocity at the top of wave is less than the velocities
of waves in lower points of the surface. So the wave maximum in the tide bulge is
shifted back; the leading edge of wave becomes smoother, and the tailing edge
becomes sharper. Therefore, the long gravity waves in the liquid layer under consid-
eration fall frontwards, but not backwards.

The dependency of velocity of free long gravity waves with height, equal to the
height of static tide caused by gravity force of the satellite, on the height of satellite
orbit in perigee point, is shown in Fig. 1. The period of long gravity waves, distributing
along the surface of this layer is equal to Tw ¼ 2pRe=

ffiffiffiffiffiffiffi

gH
p

. The tidal disturbance can
develop only in case if the satellite orbiting period is less than the period of long gravity
waves circle around the sphere surface. With the planet rotation at an angular velocity
x0 the period Ts between the satellite crossings of the fixed point on the planet surface
at the equator is equal to Ts ¼ 2pRe=ð2pRe=Ta þx0ReÞ ¼ 2p=ð2p=Ta þx0Þ.

Let the orbit of the satellite be such that in perigee point it glides along the liquid
surface. If the period of the satellite orbiting is less than the period of gravity waves
(Ts\Tw), the satellite will catch the sharp trailing edge of the wave and will submerge
into the tide bulge at a high angle of attack. If the satellite orbiting period is more than
the period of gravity waves (Ts � Tw), the tidal wave will pursue the satellite with its
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smooth edge and will keep the satellite moving. The angle of attack will be low, and
instead of submergence of the satellite into the tidal wave the satellite will rebound.
While gliding along the spherical layer surface the satellite energy should be lost, the
orbit in perigee point should be lower, orbiting period should reduce, and the height of
tide bulge should increase. So, in accordance with Fig. 1, the velocity of long gravity
waves should decrease, and their period should extend.

Thus, with satellite slowdown and lowering of its orbit satellite orbiting period
decreases, and, by contrary, the period of long gravity waves, maintaining the tide
bulge, increases.

Movement of the satellite is possible until the period of long gravity waves
becomes less that the satellite orbiting period. Cease of satellite gliding and final
submergence happens when the two abovementioned periods are equal. Let’s estimate
the apogee distance ra and perigee distance rp, at which this happens, where the
equality is true, Ts ¼ Tw. At the result we get a curve on the plane of orbital parameters,
shown in Fig. 2 in the coordinates (hp; ha). In the area of parameters above this curve
the satellite orbiting period is longer than the period of long waves circling around the
planet and the satellite gliding is possible. In the curve the equality is true, Ts ¼ Tw.

Along the curve Ts ¼ Tw in the parameters plane hp; ha the satellite velocity in the
perigee point on the orbit there is a decreasing function of perigee height hp, shown in
Fig. 3. The value of static tide hp along the curve Ts ¼ Tw on the parameters plane
hp; ha is a function of orbit perigee height hp (see Fig. 4).
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Fig. 1. The dependency of velocity of free long gravity waves with height, equal to the height of
static tide caused by gravity force of the satellite, on the height of satellite orbit in perigee point.
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So, along the curve Ts ¼ Tw the height of static tide (see Fig. 4) and perigee
velocity (see Fig. 3) increase with the satellite slowdown and decrease of orbit perigee
height.
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Fig. 2. The curve Ts ¼ Tw in the plane of orbital parameters hp; ha in the domain above which
the period of satellite orbiting is longer than the period of long waves circling around the planes
and the gliding is possible.
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3 The Effect of the Tidal Wave on the Upper Mantle
of the Earth

Now we turn to comparison with conditions on the Earth. Let’s compare the velocities
of long gravity waves propagation in spheric layer of ideal liquid with the speed of
sound, which is the velocity of longitudinal seismic waves VP in the mantle of the Earth
and speed of satellite projection movement at different horizons. Figure 5 shows the
change of longitudinal seismic waves velocity VP with change of depth in the model
PREM [3]. Satellite movement in a certain horizon in the planet mantle is supersonic
for some horizons above the certain horizon zM¼1, and subsonic for some horizons
below a certain horizon. So the pressure of the tide bulge will be transferred to the
entire lower layer and a narrow area of shock wave front in the upper layer. As a result,
on a certain surface z ¼ zM¼1 (in other words, surface M = 1), where the velocity of
satellite movement becomes equal to VP, a considerable horizontal stress occurs. If the
horizontal stress on this surface overcomes the shear strength of rocks composing the
mantle, the entire upper layer, locates above the horizon zM¼1 will shift at a finite
velocity in relation to the lower layers. Figure 6 shows the dependency of the M = 1
surface zM¼1 depth in the mantle on the satellite perigee height, which was built using
the velocities VP of PREM model.

Figure 7 shows the dependency of shear stress occurring at the surface M = 1 in the
mantle on the satellite perigee height assuming that the layer with length along the
route of the satellite coincides with the distance from the tide maximum to minimum,
which is a quarter of the planet circle at the depth zM¼1.
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As the maximum compression strength usual for olivine a value of 220 MPa is
taken, which corresponds to the range of values from 0.28*220 MPa to 0.35*220 MPa
that is from 61.6 MPa to 77 MPa for maximum shear strength.

Figures 6 and 7 show that with the satellite slowdown the M = 1 surface depth
zM¼1 increases, the shear stress on the surface increases and reaches the maximum
shear strength of 77 MPa at the depth of approximately 170 km, and then even exceeds
this value. That is why the upper layer will start to shift along the lower layer at
approximately 170 km horizon.
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4 Formation of the Horizontal Low Velocity Zone of Seismic
Waves and Seismic Boundary of 220 km

Due to a high pressure during shifting a thin layer of mantle material will start to heat in
the friction area, where melting occurs and upper layer of the mantle starts to slide
along the thin melt. The value VP decreases. Therefore with every circle of the satellite
orbit the M = 1 surface gradually lowers and leads to an abrupt jump of velocity VP,
which gradually goes down. Finally at the height of satellite orbit perigee of approx-
imately 618 km, which coincides with zM¼1 ¼ 220 km, gliding ceases and the satellite
promptly submerges.

Couette flow appears in the melt layer formed due to the friction. The heat produced
due to viscous dissipation goes for melting of the mantle material, so the melt layer
thickness grows and the melt temperature remains close to the melting points. This
explains the well-known fact that at the up-to-date moment (after solidification of the
melted layers in the upper mantle above the horizon of 220 km), their temperature is
close to melting point.

Therefore, as the effect of tidal wave caused by gliding satellite in the temperature
and density fields there remains a trait, proving the existence of low velocity zone of
seismic waves in the mantle and of a jump, corresponding to the seismic boundary of
220 km.

Figures 6 and 7 show that the revealed gradual deepening of M = 1 surface and
formation of seismic boundary of 220 km will occur even with less values of shear
stress. That is why the conclusions made are still valid despite the shear stress for
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olivine depends on temperature and its’ value in mantle of the Earth should be less that
values measured at the room temperature.

Let us note that according to the data [4] (see Fig. 8) at the depth of approximately
127 km there is a local minimum of VP. According to Fig. 7 around this depth the shear

stress values reach 62 MPa, which is close to the minimum of range used for mea-
surement of character value of shear stress of 61.6 MPa.

So the existence of local minimum velocities of seismic waves VP near horizon of
127 km (see Fig. 8) is also explained by shift of layers located above the horizon of
127 km in relation to the lower layer; by heating of a thin layer, where the sliding
occurs, and gradual lowering of this layer at each next circle of the satellite orbit. At the
same time the commencement of the upper layer sliding in the horizon of 127 km,
when the melt, decreasing the friction, has not appeared yet, was accompanied by
inconsiderable energy release. This is why a thin layer with the highest temperature and
the lowest velocities of longitudinal seismic waves remained near the horizon of
127 km, shown in Fig. 8.

5 Formation of Inhomogeneities with Vertical Boundaries
in the Mantle

Pressure of the ide bulge can also lead to vertical shear of the mantle layer with height
of 2,800 km from the liquid core to the day surface.
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The width of the moving layer (see Fig. 9) is determined by the tide height hp and
decreases with the reduction of orbit perigee height.

In particular at the height of perigee 618 km, corresponding to the position of
M = 1 surface at the seismic boundary of 220 km (zM¼1 ¼ 220 km), the width of the
vertical shear layer is maximum and is equal to 34.3 km. With further lowering of the
orbit a full submergence of the satellite happens. When the layers of the mantle move
vertically, due to a high pressure the thin friction layer is heated and forms a thin melt
film. As the result of this process, small inhomogeneities with vertically oriented
boundaries are formed in the mantle.

6 Conclusion

Therefore, under the multiple impact of tidal wave caused by a gliding satellite the
mantle was divided into blocks at the boundaries of which there were layers of thin
melt substance which later where solidified.

The result of this is formation of low velocity zone of seismic waves in the mantle
and formation of the seismic boundary at the depth 220 km (Lehmann discontinuity).

The effect of tidal wave caused by gliding satellite could lead to modification of
initially existed profile of seismic wave velocities in the upper mantle, monotonically
grown with the depth, into modern profile with local minimum of velocities in
asthenosphere and jump of seismic waves velocities at the seismic boundary of 220 km.
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Abstract. On the basis of numerical experiments with the ocean model
INMOM adapted for the Baltic Sea conditions, the influence of baroclinic
processes on sea level oscillations is investigated. It is shown that baroclinic
perturbations make a significant contribution to the total Baltic Sea level
oscillations. Baroclinic effects have the dominate impact on formation of the
mean sea level. The spectral analysis testifies the most considerable contribution
of baroclinic fluctuations in the ranges of seasonal and mesoscale variability.
The highest amplitudes of sea level baroclinic perturbations are noted in eastern
part of the Gulf of Finland where they reach +30 cm, as well as in Bay of
Bothnia and Gulf of Riga (+20 � 25 cm). The greatest intensity of the
baroclinic sea level oscillations is noted during the autumn and winter period in
the local regions of open Baltic, the Bay of Bothnia, eastern part of the Gulf of
Finland, Gulf of Riga, as well as the Kattegat and the Danish Straits.

Keywords: Baltic sea � Sea level � Baroclinic effects

1 Introduction

Baroclinic sea level oscillations are generated and evolve in a stratified medium only.
Their spatio-temporal variability is associated largely with variability of water density
formed by buoyancy (heat and salt) fluxes. Vertical stratification and horizontal
heterogeneity of the density fields in seas and oceans lead to generation of baroclinic
modes in different types of wave motion [1, 14, 16]. Comparison of low-frequency
level oscillation characteristics in the open Baltic Sea and Gulf of Finland, revealed by
spectral analysis of tide-gauge and satellite altimetry data, with theoretical dispersion
relations for different types of low-frequency waves showed that in the synoptic range
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of scales they can be identified as either barotropic or baroclinic topographic Rossby
waves [19, 20]. Still unanswered is a question about relative contribution of wave
motion barotropic and/or baroclinic components to the total sea level oscillations at the
synoptic scale.

As regards the mesoscale range (periods from hours to days), the ADCP mea-
surements show that during propagation of the low-frequency waves forming dan-
gerous level rises in eastern part of the Gulf of Finland, mesoscale fluctuations of
currents with a period of about 1 day do contain a well pronounced baroclinic com-
ponent [21], while it is not clear how such a component relates to the sea level
oscillations.

Yet poorly studied are the issues of estimating the baroclinic fluctuation magnitude,
influence of baroclinicity on the mean Baltic Sea level, the distribution of baroclinic
effects across individual spectral frequency bands, as well of the respective dispersion
spatio-temporal patterns.

In this article, by comparing the results of two numerical experiments with a
hydrodynamic model and their statistical analysis, the contribution of baroclinic
component to the spatio-temporal variability of the Baltic Sea level oscillations is
investigated.

2 Description of the Model and Numerical Experiments

In order to describe the baroclinic effects in the Baltic Sea level variability formation,
the two numerical experiments on reproducing water dynamics were performed. The
first experiment, aimed to estimate sea level fluctuations in the baroclinic sea, used the
3D baroclinic nonlinear hydrodynamic model. The latter is a version of the oceanic and
marine circulation r-model developed in the INM RAS and internationally referred to
as INMOM (Institute of Numerical Mathematics Ocean Model) [6].

The INMOM is based on the complete set of nonlinear ocean hydrothermody-
namics primitive equations in spherical coordinates with the hydrostatic and Boussi-
nesq approximations. The dimensionless variable r = (z − f)/(H − f) is used as a
vertical coordinate, where f = f(k, /, t) is the sea level deviation from the undisturbed
surface; H = H(k, /) is bottom topography depth. Model variables are horizontal
components of circulation velocity, potential temperature, salinity and sea level devi-
ation from the undisturbed state. To compute ocean density, the state equation is used
taking into account sea water compressibility, which is specially designed for
numerical models [4].

The INMOM includes the sea ice dynamics and thermodynamics model consisting
of 3 modules. The thermodynamics module [18] describes the freezing of ice, the snow
fallout and its further transformation into ice, as well as melting of snow and ice due to
thermal processes. The ice dynamics module computed ice drift velocity, which
evolves due to wind, oceanic surface currents, Earth diurnal rotation, the sea level slope
and internal ice sheet interaction described by elastic-viscous-plastic rheology [8]. The
ice transport module describes evolution of the ice and snow due to drift and uses a
monotonic transport scheme [3] to ensure non-negativity of ice-snow concentration and
mass.
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The main feature of the INMOM, which distinguishes it from other known ocean
models such as MOM (Modular Ocean Model) [13], INMIO (Institute of Numerical
Mathematics and Institute of Oceanology ocean model) [9, 10], POM (Princeton Ocean
Model) [2] and ROMS (Regional Ocean Modelling System) [15] consists in using the
method of splitting into physical processes and spatial coordinates by its numerical
implementation.

For the Baltic Sea, the INMOM was implemented on the area with grid step of
2 miles. The extension of the area is from 9.375 °E to 30.375 °E on longitude and from
53.625 °N to 65.9375 °N on latitude. In vertical, it contains 25 unevenly distributed r-
levels.

The original data representing the Baltic Sea topography with resolution 2′ � 1′
(http://nest.su.se) were smoothed to eliminate their local features, and interpolated to
the model grid.

To set the initial state and open lateral boundary conditions we used hydrographical
data collected for the project Copernicus [5]. They include monthly mean fields of
hydrophysical characteristics of the Baltic Sea (water temperature, salinity, horizontal
velocity) with resolution 5 m on depth and horizontal resolution 5.6 km for 1990–
2009, obtained by assimilating the ship and satellite data in the 3D baroclinic hydro-
dynamic ocean model Hiromb-BOOS-Model (HBM-V1).

On the solid lateral boundary, heat and salt fluxes are taken to be zero, while for
velocities no normal flow and free slip conditions are set.

At the open boundary in the Kattegat passage, along 57°44’N in buffer zone of
14.8 km width, were set climatic monthly mean values of temperature and salinity,
while the sea level were taken from the tide-gauge hourly measurements at stations
Aarhus (56°09′N, 10°13′E) and Sjaellands Odde (55°58′30′′N, 11°22′20′′E) (http://
boos.org), located in the southern Kattegat, at the entrance to the Danish Straits. The
sea level data were interpolated to the grid points inside the buffer zone along the whole
open boundary. Free flow condition for velocity was applied there. Prescribing density
(in terms of temperature and salinity) and sea level on the open boundary implies
“spontaneous” implementation of a combined condition for setting both the gradient
velocities and, like an overlay, a longwave component of the water dynamics induced
by the sea level spatio-temporal variability. Meanwhile, the available data do not allow
one to accurately estimate the absolute sea level slope in the Kattegat. Thus, the mean
sea level values for the years 2009–2010 at stations Aarhus and Sjaellands Odde were
subtracted, and therefore the mean water exchange through the Kattegat, caused by the
sea level slope, becomes zero. Hence, the model takes into account only water
exchange anomalies from the mean, which, in other case, should be close to zero.

Changes of the seawater salinity by freshwaters from 29 rivers of the Baltic basin
were estimated using data on the monthly mean discharge of these rivers.

The sea surface boundary conditions in the INMOM atmosphere module were set
using the following meteocharacteristics taken from the array CFSR (NOAA) with
spatial resolution of 0.5°: air temperature and humidity (2 m above sea surface), sea
level pressure, wind speed (10 m above sea surface), downwelling shortwave and
longwave radiation, and precipitation.
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Numerical simulations of the Baltic Sea circulation were performed for the period
from January 1, 2009 to December 31, 2010 with time step 2.5 min. Sea level data
output was done once per 6 h of model time.

The assessment of the Baltic Sea level oscillations performed with the 3D baro-
clinic model INMOM in the first numerical experiment contain the total contribution of
both barotropic and baroclinic components to the sea level change. To highlight the
baroclinic component, we need to subtract its barotropic part from the total one
obtained with the full 3D model. To this end, we performed one more numerical
experiment to assess the Baltic Sea barotropic sea level oscillations. The run was made
using the 3D barotropic model, which is the same model INMOM having a constant
water density everywhere and every time during the entire interval of integration.
Boundary conditions were the same as in the first numerical experiment, but with
account of barotropic run.

Finally, sea level baroclinic component was obtained by subtracting the 2nd bar-
otropic experiment’s results from corresponding total ones obtained in the 1st
experiment.

3 Comparative Statistical Analysis of the Results of Two
Numerical Experiments

Table 1 summarizes the results of comparison between the sea level oscillations
obtained in the two experiments and ones measured at several tide-gauge coastal
stations in the Baltic Sea. It is clearly seen that the sea level oscillations simulated in the
two experiments are rather well agreed with their instrumental measured data: the
correlation coefficients between them vary from 0.67 to 0.88, although in some bar-
otropic simulations there is a slight decrease of correlation by 0.02 � 0.04.

Figure 1 illustrates the averaged for 2009–2010, simulated Baltic Sea level fields,
centered with the mean value, to display: (1a) joint contribution from its baroclinic and
barotropic components, and (1b,c) individual contributions from these components.
The centering procedure is necessary because there is no accurate sea level estimate
possible if there is no account of exact water balance for the entire Baltic Sea area with
influence of the river runoff, the water exchange across the open boundary, precipi-
tation and evaporation. Even contemporary datasets do not allow one to take into
account all this factors. In addition, the method used in this work to allow for river
runoff in terms of their influence on the salinity regime, the above mentioned account
of water exchange with the North Sea through the Kattegat, the accuracy of precipi-
tation and evaporation setting with rather deficient and coarse meteorological data
prevents from accurate determination of the Baltic Sea water balance.

Moreover, the available meteorological data make it impossible to ensure the Baltic
Sea heat balance, while the imbalance can lead to errors in estimating the mean sea
level.

However, it is just the average water level of the Baltic Sea to which the above
remarks concern. Thus, it must be subtracted from the results of calculation.

In the average field of the total sea level elevation (Fig. 1a) there is clearly
expressed sea level slope, well-known from the results of the analysis of longterm
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tide-gauge observations of sea level [7, 11, 17]: the sea level gets higher from −8.6 cm
in the Kattegat up to +8.4 cm towards the head of the Gulf of Bothnia or the Gulf of
Finland. Figure 1c shows that the sea level slope is mostly formed by baroclinic
component, with the effect of sea level rise by 14.3 cm if moving from the Danish
Straits toward the Gulf of Finland or the Gulf of Bothnia. Barotropic component
contribution to the mean field of the Baltic Sea level is not significant, at most from
−2.8 to +4.2 cm.

Table 1. Coefficients of the maximum correlation between data series of the sea level
oscillations measured on coastal tide-gauge stations in the Baltic Sea and the ones simulated in
the scope of the two numerical experiments.

Tide-gauge stations Baroclinic model Barotropic model

Warnemünde 0.76 0.73
Kangzholmsfort 0.71 0.71
Klaipeda 0.81 0.77
Daugava 0.86 0.86
Helsinki 0.85 0.85
Kronstadt 0.81 0.81
Spikarna 0.80 0.80
Kemi 0.88 0.88
Degerby 0.77 0.77
Calix 0.87 0.87
Kaskinen 0.84 0.82
Colca 0.84 0.84
Sillamae 0.88 0.88
Tyne 0.73 0.73

Fig. 1. Averaged for the years 2009–2010, centered Baltic sea level fields from numerical
experiments with INMOM: (a) total contribution of baroclinic and barotropic components;
(b) only barotropic component, and (c) only baroclinic component.

Influence of Baroclinicity on Sea Level Oscillations 375



Figure 2 shows maximum sea level in baroclinic simulation. Its estimates become
greater from the southwest to the north-northeast of the sea. The largest amplitudes of
baroclinic sea level disturbance are observed in the east of the Gulf of Finland where
they reach 30 cm. In the central and western Gulf of Finland, as well in the Gulf of
Bothnia and the Gulf of Riga the largest baroclinicity effects reach up to 20 � 25 cm;
in the open Baltic Sea 10 � 20 cm; in the Kattegat and the Danish Straits 5 � 12 cm.

For investigation of the seasonal variability of baroclinic dynamics, their variance
was calculated for the four seasons (Fig. 3). A noticeable increase of the baroclinic
variance is observed for the winter and autumn in the north of the Gulf of Bothnia, in
the east of the Gulf of Finland, locally in the open Baltic Sea, in the Gulf of Riga, as
well in the Kattegat and the Danish Straits.

To answer the question about a frequency range in which baroclinic effects on the
sea level oscillations are especially strong, we estimated for various places of the sea,
and compared baroclinic spectra based on the results of the two numerical experiments
– see Fig. 3. In every of these places, in the period range from several days to 2 weeks,
there is no noticeable differences in spectral densities of either total or barotropic sea
level oscillations, which evidences their barotropic nature in the considered range of
time scales. In all the cases, significant differences were observed in spectral estimates
for the seasonal range of oscillations. In addition, significant differences are also pre-
sent in the mesoscale range (from 12 h to several days) in the Gulf of Bothnia and open
Baltic Sea. In the Gulf of Finland and in the southwestern sea, baroclinic effect on the
sea level oscillations is weak (see Fig. 3b and d).

Fig. 2. Values of the maximum sea level elevation in baroclinic fluctuations (cm).
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4 Conclusions

The comparative analysis of the statistical characteristics of the sea level oscillations
obtained in the two numerical experiments shows one a significant contribution of
baroclinic effects to formation of the Baltic Sea level. Comparison of the mean fields
of the total and barotropic sea level oscillations illustrates that quasi-stationary response
of the Baltic Sea level to the impact of external and internal forces is predominantly
baroclinic. It is the baroclinic component that has a predominant influence on the total
mean sea level slope formation, from -8.6 cm in the southwest sea to +8.4 cm in the
Gulfs of Bothnia and of Finland. The reason is the considerable variability of the Baltic
Sea density formed due to specific features of the water balance: in the Gulf of Bothnia
and the Gulf of Finland, the water density is low because of freshening by terrestrial
runoff, but the southwestern sea has much denser waters as it is often influenced by
salty waters inflow from the North Sea. Influence of the barotropic component on the
formation of the mean Baltic sea level slope is much less: the barotropically induced
sea level is in a range −2.8 to +4.2 cm.

Distribution of the maximum instantaneous baroclinic sea level values is
non-uniform: the largest amplitudes, up to 30 cm, are in the eastern Gulf of Finland, in
the central and western Gulf of Finland, as well in the Gulf of Bothnia and in the Gulf
of Riga, the largest baroclinic sea level values reach 20 � 25 cm; in the open Baltic
10 � 20 cm; in the Kattegat and in the Danish Straits ±5 � 12 cm.

The non-stationarity of baroclinic sea level dispersion illustrated at Fig. 3,
demonstrates that the noticeable increase of the baroclinic sea level dispersion is
observed during the autumn-winter time in the north of the Gulf of Bothnia, in the east

Fig. 3. Variance of baroclinic sea level fluctuations in the Baltic Sea, estimated for 4 seasons:
(a) December, 2009 – February, 2010; (b) March – May, 2010; (c) June – August, 2010;
(d) September – November, 2010.
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of the Gulf of Finland, in separate areas of the open Baltic Sea, in the Gulf of Riga, as
well as in the Kattegat and the Danish Straits.

Comparison of spectra for the total and barotropic sea level oscillations (Fig. 4)
reveals an appreciable difference in spectral densities throughout the seasonal and
mesoscale range of variability. In other words, these ranges contain the largest baro-
clinic contribution to the total sea level oscillation. The smallest differences between
spectral densities of the total and the barotropic sea level oscillations are observed in
the synoptic range of timescale, at periods from several days to 2 weeks. This is
indicative for a predominantly barotropic nature of oscillations in this range.

In [12], the spectra of tide-gauge measured sea level data were compared with the
ones obtained with the barotropic model (not allowing for the water exchange with the
North Sea). The compared spectra do not coincide considerably with each other in the
seasonal and mesoscale ranges of sea level oscillations. To account for this for the
seasonal scale, the author refers to the neglect of the water exchange with the North
Sea, and for the mesoscale range to inexact reproduction by the model of reanalysis of
meteorological fields of short-period fluctuations of wind and air pressure [14]. Our
results of comparative statistical analysis of the sea level oscillations estimated with
numerical simulations indicate that the spectral differences, noted in [12], concerned
with neglecting the impact of baroclinic effects when modelling the Baltic Sea level
oscillations.

Thus, to sum up the results of our study, it can be said that baroclinic perturbations
contribute significantly to the overall Baltic Sea level oscillations. The most noticeable
baroclinic impact is in the seasonal and mesoscale ranges of variability, as well as in
the formation of the mean sea level.

Fig. 4. Comparison of the spectra for simulated baroclinic (black) and barotropic (grey) sea
level oscillations in: (a) the Gulf of Bothnia, (b) the Gulf of Finland, (c) the open Central Baltic
Sea, and (d) the southwestern Baltic Sea.
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