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preface

ix

Before I embarked on this journey through time, the word “evolu-
tion” called to mind images of finch beaks, squid eyes, and that perva-
sive lineup of an ape morphing into a human slumped over a com-
puter—an example of a relatively “modern” evolutionary change. I
never considered the very long (billions of years) evolutionary history
of the systems that I had studied for decades. The proteins and en-
zymes evolved partially in response to the plethora of chemicals that
threaten to upset the balance of life. But as an environmental toxicolo-
gist focused on the effects of chemicals today, I never saw it that way.
From my contemporary pedestal, I could only see from the top down.
I focused solely on the adverse effects of chemical contaminants and,
more recently, on the ways chemicals used in industrial and consumer
products affect both humans and wildlife. I rarely if ever stopped to
ask how we got here, even though for years I have been teaching envi-
ronmental studies students that they must understand history, not just
to understand the present, but to change the future. Now I am taking
my own advice. We are faced with a barrage of chemicals both familiar
and unfamiliar to life. Truly understanding the effects of these chemi-
cals, and changing the way we create, use, and evaluate them, requires
deeper study of life’s history of chemical defense.

Acknowledging my own limitations, and feeling much like a grad-
uate student without an adviser, my intention from the outset was to
focus on concepts rather than details. I am no expert on life’s chemical
defenses—though I am not sure any one scientist is, because it is much
too broad a topic. But I do have a passion for pulling together seem-
ingly disparate ideas and a thirst for learning. This book provided
many opportunities for both. While there are chapters about toxics
like oxygen, metals, and ultraviolet light, and defensive proteins like
metallothioneins and cytochrome P450s, they are meant as examples
only and were chosen because a sufficient body of literature is cur-
rently available to outline the evolutionary history of defense. In fact,



there is enough information to fill whole books about many of these
topics—and so I had to pick and choose, concentrating on the most
prominent or interesting literature.

I do not believe that any one of these chapter topics represents a
completely new idea. Rather my hope is that by drawing connections
between them, this volume will encourage students, researchers, and
regulators alike to consider toxics in a broader and deeper context.
Thinking about how life has evolved in response to toxic chemicals
and how these systems might respond to chemicals today has been a
truly fascinating endeavor. I hope that it will prove useful as well.
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Conceptual examples: evolution of life’s response to toxicants.



The best way to envisage the situation is as follows: the environment
presents challenges to living species, to which the latter may respond by
adaptive genetic changes.

Theodosius Dobzhansky

All of life is chemical. But not all chemicals are compatible with life.
Since their earliest origins, cells have excluded, transformed, and ex-
creted chemicals. But sometimes a cell’s defenses fail and a chemical
causes damage: an organ malfunctions, a fetus is deformed, an animal
dies. Toxicology is the study of these adverse effects and the protective
measures that life has evolved throughout its nearly four-billion-year
history. It is a science with deep evolutionary roots, and we have much
to gain by better understanding the evolutionary process—whether it
is how insects continually outwit pesticides, or why highly conserved
metal-binding proteins interfere with the treatment of cancer. While
the former, and similar cases of adaptation, have captured the atten-
tion of toxicologists and scientists interested in rapid evolutionary
changes,1 less attention has been paid to the evolution of the detox-
ification systems in general. For the past century, toxicologists have
studied these systems, harnessing new knowledge for chemical man-
agement and regulation. We know a great deal about how any one
system responds to chemicals, yet the training of toxicologists and the
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application of toxicology seldom includes consideration of evolution-
ary principles.2 Through the study of evolution, other sciences have
begun to glean insights about the genesis of disease, or why some pop-
ulations can consume milk and others cannot, or how wildlife man-
agement might be improved. But as ecologists, immunologists, nutri-
tionists, and medical scientists plumb the genesis of the interactions,
mechanisms, and responses relevant to their fields, toxicologists are
just beginning to dip their toes in the earth’s Archean waters.

Writing about the importance of turning on this “light of evolu-
tion,” Theodosius Dobzhansky observed, “Without that light [biol-
ogy] becomes a pile of sundry facts—some of them interesting or
curious, but making no meaningful picture as a whole.”3 The word
“biology” could easily be replaced with “toxicology” or any other sci-
ence focused on the diversity of life and its relationship with the earth.
Nearly thirty years after Dobzhansky’s famous quote, an editorial in
the journal Science proclaimed that “evolution is now widely perceived
and appreciated as the organizing principle in all levels of life,”4 while
adding that the evolutionary principle is so pervasive and penetrating
that it may, in a sense, be taken for granted. And we do. Although tox-
icologists depend on animal and cellular models, assuming common
structures and functions across the broad spectrum of life, only a hand-
ful have delved into any kind of evolutionary analysis.

The toxicology of drug and chemical metabolism provides a very
relevant example of how an evolutionary perspective has helped ad-
vanced the science. In the 1980s, toxicologists joked that to be pub-
lished, all you needed to do was identify yet another species with a
form of cytochrome P450 enzyme responsive to PCBs and dioxins
(now referred to as CYP1A1). Most often the objective was to identify
fish and wildlife species suitable for the monitoring of chemical con-
taminants. Evolution was rarely mentioned, despite the raft of papers
identifying this enzyme in an astounding diversity of species, at least
until the latter part of the decade.5 We now know the CYP system is
highly conserved, and this is of critical importance for understand-
ing the evolutionary underpinnings of herbicide and insecticide resis-
tance in plants and insects and organochlorine resistance in fish, and
for predicting potentially toxic food and drug combinations in some
individuals.6

The aim of this book then is to venture into the evolutionary his-
tory of life’s response to chemical toxicants. It gathers the work of
those toxicologists who have already begun looking back, and inte-
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grates their findings with relevant work by geologists, biochemists,
microbiologists, physiologists, evolutionary biologists, and others.
Turning the light of evolution toward toxicology, we will explore an
exemplary set of defensive responses. Some, including DNA repair
and antioxidants, likely appeared at the dawn of life, conserved (in
most species) for more than three billion years. Others, like the p53
tumor suppressor protein, are unique to eukaryotic life. And still other
protective measures blossomed only after terrestrial plant and animal
life surfaced at the water’s edge. Throughout this book, I refer to the
network of defensive responses, for lack of a better term, as “toxic de-
fense.”7 Revealing these responses’ evolutionary roots offers a new per-
spective on life’s ability to handle naturally occurring chemicals, as well
as today’s toxic synthetic and industrial chemicals.

A recent commentary explaining how physicians might incorpo-
rate evolution into medicine suggested that rather than considering
the human body as the “optimally functioning” outcome of evolution,
and disease as an abnormal failure, they should think of diseases as “ex-
pected and true responses to novel environmental challenges and con-
ditions that were not present fifty thousand years ago or even fifty
years ago.”8 In other words, doctors should examine how our bodies,
as the products of an ancient and ongoing evolutionary process, might
face new, and perhaps very different, challenges. In light of evolution,
biomedical researchers are now asking questions that might seem anti-
thetical to medicine: Has the modern-day reduction in parasite infes-
tation and intestinal worms in many human populations led to in-
creases in asthma, autoimmune diseases, and allergies? How useful are
responses like cough, fever, and diarrhea, and when do they become a
threat rather than a benefit?What is the relationship between the phys-
iology of starvation, obesity, and diabetes?9 “Simply put,” write Ran-
dolph Nesse and coauthors in the journal Science, “. . . training in evo-
lutionary thinking can help both biomedical researchers and clinicians
ask useful questions that they might not otherwise pose.”10 The same
could be said for researchers and practitioners of toxicology.

There is no question that we have dramatically changed much of
the world’s chemistry, both globally and locally. Contaminants includ-
ing mercury, organochlorines, polybrominated compounds, and a
host of other chemicals used in plastics, pesticides, waterproof cloth-
ing, nonstick pans, and other consumer items are now readily available
to life on Earth. Looking through an evolutionary lens, toxicologists
might consider how chemicals, many of them “new” to life, affect not
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only embryonic or fetal development, but also the development of the
toxic response. Howmight such exposures influence development of a
body’s response to chemicals? Are there examples of comparable
changes (e.g., natural yet sudden shifts in the chemical environment)
in the evolutionary record? Might this help us identify responses or
physiological systems most sensitive to such changes? What happens
to chemicals that mimic or resemble naturally occurring chemicals—
hormone mimics, for example, or nutrients? And how do we predict
which chemicals will act as mimics? By considering the evolution of a
body’s response to harmful amounts and combinations of chemicals,
toxicologists might better predict, and possibly prevent, the harm
caused by today’s novel challenges.

Nature’s Toxicants

Throughout time, chemicals with some potential to be toxic have been
both a necessity and a bane to all living things. The chemical world in
which life evolved was a world where atmospheric oxygen rose from
fractions of a percent to over 20%, ultraviolet light once intense and
deadly now filters through a tenuous shroud of ozone, and metals, like
the Cheshire cat, bounced back and forth between bioavailable and in-
accessible. And these chemicals influenced not only the evolution of
toxic defense but also the basic mechanisms of everyday life. There are
more than one hundred known elements, which can occur in a virtu-
ally unlimited number of combinations—some naturally and some
with human aid. Living things must separate the essential (or nutri-
tional) from the nonessential while they sequester or dispose of the
toxic. Sometimes, it is simply a matter of “the dose makes the poi-
son.” This has been the motto of toxicology, shorthand for the dose-
response relationships that were first described by the sixteenth-
century Swiss alchemist and physician Paracelsus, and it has (for better
or worse) been committed to memory by new toxicologists for de-
cades.11 Nutrition and toxicology are often part of the same contin-
uum, and one of life’s earliest challenges may well have been maintain-
ing nontoxic concentrations of those chemicals—essential minerals
and others—necessary for basic functions. Vitamins, including A and
D for example, are both necessary, yet toxic in high concentrations.
And while essential metals such as zinc and copper each have their own
toxic tipping point, it is plausible that the process of natural selection
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eventually optimized the body’s response to these chemicals.12 That is,
potential harm is reduced, benefits are maximized, and trade-offs be-
tween benefits and costs are optimized. This process requires fine-
tuning of all aspects of toxic defense: selective absorption, excretion,
detoxification, and storage. Placing this process in an evolutionary
context may provide valuable insights into a species’ response to com-
mon and essential dietary chemicals and to chemicals that closely re-
semble these chemical compounds—nutritional mimics capable of by-
passing exclusion and detoxification mechanisms.

Optimization of essential minerals highlights an important evolu-
tionary principle. Evolutionary change results from a combination of
environmental selection pressures. In this case, the availability of zinc
influences a heritable trait, the production of a zinc-containing en-
zyme, and affects proteins that sequester zinc and influences their role
in essential biological functions. The earth’s chemical history and the
changing availability of elements have dramatically influenced life’s
ability to defend against an overload of naturally occurring chemicals,
and it may even explain why some chemicals have a greater potential
for toxicity than do others.13 The prevalence of water-soluble chemi-
cals in seawater (carbon, nitrogen, hydrogen, oxygen, and others) at
the dawn of life likely explains why some chemicals are more harmful
than are others. And chemicals that were possibly more widely avail-
able before the rise in oxygen, like nickel or even cadmium, may have
been used at first by early life but replaced, or displaced, as environ-
mental conditions changed.14 Optimization, however, cannot prepare
life for major changes in environmental conditions. A useless metal
may become more readily available, taking the place of an essential
metal; concentrations of an essential metal may become too high; or
chemicals that are relatively new to life may flood into the environ-
ment because of human activity.15

While not all chemicals are essential, all chemicals have the po-
tential to cause toxicity and all living things—whether a single-celled
bacterium, sea anemone, or human—must maintain chemical balance
(homeostasis) in an ever-changing environment. At the very least,
maintenance requires absorption of beneficial chemicals; exclusion,
transformation, and excretion of harmful chemicals; and, for multicel-
lular beings, the ability to sort vital intercellular chemical signals from
the chemical noise. For complex animals that change drastically from
embryo to adult and whose nutritional needs vary, maintaining bal-
ance can place different requirements on different cells and organs at
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different times throughout development.16 Throughout the course of
evolution, these mechanisms have been modified by reproductive
strategies, life history, sex, age, co-occurring chemicals, nutritional sta-
tus, temperature, the presence of certain other chemicals, and many
other factors. From cell membranes to placentas, membrane pumps to
complex organs, sensory neurons to brains, and single proteins to
complex enzyme systems, life has evolved the ability to maintain some
degree of balance. In animals that are more complex, the endocrine
system, with its interconnected web of chemical messengers and re-
ceptors, is central to the maintenance of homeostasis; it is also highly
susceptible to chemical-induced disruptions—a feature that toxicolo-
gists have just begun to appreciate over the past couple of decades. Yet
in all species, no matter how simple or complex, the underlying cause
of toxicity is the same: the defensive network becomes overwhelmed.
The better we understand how the defensive network works, the bet-
ter we will be able to predict when it will fail—and evolution can help
us get there.

Evolutionary History of Toxicology

Before we begin our exploration, it may help to consider the other end
of this equation and its evolution—toxicology, the ancient science of
poisons and poisoning, and the modern science we rely on for protec-
tion today. We know that humans have a long history of exploiting
mineral resources (e.g., zinc, lead, mercury, and arsenic) and suffering
the consequences.17 Perhaps foreshadowing our society’s reliance on a
host of industrial chemicals, the Romans were said to be addicted to
lead. They were also aware of its darker side. The god Saturn shares his
ancient symbol with lead, and “saturnine” refers to a melancholy,
sullen disposition—one often associated with lead poisoning. Though
Rome’s aristocrats limited their own exposures, leaving the mining to
slaves and the smelting to those in the provinces, they continued to
drink water provided by lead-lined pipes and to sprinkle the sweet-
tasting metal into their wine and on their food.18 Some attribute
the fall of Rome partially to massive lead poisoning—the first known
example of large-scale harm caused by a chemical loosed from the
earth’s crust by humans.19 It is also one of the first known examples of
human-influenced environmental contamination.
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Human reliance on metals increased both the quest to find and ex-
tract more raw materials and the incidence of illnesses associated with
exposure to toxic chemicals. Some of the first documented cases of
toxicity can be found in literature dating back centuries and includes
the effects of lead in miners, mercury madness in hatters, silicosis in
stone workers, and cancer of the scrotum in chimney sweeps. Gener-
ally, limited populations were exposed through their occupations,
rather than through large-scale releases of chemicals, but observations
of these exposures planted the seeds for one of the older branches of
the field, occupational toxicology.

With the chemical/industrial revolution of the mid-nineteenth
century came the environmental release and redistribution of historic
amounts of naturally occurring and synthetic chemicals. On the heels
of this chemical explosion emerged the organized science of toxicol-
ogy, devoted to characterizing life’s response to chemicals for the pur-
poses of regulation, management, and exploitation. Seeking relatively
quick, inexpensive, and standardized testing techniques, toxicology
became a field known for its reliance on high doses, single chemicals,
lethality assays, and other relatively insensitive animal-intensive tech-
niques. This approach encouraged characterizing toxic responses as
discrete or unique to one physiological system or another—the brain,
the liver, or the kidney, for example—in standardized test species.
Though there is no doubt we are better off today than we were even
ten or twenty years ago thanks to traditional toxicity testing, there are
upward of one hundred thousand industrial chemicals currently in
commerce, only a small fraction of which have ever crossed the thresh-
old of a toxicology laboratory, or have been sufficiently tested. The sci-
ence of toxicity testing and its application has quickly fallen behind the
chemical reality.

Over the years, advances in analytical techniques without simulta-
neous advances in the underlying theory of toxicology has left scien-
tists, regulators, and managers scrambling to make sense of an ever-
increasing avalanche of data. This is true even for what were once
considered well-characterized chemicals. While improved sensitivity
of analytical chemistry alerts us to smaller and smaller concentrations
of chemicals in water, soil, blood, urine, and breast milk, molecular ge-
netics allows us to observe altered genetic expression as tens or thou-
sands of genes are turned on and off in response to small amounts of
chemicals. And toxicologists, managers, and regulators are faced with
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nagging questions: What does it mean? At what point is a chemical’s
effect adverse? What does it mean to be exposed to parts per billion or
trillion or less of chemicals like PCBs, atrazine, mercury, or plasticiz-
ers—either individually or, more realistically, in combination? And
how do we interpret the reports that some chemicals typically classi-
fied as toxic in large amounts behave differently in very small
amounts? Hormesis, the stimulatory response to very low doses of a
chemical or physical agent, was once questioned but is now increas-
ingly accepted as normal.20 So at what point is the boundary crossed
between an adverse effect and physiological balance, or homeostasis?
Would a deeper understanding of the nature of these systems, pro-
vided through an evolutionary perspective, help to define the bound-
ary (if one exists) between what is toxic and what is not? Would look-
ing back into life’s past help make sense of today’s data?21

Traditional toxicology’s “top-down” approach—seeking out desig-
nated end points, or worse lethality, as indicators of what is actually a
highly complex response—has left too many gaps in our understand-
ing. This is particularly true when it comes to small concentrations of
chemicals or chemical mixtures. As a result, we are often at a loss when
it comes to identifying and predicting the effects of today’s chemical
environment on living things. For example, the subtle effects of toxi-
cants on reproduction and development were at best underappreci-
ated and at worst unknown.When scientists revealed that a broad cate-
gory of chemicals was capable of disrupting the endocrine system—
resulting in behavioral changes, altered fecundity, and effects on sexual
development—toxicity testing became more focused, and the number
of chemicals identified as endocrine disruptors skyrocketed.22The spot-
light on endocrine disrupters revealed both the insensitivity of current
toxicological testing and the power of seeking out shared mechanisms
of response.A gene turned on.A receptor activated.An embryonic bar-
rier breached. Would an evolutionary approach—perhaps leading to
insights about a receptor’s selectivity—have helped toxicologists recog-
nize the vulnerabilities of the endocrine system sooner? Could tracing
the origins of the nervous system similarly improve our ability to de-
tect and predict neurotoxic chemicals? One of the greatest challenges
for toxicologists and regulators is predicting adverse effects caused by
chemical mixtures. Could an evolutionary perspective help toxicolo-
gists understand how living things deal with predictable mixtures of
chemicals and use this information to identify nodes in the response
network that might be most susceptible to changes in this mixture?
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There is no doubt that toxicology is ripe for a revolution. When
the toxicologist Thomas Hartung commented in 2009 that “there is
almost no other scientific field in which the core experimental proto-
cols have remained nearly unchanged for more than forty years,”23 he
was referring to a field that we rely on every day to protect us from
chemicals and exposures that have changed dramatically.We often hear
about the need for a paradigm shift, or shifts that have revolutionized
a particular science in the past, but we seldom have the opportunity to
observe a paradigm shift as it occurs. Toxicology is at a crossroads.
There may be many routes forward, but any successful path must rec-
ognize the complexity of life’s responses to toxic chemicals. Decipher-
ing the history of those responses may provide depth to a field that has
too often only skimmed the surface. The revolution taking place in
toxicology stands only to benefit by considering evolution.

Fortunately, our Archean history is more accessible today than
ever before. Advances in chemical and biochemical techniques, includ-
ing the study of genes, proteins, and their interactions on a large
scale—which fall under the term “omics,” as in genomics, proteomics,
interactomics—provide unprecedented opportunities. Omics allow us
to explore ancient origins of genes and proteins, illuminating not only
the evolutionary history (or phylogeny) of cellular receptors, enzymes,
and other proteins involved in the toxic response, but also the dynam-
ics of gene and protein expression in response to contemporary expo-
sures to foreign chemicals.24 Already these advances are bearing fruit,
laying the groundwork for evolutionary approaches to toxicology. As
discussed later in this book, the combination of omics and evolution-
ary science has led to fascinating insights into the origins of chemical
receptors and other proteins associated with toxic defense. Capturing
the evolutionary history of ancient mechanisms, including the detoxi-
fication of oxygen and plant chemicals, the sequestration of metals,
and the repair of radiation damage, may help toxicologists interpret
and predict interspecies differences in chemical responses, understand
the limitations of a receptor or enzyme, and make some sense of the
highly integrated nature of these responses.25

Toxic Evolution in Action

Finally, though the first half of this book deals with responses evolved
over billions or millions of years, sometimes change occurs much
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more rapidly. Referred to as “contemporary evolution” and discussed
in detail in chapter 9, this phenomenon is important to keep in mind
throughout the earlier chapters. Over the past two decades, toxicolo-
gists, ecologists, and conservationists have identified rapid evolution-
ary changes in populations exposed to various environmental stres-
sors, including toxic chemicals. Evolutionary changes, once defined as
requiring hundreds if not thousands of generations, have been ob-
served in some species in as little as five generations.26 We now know
that evolution can occur over several decades, or a human life span, or
a few centuries.27 Once thought to be rare, particularly in vertebrates,
contemporary evolution has been identified in an ever-increasing
number of animals, from fish to mammals.28 And there is ample evi-
dence that human perturbations, including fishing and pollution, cre-
ate selective pressures that induce evolutionary change in some popu-
lations and extinction in others.29

Knowledge of evolutionary processes, particularly contemporary
evolution, can profoundly influence the management of populations
affected by human endeavors—whether fishing, clear-cutting, or the
release of toxic chemicals.30 Yet acting based on observations of con-
temporary evolution alone would be like beginning at the end. With-
out some knowledge of more distant evolutionary history, predictions
based purely on observations of rapid evolution could mislead.31
While omics may reveal the places we have been, studies of evolution-
ary history and contemporary evolution could tell us how we got here.

Moving Forward by Looking Back

If we had not changed the world through our indiscriminate use of el-
emental and industrial chemicals, we would have little use for toxicol-
ogy or the evolutionary history of toxic defense. Yet we have, and the
consequence is that we have introduced unprecedented opportunity
both for contemporary evolution and for evolutionary mismatches.
These mismatches occur when environmental change results in condi-
tions divergent from those in which a species or population evolved.
Writing about the inevitability of mismatches, the geneticist Sean B.
Carroll commented, “Evolution and the DNA record of life tell us that
natural selection acts only on what is useful for the moment. It cannot
preserve what is no longer used, and it cannot predict what will be
needed in the future. Living for the moment has the dangerous disad-

10 evolut ion in a tox ic world



vantage that if circumstances change more rapidly than adaptations
can arise, faster than the fittest can be made, populations and species
are at risk.”32 Understanding the evolutionary history of a particular
toxic defense mechanism may reveal a number of important character-
istics of defense, including past selective pressures, phenotypic plastic-
ity, rates of evolution under “natural” chemical conditions, and link-
ages to other traits involved in chemical responses. Maybe someday
this depth of understanding will become a routine part of toxicology.
It is an exciting endeavor, yet one that cannot possibly be fulfilled by a
single book or by a single author. Instead, my goal is to open the door
a crack, and peer into the fascinating history of life’s response to toxic
chemicals. This book is intended to be just one small step back into the
abyss of time.

I have tried to organize topics when possible in chronological or-
der.Where the evidence allows, linkages between chapters and systems
are made. Yet each toxic challenge and defense mechanism is intended
as an introduction to a broader concept—the ancient and highly con-
served nature of life’s chemical defense mechanisms—rather than as a
detailed literature review of any one of life’s protections. As we travel
forward in time, we first explore the roles of the earth’s chemical and
physical elements on evolution, from the ultraviolet radiation onDNA
repair (chapter 2) to the emergence of enzymes that protected our ear-
liest ancestors as highly toxic oxygen flooded the planet (chapter 3).
Like ultraviolet light and oxygen, metals are one of life’s oldest chemi-
cal challenges, and one solution was the evolution of metal-binding
proteins, as explored in chapter 4. These three chapters make up the
“Element” section of this book, and provide brief introductions to a
select set of defense mechanisms evolved in our earliest single-celled
ancestors. In the following section, “Plant and Animal,” we move from
single- to multicellular animals, and explore defenses evolved to pro-
tect these more complex beings (some originating in single-celled life,
only to blossom in their multicellular descendants). Chapter 5 exam-
ines the battle between cells, the emergence of cancer (a disease spe-
cific to multicellular organisms), and the evolution of p53, the anti-
cancer gene. As life moved from an aquatic existence to a terrestrial
one, plants and animals evolved their own toxic biomolecules to foil
predators, and predators evolved enzymes to detoxify them. This re-
sulted in ongoing plant-animal warfare and a highly effective detoxifi-
cation system (chapter 6). As mentioned earlier, chemical receptors are
an integral part of detoxification and of chemical sensing. Chapter 7
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explores the evolutionary history of two different receptor systems. Fi-
nally, the networked nature of all these systems, andmany others, is in-
troduced through a discussion of environmental response genes in
chapter 8. The last section, “Human,” comprises only two chapters.
The first (chapter 9) addresses our role in facilitating contemporary
evolution, while the last chapter (chapter 10) contemplates the overall
impact of industrial and synthetic chemicals in light of evolution. Hu-
mans have transformed the world in many ways—including altering
the availability of myriad chemicals. Though we logically focus on the
adverse effects of modern synthetic and industrial chemicals, life’s pro-
tective systems are ancient. In this rapidly changing world, looking
back may actually allow us to move forward, and so we begin at the
beginning.
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Ultraviolet light and the evolution of DNA photolyase.



Chapter 2

Shining a Light on Earth’s Oldest
Toxic Threat?

To humans, the Earth is a photobiologically protected haven encircled
by a fragile O3 shield that has been perturbed by the activity of industry.
This view of the recent perturbation of the O3 column is certainly accu-
rate, but it is clear that the Earth has been subjected to quite varied UV
regimens throughout history.

Charles S. Cockell

Between 3.4 and 3.8 billion years ago, life happened. While scientists
debate whether life first emerged on the planet’s surface in an organic
“primordial soup,”1 was helped along by meteorites,2 or evolved in the
ocean’s black smokers,3 there is little doubt that it developed on a
planet flooded with massive amounts of ultraviolet radiation (UVR).
UVR is a highly energetic and destructive force that may have actually
aided evolution. UVR-induced mutations induced in deoxyribonu-
cleic acid (DNA) struck at the very heart of life, and when not lethal,
may have accelerated the pace of change. (UVRmay even have played
a key role in the formation of RNA nucleotides, possible precursors to
DNA in the earliest stages of life’s formation.)4 In either case, high mu-
tation rates would have resulted in precarious conditions requiring
protection if life was to evolve into the complex forms known today.
In a highly coordinated process essential for both reproduction and
survival of all living things (and viruses), DNA bonds break and
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reform, transferring, capturing, and storing chemical energy. Owing
to their molecular structure, nucleotides like DNA and RNA are chro-
mophores. That is, their chemical nature causes them to readily absorb
UV light (more than, say, proteins), and so they are particularly sus-
ceptible to UVR, which, in sufficient amounts, breaks DNA’s bonds
and modifies life’s genetic code.5 If not repaired, these UVR-induced
changes cause permanent mutations or death. Today we rely on the
earth’s stratospheric ozone layer to protect us from excessive UVR,
but more than three billion years ago, when life first emerged, there
was no ozone layer. The threat posed by UVRwas far more hazardous
then than it is now. This potentially lethal interaction between life’s ba-
sic genetic code and UVRmakes it one of the first known physical tox-
icants still relevant today. As such, it is a good place to begin our explo-
ration of the evolution of toxic defense.

The First Threat?

As a toxicologist who was far more interested in biology than chem-
istry or physics, I’ve reluctantly accepted the reality that in order to
fully understand the biology of toxic defense, one must also under-
stand the chemical or physical threat—in this case, sunlight. Whether
UV or visible, the sun’s light constitutes a small portion of the elec-
tromagnetic energy spectrum, which ranges from radio waves, with
wavelengths spanning hundreds of meters, to X rays and gamma rays,
mere trillionths of a meter in length. While “visible” light waves range
from 390 to 750 nanometers (nm), UVR inhabits the lowest end of
the light spectrum, beyond our capacity for visible detection. Ultravi-
olet radiation is split into three relatively arbitrary ranges. Ultraviolet
A (UVA), from 320 to 400 nm, may be familiar to those of us of a cer-
tain age who lit up our rooms under blacklights, or those who con-
tinue to visit the tanning salon despite the risks. After years of seeking
a “healthy tan,” we now know that in addition to tanning, UVA causes
skin aging and skin cancers; the recent accumulation of data has
prompted the U.S. FDA to revisit its current regulations and recom-
mendations for UVA exposures.6 In contrast, ultraviolet B (UVB)
(290–320 nm) is notorious for its role in causing sunburn, skin cancer,
and immunosuppression (yet the role of UVB in the production of vi-
tamin D also means that some UV light is essential for most life
forms).7 Finally, there is ultraviolet C (UVC), which ranges from 200
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to 290 nm.8 Often used for industrial sterilization, UVC is the most
highly energetic and destructive UVR.

So, with all this damaging radiation, why isn’t skin cancer even
more prevalent than it is today? How do frog eggs survive when ex-
posed to the beating sun? And why isn’t UVR a problem for species
that depend on basking in the sun to warm up their bodies? All this
can happen, in large part, because of the stratospheric ozone layer. We
might have paid little attention to the ozone layer or its destruction
were it not for its role in absorbing most of the UVC and a large por-
tion of UVB. Because of stratospheric ozone, over 90% of the UVR
reaching the earth is UVA. But that wasn’t always the case. Four billion
years ago, young Earth was lacking not only ozone, but also another
important protection against emissions from the sun: a large-scale
magnetic field. Recent studies suggest that establishment of the mag-
netic field, around 3.45 billion years ago, might not only have pre-
dated life, but also may have also provided the planet with its first line
of protection against the sun’s high-energy ionizing radiation (an even
more destructive form than UVR), allowing for the emergence of life
as we know it.9

While the magnetic field may have been a prerequisite for life, life
was a prerequisite for the formation of the next major line of defense,
stratospheric ozone. Ozone is produced through interactions between
oxygen gas and UVR. Yet the nearly 20% oxygenic atmosphere we en-
joy today was nonexistent on early Earth. So where did all the oxygen
come from and when did it begin to accumulate? Like the origins of
life, there is no simple answer—and even attempting to sort through
all the theories and hypotheses is well beyond the scope of this book.10
Because of its role in forming the ozone layer, however, a few words
are in order. How much oxygen was available when and by what pro-
cess is an active area of research, yet there is some agreement that well
before the production of oxygen by photosynthetic species, very small
amounts of O2 could have been produced by interactions between
UVR and water vapor. At the time life is thought to have emerged, O2

concentrations are estimated to have been less than one thousandth of
today’s levels.11 But rather than building up, those small amounts of
oxygen gas are thought to have reacted with available iron and other
reducing agents, tucking it away in the earth’s crust. There is also some
agreement that the amount of oxygen gas required to form an ozone
layer of appreciable merit did not exist before the evolution of ade-
quate numbers of photosynthesizers—the earth’s primary producers
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of oxygen gas. Some have hypothesized that photosynthetic organ-
isms appeared very early in life’s history, well before buildup of large
percentages of atmospheric oxygen.12 Although their existence is rele-
vant to the discussion of oxygen toxicity (chapter 3), it is thought that
any oxygen they may have produced, like that formed by UVR, would
have combined with easily oxidized minerals rather than forming
stratospheric ozone. Consequently, by some estimates, an effective
ozone shield did not exist until photosynthetic life was in full bloom,
roughly 2.2–2.5 billion years ago.13 Earth’s surface, including shallow
water environments, would have been a harsh place for life before
photosynthesis.

The geomicrobiologist Charles Cockell surmises that on a planet
devoid of ozone, life survived a barrage of UV light that was hundreds
or even thousands of times more powerful than it is today (when
“weighted” based on DNA damage associated with UV wavelengths),
despite the reduced luminosity of the earth’s young sun.14 It was a
planet where the near surface of the Archean ocean would have been
far less welcoming, and maybe even outright lethal, compared to the
uppermost regions of today’s marine habitats. At depths of up to five
meters below the water’s surface, Cockell estimates that living cells
would have contended with UVR intensities one hundred times more
likely to cause DNA damage than the intensities on the ocean’s surface
today.15 So whether life emerged in the ocean’s black smokers, far from
the reaches of UV light, in a primordial soup energized byUV light, or
by some other means, at some point primitive life not only survived but
also reproduced under high-intensity UVR. The continual survival
and further evolution of life, particularly before the buildup of the
ozone layer, would therefore depend on its capacity for protection,
avoidance, or repair of UVR-induced DNA damage.

While stratospheric ozone blocks the sun’s harshest rays, enough
UVR reaches the planet’s surface that without additional protection,
higher life forms (as we know them) would likely not exist today.
UVR is the single most important risk factor for some skin cancers in
humans, and remains a threat to a broad range of life, from fish eggs
congregating in the ocean’s uppermost microlayer to coral reefs to
Cascade Mountain frogs. Living things rely on a repertoire of protec-
tive, repair, and avoidance responses—some of which, not surpris-
ingly, can be traced back more than three billion years.

Over time, life evolved complex dependencies on the sun—requir-
ing both exposure and protection. Photosynthesizers require visible
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sunlight to produce food, and we in turn depend on them for food,
oxygen, and sopping up CO2. Humans and other species, from phyto-
plankton to frogs, rely on UVB for vitamin D production. And it is
likely that there are many other requirements for UVRwe have yet to
discover. Even as early life avoided UVR by sheltering in muck, under
rocks, in the deep ocean, or beneath layers of dead cells, when our ear-
liest ancestors began living more directly under the sunlight, they
needed a way to prevent or repair the inevitable DNA damage. Pig-
ments capable of absorbing and diffusing UV energy, for example,
may have provided a natural sunblock, while enzymes repaired DNA
damage from errant UVR. Better than rocks or sediment, these pro-
tections were internal—capable of protecting primitive cells wherever
they drifted, floated, or roamed. Given the essential nature of DNA
and the threat posed by sunlight, it should come as no surprise that a
DNA-repair enzyme specializing in damage caused by UVB, better
known as DNA photolyase, is among the oldest enzymes known to
life.

The DNA molecule is both ancient and surprisingly simple, con-
sisting of double strands of sugar-phosphate backbones beaded with
pyrimidine (thymine or cytosine) or purine (adenine or guanine) ni-
trogenous bases. These four bases, with purines linking up with their
pyrimidine partners on a complementary strand of intertwined DNA,
make up life’s genetic code—a simple but elegant code for an amazing
diversity of complex life. Pyrimidine bases are also the targets of UVB.
The most common lesion caused by a cell’s absorption of UVR16 is the
abnormal bonding of adjacent pyrimidines (e.g., two thymines), a
process called dimerization, caused by UVB. This bonding distorts the
double helix, causing kinking of DNA.17 The combination of pyrimi-
dine dimers and DNA kinking in turn causes lesions (and eventually
mutation), which if not repaired could adversely affect reproduction,
cause cell death, or, in the rare event, provide the raw genetic material
for evolution. Some regions of DNA, those with particular base com-
binations that confer greater flexibility, may be more susceptible to
this kind of damage than are others;18 researchers are just beginning to
understand the role of mutation-prone regions of DNA in evolution.19
Flexible regions are also important for gene regulation—such that
UVR-induced damage could be quite detrimental.

Enter DNA cyclobutane pyrimidine dimer photolyase (or DNA
photolyase), with a single known role—cleaving pyrimidine dimer
bonds and returning DNA to its normal functioning state.20 Ironically,
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photolyase belongs to a rare class of enzymes that require sunlight (in
this case, blue light ranging from 320 to 500 nm) to undo the sun’s
damage. As the photolyase binds to a dimer, the sun’s energy breaks
the dimer bond and reverses the damage. One could imagine that be-
cause DNA was susceptible to mutation by UVB, and since UVB was
so prevalent, as our ancient ancestors settled into a life under the sun,
repair by enzymes like DNA photolyase became a necessity.21 So how
ancient is DNA photolyase and what of its role today, given human-
induced changes in the stratospheric ozone layer?

Genealogy of Protection

As scientists hypothesize about the influence of early Earth conditions
on the origins of life or the production of oxygen, powerful new tech-
niques such as genomics and bioinformatics are providing insights
into the earliest occurrence and evolution of key enzymes and proteins
like DNA photolyase. Genomics refers to the sequencing and study of
an organism’s entire complement of DNA. This includes genes coding
for structural and functional proteins (like DNA photolyase), and, de-
pending on the species, what for now appears to be copious amounts
of “noncoding” DNA.22 Through genomics, we now know that the
number of genes in an organism (other than viruses) can range from
several hundred in some archaebacterium and bacteria to tens of thou-
sands in some plants and animals. Human genes, for example, number
a bit over twenty thousand. This is well below the one hundred thou-
sand originally envisioned, and surprisingly similar to the gene totals
estimated for our very distant cousin, the sea urchin.23 Genomics has
opened the genetic floodgates, yet an evolutionary geneticist, toxicol-
ogist, or biologist wishing to trace the origins of particular genes
could get lost in the tens of thousands of genes and the even greater
number of DNA nucleotide base pairs that make up each gene—if not
for bioinformatics. The successful marriage of computer science and
information technology—bioinformatics—allows scientists to make
sense of large data sets, like the functional genomes of several dozen or
more species. These advances will allow us to peer into the past not
only of DNA photolyase, but also of a number of proteins and en-
zymes critical for defense against potentially harmful chemicals. Yet
there is always the caveat that with additional information or analytical
techniques, conclusions today are subject to modification tomorrow.
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Ideally, if we wished to trace the origins and evolution of DNA
photolyase genes using genomics, we would simply seek out the living
relatives of the most ancient organism, and compare the photolyase
gene sequence with those from a range of current, or extant, spe-
cies, using an appropriate bioinformatics analytical method. This is, of
course, a toxicologist’s or evolutionary biologist’s fantasy. As alluded
to earlier, there is little agreement about the most basic characteristics
of the tree of life’s deepest roots, let alone which organism living today
is most closely related to the earliest life on Earth. Was this ancestor
complex or simple? Anaerobic or oxygen-tolerant? Did it form in the
deep ocean or in a prebiotic soup? And is a tree even the most appro-
priate analogy?24 Where life evolved is relevant to our quest and raises
interesting questions about enzymes like DNA photolyase. If life
evolved in the ocean’s black smokers, why would it have benefited
from DNA photolyase (assuming UVB damage repair is its primary
function)? Or, if instead life evolved nearer to the ocean surface, which
came first, DNA photolyase or the capacity to avoid the sun’s damag-
ing emissions? Or were they coincident? Unfortunately, until the pre-
biotic dust settles, these answers remain beyond our grasp.

Fortunately we need not wait for confirmation of the very first ap-
pearance of the enzyme if our goal is to consider how its presence in ex-
tant species and its evolutionary history might help us better under-
stand the impact ofUVRon life today. Instead, wemight focus on how
it came to be distributed in the great majority of extant species—and
then seek out interspecies differences in the enzyme’s evolution. Was
there a common origin for DNA photolyase? Or are DNA photolyase
enzymes examples of convergent evolution—functionally similar yet
structurally different, indicating a different means to the same end?Are
there some species living without the enzyme, and did they lose it or
just never have it? And are those species more susceptible to UVB? For
clues we might move along to one of the next intriguing, yet no less
controversial, junctions in life’s evolutionary course: the last universal
common ancestor, better known as LUCA.Although LUCA’s most ba-
sic characteristics remain unknown (was LUCA a prokaryote or a eu-
karyote, or was it more appropriately envisaged as an “ancestral state”
rather than any one particular entity?),25 there is much to be gleaned
from what is known. In 2006, Christos Ouzounis, the computational
biologist co-credited with “baptizing” the term LUCA,26 shed some
light by reconstructing LUCA’s hypothetical genome. Analyzing 184
sequenced genomes, Ouzounis and colleagues estimate that LUCA’s



“minimal gene content” hovers around 1,500 gene families.27 While
the results may not answer questions regarding LUCA’s lifestyle, based
on the known functions of the majority of these gene families, they do
suggest that our common ancestor had already developed a range of
functionality—not unlike many extant species.28 Most relevant for us is
that today, several of these gene families are associated with chemical
defense and repair. Number 231 in Ouzounis’s list of functional genes
is deoxyribodipyrimidine photolyase, or DNA photolyase. This find-
ing confirms, at the very least, the ancient origins of this enzyme.While
the primary function for this (or any) gene may change over time, the
simple function ofDNAphotolyase suggests that at least in this case the
enzyme’s role in DNA repair has been conserved for a very long time.
Not only is DNA photolyase truly ancient, but like other enzyme sys-
tems discussed in subsequent chapters, it remains widespread today,
occurring in organisms ranging from bacteria to invertebrates and ver-
tebrates. Since repair byDNAphotolyase is both rapid and efficient, its
highly conserved nature should be of no surprise.

Yet, active DNA photolyase is missing from at least one branch of
the family tree—placental mammals, including humans.29 This loss of
photolyase has been tracked back roughly 170 million years,30 to a
time when placental mammals may have first parted ways with their
marsupial cousins (the branch of the mammalian family that retained
DNA photolyase). Perhaps losing a solar-powered gene that corrects
for solar damage was of little consequence for a class of vertebrates
who likely evolved as nocturnal creatures, and whose embryos were
well protected within a placenta rather than exposed to the elements.
But what sets placental mammals apart from marsupials? While there
are no clear explanations, some researchers speculating on gene loss in
bacteria living in low-UV environments31 have suggested that in pla-
cental mammals, the combination of reduced “need,” in addition to
the possible presence of a redundant albeit less efficient repair system
(discussed below), may have allowed for the loss or alteration of a
functional DNA lyase.32

In an interesting aside, cryptochrome, a protein involved in main-
taining the circadian clock in mammals, is thought to have derived
from the DNA photolyase gene following a gene duplication event.
Although cryptochrome itself may be off topic (although linkages be-
tween daily rhythms and protection from the sun could certainly be ar-
gued as relevant), the process of gene duplication is worth a few words
because it will appear many times throughout this book. Sometimes a
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single gene, a region of a chromosome, or a whole chromosome is du-
plicated through an error in replication. This gene is redundant—pre-
sumably there is still a properly functioning copy. But rather than nec-
essarily harming the organism, the duplicated gene is freed from
selective pressures, resulting in a greater potential for accumulation of
mutations, changing the form and function of associated proteins.
Duplication, in addition to mutation of functional genes, serves as a
basis for evolution.

Returning to the mystery of our missing DNA photolyase, does
the “reduced” need theory fit? Traditional evolutionary theory holds
that evolution generally proceeds through preservation of beneficial
changes or mutations and elimination of harmful changes, suggesting
that perhaps, at least for a time, DNA photolyase may have been more
costly than beneficial. Subsequent modifications to the theory propose
that rather than relying primarily on “positive” selection for adap-
tive mutations, natural selection may instead eliminate harmful muta-
tions, while “genetic drift” (the change in gene frequency as a result of
chance in small populations) provides a means of fixing neutral muta-
tions.33 Many species, including mammals, have many different DNA
repair systems—or redundant systems—albeit some are more efficient
than are others. So it is possible that a useful and efficient gene could
possibly be lost if other genes or groups of genes were able to cover
the same functions. A recent analysis of photolyase gene loss by the
evolutionary geneticists Jose Lucas-Lledó andMichael Lynch suggests
that eukaryotes may have simply lost certain gene functions through a
buildup of non-adaptive mutations—which, combined with an inef-
ficient selection process and a functional backup, allowed for perpet-
uation of potentially ineffective genes throughout a population.34
Organisms with relatively small population sizes (e.g., mammals in
comparison to bacteria), hypothesize Lucas-Lledó and Lynch, may be
more prone to inefficiencies in natural selection, such that “the com-
plete loss of photolyase activity in many eukaryotic lineages, including
placental mammals, may not be adaptive.”35 Or it may not be the result
of adaptive processes, an intriguing idea that may shed some light on
other mechanisms that are protective yet less than ideal.

So what is this less-efficient but adequate backup system on which
we depend for protection from UVB? Recall that the primary damage
caused by UVB light is the bonding of two pyrimidine bases along
DNA’s backbone, distorting the DNA helix, which must then be re-
paired for normal DNA replication and function to proceed. While

Shining a Light on Earth’s Oldest Toxic Threat? 23



not as elegant as photolyase, the nucleotide excision repair pathway, or
NER, is the primary, maybe even sole, repair system in humans and
other placental mammals for this DNA damage.36 Also referred to as
“dark repair” because it doesn’t require light, the NER system is a
complex system involving dozens of different steps—from detection
to excision to repair—each performed by dozens of different gene
products.37 Though not the most efficient system in terms of resources
and possibly speed, NER is quite important for the repair of UV-
induced damage in humans, as highlighted in individuals with xero-
derma pigmentosa (XP), an inherited disorder involving the NER.
The disease, named and described in 1882 by Moritz Kaposi, refers to
hypersensitivity to the sun, premature skin aging, and a significantly
increased risk of skin cancers.38 It can be traced directly to improper
functioning of key genes in the NERpathway. The evolution of a com-
plicated system requiring dozens of enzymes to cover the same func-
tion as a single lost enzyme is intriguing. While we may have an expla-
nation for enzyme or gene loss (e.g., inefficient natural selection, a
nocturnal lifestyle), by what mechanism might a far more roundabout
way take its place? Did the NER pathway evolve de novo, eventually
filling the void left by the loss of photolyase? Or did it fortuitously
emerge from the smorgasbord of existing DNA repair mechanisms,
some of which also originate as far back as LUCA?39

No matter the route, it is clear that repair of UV-induced DNA
damage is a process that is both highly conserved and that, in some
species, continues to evolve. One explanation for the evolution of the
NER pathway in placental mammals suggests efficiency: most of the
genes already existed and were simply co-opted for UVB repair. In
their review, titled “Quality Control by DNA Repair,” Thomas Lin-
dahl and Thomas Wood observe, “One fascinating feature of mam-
malian NERproteins is that most of them have dual functions, partic-
ipating in other aspects of DNAmetabolism.”40 In fact, one of the core
genes, XPA, which codes for a protein that binds to damaged DNA
and helps organize other NER proteins, is one of the few that has no
other known function. A mutation in the XPA gene also causes XP. If
XPA somehow “rounds up” dual-function proteins and directs them
toward NER, it would suggest that evolution of only one or two new
gene products may have been necessary to replace photolyase. On the
other hand, some studies suggest that rather than a highly conserved
network of proteins, the NER has evolved several times over in
prokaryotes and eukaryotes through convergent evolution.41
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So why is UVB still a problem? Given the long evolutionary his-
tory, and the general trend (until modern times) toward reduced
UVR, the potential for UVR-induced harm should be of little concern
to toxicologists, environmental managers, and regulators. Unfortu-
nately, between climate change and the thinning of the ozone layer, al-
terations in the physical environment have, for at least the second time
in evolutionary history, altered the relationship between the sun’s UV
light and life on Earth. When environmental conditions are rapidly
and vastly changed from those in which a species evolved—increased
UVB in this case—it presents an evolutionary mismatch. The present-
day changes have created a potential evolutionary mismatch on a
global scale—and the effects are beginning to show.

Everything under the Sun

It was under the protection of stratospheric ozone that life could more
broadly colonize the earth, an atmospheric condition that humans al-
tered in a blink in time. Over a period of a couple hundred million
years, the ozone layer became and remained relatively stable, with pre-
dictable seasonal changes and occasional large but short-lived fluxes
caused by catastrophic events—a volcanic explosion, an asteroid, or a
solar flare.42 Fast-forward to the early 1980s, when the British scien-
tists Joseph Farman, Brian Gardiner, and Jonathan Shanklin first
reported a 10% decrease in the ozone layer hovering over the Antarc-
tic.43 Their finding marked the first known large-scale, human-
induced change in stratospheric ozone. Subsequent studies revealed
an enlarged ozone hole appearing each spring as far back as the mid-
1970s, and that the hole was growing. The consequence of ozone de-
pletion? Over half a century of increased terrestrial levels of UVR
worldwide, which will likely occur for decades to come. Several years
before the ozone hole was discovered, the eventual Nobel Prize win-
ners Frank Rowland and Mario Molina reported that certain halo-
genated chemicals could cause chlorine to build up in the stratosphere.
This accumulation, in the presence of ultraviolet light and cold tem-
peratures, destroys ozone. And unfortunately, the responsible chemi-
cals, chlorofluorocarbons (CFCs), were commonly used in a multi-
tude of consumer products—from hairspray to freezers. While this
research eventually led to the first ban on CFCs in the United States, it
applied only to aerosols, thanks to industry push back. The role of
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CFCs in creating the ozone hole, first observed by Farman and col-
leagues, was confirmed through the work of the atmospheric scien-
tist Susan Solomon. This paved the way for the 1987 UN Montreal
Protocol on Substances That Deplete the Ozone Layer, the interna-
tional agreement protecting the ozone layer through the regulation of
ozone-depleting chemicals.44 A 1991 follow-up assessment on the en-
vironmental impact of ozone depletion described the effects of in-
creased UVB on skin cancer and immunosuppression in humans, and
on marine phytoplankton and other species already under UVB-
induced stress.45

Though we have reduced ozone depletion in the most severely af-
flicted Antarctic regions, the thinning continues, but at a slower pace.
World use of CFCs has dropped from over 1 million ozone-depleting
(ODP) metric tons before the Montreal Protocol, to roughly 1,000
ODP metric tons today.46 But the effected regions are now known to
extend far beyond the Antarctic and into the temperate zones.47 In his
1995 Nobel acceptance speech, Sherman Rowland talked about the
role of ozone depletion on UV radiation:

On October 26, 1993, when a particularly low ozone value ex-
isted over Palmer in the Antarctic peninsula, the UV-B intensity
exceeded by 25% the highest intensity recorded in San Diego,
California, for any day of 1993. . . . The remarkable further obser-
vation was also recorded that the most intense weekly UV-B expo-
sure in any single week at any of these stations was recorded at the
South Pole. There, even though the sun is low on the horizon, the
very low concentrations of ozone in the late Antarctic spring,
the general absence of clouds, and the 24 hours per day of contin-
uous sunlight combined to permit a higher weekly dose of UV-B
than in any week in San Diego, California. The often-heard state-
ment that UV-B intensities in the Antarctic can never be very large
is no longer true. The question of possible biological damage asso-
ciated with UV-B radiation then requires the separate assessment
for each biological species of whether such damage is the result of
cumulative UV-B exposure over an entire season or of a single, ex-
tremely intense exposure.48

Considering Rowland’s comments, how might species like krill and
other Antarctic life forms fare when the ambient UVB starts to resem-
ble that of San Diego, California? Do they suffer sunburn? Increased
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DNA damage? Or are their DNA repair and protection mechanisms
up to the task? And what about more temperate species, like frogs and
other amphibians, living at high altitudes where UVB is naturally
higher: Would increased UVB exposure affect them? Has increased
UVB contributed to the decline of frog populations around the globe?
And are there additional causes of increased UVB exposure that we
should consider in addition to ozone depletion—like climate change–
induced habitat and physiological changes? More than twenty years af-
ter the discovery of ozone thinning, scientists now know more about
the effects of increased UVB on certain species, most notably amphib-
ians, and have begun to evaluate these effects in the context of at least
one of life’s conserved methods of UVB protection, DNA photolyase.

A Plague on Frogs

Years ago, while hiking the Oregon Cascades, my husband and I pon-
dered the fate of thousands of tadpoles that filled ephemeral ponds
and puddles along our route. At the time, we’d wondered how they’d
manage in their rapidly shrinking aquatic environment. Would they
metamorphose and climb onto land, or shrivel up without a chance in
the high mountain sun? As we slathered on the sunscreen, it never oc-
curred to us to consider how these tadpoles contended with the in-
creasing risk of UV light as their protective aquatic environment dried
up. Perhaps we didn’t think much about it because we figured they
were obviously well adapted for their environment—otherwise they
wouldn’t be there.

Since then, dramatic declines in amphibian populations49 spurred
research into the effects of a host of human impacts, including climate
change, pesticides and herbicides, disease, and UVB. Because amphib-
ians have little in the way of protective scales, shells, fur, or feathers,
and because they often lay their eggs in water, they are particularly vul-
nerable to environmental conditions. Regardless of whether it is the
cause of large-scale population declines, it is now clear that exposure
to UVB radiation causes a range of effects in amphibians, from re-
duced hatching to developmental malformations and greater suscepti-
bility to pathogens—depending on the species, and sometimes even
the specific populations of a single species.50

Andrew Blaustein, an ecologist at the University of Oregon, has
studied frogs for decades, and for the past ten years he has turned his
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attention to the role of UVR in population declines.51 Like many ec-
totherms (animals formerly known as cold-blooded), some frog spe-
cies lay their eggs in sunlit ponds or puddles, expressly relying on the
sun’s energy to speed along egg hatching, larval development, and
metamorphosis before their ephemeral pond dries. Much like photo-
synthesis or vitamin D production, it’s a trade-off—in the frog’s case,
faster development in a higher-risk environment. Of course, like most
creatures living under the sun, amphibians are well defended against
UVB radiation. In addition to behavioral changes, like burrowing in
mud or laying eggs in logs in under rocks, and the production of natu-
ral sunscreens, amphibians have redundant systems for DNA repair,
including DNA photolyase.

Interested in the level of protection afforded by DNA photolyase,
and the potential impacts of increased UVB exposures on frog popula-
tions, Blaustein and coauthor Lisa Belden compared the life history
habits of several amphibian species with DNA photolyase activity in
their eggs. Their study reveals strong positive correlations between
UVB-resistant frog species (a species, for example, whose eggs are
normally most exposed to sunlight because they are laid in sunny shal-
low ponds) and increased photolyase activity, in comparison to species
whose eggs tend to be protected from direct sunlight. In other words,
frog species that lay their eggs in sun-drenched environments are bet-
ter able to repair DNA damage caused by UVB. Not only that, but
subsequent field studies confirmed the detrimental effects of naturally
occurring levels of UVB to developing eggs of some frog species,
while those with the highest concentration of photolyase, the Pacific
tree frogs, were most resistant.52 Beyond killing embryos, write Blau-
stein and Belden, UVB exposure may also cause sublethal and poten-
tially subtle (and therefore more difficult to measure) effects on larval
growth and development. Their findings raise a couple of intriguing
questions. Are less-resistant species more susceptible to DNA damage
caused by increased UVB? And does UVB interact with other environ-
mental stressors (either naturally occurring or human induced)?

The first question was answered in part by researchers working
with a single species of frogs inhabiting different altitudes of the
French Alps. Frog populations adapted to life at higher altitudes, and
therefore naturally higher UVB exposures, showed less DNA damage
than did their lower-altitude brethren when exposed to UVB inten-
sities typical of high altitude.53 Identifying the genetic mechanism
of this adaption—rapid evolution, increased protein production, or
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both—will require further study. Although DNA photolyase concen-
trations were not measured, the authors report an interesting twist
that suggests increased photolyase activity in high-altitude tadpoles.
Interested in other ways frogs might experience DNA damage, they
studied the effects of benzo(a)pyrene (BaP), a well-characterized car-
cinogen present in cigarette smoke, coal tar, oil, and myriad other
combustion products. BaP is both an ancient toxicant and a major in-
dustrial pollutant. Activated BaP (technically the chemical is a procar-
cinogen, which must be activated to its carcinogenic form, most often
through metabolism) binds with DNA, causing a kink in the DNA he-
lix, just like UVB. Recall that a specialty of DNA photolyase is kinky
DNA. It turns out that high-altitude frogs had less BaP-induced DNA
damage compared with their lowland cousins.54 Added protection by
DNA photolyase? Maybe. Until enzyme concentrations are con-
firmed, any added protection cannot yet be attributed to increased
DNA photolyase.

Although separate from the DNA photolyase story, there is one
more study of interest that addresses the question of combined expo-
sures to environmental stressors. An investigation by Joseph Klesecker
along with Blaustein and Belden55 suggests that frogs exposed to
higher UVB may also be more susceptible to infection by the fungus
Saprolegnia ferax (as mentioned earlier, UVB also causes immunosup-
pression). In this field study, the authors altered UVB exposure by ma-
nipulating water levels in mountain breeding ponds—UVB intensity
increased as water depth decreased. The authors concluded that frog
populations may be exposed to higher levels of UVB because of both
disappearing ozone and ponds made shallower by climate change—a
potential double whammy. More recent studies, however, point to a
newly identified chytrid fungus as a major player in worldwide frog
declines.56 While immunologists focus on the ability of susceptible
species to mount an immune response, the role of UVB in frog de-
clines and in altered immune response in frogs remains unclear. Even if
UVB is eventually exonerated in the case of amphibian declines, the set
of studies on UVB and frog eggs is a good demonstration of both the
reliance of high-altitude frogs on DNAphotolyase for protection from
UVB, and the potential for this ancient defense mechanism to be over-
whelmed by changing environmental conditions. It also begs the
question, how might other species exposed to increasing UVB inten-
sity (fish eggs in the ocean’s microlayer, for example) fare in today’s
world?
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Cosmic Irony

Over time, populations strike a tenuous balance between survival and
combating naturally occurring physical toxicants. In this case, the pro-
duction of DNA photolyase must be balanced with all the other ener-
getic needs involved in the maintenance and reproduction of life. We
might have paid little attention to the photolyase enzyme and its role
in repairing UVB-induced damage if we had not upset this balance.
The side effect of our reliance on halogenated chemicals to combat
the sun’s warmth—reduced stratospheric ozone—resulted in more
UVB reaching the planet’s surface. We are just now beginning to un-
derstand the consequences. Macroevolutionary changes, such as the
loss of DNA photolyase in placental mammals, and microevolutionary
changes in populations of UVB-resistant and -sensitive frogs, reveal
the complex relationship between life and its surrounding environ-
ment. These changes should teach us something not only about life’s
capacity for resilience, but also about humans’ capacity to overwhelm
millions, maybe even billions, of years of evolutionary adaptation.
Fortunately, despite laying the groundwork for a catastrophic evolu-
tionary mismatch, we have recognized our folly and changed our ways
by reducing and replacing harmful chemicals. As the ozone recovers,
we can study the consequences of pushing one of life’s oldest chemical
defense mechanisms to its limit. If we continue to learn, by the time at-
mospheric ozone returns to pre-CFC levels, we may be better able to
predict and prevent other destructive environmental changes.
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Oxygen and the evolution of catalase.



Chapter 3

When Life Gives You Oxygen, Respire

Despite millions of years of evolution, we still cannot adapt to the con-
centration of oxygen that nature provided us.

Nick Lane

Oxygen: we cannot live without it, yet every day we struggle to coexist
with this highly reactive and potentially toxic chemical. While the evo-
lutionary history of the earth’s atmospheric and oceanic oxygen is a
controversial topic for geologists and evolutionary biologists alike,
there is no question that oxygen, like UVR, requires detoxification
even in the smallest amounts. Yet it is also essential for life as we know
it. Survival in an oxygenic atmosphere required the evolution of detox-
ification responses, and recent genomic analysis is helping to reveal the
ancient origins of these defense systems. While theories about the
earth’s historical oxygen concentrations are constantly in flux—rang-
ing from a young planet with occasional pockets or “whiffs” of oxy-
gen, to a virtually anoxic planet where anaerobic life flourished for bil-
lions of years—at some point, oxygen began to accumulate in the
atmosphere, and life forms evolved that could not only cope with, but
also exploit the highly reactive gas. Our ability to breathe deeply today
has deep evolutionary roots.

As with the previous chapter on ultraviolet light, a full exploration
of oxygen’s history requires its own book (a good place to begin is
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Nick Lane’s Oxygen: The Molecule That Made the World). For a book
focused on toxic chemicals, the debut of oxygen may seem beside the
point: here we sit, breathing oxygen, without oxidizing from the in-
side out. And as with other naturally occurring chemicals and pro-
cesses, we have yet to disrupt the earth’s balance of atmospheric oxy-
gen. But the evolutionary processes leading to oxygen detoxification
provide an excellent example of life’s resilience in the face of a danger-
ous pollutant: one that, in time, blanketed the earth. It is also a story
that unfolds over billions of years and is played out through the evolu-
tion of single-celled life forms. As such, it is a triumph of unicellular
life that benefits every cell in our complex, multicellular bodies.

Oxygen Basics

Like nearly all substances, there are beneficial and harmful amounts of
oxygen. Oxygen turns butter rancid and raw meat green, it eats away
at our iron pipes and steel bridges, and it ages us all. Yet in a life sus-
taining process, it also allows us to crack organic nutrients like sugars
and fats into their smallest components—CO2—and feast on their en-
ergy. Oxygen is also the third most abundant element in the universe,
next to hydrogen and helium. By weight, oxygen accounts for roughly
66% of our body, 90% of water, and 21% percent of the earth’s pres-
ent atmosphere. And, as we learned in chapter 2, oxygen in the form
of ozone absorbs UV light, allowing life to flourish on the planet’s
surface.

Life on Earth requires some amount of oxygen: if not for aerobic
respiration (when oxygen is used for metabolism), then to create its
most basic building blocks. All living things on Earth require carbon,
hydrogen, oxygen, and nitrogen.1 But the oxygen molecules in nucleic
acids, proteins, fats, cell membranes, and other structural components
are bound up with other elements, and unavailable as a chemical reac-
tant. And those oxygen molecules that are bound together with two
hydrogen atoms as water, or with myriad other elements (sometimes
with the help of living things)2 in a dazzling array of minerals, are also
relatively stable and nontoxic. But there are also the reactive, radical
forms of oxygen, which are some of the most destructive molecules on
Earth. And it is the simple molecular oxygen, oxygen gas (or O2),
which under the right conditions gives rise to these toxic by-products.
This is the oxygen that is of interest to us, and the form with which we
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are most familiar,3 breathing in what amounts to several hundred liters
of it per day.

During the oxidation of molecules containing carbon, energy is
released. Whether the “burning” process is fast and direct, like the ex-
plosive combustion of tinder dry brush, or slower, indirect, and more
controlled, as in the case of aerobic metabolism of carbon-based foods,
the basic chemistry of oxidation is the same.We are able to use oxygen
to metabolize food without self-destructing because our single-celled
ancestors evolved a set of oxygen detoxification enzymes on which we
rely today, and because, explains Nick Lane, molecular oxygen has an
“odd reluctance” to react.4 All chemical reactions, whether breaking
apart or joining together, involve electrons: negatively charged sub-
atomic particles. The joining of two molecules requires the formation
of pairs of electrons, each with an opposite spin. Molecular oxygen, or
O2, however, has two unpaired electrons with parallel spin, resulting
in a relatively unique molecule that has some difficulty interacting
with other molecules (it cannot simply accept a pair of electrons, since
one pair with opposite spin and one pair with parallel spin is an unten-
able situation).5 But oxygen can interact with other molecules by first
reacting in one of two ways. Circumstances (absorption of energy
from heat or light, for example) can cause one of those electrons to
flip, creating a highly reactive oxygen molecule called singlet oxygen: a
reactive form in search of two electrons at once.6 Any time a molecule
requires an electron for stability, not to mention two, it has the poten-
tial for destructive behavior, attacking the electron bonds of a cell’s or-
ganic molecules, including those of lipids and proteins. As such, sin-
glet oxygen is one of the infamous reactive oxygen species, or ROS.
Oxygen’s alternate route to stability requires pairing those electrons
one at a time: by combining with molecules capable of losing an elec-
tron or two without itself becoming unstable. In either case, the re-
moval of electrons by oxygen is referred to as oxidation, and the mole-
cule on the losing side is said to have been oxidized. Conversely, as
oxygen gains electrons it is reduced, and the process is referred to as re-
duction: a complementary redox reaction. Metals like iron, manga-
nese, and copper all readily interact with oxygen—a property that can
be either fortuitous or disastrous for life evolving on a planet with in-
creasing oxygen concentrations. So, if oxygen is both ubiquitous and
destructive at the same time, at what point in life’s history did it be-
come relevant, and how did life evolve the means to defuse a pervasive
toxicant?
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Evolution of Oxygen

The history of oxygen on Earth is relevant for understanding life on
Earth today and for considering life on other planets, all active areas of
research. And while many details of oxygen’s history on Earth are liter-
ally set in stone, the interpretations of these details are constantly be-
ing modified. Even with improvements in both biological and chemi-
cal analysis, much of oxygen’s early history remains a controversial
topic. As a biology major brainwashed to think that the study of rocks
was only for jocks (never mind that I was also a female athlete), I
missed a formal introduction to what I now realize is a fascinating and
complex field. So I have no illusions of expertise in earth science. For-
tunately, several good reviews and books are available for the inter-
ested reader.7 Below I provide a limited review of some of the current
research.

Considering the importance of oxygen to the evolution of life, its
capacity to destroy life, and the role of life in oxygenating the planet,
one cannot help thinking about the old chicken-and-egg puzzle. As so
aptly put by the geobiologist Joseph Kirschvink and his student at the
time, Robert Kopp, in reference to their own attempt to solve the puz-
zle, “O2-evolving processes require O2-mediating [detoxifying] en-
zymes to limit toxicity, while O2-mediating enzymes are unlikely to
evolve without a source of O2.”8 At some point, whether very early in
life’s history or a billion years later, oxygen and life collided. At that
point, oxygen would have presented a powerful directional selective
pressure not only because of its toxicity, but also for its ability to drive
the processes that crack apart the bonds of organic molecules, allowing
the single-celled life forms inhabiting the earth to utilize every bit of
pent-up energy through aerobic respiration. So which did come first,
protection, production, or perhaps even benefit?

Despite the uncertainty surrounding the debut of O2, there was no
doubt plenty of oxygen on young Earth, only much of it was bound
up in the planet’s crust or flooding the planet’s surface in the form of
water. Should it surprise us then that water is the primary source of at-
mospheric oxygen? Perhaps. Water is a tenacious molecule, reluctant
to release its oxygen, while oxygen itself can be reluctant to form the
dioxygen, or O2, on which we depend.9 Breaking chemical bonds re-
quires energy, and the interaction between water and the sun’s light
energy is an essential route to oxygen production.Whether this occurs
directly in the atmosphere, at the water’s surface, atop a glacier (abiotic

36 evolut ion in a tox ic world



options that we will discuss in a bit), or through biologically driven
oxygenic photosynthesis, it is a remarkable event.10Water is the source
of oxygen on our planet.

The evolution of oxygenic photosynthesis (wherebywater and car-
bon dioxide are transformed into sugars and an oxygen by-product) re-
quired the formation of an extraordinary complex of chemicals now
known as the “oxygen-evolving complex,” or OEC: a set of four man-
ganese ions and a calcium ion bridged together with oxygen.11 This
small collection of ions provided life with the capacity to split water.
Alongside the evolution of DNA and RNA, it is arguably one of the
most stunning developments in the history of the planet.12 It literally
changed the face of the earth, redirecting the course of evolution and
greening the planet with a range of photosynthetic life, from the small-
est bacteria to the tallest redwoods.

Thanks in large part to the earliest successful photosynthesizers,
the earth’s oxygen concentrations rose from trace amounts to less
than a few percent of current concentrations roughly 2.4 billion years
ago, during the Great Oxidation Event (or GOE);13 and rising again,
over a billion years later, to current levels. Woe to life unprepared—if
there were such creatures. Back in the 1970s, the visionary scientist
James Lovelock suggested that this clash between life and oxygen was
grounds for catastrophe, writing, “When oxygen leaked into the air
two aeons ago, the biosphere was like the crew of a stricken subma-
rine, needing all hands to rebuild the systems damaged or destroyed
and at the same time threatened by an increasing concentration of
poisonous gas in the air. . . . The first appearance of oxygen in the air
heralded an almost fatal catastrophe for early life.”14 Yet instead of a
cataclysmic meeting of oxygen and life, what if the introduction oc-
curred more gradually? What if life had the opportunity to prepare?
Writing about this alternative scenario, Lane suggests that “the oxy-
genation of the earth seems to have proceeded in a series of sharp
jerks or pulses,” such that after the initiation of the GOE, nearly a bil-
lion years followed before oxygen levels began to rise significantly.15
And even before the GOE, small amounts of oxygen species may
have been available to life.

The fits and starts of the earth’s oxygenation around the time of
the GOE are observed in geological formations, including banded
iron formations (BIF). Recall that oxygen rusts iron, and the primor-
dial oceans were rich in the most soluble form of iron, ferrous iron (or
Fe2+). Yet upon encountering oxygen, ferrous iron readily loses an
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electron, transformed through oxidization to ferric iron (Fe3+) or rust.
As oxygen availability increased, a mix of insoluble compounds, in-
cluding rust, began settling out of solution as iron-rich deposits or
bands, which now, in addition to preserving oxygen’s history, serve as
a source of iron ore. (There are also pre-GOE banded iron formations,
and the reasons for BIF formation at a few post-GOE times are not
well understood.)16 As iron “sopped” up the toxic gas, seawater gradu-
ally converted from an iron-rich environment to an iron-poor environ-
ment. This change likely presented our ancestors with yet another hur-
dle, as iron had by then become incorporated into their single-celled
bodies as an essential metal. (Iron and other essential metals will be
discussed in greater detail in chapter 4.) Recent analysis of chromium
isotopes found in banded iron formations also raises interesting early
Earth scenarios. One interpretation suggests that oxygen concentra-
tions may have dropped to nearly trace levels some half a billion years
after the initiation of the GOE, while another suggests that small
amounts of oxygen may have been available, possibly from photosyn-
thesis, at least three hundred million years prior to the GOE.17 If early
oxygen levels fluctuated rather than rising suddenly, there may have
been a “grace period,” during which oxygen served as a gentle selective
pressure without annihilating whole populations—including those
first photosynthetic cells pumping out oxygen in excess. Before oxy-
gen powered the microbial masses during and after the GOE, did it
mingle with small populations of cells? If so, where did it come from,
and could there have been enough of this new environmental stressor
to prime life for an aerobic existence?

Considering the abiotic production of oxygen by ultraviolet radia-
tion, we return to Joseph Kirschvink, who coined the term “Snowball
Earth,” and who suggests that large enough sources of oxygen may
have become locked up during major glaciations. According to Kirsch-
vink, the planet plunged into a deep freeze just before the GOE. Now,
water is water no matter the phase, whether vapor, liquid, or frozen
into glaciers. When UV radiation reacts with water, one outcome is
the production of H2O2, or hydrogen peroxide, a reactive oxygen
species.

Because hydrogen peroxide has a freezing point very near that of
water, suggests Kirschvink, it is possible that glacial compression al-
lowed hydrogen peroxide to concentrate within the glacier. When hy-
drogen peroxide meets reactive metal salts, it decomposes into oxygen
and hydrogen. As glaciers melted, frozen, concentrated H2O2 would
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have had some opportunity to interact with metal salts, eventually re-
leasing oxygen into the surrounding water, providing, perhaps, just
enough oxygen to exert selective pressure on local populations.18
(Similarly, exposures to small amounts of certain contaminants like
metals, antibiotics, or even dioxins today may select for life resistant to
higher concentrations, particularly if existing proteins or enzymes are
available to be co-opted or ramped up, defusing the situation at hand
and allowing life to proceed.) Nick Lane goes even further, suggest-
ing a role for ultraviolet light–induced H2O2 production well before
Snowball Earth.19 In either case, abiotic (non-photosynthetic) sources
of small amounts of O2 may have influenced life’s early environment,
providing at least some species with a taste of things to come, and per-
haps the opportunity to evolve protections well before the GOE.20

Synergy

As discussed in chapter 2, UVB is fully capable of damaging DNA on
its own. It is, in a sense, a “complete” toxicant, as its mechanism of ac-
tion is direct and independent of metabolism or the presence of other
chemicals. On the other hand, oxygen species like H2O2 require some
conversion before becoming highly toxic. Moderately toxic on its
own, H2O2 becomes radically more destructive in the presence of
some forms of iron. This combo provides us with a very old example
of toxic synergy in a chemical mixture, where the toxicity of the com-
bination is far greater than that of the individual chemicals.21

As we know, before oxygen’s planetary invasion, the oceans were
rich in ferrous iron. Because ferrous iron is not completely oxidized, it
will donate an electron to H2O2, producing one of the most reactive
and destructive ROS known, the hydroxyl radical (•OH). This reac-
tion, discovered by the chemist Henry John Horstman Fenton in the
late nineteenth century, turns a relatively benign solution of hydrogen
peroxide into a ferocious oxidizing agent.22 It is a process used today
to break down organic matter in wastewater treatment—and a reac-
tion that has been the bane of life for eons.

Now let us consider the fate of some ancient, single-celled organ-
isms living nearby a melting glacier or a small pool under the sun’s full
bore on a very young Earth. Some of the earliest and simplest defenses
against abiotic-derived ROS, like those for UV light, were likely phys-
ical.23 Protection by burrowing into anoxic mud, remaining deep
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undersea, or moving away from high concentrations of H2O2 may
have prevailed at first. Yet with a good deal of time, and inadvertently
taking advantage of random mutations, life eventually evolved detoxi-
fication systems that allowed it to slowly live in the open air. Perhaps
life benefited from improved sensors that enhanced avoidance, or sac-
rificial extracellular membranes that took a toxic hit while protecting
the inner cell, or metabolic pathways that ended with the deposition of
the toxicant into oxygen-rich molecules like collagen, or protective
molecules like the hard calcium carbonate shells excreted from many
invertebrates today.24 One thing we do know is that eventually en-
zymes capable of squelching oxygen’s toxicity emerged. This is ar-
guably the single most important evolutionary change that allowed
life to coexist in a world polluted with oxygen.

When the Fenton reaction happens outside a cell, chances are
outer membrane molecules might collect the toxic product. But hy-
drogen peroxide is one of the more soluble oxygen species, capable of
diffusing across cell membranes. Should H2O2 have entered the cell
and encountered a molecule of ferrous iron, the consequences would
have been catastrophic, with wholesale destruction of essential pro-
teins, lipids, and nucleotides. In this case, external protection would
not be enough. And this conundrum brings us to the evolution of
catalase, the enzyme that destroys hydrogen peroxide.

Catalase, a Saving Grace?

Today, while the great majority of species living on the earth’s surface
thrive in an atmosphere of 21% oxygen, many, including humans,
maintain much lower concentrations of oxygen at the cellular level. In
fact, tissue oxygen pressures for many animals, including mammals,
tend to resemble the low-oxygen conditions encountered by some of
the first eukaryotes rather than the present atmospheric conditions.25
This may suggest that the suitable oxygen balance for life has changed
very little over time. Yet not all living things made their peace with
oxygen. Many species of microorganisms, from Clostridium botu-
linum, which haunt our canned goods, to deep-sea bacteria colonizing
hydrothermal vents, along with a few recently discovered deep-sea-
dwelling animals, flourish in the absence of oxygen, and perish in its
presence.26 Could the same be said for one of our more intriguing
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forebears, the grand dame herself, LUCA, our last universal common
ancestor?27

Was she or wasn’t she an anaerobe, and how would we know?
Given the timeline of theGOE and the general acceptance that early life
was anaerobic, it had been assumed that LUCAwas an anaerobe. As we
know from chapter 2, however, the recent genomic analyses by Chris-
tos Ouzounis and colleagues provide insight about LUCA’s comple-
ment of proteins and enzymes—and possibly her environment. Those
data reveal that LUCA, a pre-GOE life form, may have produced at
least two enzymes, catalase and superoxide dismutase, or SOD. These
enzymes would have provided some capacity to detoxify ROS like hy-
drogen peroxide, and in the case of SOD, superoxide (O2

_), a reactive
product of oxygen respiration.28 Regardless of whether oxygen detoxi-
fication was the original function, both enzymes are now considered
essential for detoxification of reactive oxygen species for nearly all
oxygen-respiring life, including us. Perhaps, if hypotheses about early
exposures to H2O2 are correct, LUCA’s capacity to detoxify the chemi-
cal is not surprising. But what to make of an enzyme used to defuse a
product of respiration? Pondering LUCA’s capacity to produce SOD,
Ouzounis and colleagues speculate that LUCA may not only have
experienced oxygen exposure, but may have even dabbled in aerobic
respiration.29

In the end, we may never know whether LUCA experienced oxy-
gen. While some analysis suggests yes, other work claims no.30 At the
very least, we know that some time after LUCA, there was plenty of
oxygen in the air and in the water. And it is likely that life was prepared
with catalase, perhaps one of the oldest enzymatic defenses to reactive
oxygen, and an enzyme that remains essential for oxygen detoxifica-
tion today.

In Defense of Oxygen

Returning from a quick jog around the neighborhood, I consider the
excessive amounts of oxygen I’ve inspired over the past forty minutes
and think about its brief and potentially destructive course through
my body. After diffusing across the thin cellular membranes into the
myriad capillaries that perfuse my alveolar sacs, it will join with he-
moglobin—a combination of iron bound with protein, and another
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vestige of life’s early struggle to survive oxygen toxicity. This metallo-
protein (a metal combined with a protein) travels the body, to each
and every cell, exchanging oxygen with carbon dioxide. Once there,
the cell’s mitochondria (often referred to as “powerhouses of the cell”)
engage in aerobic respiration as they oxidize glucose, releasing large
amounts of energy in the form of ATP, the cell’s energy currency. As
this happens, hazardous by-products in the form of ROS will be re-
leased. Some ROS will damage my cells, effectively aging me31 and
causing me to ponder the wisdom of this thrice-weekly torture. Yet I
can take some solace that I am fairly well equipped to battle oxygen
toxicity.Within each cell, catalase (which incidentally is plentiful in my
oxygen-transporting blood cells), SOD, and other antioxidant en-
zymes will tame some of those ROS, transposing destructive oxygen
radicals back into water molecules from whence they came.

Catalase is one of the most efficient enzymes on Earth. Although
it may seem counterintuitive considering iron’s role in activating
H2O2, catalase contains iron. Yet here are some startling figures that
provide perspective: in the absence of iron and iron-containing pro-
teins, the conversion of hydrogen peroxide to water and oxygen
would take weeks; should it encounter iron simply bound to a protein
(oxygen-transporting heme, for example), the reaction occurs one
thousand times faster; and if it encounters iron in the form of catalase
(with its iron-containing heme group), the reaction time increases
such that in just one second, one catalase molecule will completely
break down millions of hydrogen peroxide molecules, thereby pre-
venting the production of millions of hydroxyl radicals.32

The changing role of iron presents us with a fascinating glimpse of
evolutionary processes that co-opted a rogue hydroxyl radical genera-
tor, bound it up with a protein, and then perhaps surreptitiously em-
ployed the metal-protein combination (metalloprotein) in the con-
trolled degradation of hydrogen peroxide. Iron is now so important
for life, as mentioned earlier, that it has become an essential nutrient
(and sequestering iron from invading microbes is one form of the
body’s defense).33 It is not known whether catalase evolved from a
metalloprotein serving another purpose. What we do know is that a
highly integrated and finely tuned system of antioxidant enzymes has
evolved to the extent that aerobic life now thrives in what is a relatively
stable concentration of atmospheric oxygen (depending on altitude).
In addition to catalase, we also rely on other “frontline” enzymes, in-
cluding peroxidases, which degrade H2O2 and SODs. As with many
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enzymatic reactions, sometimes these enzymes depend on each other
to see a reaction through to completion. Protecting aerobes from res-
piration requires both the SODs, which “dismutate” the superoxide
generated during respiration into H2O2, and the “closers,” catalase and
peroxidase, which complete the detoxification process.

As we will see throughout this book, rather than relying on one
remedy, life is full of backups and redundancies. Besides enzymes and
physical protections, the struggle to both utilize and tame oxygen in-
cludes a host of adaptations and inventions. The evolution of a symbi-
otic relationship leading to mitochondria, for example, may have
served to sequester respiration in these well-equipped organelles. The
packaging and use of H2O2 in our immune system both sequesters
ROS and directs its release as a form of protection from invading or-
ganisms. The internal production of molecules like glutathione, one of
the most important internally produced antioxidant molecules, do-
nates electrons to reactive oxygen, thereby quenching that volatile ele-
ment and protecting nearby tissues and molecules. Yet despite all the
internal efforts toward protection, many species also require the inges-
tion of a host of dietary antioxidants. From lycopenes in tomato-based
products to resvesterol in red grapes and epicatechins in dark choco-
lates, dietary antioxidants abound in plant-derived foods. These addi-
tions likely became increasingly important as plant-animal relation-
ships evolved.

The topic of antioxidants is close to the hearts of many people in-
vested in “healthy living” today, generating books and articles ad nau-
seam. A quick trip to Amazon.com reveals more than fifteen thousand
books listed under antioxidants. Rather than getting lost in the antiox-
idant literature, let’s instead return to the simpler concept of linking a
system’s evolutionary history to the modern-day environmental pres-
sures testing that system.

Marathon Man

Oxidative stress is a common term for damage caused by an imbal-
ance between reactive oxygen and the capacity of a cell (or body) for
detoxification, whether the result of normal respiration, poor diet, ex-
posure to certain artificial pesticides, or genetic history. Many pesti-
cides, including organochlorines and organophosphates, cause oxida-
tive stress, either directly through inhibition of antioxidant enzymes
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or indirectly through depletion of other antioxidant molecules, result-
ing in concentrations of ROS well beyond those for which some indi-
viduals or populations are prepared.34 Air pollutants, including metals
and the very smallest particulate materials (PM2.5, for example), pro-
vide ample opportunity for ROS generation in our lungs, heart, and
other tissues.35 Scientists are just now considering the potential risks
associated with ROS generation by nanoscale particles, a rapidly ex-
panding industrial sector. Like antioxidants, each one of these topics
could fill a book. On a more manageable level and more to the point,
there is (at least) one example of a species being exposed to amounts of
oxygen well beyond those commonly encountered in its evolutionary
history. And, of course, that species is us,Homo sapiens. From exposing
premature infants to oxygen concentrations double or triple atmo-
spheric concentrations, a common practice in the past, to our rela-
tively current fitness craze, humans are pushing their antioxidant sys-
tems to the limit, challenging their bodies to an oxygenic evolutionary
mismatch.36

Referring to the aerobic exercise craze that took hold in the
United States decades ago, the exercise physiologist Robert Jenkins
commented, “There probably has never been a time in human history
when such a broad cross-section of humans have consumed such large
doses of oxygen for concentrated periods of time. Primitive hunters
stalked game; they probably did not spend a half-hour or an hour each
day running at a pace equal to 70–80% of their maximal oxygen in-
take.”37 So let us reconsider the excess oxygen inspired while jogging,
cycling, or engaging in prolonged periods of just about any aerobic ex-
ercise. Here are just a few sobering figures borrowed from a recent
publication on oxygen stress in elite female athletes: while exercising, a
body’s oxygen consumption may increase upward of twenty-times
compared with resting; oxygen in certain muscles may increase one
hundred times over resting concentrations; and while the great major-
ity of oxygen will help turn glucose into energy, two 2%–5% will end
up as ROS, a consequence of electron leakage from respiration’s elec-
tron transport chain.38

Our ancestors who farmed, hunted, kneaded bread, chopped
wood, and walked miles to their neighbors’ houses did not sit behind
glowing screens of one kind or another for eight hours a day. And,
noted Jenkins, they didn’t spend lunchtime on the treadmill. Our own
evolutionary history was likely shaped by moderate or perhaps sporad-
ically active populations—and the tendency toward moderate physical
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activity is likely reflected in our genes.39 We have not (yet) evolved to
be sedentary beings. Nor are we adapted to quickly flipping between
sedentary and highly active lifestyles, including weekend jogging or
high-intensity community soccer games. So how does our finely tuned
antioxidant network respond to this sporadic but increased oxygen
intake?

Not surprisingly, there is an abundance of evidence that exercise
increases ROS formation. The consequences can be measured in dam-
age to lipids, proteins, and DNA.40 Yet we know that well-trained ath-
letes, who continually test the balance between ROS and antioxidants,
tend not to suffer frommassive oxidation or literal burnout. If we con-
sider the deeper evolutionary history, many species sometimes require
protection from sudden or ramped-up activity: racing to escape from
or capture predators; prolongedmigrations after periods of relative in-
activity; involuntary exposures to rapid changes in ambient oxygen in
less-mobile organisms. It might not be surprising then, that antioxi-
dant systems are flexible in their responsiveness to ROS. That is, fol-
lowing exposure to nonlethal amounts of ROS, antioxidant enzymes,
including SOD and catalase, are not just mobilized but also may be
up-regulated, resulting in increased gene expression and protein pro-
duction.41 In other words, not only does a moderate amount of exer-
cise prime and protect the body, preparing it for more ROS (some
have even claimed that “moderate exercise is an antioxidant”), but
ROS also acts as the molecular signal turning on and off appropriate
genes.42 This adaptive response to low doses of a potentially damaging
molecule—a phenomenon for which it seems the more we look, the
more we find—is referred to as hormesis (the role of hormesis is dis-
cussed in greater detail in chapter 8). This system is so finely tuned that
some researchers and elite athletes now question the efficacy of anti-
oxidant supplements, suggesting that rather than protecting against
exercise-induced ROS, they may instead interfere with the natural mo-
bilization of antioxidants.43

While we have modulated our exercise habits well beyond any-
thing our immediate ancestors could have fathomed, we are not the
only species to alternate between periods of inactivity and intense and
sustained aerobic exercise. Wildlife, particularly migratory species like
birds, do it twice a year, while salmonmay do it only once in a lifetime.
How do they cope? Like us, hypothesizes the biologist David Costan-
tini, birds might suffer oxidative stress at the outset of their migration,
but by the time they’ve “trained” they may be better able to withstand

When Life Gives You Oxygen, Respire 45



any ROS assault.44 Costantini and other biologists and ecologists are
rapidly expanding the nascent field of antioxidant or oxidative stress
ecology as they consider the role of antioxidants and oxidative stress in
everything from sexual selection to senescence in wildlife.45 Addition-
ally, suggests Costantini, those who do migrate may have evolved
more robust antioxidant networks. But producing proteins or large
molecules that are not directly related to life’s ultimate goal of repro-
duction could present a trade-off in terms of energy allocation—a fact
not lost on ecologists like Neil Metcalfe and Carlos Alonso-Alvarez. In
fact, they suggest that because some antioxidant activities must be in-
duced, or turned on, battling these ROS is most likely a costly pro-
cess.46 As we shall see throughout this book, many other defensive
mechanisms, depending on their raison d’être, require the turning on
and off of myriad genes—for that reason, as perhaps with all battles,
defensive preparedness can be expensive.

Finally, before we jump to conclusions about broadening the
purview of protective up-regulation by ROS generators, let us briefly
consider one example that is not necessarily part of our evolutionary
history. Recall those very small particulate air pollutants, the PM10 and
smaller. While not necessarily new to life, they are now present in
some regions, particularly in congested cities, in concentrations well
above what could be considered “background” or “natural.” Once in-
haled, PM10 not only enter the bloodstream, but as they travel
throughout the body from lungs to the heart, they may also leave a
trail of ROS. Particulates like PM10 create ROS by virtue of their rela-
tively large reactive surface areas and, in part, because some contain re-
active metals, including iron. A recent study, exposing whole cells to
nonlethal concentrations of PM10, revealed the complicated nature of
response, as ROS increased in these cells, while catalase and SOD ac-
tivity was reduced.47 Yet cell survival was not affected. If the cells didn’t
die, does that mean a little bit of PM10 is harmless or, should those an-
tioxidant levels bounce back with a vengeance, possibly even beneficial
in the long run? Not necessarily. When subsequently challenged with
less than lethal doses of H2O2, which can occur simply through in-
creased activity or because of a range of respiratory diseases, cells that
survived the initial assault died.While we ought not interpret these re-
sults too broadly, it would seem that, in this case, rather than priming
cells for a response, the combined exposure to PM10 and other ROS
set them up for a lethal condition. In a larger context, such combined
exposures even to sublethal concentrations of like-acting pollutants (in
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this case, ROS generators) may be sufficient to overwhelm defenses,
creating conditions ripe for an evolutionary mismatch. This topic begs
for further research, and will be touched on as we consider the impacts
of contemporary pollutants in chapter 10.

Oxygen, like sunlight, is both a necessity and a life-threatening
toxicant. Yet billions of years of evolution under the influence of oxy-
gen has resulted in a responsive system that is for the most part capable
of protecting life from, and also capitalizing on, a toxic chemical. In
the case of ROS, we now know that tens of thousands of genes may re-
spond—and scientists are just beginning to explore the broad reach of
ROS and oxidative stress.48 Over the past decade or two, as researchers
turned their attention to the role of ROS in aging, reproduction, and
disease, they are finding that ROS are not simply toxic by-products of
oxygen respiration, but also essential and important signaling mole-
cules, adding yet another layer to life’s paradoxical relationship with
oxygen. This double-edged sword is a common theme in toxicology—
and one that will be explored further as we next consider the role
of metals on the evolutionary history of life’s response to chemical
hazards.
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Metal availability changed over the course of life’s evolution.



Chapter 4

Metal Planet

Earth formed as a heavy metal planet.
Robert Williams and J. J. R. Frausto da Silva

Life’s “addiction” to iron is thought to reflect this early evolution in an
iron-rich reducing environment.

Jennifer S. Cavet, Gilles P. M. Borrelly, and Nigel J. Robinson

Just as we are reminded of our aquatic origins when we taste the salt of
our tears, each time we reflexively lift a cut finger to our mouths, the
metallic taste of blood is a reminder of our origins in an iron-rich envi-
ronment. We carry many other metals, most notably copper and zinc,
which also refer us back to elements available to our distant ancestors.
Metals are fascinating because while some are simply toxic like lead,
others like zinc and copper are both essential and toxic. For humans,
metals are essential not only physiologically, particularly for proper
protein function, but also economically, as these elements played
key roles in the advancement of civilizations. Our idolatry of gold, sil-
ver, titanium, and other metals has, for better or worse, dramatically
changed the types and amounts of metals available in the biosphere.
Yet, when it comes to the history of the chemistry of metals on Earth,
humans are far from the most important agents of change. We know
that life evolved in an iron-rich aquatic environment relatively devoid
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of other metals and minerals now recognized as essential. We also
know that as the earth’s atmosphere changed with the introduction of
oxygen, dramatic changes in metal availability occurred as well. Metals
once plentiful turned insoluble, dropping out of solution and away
from life’s grasp, while others became increasingly soluble and washed
into the sea, more available than ever before.

One of the most notable changes was the oxidation of iron from
soluble and bioavailable ferrous iron (Fe2+) to insoluble and less avail-
able ferric iron (Fe3+, or rust), altering life’s ability to access what had
become an essential metal. Conversely, the earth’s oxidation caused
metals like zinc and copper to trickle from rocks and minerals into
nearby coastal regions, presenting new opportunity for life, while at
the same time contaminating its environment with potentially toxic
metals. Changes in metal availability created new selection pressures
for living organisms. They responded by finely tuning processes that
balanced the need for essential metals while protecting against toxicity.

The majority of naturally occurring elements are classified as met-
als. From soft to hard, abundant to rare, essential to highly toxic, met-
als include elements from calcium to sodium and from copper to zinc.1
One shared characteristic of metals is their propensity to lose electrons,
becoming positive ions (or cations). (Oxidation state plays an impor-
tant role in determining the toxicity of many metals.) As such, they are
willing participants in reduction/oxidation (redox) electron transfer
reactions. As discussed in earlier chapters, electron transfer is an essen-
tial process in the production of ATP, the so-called currency of life.
Therefore, metallic elements are often glinting at the heart of life-
sustaining reactions, including photosynthesis and respiration. Their
ability to easily lose and then gain electrons, combined with their mal-
leability and strength, provides us with not only cast iron skillets and
kitchen knives but also the route through which electrons flow from a
coffee shop outlet to my laptop. The human quest for economically
important metals such as gold, aluminum, and platinum—in addition
to metals now popular in the hi-tech industry like neodymium and
tantalum, and the inadvertent releases of metals like mercury from
coal—has caused a modern redistribution of metals around the globe.
This has also created unprecedented environmental challenges. And so
the biochemical mechanisms that may once have kept essential metals
in check, or locked up the occasional toxicant, are now frontline de-
fense mechanisms for a diversity of species. As with oxygen and UV
light, the combined natural history of metals and the evolutionary his-
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tory of their basic utility as redox active elements provide us with an-
other example of life’s capacity to create, deal with, and even take
advantage of environmental change. Understanding this interplay be-
tween environment, metals, and evolution provides insights over-
looked when we focus solely on life’s present condition. And so we be-
gin with an overview of metals throughout the early history of Earth
(and life).

The Metals Exchange

Stumbling across the granite peaks of NewHampshire’sWhiteMoun-
tains on a cool, clear October day, I consider the relative stability of the
weathered domes, eroded boulders, and rock slides that characterize
one of the oldest mountain chains in the world. Granites can contain
dozens, perhaps hundreds, of different minerals (metals in combina-
tion with other elements), the majority of which are quartz, feldspar,
andmica, alongwith, depending on location,much smaller amounts of
elements such as cobalt, yttrium, vanadium, nickel, neodymium, tanta-
lum, and uranium. The mountains of New Hampshire have bared
silent witness to more than one hundred million years of change.
Lichens, trees, wildlife, and even humans come and go, but the Gran-
ite State is here to stay (at least for a while). Yet while we may think of
these chemical components as relatively stable in contrast to the ever-
changing business of life, the availability of both the types and amounts
of minerals, andmetals in particular, changed dramatically with the ad-
vent of photosynthetic life. Proposing a “new framework” for mineral
evolution, the geologist Robert Hazen suggests that although only a
dozen or sominerals existed at the time of the solar system’s formation,
and some 250 minerals typically characterize rocky planets devoid of
life in the present day (as Earth once was), life is responsible in large
part for the great diversity ofminerals observed on our planet today.2 In
an article in Scientific American, Hazen writes that of the more than
4,400 known minerals, roughly two-thirds can be attributed to the
production of molecular oxygen by living organisms during the Great
Oxidation Event (or GOE)—a change that allowed oxygen, formerly
limited to one small set of mineral forms, to take part in multitudes of
other combinations.3 Oxygen-producing life permanently alteredmin-
eral and metal availability, contaminating their own environment not
only with oxygen but also with newly available metals.
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In their book The Chemistry of Evolution: The Development of Our
Ecosystem, Robert Williams and João Frausto da Silva note that Earth
is a heavy metal planet, and has been ever since its earliest high-
temperature incarnation, when molten iron collected at its core. One
benefit of the earth’s iron core and rotational motion, as discussed in
chapter 2, is the magnetic field, which shields the earth from the sun’s
intense radiation. While the planet’s iron core protects life from ex-
ternal radiation harm, its surface—the atmosphere, aquatic environ-
ments, and crust—is where earth meets life. When atmospheric oxy-
gen caused metals and minerals to seep from the crust to the oceans,
life had to adapt. The relevance of mineral availability in life’s evolu-
tion can be illustrated by considering the Achaean sea—rich in potas-
sium, magnesium, calcium, manganese, and iron, all of which are es-
sential for life today. Meanwhile, prior to the GOE, metals now
integral to almost all forms of life would have been available at one-
thousandth of today’s concentrations, and likely were not essential—at
least for our Achaean ancestors. About these changes, Williams and
Frausto da Silva write, “The oxidation in sequence of the elements had
a profound influence on the evolution of life, but is far from com-
plete.”4 Using the trail of elements left behind by the earth’s oxidation,
the two elucidate the role of elemental change both in the environ-
ment and in life (discussed in detail in Chemical Evolution). One im-
portant global change was the conversion of Earth from a “sulfur
world” to an “oxygen world.” “Sulfur,” writes Williams and Frausto da
Silva, “played a major role in the beginning of life and then subse-
quently metal sulfides and their subsequent reactions have had a major
influence on evolution.”5

On a young Earth, sulfur, particularly hydrogen sulfide (H2S) and
sulfur dioxide (SO2), was (and still is) associated with black smokers
or deep-sea vents and with volcanic eruptions.While some sulfides are
quite soluble (sodium, calcium, magnesium, and iron sulfides, for ex-
ample—all common elements in the early Achaean sea), others, partic-
ularly sulfides of cobalt, cadmium, nickel, copper, and zinc (depending
on local conditions), were insoluble and relatively unavailable. As oxy-
gen converted insoluble sulfides to soluble sulfates, those once insolu-
ble metal ions eventually washed into the sea, and at some point made
their way into life. As the availability of metals, including Co, Ni, Zn,
Cu, and Cd, increased, soluble iron sulfides turned into insoluble iron
oxides.6 Sulfur chemistry clearly affected the evolution of life through
its association with minerals and metals in the external environment,
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but what of its role in life? Although not one of the five elements re-
quired for DNA and RNA (C, H, O, N, and P), sulfur is certainly next
in terms of importance. It is critical not only for its role in maintaining
the homeostasis of essential metals, but also for its ability to combine
with several species of metals.7

So how did life survive dramatic changes in metal availability? It
evolved finely tuned systems to scavenge, pump, bind, transport, and
sequester metals that became essential for life processes, while devel-
oping detoxification schemes for those metals either too reactive or
too nonreactive to be useful. Those metals become toxic, taking the
place of functional metal sites in an irreversible manner and rendering
dysfunctional the proteins in which they were embedded. For many
metals, toxic and essential are two points along a single continuum.
Though we may never know which end best describes the initial inter-
actions between any given metal and life, both are clearly important,
and so before focusing on the toxic properties, we shall consider the el-
ements in their essential roles.

Bare Necessities: Essential Minerals and Elements

Despite its changing environment, or perhaps because of it, life in-
vested in a set of metals that have been retained through billions of
years, including vanadium, molybdenum, cobalt, copper, chromium,
iron, manganese, nickel, and zinc—and which over time became es-
sential.8 A metal is deemed essential when concentrations below the
range of “adequate intake” result in impaired function.9 Often these
are metals straddling the border between toxicant and nutrient, and
while some metals are required in relatively high concentrations, trace
amounts of others are sufficient. For example, human bodies have on
average about four grams of iron and two grams of zinc, while concen-
trations of cobalt and nickel are about one thousand times lower.10 Ad-
ditionally, while most species need iron, the requirements for other
metals have been gained and lost with the diversification of life and the
environments it inhabited. Zinc, for example, is required in relatively
larger amounts in eukaryotes (which evolved primarily in an oxygenic
and soluble-zinc world) in comparison with prokaryotes.11

Understanding why any one particular metal became essential re-
quires some consideration of its availability. This holds true even for
metals needed (and available) in the smallest amounts. Yet estimating
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availability requires relatively detailed knowledge of the local environ-
ment in which life evolved: knowledge that is only as good as the cur-
rent analysis. Molybdenum is a case in point. This rare metal played a
small role in the short-lived hypothesis of directed panspermia: the de-
liberate infection of Earth by intelligent beings from another planet.12
This seemingly zany idea was once championed by the biochemist
Leslie Orgel and the Nobel Prize winner Francis Crick, two well-
respected scientists who contributed significantly to our current un-
derstanding of the genetic basis of life. While acknowledging their ar-
gument as “weak,” they cited life’s requirement for molybdenum as
evidence of Earth’s infection. In their 1973 paper on “Directed
Panspermia,” the authors wrote:

The chemical composition of living organisms must reflect to
some extent the composition of the environment in which they
evolved. Thus the presence in living organisms of elements that
are extremely rare on the Earth might indicate that life is extrater-
restrial in origin. Molybdenum is an essential trace element that
plays an important role in many enzymatic reactions, while chro-
mium and nickel are relatively unimportant in biochemistry. The
abundance of chromium, nickel, and molybdenum on the Earth
are 0.20, 3.16, and 0.02%, respectively. . . . If it could be shown
that the elements represented in terrestrial living organisms corre-
late closely with those that are abundant in some class of star—
molybdenum stars, for example—wemight look more sympathet-
ically at “infective” theories.13

Explaining molybdenum’s relative scarcity in light of its role as an
essential metal might have required (or supported) some creative his-
torical thinking. But it is now thought that there was more molybde-
num than nickel or chromium in the oceans, where many scientists
currently believe early life developed.14 Even so, just because a metal is
available does not mean it will become essential for life. Otherwise we
might all require a bit of mercury, cadmium, or titanium—all avail-
able, albeit in small concentrations. (One of these elements may some-
day be found to be essential in exceedingly small amounts for one or
more organisms.)

Conversely, we might consider iron, an element that was once
readily available in the earth’s crust, but now exists in relatively inacces-
sible forms. Two and a half billion years of evolution in an environ-
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ment enriched with the metal, perhaps combined with its intrinsic
chemical properties, have made it irreplaceable. Iron became so en-
twined with life that replacing it with another, more abundant metal
appears to have been untenable for most species, even as iron became
rare.15 While we acquire iron from our diet, some microorganisms
have evolved mechanisms to cope with iron-deficient environments,
even if only temporarily. Cyanobacteria, for example, produce iron-
scavenging structures called siderophores, while other microbes and
some algae faced with low (or even no) iron replace proteins requiring
iron with flavodoxins, a less efficient but workable substitute that al-
lows survival until iron conditions improve.16 More directly related to
human health, the limited amount of iron available in our own cells
may incite competition between host and pathogen. Some pathogenic
microorganisms that prey on humans rely on siderophores, allowing
them to scavenge iron even as our cells sequester the precious metal
away. It is not hard to envision how capitalizing on this relationship
might lead to new antibiotics or treatments.17

Zinc is another metal of critical importance for most species. Es-
sentially unavailable in the open ocean at the dawn of life (although
abundant following the GOE), zinc now provides stability and struc-
ture to proteins involved in cell replication, repair, and metabolism—
all surely required by our Achaean ancestors. So given its scarcity in the
Achaean ocean, how can we explain life’s dependence on zinc? Like
molybdenum, this conundrum has prompted alternative scenarios for
life’s origin. Rather than turning to distant planets, the biophysicists
Armen Mulkidjanian and Michael Galperin point to Earth’s hy-
drothermal vents as the most likely incubator for life.18 Others have
proposed this location based on additional components thought nec-
essary for the inception of life.19 In two papers titled “On the Origin of
Life in the Zinc World,” Mulkidjanian and Galperin lay out their hy-
pothesis that life may have originated near zinc-sulfide precipitates as-
sociated with hydrothermal vents. Zinc would have become solubi-
lized and biologically available through its role in catalyzing abiotic
photosynthesis.20 Challenging this explanation of life’s zinc addiction
are Christopher Dupont and Gustavo Caetano-Anolles. Their ge-
nomic analysis of metal-binding proteins confirms that “the oldest
metalloproteins were almost certainly Zn binding and are ubiquitous
in extant life,”21 a conclusion that curiously seems to support the hy-
drothermal zinc hypothesis. But they also point out that zinc-binding
proteins were likely rare, and that some species today (as discussed
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above, with iron) manage to survive when zinc concentrations are low.
Even as zinc infiltrated seawater, and before oxygen concentrations
stabilized zinc, concentrations likely fluctuated. Given this fluctuation,
it might be argued that zinc was central in the formation of early life.
Proteins requiring zinc may have had some capacity for flexibility, in-
cluding being able to use other elements, like iron, and returning to
zinc when conditions settled.22 Proteins able to swap one metal for an-
other and remain functional are referred to as cambialistic. Consider-
ing the physical chemistry of some metals, their ability to stand in for
one another is not surprising.

Flexibility is obviously beneficial when environmental conditions
render useful metals scarce.23 Some superoxide-dismutase enzymes,
for example, are able to exchange iron for manganese under certain
conditions. But one can also imagine that the presence of a less efficient
yet chemically similar metal, if it became abundant, would lead to dis-
astrous consequences if uncontrolled substitution were to take place.
Consider the essential metals—Mn, Ca, Fe, Co, Ni, Cu, and Zn—and
the similar yet toxic metals—Cd, Hg, Ag, and Pb. Should any of the
latter group become more prevalent, they might gain entrance into ex-
posed cells, using pumps and other mechanisms evolved to regulate
and transport their “look-alikes.” Once inside, these metals may then
interact with proteins, nucleic acids, and other biomolecules, replacing
essential elements and disrupting normal function.24 Even among the
essential metals, the replacement of one metal for another, for instance
Cu2+ for Zn2+, can wreak havoc.25 For these reasons, it is critical to
maintain the balance or homeostasis of essential metals, and also to
develop protections against “nonessential” elements. Metals must be
tightly controlled, and they are.26 Copper-binding proteins, for exam-
ple, ensure that there are essentially no free copper ions inside cells
(because they can be so toxic).27 Metals have become so central to cel-
lular function that the collection of metal-binding proteins (referred to
as the metallome) accounts for over 30% of all proteins in the cell.
Metals are known to be involved in over 40% of enzymatic reactions,
and metal-binding proteins carry out at least one step in almost all bio-
logical pathways.28 Metals, particularly zinc, copper, and iron, may
help proteins assume their active, three-dimensional conformation.
One common location for metals associated with proteins, including
copper, zinc, and iron, is within protein folds. The evolutionary his-
tory of folds associated with manganese and iron suggest they may
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have appeared before those associated with zinc and copper—in accor-
dance with their bioavailability prior to the GOE.29

As the earth’s environment changed, so too did themetallome. It is
not hard to imagine that once lifemoved from sea to land, the challenge
becamemaintaining homeostasis, as elements that were diffusely avail-
able in seawater were only sparsely or sporadically available on land.
Living things not only had to be protected from metals that might oc-
cur in higher concentrations in their new homes, but also needed to
scavenge for metals that had become rare yet were essential to their cel-
lular function. To do the job, life continued to evolve a system of cellu-
lar pumps that controlledmovement of metals both into and out of the
cell, and chaperones to control availability and concentration in the cell.
One prominent family of proteins involved in maintaining balance are
the metallothioneins (MT): a family of metal-binding proteins first
identified in association with cadmium, now known to exist in a diver-
sity of species, from microorganisms to humans, and with a multitude
of roles, including binding metals. When toxicologists think of metal
contamination, we often think of metallothionein.

Balance

A little over twenty years ago, as a myopic environmental toxicologist
focused on the virtues of cytochrome P450s (or CYPs, as they’re called
now), I paid little attention to their drab sister of detoxification, the
metallothioneins. Back then it seemed these relatively simple metal-
binding proteins were the purview of invertebrate toxicologists, who
were most at home poking around in cadmium-contaminated coastal
waters or digging for earthworms around old foundries. The CYPs, in
contrast, did something. They metabolized polyaromatic hydrocar-
bons, hastening their excretion. They deactivated (and in some cases
activated) drugs and chemicals. More important (at least to those of us
making a living off CYPs), they could be used to indicate exposure to
contaminants like PCBs and dioxins, creating highly fundable study
areas. How could a comparatively passive protein that bound up met-
als be of any interest? In fact, MTs are plenty interesting, particularly
to toxicologists concerned with evolutionary responses to chemical
toxicity.

The MT protein is best understood in vertebrates, having been
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originally discovered in the 1950s as an odd cadmium-binding protein
isolated from horse kidneys, although decades later it was identified in
invertebrates collected from cadmium-contaminated sites, furthering
its distinction as the “metal-binding” protein.30 SettingMT apart from
other proteins was a highly conserved functional region, rich with
sulfur-containing and metal-binding cysteine amino acid residues. Yet,
like shape-shifters with metallic hearts, MTs lack any structural alle-
giance, save their metal-binding regions. Further, MTs are able to as-
sociate with several metal ions at once—up to a dozen, depending on
the species in which the protein is expressed, and the metal involved.
These bound metal ions can account for up to 11% of the protein’s
weight.31 It is as if the protein’s main function is to provide life with
sulfur-rich metal magnets (recall the sulfur-metal attraction), recreat-
ing an inner environment not unlike that existing before the GOE.
This small protein (around seventy amino acids, in comparison to
some CYPs that have upward of five hundred amino acids) displays
affinity for both essential and nonessential metals, and, importantly, is
inducible. Like catalase, possibly photolyase, and (as we will see) some
CYPs, exposures to small amounts of metals, including cadmium,
zinc, or copper, can increase the cell’s production of MT.32

Based on the above, the role of MT seems straightforward. Metal-
lothionein likely evolved to sequester and perhaps transport poten-
tially toxic metals. Its function may have evolved roughly 2.4 billion
years ago, when zinc, copper, and other metals were released by the
GOE; or, if the zinc-world scenario holds, perhaps over a billion years
earlier. But what of its affinity for cadmium? Our single-celled ances-
tors did not evolve on the edge of a battery factory or a foundry. What
kind of selective pressure could a relatively rare metal like cadmium
have exerted? And although their association with cadmium first re-
vealed their existence, MTs also bind zinc, copper, and a slew of other
metals, including lead, mercury, silver, gold, and bismuth.33 Finally,
MTs are documented to respond to an incredibly broad range of stim-
uli in addition to metals, including inflammatory agents, hormones,
antibiotics, tumor promoters, and a range of proteins and chemicals
produced during stress-inducing situations.34 Could one of those re-
sponses be more closely related to its original function? Did it origi-
nate as a general stress-response protein with an odd affinity for met-
als? Or a metal-binding protein able to respond to other stress? When
it comes to environmental stresses, particularly co-occurring stress,
might trade-offs in terms of response time, energy required for protein
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production and control, and consequences of too narrow a response
result in selection of a broadly responsive, generally nonspecific pro-
tein? Immune stress, for example, may alter the need for zinc and re-
sult in increased ROS generation at the same time. As such, a multi-
functional protein could be beneficial.

Metallothionein’s lack of a highly conserved primary structure
makes tracing its evolutionary history difficult. In vertebrates alone,
the numbers of genes coding for metallothioneins, and their specificity
for certain metals, expression in tissues, regulatory control of in-
ducibility, and amounts of protein expressed, vary across species.35 All
that remains for the molecular biologist bent on phylogenetic analysis,
it seems, are the few retained characteristics, including its cysteine-rich
regions, small size, and general (this may not always be the case) lack
of histidine.36 It’s not much, but enough to indicate that MTs evolved
from a single ancestral gene.37 The wide array of subfamilies of this
protein, even within a given species, indicates a long history of gene
duplication events. Duplication, which is exactly what it sounds like, is
an important mechanism of evolution (as discussed in chapter 2).
When retained, the products of duplication events are termed “iso-
forms.” While mice, men, and other mammals benefit from four iso-
forms in the metallothionein family (seventeen MT genes have been
identified in the human genome, although not all have been character-
ized, and some are associated with “subtypes” of the major iso-
forms),38 the most widely expressed associate with zinc and copper.
Meanwhile other species may have fewer, and very different, iso-
forms.39 One feature of duplicated genes is that either they may remain
under the same regulatory control as their progenitor, or they may
splice into a different chromosomal location, providing the means for
differential control of the two isoforms.40 It’s easy to see how duplicate
genes retaining full function would benefit a population challenged
with increased exposure to metals. The process of gene duplication, as
we will see repeatedly throughout this book, builds gene families. In
the case of metallothionein, the result is a genealogical lineage that
would be difficult to trace if it were not for retention of its most basic
characteristics.41

Because they are copies, duplicate genes can more freely undergo
change, providing an important route for protein evolution as well as
creating a buffer from harmful mutations.42 As with other instances of
mutation, the impact can range from silencing the gene, to a compro-
mised protein product, or, more rarely, production of a more effective
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protein.43 In the case of metallothionein, changes in specific amino
acids within and around the cysteine core appear to be the cause of
varying susceptibility to metals in different species.44 Fruit flies, for ex-
ample, have four genes for metallothionein, encoding one protein
with an affinity for Cu, another having Cd-binding properties, and
two having unknown specificity.45 Earthworms have three Cd-binding
metallothioneins, one of which is inducible and another that is more
prevalent in embryonic tissues versus adult tissues.46 Curiously, de-
spite these differences, all vertebrate and invertebrates, it seems, have
least one Cd-binding, sometimes even Cd-specific, MT. Which brings
us back to why Cd? That life has required and retained protection
against oxygen and UV, as discussed in previous chapters, is to be ex-
pected. But cadmium? Given the rarity of cadmium in comparison to
copper and zinc (at least post-oxygen), the ubiquity of a cadmium-
binding protein is curious. Perhaps cadmium has some beneficial func-
tion that has yet to be discovered. Or perhaps metallothioneins have
other functions not yet understood, and cadmium binding is inciden-
tal. Or perhaps the relatively low levels of naturally occurring cad-
mium routinely encountered by living things are sufficiently toxic to
warrant dedicated protection. Maybe the role of metallothionein is
and always has been to bind potentially toxic metals.

Recent studies of metallothioneins in ciliates, a ubiquitous group
of single-celled eukaryotes, offer some clues. Like their multicellular
eukaryotic cousins, ciliates also produce a Cd-binding metallothio-
nein. But amino acid analysis suggests that the cadmium-binding iso-
form found in ciliates emerged subsequent to the ancestral form of met-
allothionein, which displays higher affinity for copper, zinc, or both.47
As will be discussed in the following chapter, single-celled eukaryotes
lived on the cusp of the GOE, and we know that with oxygen also
came increases in zinc. Unlike catalase and photolyase, metallothio-
nein has not yet been traced as far back as the last universal common
ancestor, or LUCA (possibly leading us to question its role in the zinc
world), and MTs have not yet been characterized in archaea, although
some forms (quite different than those found in eukaryotes) have been
identified in bacteria.48 While LUCA appears to have encoded genes
for metal-binding proteins (including those for iron, molybdenum,
and magnesium), they are thought to have been a different class of
metal-binding proteins, involved in metal transport and biosynthe-
sis.49 Pending further evidence, the original role of ancestral metallo-
thionein seems to lie somewhere in the transition from anoxic to oxic
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conditions, during the transition from zinc scarcity to zinc abundance.
In cyanobacteria (and a few other bacterial species), the primary func-
tion of the metallothionein may have been the maintenance of zinc
concentrations, although they do also bind copper and cadmium.50
Considering the natural history of both zinc and essential metals, this
makes sense. In an environment where zinc, once rare, became increas-
ingly available to cyanobacteria (ironically, a result of their talent for
photosynthesis), preventing newly abundant zinc from replacing or
otherwise interfering with an essential metal like iron might have been
the difference between survival and extinction. Over time, zinc worked
its way into living things. Proteins specializing in the binding of either
zinc or cadmium, as their external availabilities changed, would pro-
vide an efficient route to metal homeostasis (in the case of zinc), and
protection against toxicity (in the case of cadmium, replacing zinc is
one of the primary mechanisms of its toxicity).

Even if life had originated in the zinc world, the environmental
changes wrought by the GOE resulted in large-scale environmental
changes, providing a strong argument for the selection of a simple
sulfur-rich protein that controlled not only zinc, but eventually other
metals as well. We might imagine that as life became more complex
(and in some ways less flexible, as specific dependencies increased)—
moving from sea to land and back, along with the dietary changes
that go along with such movements—the ability to protect oneself
from new metals, along with the ability to seek out and acquire oth-
ers, might have become ever more important for survival. The dupli-
cation and selection of a simple metal-binding protein provided a
starting point for the evolution of multiple forms of metal-binding ca-
pability, variously specializing in zinc, copper, and, not too much later,
cadmium. In our own bodies, metallothioneins are most strongly
expressed in tissues likely to encounter metal toxicants on their first
pass through the body (e.g., the blood, liver, kidney, and intestines),
and may play a role in diseases caused by metal imbalance.51 Given
their role in balancing and protecting against common and potentially
toxic metals, we might think these proteins ought to be as essential
as are some of the metals with which they interact. Curiously, mice
lacking metallothioneins seem to suffer no ill, except for a much
greater susceptibility to Cd-induced kidney toxicity,52 suggesting a
redundant mechanism for maintaining homeostasis of essential metals
like Zn and Cu, but not for protection against toxics like cadmium.
Redundancy for essential functions makes sense, and is part of many
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defensive systems, from UV to ROS to organic toxicants, as we will
see later. Yet at some point, metallothionein appears to have evolved
into an important part of the defense against Cd. We are exposed to
cadmium primarily through our diet: grains, meats, and especially sea-
food all contain cadmium. More recently, humans and wildlife have
become exposed to cadmium and other metals because of industrial
activity,53 and increased Cd exposure in human populations could be
associated with an increasing prevalence of kidney damage.54 It is not
difficult to imagine how human metallothioneins’ capacity to respond
might become overwhelmed by our modern environment—which
brings us to scientists with a penchant for worms.

Contemporary Evolution in a Metal World

Back in the mid-1980s, Jeffrey Levinton and his PhD student Paul
Klerks, both at the State University of New York at Stony Brook, were
two of those scientists who poked around highly contaminated sites
seeking worms. In this case, it was Foundry Cove, an inlet along the
Hudson River that served as the dumping ground for a string of bat-
tery companies, ending at the time with Marathon Battery Company.
After more than twenty years of NiCd battery manufacture, the
amount of cadmium in sediments of Foundry Cove was as high as 5%
in some of the most contaminated regions. Yet despite such potentially
toxic concentrations of cadmium and other waste metals, populations
of freshwater worms (Limnodrilus hoffmeisteri) flourished, apparently
unperturbed by cadmium. They appeared to be protected by a protein
consistent with, but at the time not confirmed as, metallothionein.55
That organisms could survive in such a contaminated environment
was foreseeable. Other populations of invertebrates were known to
hold their own in contaminated sites. But was this purely a case of in-
dividual resistance though induction of high levels of a metalloth-
ionein, or was it a heritable response, an evolutionary change, passed
on from parent to offspring? And if heritable, how quickly could this
happen?

At the time of their discovery, only one population of inver-
tebrates, whose environment had been contaminated for centuries
rather than decades, was confirmed to have undergone a genetic
change in response to metals.56 That a population of rapidly reproduc-
ing organisms, capable of producing large numbers of offspring, un-
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der a strong directional selection pressure such as cadmium, might
evolve resistance was not particularly surprising (this will be discussed
in detail in chapter 9). But how quickly could a species evolve? Ad-
dressing this question, Levinton and Klerks designed a series of stud-
ies involving worms from both the contaminated site and a reference
site. They not only confirmed heritable resistance in Limnodrilus, but
also discovered that it could happen in just 1–4 generations: an evolu-
tionary blink of the eye. Theirs was one of the first studies demonstrat-
ing a genetic basis for rapid evolution of pollution resistance.

Levinton’s focus on these populations did not stop there. He con-
tinued his studies over the next decade, as the site was cleaned up
through the EPA’s Superfund program. Surprisingly, as the site be-
came clean the worms lost their resistance. Not only that, but again
the change was rapid (over the nine-year cleanup, an estimated 9–18
generations of worms, at the very most). When resistance is energeti-
cally “expensive” and therefore presents an unfavorable trade-off, its
loss over time might make some sense. A population might also “lose”
a trait if there is a tendency for nonresistant populations to immigrate,
providing an opportunity for gene flow and dilution. Based on earlier
observations that worms from the contaminated site grew more
slowly (although general fitness and the production of viable offspring
did not seem affected), Levinton suggested that the loss was associated
with energetic costs.57 Testing this hypothesis required recreating a re-
sistant population in the laboratory, and then exposing the worms to
increasing amounts of cadmium. The artificially induced “natural se-
lection” of worms from both Foundry Cove and its reference site
yielded two resistant populations. It turned out these populations
were no different from nonresistant populations in terms of fitness.58
Loss of resistance through immigration, it appears, rather than ener-
getic expense, caused the loss of resistance in Foundry Cove.59 This
was an important finding, since resistance may come with a cost in
terms of fitness (discussed further in chapter 9), which in turn might
influence how observations of resistance are interpreted.

Foundry Cove worms yielded another interesting observation,
one likely relevant to the evolution of toxic responses in general. The
population whose ancestors had once lived with cadmium developed
resistance faster than the naive, reference population. This may have
been a consequence of a key mechanism of rapid evolution: standing
genetic variation. Populations adapt to environmental change in at
least two ways, through new mutation or selection on preexisting
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mutations. Despite dilution through immigration, if Foundry Cove
populations maintained alleles that afforded Cd resistance, they most
likely would have been able to respondmore rapidly with the return of
Cd. Retention of once-useful gene alleles (variants) creates a pool of
alleles likely to have been “tested” over time. If these alleles are selected
and maintained at higher frequencies compared to new mutations,
they may contribute to standing genetic variation and phenotypic
plasticity.60

All living things require metals, and a few billion of years of expo-
sure have provided us with the means to balance the need for these po-
tentially toxic elements against metal overload.While the oxygenation
of Earth’s atmosphere dramatically altered the availability of metals, in
the past few hundred years humans have initiated further changes.
Metals, from mercury to lead to “rare earth” metals like yttrium and
cerium, once locked up in earth’s crust, are now more prevalent than
ever. The effect of such rapid, increased bioavailability has been devas-
tating (and obvious) in some cases: mercury poisoning in Minamata,
Japan, or elevated lead levels caused by leaded gasoline, paint, and lead
shot. Other effects have been subtler, including neurotoxicity caused
by small concentrations of mercury acquired through the diet. Yet
some populations, as discussed in this chapter, have evolved resistance
to certain metals through the rapid evolution of protective proteins,
the metallothioneins—proteins that, among other functions (many
still unknown), bind metals and help maintain balance. As the trace-
metal biochemist Peter Coyle and colleagues observed, “The extraordi-
nary degree of conservation of the functional structure of MT across
phyla suggests that most of its evolutionary shaping was complete
hundreds of millions of years ago, with relatively minor further struc-
tural changes, fine-tuning the chemical adaptation to specific (exter-
nal) environmental and metabolic (internal environment) require-
ments.”61 There is still much to be learned about MT: why some
species develop metal resistance, while others remain exquisitely sensi-
tive to metal toxicity, and the role that MTs play in the protection of
different cells and tissues within and across various species. With addi-
tional research, we may move toward a more holistic understanding of
the importance of metals for health and in causing toxicity.
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PART 2

Plant and Animal



Evolution of cancer and P53 in metazoans.



Chapter 5

It Takes Two (or More) for the
Cancer Tango

The cells acquire selective advantage because their accumulated set of
mutations progressively unleash a pattern of inherent primal properties:
persistent cloning . . . immortality . . . and a capacity for territorial
expansion.

Mel Greaves

Only through integrated molecular, ecological and evolutionary analy-
sis of cancer, at the somatic, population and macroevolutionary levels,
will we come to understand and govern this unique disease.

Bernard Crespi and Kyle Summers

We have met the enemy and he is us.
Pogo comic strip by Walt Kelly

Approximately one and a half billion years ago, as individual cells be-
gan banding together, life diverged from its singular existence, laying
the groundwork for the incredible animal life we behold every day. A
spider tends to her web. A bird calls from the tree. My fingers tap a
thought on the keyboard. But as life gained the capacity to silence one
gene or turn on another, thereby differentiating into specialized cells
and eventually into basic body parts, it also gained its own worst en-
emy—itself. Cancer is the renegade cell released from life’s rules of
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order. It is rapid evolution at its best and worst. Its origins are as old,
and perhaps older, than the first “true animals,” and it is, by most ac-
counts, a greater threat to the human population today than at any
other point in our modern history. It is also a disease of multicellular
life. As with any social organization (and multicellular bodies bear
some semblance of organization), there are collaborators, independ-
ents, and renegades. So it should be no surprise that once organized,
life also became host to the independents and renegades—and the bat-
tle between self and altered self, or cancer, has raged ever since.

Prior to this chapter, we focused on life’s interaction with a set of
physical and chemical toxicants—UVB, oxygen, and metals—and the
history of the protective genes and enzymes that subsequently
evolved. We now consider the evolution of a defensive system that
protects against the consequences of life’s own processes gone wrong,
whether initiated because of spontaneous mutation, or helped along
by physical or chemical mutagens. Of the many different responses to
cancerous cells, one defensive mechanism in particular stands out, the
p53 tumor suppressor protein. While the preceding chapters empha-
sized toxic defense mechanisms originating in our unicellular prokary-
otic ancestors, here, and for the remaining chapters of this book, we
enter the realm of eukaryotes, where another node in the defense net-
work, the p53 gene family, emerges. Beginning with the eukaryotic
cell, we trace the origins of the p53 gene family from its earliest ap-
pearance to one of its present roles—cancer suppression.

A Complex Cell

Because they are the cells on which complex life is built, there is a
great deal of interest in the eukaryotic family tree. It is an evolution-
ary history stretching back at least 1.5 billion years and very likely
earlier. We’ve all learned in basic biology that eukaryotes are funda-
mentally different from prokaryotes in several ways, including their
membrane-bound nucleus, compartmentalized internal cellular envi-
ronment, and cytoskeleton. Yet how and when these relatively ad-
vanced cells split from their prokaryotic ancestors remains a mystery.
Advances in gene sequencing and data analysis have only served to
raise more questions about their evolutionary relationship—particu-
larly when it comes to the mitochondria, the so-called powerhouses
of the cell. Those membrane-bound organelles are defined by their
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own genetic material (referred to as MtDNA) and are a characteristic
feature of most eukaryotes.

Likely because of an encounter between two ancient cells, mito-
chondria eventually became permanent and essential to eukaryotes.1
Many have pondered the initial nature of this relationship (predator
and prey, or host and parasite?); the nature of the two cell types (two
prokaryotes, or prokaryote and eukaryote?); and any potential costs
and benefits of the relationship to the two participating cells (did the
host cell gain a source of energy, while the “invading” cell was well fed
and protected?).2 These questions concerning eukaryotic evolutionary
history have yet to be answered andmay seem to divert us from our fo-
cus on toxic defense—unless one early benefit of mitochondria was
detoxification. In his book Oxygen, Nick Lane considers the oxygen
defense alternative for mitochondria. Based on observations of mixed
communities of aerobes and anaerobes, Lane asks what if instead of
immediately benefitting from the extra energy produced by invading
cells, the internal aerobic cell instead provided an advantage to its host
by detoxifying oxygen? By converting oxygen to water, as would hap-
pen during aerobic respiration, these organisms may have provided
their hosts with benefits, while the host kept these living oxygen filters
fed and sheltered. Additional benefits—particularly the export of the
high-energy ATP, which required transport of the bulky and relatively
unstable molecule across the mitochondrial membrane—may have
evolved later.3 As the earth’s oxygen concentrations rose, this new-
found tolerance may have allowed for the expansion of eukaryotes into
new territories, while the additional energy may have encouraged the
expansion of their genetic repertoire.

No matter the original relationship, mitochondria and a depen-
dency on oxygen are now firmly entrenched characteristics of the great
majority of eukaryotes, including the trillions of eukaryotic cells on
which our lives depend.4 And the incorporation of mitochondria is
now recognized as one of life’s major evolutionary milestones, along
with the development of a multicellular lifestyle.5

Life beyond the Singles Bar

How and when eukaryotes first became organized into multicellu-
lar life is yet another mystery. Did toxic oxygen play a role, perhaps
by causing cells to clump together for protection, with outer layers
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protecting the inner layers? Or did cells, in an attempt to detoxify oxy-
gen, sequester it (à la metallothionein) into biomolecules like choles-
terol and other oxygen-rich molecules, now a distinctive feature of
most eukaryotic cell membranes?6 Maybe, after hundreds of millions
of years of adaptive selection and evolution, an increasingly diverse
genome provided the basic building materials for complex life? Per-
haps. But the evolutionary geneticist Michael Lynch suggests that
rather than relying on adaptive selection, the complex gene structure
of eukaryotes might instead have evolved as a result of nonadaptive
processes, a consequence of population size and the machinations of
population genetics.7 One characteristic of eukaryotes is their larger
size in comparison to prokaryotes. And larger organisms tend toward
smaller populations (the smaller the population size, the greater ability
to propagate a mutation). Given this scenario, reasons Lynch, popula-
tion genetics, including genetic drift and random neutral mutation,
might have driven the basic changes in the eukaryotic genome, which
in turn provided the components on which natural selection could
then build. In his 2006 publication on The Origins of Eukaryotic Gene
Structure, Lynch does not hold back on the omission of population ge-
netics when reconstructing evolutionary histories, writing, “Because
natural selection is just one of several forces contributing to the evolu-
tionary process, an uncritical reliance on adaptive Darwinian mecha-
nisms to explain all aspects of organismal diversity is not greatly differ-
ent than invoking an intelligent designer.”8 The role of population
genetics is often neglected, yet as Lynch points out, it likely influences
the evolution of many biological systems. Although the topic cannot
be done justice here, those interested might begin with Lynch’s book
The Origins of Genome Architecture.

That said, not all would agree that life simply drifted into com-
plexity. Controversy abounds when reconstructing evolutionary his-
tories. Pointing to the likely abundance of small prokaryotic popula-
tions over the eons and the rare emergence of eukaryotes (as far as any-
one knows, eukaryotes evolved from prokaryotes only once in four
billion years), Nick Lane and William Martin offer another route to
genome complexity. Based on their analysis of the energetics of in-
creasingly complex genomes, they suggest that while the “prokary-
otic genome size is constrained by bioenergetics,” the acquisition of
energy-producing mitochondria (once ATP export evolved in earnest)
provided cells with a six-figure energy surplus.9 This energy, suggests
Lane and Martin, could then be allocated to the expensive business of
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diversifying a cell’s genetic complement and protein production—
thereby increasing genetic complexity.

Whatever the driving force, whether population genetics, energet-
ics, oxygen toxicity, or some combination of all the above, the in-
creased complexity of both cellular architecture and the gene allowed
for new features now characteristic of eukaryotes. These included im-
proved facility for cell-to-cell communication and coordination, ad-
herence between cells, and, counterintuitively, the capacity for a cell to
die on “command.” Programmed cell death, or apoptosis, is one of the
essential processes that shape multicellular life. Consider the transition
from a fetus’s webbed hands to the delicate fingers of a newborn. That
the hands of a newborn do not resemble the wings of a duck or the fins
of a fish can be attributed, in part, to apoptosis. Apoptosis also helps
keep cells with irreparable DNAdamage in check. Like a spy with a sui-
cide capsule tucked away in her tooth, cells that may be dangerous to
the whole (because they are compromised beyond repair) are imbued
with the capacity to commit suicide. Apoptosis is so important to life
that many different genes are capable of initiating the process—includ-
ing the tumor suppressor p53. Directing assisted cell suicide in DNA
damaged cells, it seems, is one of p53’s premier roles, as we will see.

Apoptosis, along with communication, adherence, and coordina-
tion, are all important components of the multicellular tool kit, tools
that may have allowed single eukaryotes to build multicellular homes
for themselves.10 As multicellular eukaryotes or metazoans, we share a
large portion of our eukaryotic genome with all animal life, from
sponges to fruit flies to dogs.11 While many eukaryotes diverged, un-
dergoing a great deal of evolutionary change over the years, others
seem to have changed little. Those of us who reach for the “all-natural”
sea sponge when we shower are reaching back at least six hundred mil-
lion years to one of the few tangible reminders of our predecessors.
With about a dozen somatic or body cell types, in contrast to upward
of two hundred or so cell types that make up our own bodies, sponges
are among the oldest living representatives of multicellular life.12
While sponges may be relatively simple, their genome includes the
most basic components of the multicellular tool kit, those hallmarks of
metazoan life that differentiate the inner workings of multicellular life
from our single-celled ancestors.13 Which brings us back to cancer and
p53, for, ironically, this tool kit is partially responsible for the evolu-
tion of cancerous cells. The first traces of cancer genes and of the p53
gene family are found within the sponge genome, and those of other
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early invertebrates like the sea anemone, dating the roots of the disease
(and perhaps its defense) back to well over half a billion years. Yet, for
reasons that are not well understood, cancer, if defined as an invasive
growth of mutated or transformed cells, is rare in many of our inverte-
brate relatives.

It is not difficult to imagine that with the greater number and di-
versity of cells comes increased potential for the emergence of rene-
gades. Life has retained at least two sets of genes that, at the very least,
help maintain crowd control. Although prokaryotes need only main-
tain the genomic integrity of their singular selves, and do so by relying
on ancestral genes involved in processes like DNA repair and mainte-
nance (the so-called caretaker genes), multicellular eukaryotes must
maintain genomic integrity and ensure that any cells managing to out-
wit the caretakers are also kept in check. Genes involved in that process
are referred to as “gatekeepers” and are dedicated to controlling cellu-
lar functions characteristic of multicellular life, including cell-to-cell
communication, growth regulation, and death. Any time a cell breaks
free from these controls, it has the potential to become a renegade. In
a sense, cancer may be defined as the dysfunction of a sufficient num-
ber of both caretaker and gatekeeper genes, leading to uncontrolled
growth. Although it is inevitable that dysfunctional caretaker genes
will arise in prokaryotes, the association of gatekeepers primarily (al-
though not exclusively)14 with multicellular life, and their dysfunction
with cancer, perhaps places cancer’s roots in the realm of multicellular
organisms.15

Indivisible, with Cancer for All

It was 1982 and I was in need of a senior college thesis. Curious about
chemical contaminants, I devised a simple study to evaluate the im-
pacts of pollution on blue mussels in Hull Bay, a small inlet not far
from one of the most contaminated waterways in the nation, Boston
Harbor. Hypothesizing that mussels from the bay, weakened by in-
dustrial and domestic pollution, would be more susceptible to para-
sites than would mussels from the reference site, I enlisted a local ma-
rine pathologist, Bob Hillman, for advice. After weeks of examining
the pink- and blue-stained sections, identifying the telltale swirl of a
parasite from normal tissue was easy. Yet one sample was different: the
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cells were disorganized and stained more intensely. A cursory pass un-
der Bob’s scope prompted him to suggest a tumor. Ignorant of the im-
plications, and eager to finish, the thesis was completed with merely a
mention of a possible, but unconfirmed, tumor. Several years later
Bob inquired about the slides. Those disorganized cells, he’d sug-
gested, might in fact have been one of the first findings of a cancerous
tumor in Boston Harbor mussels (unfortunately, the tissue samples
were long gone by then). A short time later, two different studies con-
firmed the formation of cancerous tumors in bivalves from Boston
Harbor and other locations, while laboratory studies linked sediments
laden with polyaromatic hydrocarbons (PAH) with tumors in bi-
valves. This was a new finding for toxicology, but nothing new to life.

Afflicting one in three people over a lifetime, cancer is also a dis-
ease of clams, fish, and frogs—even fossilized dinosaurs show indica-
tions of cancer.16 Documented in humans thousands of years ago and
named by the Greeks, cancer is a collection of diseases with a long
recorded history. Yet it remains poorly understood—perhaps until
now.17 Cancer is both a disease of renegade cells, governed by their
own damaged genome, and a disease of the body’s social organiza-
tion.18 It is also the price multicellular life pays for the ability to func-
tion and evolve.19

As a disease requiring genetic mutation—as suggested by the so-
matic mutation theory of carcinogenesis—if all mutations or mistakes
in DNA replication were correctly repaired, and if cancer truly requires
a somatic mutation, cancer would not exist. Nor would we have
evolved to ponder cancer, toxicology, or damage control. (Of course,
there are alternative theories for the origin of cancer, including one fo-
cused on tissue organization rather than individual cells.)20 Evolution
begins with mutation, yet some measure of DNA repair is required to
provide for genomic stability, whether for a single-celled species or for
complex life. The example of DNA photolyase, the enzyme responsi-
ble for repairing DNA damage caused by UVB (highlighted in chapter
2), reveals another facet of the inevitability of cancer. In addition to er-
rors inherent to DNA replication, chromosomal material is vulnerable
to a broad range of environmental influences, both internally and ex-
ternally. Besides UVB, DNA integrity is at the mercy of reactive oxy-
gen species, ionizing radiation, viruses, and a whole host of naturally
occurring mutagens (PAHs and mold-produced aflatoxin, for exam-
ple) and industrially released mutagens (including PAHs from fossil
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fuel combustion, PCBs, and benzene). Any physical and chemical tox-
icants, individually or in combination, can start a cell on its way down
the path to cancer—and all too often does.

Genetic mutation, however, is only a first step in the process. Can-
cer is also a disease of cell regulation. In their highly influential paper
“The Hallmarks of Cancer,” the molecular oncologists Douglas Hana-
han andRobertWeinberg identify six alterations essential for the evolu-
tion of cancer in humans: self-sufficiency in growth signals, insensitiv-
ity to growth-inhibitory (antigrowth) signals, evasion of programmed
cell death (apoptosis), limitless replicative potential, sustained angio-
genesis, and tissue invasion and metastasis. Together, write the pair,
these alterations “represent the successful breaching of an anticancer
mechanism hardwired into cells and tissues.”21 Cancer makes short
work of the multicellular tool kit, as the confluence of cell reproduc-
tion, growth, and control enables both multicellular life and cancer.

As I ponder the tens of trillions of somatic cells in my body, the
tens of thousands of genes per cell, and the numerous opportunities
for mutation, I wonder if and when cancer might strike. With good
fortune and good genes, maybe it never will. Or perhaps it already has,
and I am unaware. Given the opportunity, it is a wonder that cancer-
ous growths are not more pervasive. How complex life avoided this
fate may reside in the mechanics of cancer, the body’s defenses, and the
fact that all genes do not contribute equally to the evolution of cancer.
Recent efforts to characterize the genomes of cancer cells are provid-
ing insight into the specific genes that, when mutated, are most likely
to contribute to cancer in humans. Currently the proportion of genes
associated with somatic cancer (and the great majority of cancer occurs
in somatic, as opposed to germ, cells) represent just 1.6% of the hu-
man genome—a small proportion, although a figure that is likely to
increase with increased sequencing efforts.22 When mutation hits the
DNA repair genes, a door may more easily be opened for the rene-
gades. For example, although we lack the DNA photolyase repair
gene, we are somewhat protected from UVB damage by the far more
complex nucleotide excision repair (NER) system (discussed in chap-
ter 2). Yet defects in any one of a number of different genes involved in
the NER pathway underlie a condition known as xeroderma pigmen-
tosum—the inability to repair UVB-induced DNA damage. It is also
associated with a thousandfold increase in the risk of UVB-induced
skin cancer in humans, a harsh reminder of the consequences of inade-
quate DNA repair.
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Besides being relegated to a relatively small set of genes, cancer
often requires multiple mutations involving different categories of
genes, collectively referred to as cancer-susceptibility genes.23 Muta-
tions in the caretakers and the gatekeepers are just bricks along the
road. Yet the road to cancer is not a straightaway. Rather, it is more like
one that might appear through Lewis Carroll’s looking glass. It is a
road that twists and turns, with roadblocks and loopholes. It is a road
where one turn influences another, and any action can set off cascades
of unintended consequences. While inactivation of a single caretaker
gene may be insufficient to cause cancer, the genetic instability that fol-
lows opens the door for mutations in other genes, including the gate-
keepers, potentially leading to uncontrolled cell growth. Like a ball re-
leased at the top of a hill, once cancer is on its way, chances are it will
continue to roll—although the speed at which it rolls and the route it
takes depend on everything from age, to nutrients, to environmental
stressors like too much ozone, changes in oxygen levels, and exposure
to ubiquitous combustion products like PAHs.

However (and perhaps fortunately), even for cancerous cells, too
much of a good thing can be disastrous—and increased mutation rates
as a result of defective caretakers may not always benefit transformed
cells. The evolutionary biologists Barnard Crespi and Kyle Summers
explore this conundrum in their 2005 review, “Evolutionary Biology
of Cancer.” While a mutagenic environment may be favorable for can-
cer initiation, it is also a harsh environment for survival. Crespi and
Summers suggest that a cell must balance the need for repair with the
cost of repair (a mutation rate that spirals upward will require more re-
pair, even in a cancer cell). If too expensive, then some cells (or can-
cers) may optimize and limit mutation rates, and this balancing act,
write Crespi and Summers, “has crucial implications for cancer ther-
apy, because many chemotherapeutic agents are themselves selective
mutagens that might promote the instability that ultimately renders
them ineffective.”24 Additionally, as a potentially deadly example of
rapid evolution, some cancer cells evolve resistance to one cancer drug
after another. Genomics, combined with an improved understanding
of evolutionary processes, is just beginning to provide the insight
needed to outwit those rogue cells within us.

While research into the cancer genome, and the identification of
caretaker, gatekeeper, and landscaper genes (which provide support
for growing tissues, like those governing blood vessel growth), con-
tinues at breakneck pace, one gene in particular has stolen the show, at
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least for now.25 Deriving its name from the molecular weight of the
protein for which it codes, and discovered roughly thirty years ago,
p53 is referenced in more than seventy thousand published articles.
With an altered form of this gene identified in at least half of all human
somatic cell tumors sampled from cancer patients, and alterations in
the p53 pathway in almost all cancerous tissues, it has certainly earned
its celebrity.26 As we will see below, while p53’s role in life is not always
clear, there is good reason it is considered one of life’s most important
cancer-defense genes.

p53: A Family History of Death and Destruction

With multicellular life came lifestyle changes, including longer lives,
larger bodies (in general), and increased opportunity for DNA dam-
age from exposure to both internally produced toxic by-products like
reactive oxygen species, and external mutagens like certain metals,
PAHs, and UV light. Yet as life’s internal environment became more
favorable toward the evolution of cancerous cells, it also promoted
the evolution of cancer-prevention tactics. One outcome may have
been the emergence of p53—one of a trio of genes including p63 and
p73—as a key gene in cancer control.27 These are all multipurpose
genes, and while the roles of their gene products are not fully under-
stood, they do have one thing in common—they induce apoptosis in
cells with DNA damage. Although the gene family’s history reaches
back to unicellular eukaryotes, the emergence of a functional gene for
p53 (as of yet missing in early metazoans and invertebrates) is a rela-
tively recent event.

The first inklings of the p53-gene superfamily appear in choano-
zoans, the single-celled eukaryotic predecessors of multicellular life.28
These genes date back at least six hundred million years to a time when
metazoans and choanozoans began to diverge. The representation of
the p53 superfamily in all metazoans, from invertebrates to verte-
brates, suggests that there was likely some benefit to retaining these
genes.29 Given their ability to induce suicide in damaged cells, their
utility is not difficult to imagine—unless this took place in single-
celled life. Although retention of a suicide gene in single-celled organ-
isms might spawn some interesting philosophical discussions, there
are other roles this gene may have played, including delaying cell re-
production in damaged cells, providing the cell with an opportunity
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for repair—a function of p53, and possibly its genetic ancestors as
well. p53 itself is the youngest known member of the gene superfam-
ily. Its first ancestor appears to have been a gene resembling a hybrid
version of p53’s elder siblings, p63 and p73 (referred to here as the hy-
brid). This hybrid may eventually have provided the building blocks
for p53. So far, the hybrid’s function in living representatives of early
metazoans (like sea anemones) seems not too far afield from that
of modern members of the p53 gene family, particularly the older
members.

The starlet sea anemone, despite its simple nature and few cell
types, reproduces both sexually and by fission—pinching off a frag-
ment, which then regenerates. It is among the oldest members of the
animal line, and the most ancient metazoan in which the hybrid gene
has not only been identified, but also is functionally characterized.
When exposed in the laboratory to UV light, the anemone hybrid in-
duces apoptosis in damaged gametes.30 In other words, the hybrid ap-
pears to protect the germ-line integrity of the species. The starlet lives
in brackish waters at or above the high tide mark, unprotected from
the sun’s glare, creating significant challenges to maintaining germ-
line fidelity. In addition to spontaneous mutations, it must contend
with plenty of UV light. Given the sea sponges’ habitat and multicellu-
lar body, it is not surprising that recent genomic analysis also suggests
the presence of p53 gene family components in the sponge—perhaps
protecting the germ-line integrity of this early animal as well.31

Yet p53 as we know it today, rather than protecting the germ line,
is a tumor suppressor in somatic cells. How and when did this happen?
We can imagine that as life continued to diversify, bodies (or soma) of
some species became more prominent features, in contrast to the germ
cells. As life span increased, animal bodies lasted longer—as did the
opportunity for spontaneous mutation and exposure to physical,
chemical, and even biological mutagens. Are all species equally suscep-
tible to cancer? And can we learn something about cancer and p53
from its distribution across species? Among the many differences
across species is the trajectory from embryo to adult. While some, like
humans, continue to grow and regenerate throughout a lifetime (at
least some of our tissues), other species do not. Take fruit flies and ne-
matodes. The adult forms of these species are referred to as postmi-
totic. That is, their adult somatic cells no longer divide. This means
that although they may accumulate DNA damage, they are essentially
a genetic dead end—adult somatic mutations are not perpetuated,
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placing these species, perhaps, in a lower risk category for the emer-
gence of somatic cell cancers.32 While these species do express a p53-
like gene, it tends to be more like the older p63 and p73 rather than
p53 (and curiously, at least in fruit flies, reducing the activity of this
gene in adult brain cells increases longevity).33 But what of other spe-
cies whose adult cells do continue to grow, adding and replacing tis-
sues throughout adulthood? Consider regeneration in the starfish—
the bane of fishermen, who tore the voracious shellfish predators
apart, only to find they’d regenerated their missing bits and multi-
plied. Are they susceptible to somatic cell cancers, and does some
member of the p53 gene family protect these species? Or what about
bivalves, some of which can grow to the size of a large child and live
for hundreds of years? Here at least are the first indications of a func-
tional p53 protein, and perhaps an intriguing example of life beyond
the genome. Although apparently lacking a dedicated p53 gene, some
bivalves may receive somatic protection from a p53-like protein. Shell-
fish, including the soft-shell clam (Mya arenaria) and the blue mussel,
may produce this protein by patching together pieces of the p63/p73
hybrid. The resulting protein even seems to behave more like p53 than
its hybrid ancestor, making an appearance in cancerous somatic cells,
which suggests some role in cancer protection.34

The first known appearance of a gene dedicated to the production
of the p53 protein comes with the vertebrates. Perhaps their increas-
ingly complex body structures, longer life spans, and delayed matura-
tion and reproductive cycles provided favorable conditions not only
for cancer but also for selection of p53. The earliest known vertebrates
to host a gene for p53 are the cartilaginous fish, including rays and
sharks (which are, contrary to previous beliefs, susceptible to cancer).
These species also retain a p63/p73 hybrid, with the divergence into
p63, p73, and p53 first appearing in bony fish.35 The emergence of
these genes from a single ancestral hybrid, like the metallothioneins
and other protein families discussed in this book, provides yet another
example of gene duplication and subsequent modification. These
three genes have not only been conserved throughout the vertebrate
lineage, but they have also retained their capacity for initiating apopto-
sis. Perhaps overshadowed (at least for now) by their younger sibling’s
role in somatic cell cancers, p63 or p73 remain largely mysterious. Yet
there is growing evidence that their gene products protect the germ
line, in addition to their other roles related to development. The p63
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gene, for example, is required for skin and limb growth (mutations in
human p63 result in cleft palates and other epithelial-related abnor-
malities), while p73 seems to be involved in neuron and immune cell
development in addition to germ-line protection. And recent studies
also suggest a role for both p63 and p73 in reining in cancerous cells.36
But, for now, p53 is still the front-runner for cancer research.

Apoptosis, as directed through genes like the p53 family (there are
also many other genes capable of invoking apoptosis), is like a con-
stant gardener continually pruning back cells, as body parts are shaped
in the developing fetus, or as adolescent brains mature, or as uterine
linings are shed with each passing menstrual cycle. Apoptosis is also
critical for proper immune function, from preventing autoimmune re-
sponses to inducing death in virally infected cells. Perhaps as vertebrate
bodies grew in complexity and size, as their germs cells became in-
creasingly sequestered from the outside environment, and as long-
lived somatic bodies bore the brunt of environmental mutagens like
UVB, oxygen, and metals, life became more skilled at combating its
own worst enemy: itself.

Avoiding a Death Sentence: When Cancer Strikes

To think that any one of our cells, with the flip of a few genetic
switches, could suddenly take its own life is an odd thought. But cells
in our bodies are constantly committing suicide by the billions. That
we don’t wither and die the minute we are born (well, we do—it’s
called aging, another outcome of apoptosis) is the result of a complex
network of genes and metabolic processes that control genes capable
of inducing apoptosis. These networks respond to both internal and
external signals, ranging from oxygen concentrations to metabolic
stress, immune responses, and the everyday workings of our cells. Un-
der normal conditions, signals in this network allow just enough p53
for “housekeeping,” including maintenance of stem cells, temporary
arrest of cell growth that allows time for repair, and, in aged or ir-
reparably damaged cells, apoptosis. Considering p53’s role in the exe-
cution of damaged cells en route to uncontrolled growth and cancer, it
makes sense that cancer cells might skirt surveillance and destruction
by selecting against functional p53 genes.37 Increasingly, mutations to
both caretaker and gatekeeper genes are being identified in cancerous
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tissues. In half of cancer cases, there is a mutation in the p53 gene, the
causes and consequences of which are of utmost interest to cancer
researchers.

So here we have a single gene producing a protein that is involved
in some way in cancer suppression. Now is a good time to broaden
our horizon and consider some internal and external factors that
might influence the activity of its gene product. Recall from chapter 2
that the activity of a protein depends on folding and maintaining its
shape. Additionally, one-third of our proteins are metalloproteins, re-
quiring the presence of specific metals, like zinc, for proper function-
ing—and this includes p53. The single zinc ion located near p53’s
highly conserved DNA binding region is credited with maintaining
the protein’s functional shape. Without zinc, p53 fails to function.
This requirement might explain at least two different routes to p53
dysfunction, both of which interest cancer biologists and chemother-
apy developers. A mutation that reduces the binding capacity for zinc
will affect p53’s capacity for inducing apoptosis (this has been ob-
served), and changes in zinc concentrations may also influence p53’s
ability to function (also observed). How does this play out in real life?
Mutations in the zinc-binding regions of some cancer patients have
been associated with poorer prognosis, although associations between
p53, cancer, and zinc concentrations have yet to be observed.38

We know that metals are not only essential but also potentially
toxic, and therefore must be tightly controlled. This brings us to me-
tallothioneins (MT) and the possibility of a role for these metal-
binding proteins in mediating some part of the cellular unrest that is
cancer. As discussed in the previous chapter, MTs control metal con-
centrations in cells, including zinc. So what of the relationship be-
tween p53, zinc, MT, and cancer—or other metals for that matter? Al-
though several studies measuring MT concentrations in cancer cells
have associated increased concentrations of MT with a prognosis for
poorer outcomes for a range of cancer types, the causal relationship
between cancer andMT has yet to be determined.39 But these findings
have implications for chemotherapy (which often utilizes metals) and
the evolution of drug-resistant cancer cells, in addition to providing
some fodder for speculation about the interaction between exposures
to metals and cancer. (Could metals contribute to the induction of
cancer by altering the equilibrium of essential metals—particularly
those involved in keeping cancer in check?)Whatever the relationship,
the interaction between zinc, p53, and MT provides us with just a
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glimpse into both the complex network required to maintain balance
of a single component in any given cell, and the consequences of dis-
turbing this balance.

One additional observation of p53’s role in life bears some consid-
eration. No doubt a key factor in safeguarding vertebrate and possibly
some invertebrate animals from cancer, p53 cuts both ways. Its de-
structive actions may be indiscriminate. That is, p53’s activity is imper-
fect and sometimes makes no distinction between those cells with can-
cerous potential, and those which, given time and resources, could
possibly have been repaired and returned to service. Considering this
duality and its evolutionary history, the cancer biologists Melissa Junt-
tila and Gerard Evan write, “p53-mediated DNA damage seems a
blunt and inaccurate tool for suppressing tumors and, at worst, a dis-
pensable relic of the checkered evolutionary legacy of p53.”40

This trade-off betweenmultifunctionalitywith problematic side ef-
fects, and specificity with limited utility is a common theme through-
out this book. Metallothioneins can sop up harmful metals and inad-
vertently sequester essential metals. The CYP enzymatic pathway
discussed in the next chapter, one of the premier detoxification systems
protecting us from myriad environmental toxicants, defuses and acti-
vates toxic chemicals. The healing properties of the inflammatory re-
sponse often come after damage caused by the release of toxic chemi-
cals, including hydrogen peroxide. Perhaps these trade-offs simply
reflect the outcome of a long, blind, evolutionary process.

As Junttila and Evan so eloquently point out, “Like some perva-
sive computer operating systems, p53 is an archetypical example of the
unintelligent design and compromise that is inherent in evolution—a
multifunctional, multipurpose transcriptional coordinator that has
only lately been retasked to the job of tumor suppression in large,
long-lived organisms. . . . At the end of the day p53, together with all
our other suppressor mechanisms, fails half of humanity.”41 Today,
more than in the past, this failure may not purely be the result of a
gene system that fails under “natural” conditions, but rather under
“unnatural conditions.” Between dietary changes and the myriad in-
dustrial chemicals released into the earth’s environments, we have im-
posed new external and internal environmental conditions on net-
works tuned to a different set of conditions. It’s another example of an
evolutionary mismatch—in this case, one that may benefit those rene-
gades among us.
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Plants and the evolution of CYP detoxification enzymes.



Chapter 6

Chemical Warfare

Life could get along without animals and without fungi. But abolish
the plants, and life would rapidly cease.

Richard Dawkins

P450 substrates in the past 1,200 million years then included sterols
. . . endogenous metabolites, environmental chemicals, and plant
metabolites. Since drugs are usually plant metabolites or derived from
plant metabolites, the evolution of different P450 enzymes becomes
central to the field of pharmacogenetics.

Daniel Nebert and Mathew Dieter

But the most famous plant antidote is that of Mithridates, which that
king is said to have taken daily and by it to have rendered his body safe
against danger from poison.

Aulus Cornelius Celsus

In comparison to invertebrates, microbes, and, most important,
plants, humans are amateurs when it comes to chemical production
and chemical warfare.While we refer to the first chemical revolution as
a period beginning in the eighteenth century, a time when chemistry
was demystified and humans began producing and creating synthetic
and organic chemicals, we are hundreds of millions of years behind
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nature’s chemical revolution. This revolution was driven in large part
by plants.

As life emerged from its ancestral waters and took to the land, the
animals roamed, but plants became anchored. So, unlike their highly
mobile predators, plants needed protection.1 Evolution provided a
solution through the innovation of defensive, toxic chemicals. Some
plant chemicals—like ricin in castor bean seed coatings, or atropine in
the berries of deadly nightshade—are acutely toxic. Others, like the
clover estrogens responsible for causing stillbirths and sterilization in
Australian sheep, work in more subtle ways. Then there are those that
fill our medicine cabinets and relieve our pain, stave off our cancers,
and control our moods.We have not only evolved ways to defuse plant
toxins, but have also found ways to benefit from nature’s chemistry.

While the simplest defense we have against plant toxins is avoid-
ance, plants form the base of almost all of the earth’s food webs. Omit-
ting plants from our diets just isn’t an option. And so, just as nations
warring over scarce resources modify their tactical response to new de-
fenses, so too does life—albeit through the process of evolution. Ani-
mals evolved methods to avoid, excrete, and detoxify plants’ poisons.
While we may be relative neophytes when it comes to chemical produc-
tion (although advances in nanotechnology may change that), when it
comes to defense, humans and other complex animals possess a highly
evolved, networked system of enzymes that detoxify. Of these, the cy-
tochrome P450 (CYP) enzyme superfamily stands out as one of the
most comprehensive chemical defensive systems known in animals—
and plants provided much of the environmental selection pressure re-
sponsible for the evolution of large branches of the CYP family tree. In
other words, we have plants to thank for our ability to readily metabo-
lize and detoxify many dozens, and perhaps hundreds, of plant chemi-
cals, pharmaceuticals, and even synthetic chemicals.

The number and diversity of CYPs is so sprawling that some have
suggested that it be thought of in terms of its own genome, the
CYPome.2 As heirs to this system, humans metabolize and detoxify a
dizzying array of chemicals, particularly those plant chemicals that
have been part of our diet for millennia. On the flip side, for thousands
of years, humans have also relied on plant chemicals for herbal reme-
dies and medicines, and there is evidence that we may not be the only
animal species to do so.3 By some estimates, at least 25% of all modern
pharmaceuticals are, or were at some point, derived from plants, and
many of these are metabolized by CYPs. Because of its role in detoxifi-
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cation and metabolism, familiarity with the evolutionary history of the
CYP system can go a long way toward understanding and predicting
how humans and other species will respond to environmental chemi-
cals. The comingling of land plants and animals appears to be the root
cause of one of the planet’s first chemical wars: a conflict originating
300–500 million years ago, and which continues to this day. So, be-
fore focusing on the CYPs, some consideration of the history of terres-
trial plants and land animals is in order.

The Combatants: Plants and Animals

Just as we share a single-celled eukaryotic ancestor with sponges,
starfish, and marmosets, land plants also share a single-celled ancestor.
Most likely this was a green algae that 470–500million years agoman-
aged to survive and reproduce on land.4 The descendants of this spe-
cies converted the earth from a landscape dominated by minerals to
one sheathed in green—one rich in organic, carbon-containing mole-
cules—and transformed its atmosphere and the cycling of carbon.
Green plants inspired carbon dioxide and exhaled oxygen while trans-
forming the sun’s energy into the sugars and starches coveted by
animal life. From algae came mosses, ferns, conifers, and flowering
plants—verdant life covering the earth and providing a vegetarian
smorgasbord for animals to feast on.

Following the evolution of photosynthesis in bacteria, plants and
algae have served as the foundation for almost all food webs on the
planet. Yet for reasons not fully understood roughly 475 million years
ago, plants expanded beyond their aquatic, nomadic lifestyle, settling
along shorelines and eventually anchoring themselves in place, setting
roots into the earth.5 This change likely provided greater access to cer-
tain minerals and atmospheric carbon, greater territorial coverage as
they moved farther from water sources, and an increased opportunity
to soak up the sun’s rays as they spread their branches and leaves far
and wide.

But being grounded has its pitfalls. Although all plants (whether
terrestrial or marine) are subject to predation, rooted land plants be-
came not only easy targets but also locally dependable food sources. A
perfect setup, it would seem, for rapid extinction, if it were not for two
things: (1) their capacity for defense; and (2) their ability to ben-
efit from predation.6 While the beneficial relationship (including
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pollination and spreading of seeds) between plants and animals is in-
teresting, and not altogether irrelevant, it is well beyond the scope of
this book. The adversarial relationship with predators, however, fits
right in.

Just as plants began colonizing solid ground, so too did animals.
There is some agreement that the earliest animals to make landfall
were likely arthropods, a category of invertebrates including insects,
crustaceans, and arachnids. Some of these creatures left fossilized
tracks estimated to be at least 480 million years old.7 The two main
groups of animals, protostomes (which includes sponges, mollusks,
and arthropods) and deuterostomes (which includes chordates, verte-
brates, and some closely related invertebrates) diverged about a billion
years ago. Arthropods most likely encountered the vengeance of ter-
restrial plants well before vertebrates did. When tracing the evolution
of CYPs, this is a particularly significant split.

With the earliest indications of true land plants currently esti-
mated to be almost concurrent with the arrival of arthropods (give or
take a few million years), the race for landfall seems to have been close,
in contrast to old notions of animal life slogging its way onto a lush
planet, in search of food. Additionally, rather than a race to the salad
bar, fossil evidence suggests that the first terrestrial arthropods (and
vertebrates) more likely fed on each other, detritus, and perhaps fungi,
rather than on living plants.8 This means that for one hundred million
years or so, terrestrial Earth belonged to the plants, arthropods, and
any single-celled creatures that colonized the relatively dry ecosystem.9
All the while, aquatic vertebrates continued diversifying from their
early chordate relatives (exemplified today by the sea squirt) to some
version of a bony and eventually lobed-finned fish.10 It was not until
late in the Paleozoic, sometime between three hundred and four hun-
dred million years ago, that our lobe-finned ancestors first overcame
the problems of gravity, desiccation, and extraction of oxygen from air
rather than water, and made a life on land.

What first drew vertebrates to land is unclear. Perhaps it was better
hunting, as early tetrapods were carnivorous.11 Or perhaps land pro-
vided a respite from other aquatic predators or the low-oxygen condi-
tions in their aquatic environment. Or perhaps drought conditions left
them little choice. Whatever the driving force, the fossil record indi-
cates that feeding on plants wasn’t even an option for the first terres-
trial vertebrates.12 By the time they arrived, plant cell walls had become
encased in cellulose, an essentially indigestible organic compound.

86 evolut ion in a tox ic world



Cellulose requires either mechanical destruction or digestive enzymes
like those available to grazing animals (and termites) through symbi-
otic relationships with gut-dwelling microbes. Further, after eons serv-
ing as the base of the earth’s aquatic food web, plants and their prede-
cessors may have already had a jump on chemical defense, although
the same might be said for the counter-defenses of their predators.

Offensive Plants

My first introduction to plant toxicants came by way of latex. This
sticky white substance oozed from the wounds my father inflicted on
the large rubber tree that threatened to take over the entryway to our
home, each time he pruned back the branches. As he plugged the cuts
with a dab of earth, he’d warn me, “Don’t touch, it’s toxic,” which only
piqued my curiosity. Latex, it turns out, contains a mixture of alka-
loids, cardiac glycosides, terpenes, and other plant metabolites, de-
pending on the species. It is a toxic brew offering protection against a
broad spectrum of herbivores and pathogens. It has also been used
medicinally for centuries. Consider the white latex of Papaver som-
niferum, the poppy best known for alkaloids morphine and codeine,
or Jatropha, a latex-producing plant that derives its name from the
Greek words for “doctor food.”13 Depending on the species, various
chemicals in Jatropha latex are antimicrobial and anti-inflammatory,
and may act as an anticancer drug, blocking excessive cell growth and
possibly inducing apoptosis (programmed cell death) in cultured can-
cer cells.14 Plant-derived drugs are very often plant toxicants; we’ve
just learned to balance the benefits with the side effects, and even then,
as we will see toward the end of this chapter, we can never be sure of
our ability to maintain this equilibrium.

One of the oldest known biological toxins is saxitoxin. It is pro-
duced by cyanobacteria, which has long served as the base for many
food webs. The genetic record suggests that this neurotoxin, com-
monly associated with paralytic shellfish poisoning and the occasional
puffer fish poisoning, is more than two billion years old.15 Saxitoxin
was produced well before there were predators with neurons to be par-
alyzed or even neuronal sodium channels. (This might suggest that its
role as a toxicant may have evolved secondarily to other physiological
functions in these cyanobacteria.)16 Saxitoxin is just one example of a
toxin produced by bacteria that engage in symbiotic relationships with
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plants and animals, and perhaps defend their hosts in exchange for
food and shelter.

Cyanobacteria may also have been important for the survival of cy-
cads, one of the oldest known representatives of seed-producing land
plants. Cycads harbor the neurotoxin beta-methylamino-l-alanine
(BMAA) in their seeds and roots. This chemical has a tenuous associa-
tion with neurodegenerative diseases like Parkinson’s and ALS (Lou
Gehrig’s disease) and causes more immediate toxicity by interacting
with animals’ receptors for glutamate, an important neurotransmitter.
The source of BMAA?While it appears to be produced by some cycad
species, in others it is produced by a species of cyanobacteria.17 The
presence of BMAA in cycads raises questions about the evolutionary
genetics of this chemical. Does BMAA act as an internal signal (gluta-
mate receptors do occur in plants), is it a protective chemical, or is it
both?18 And is it possible that BMAA production in cycads capable of
producing their own BMAAwas derived in some way from their sym-
biotic bacteria? Whatever the origin and role of BMAA, we know that
eventually plants came into their own, as they began producing some
of the most potent toxins on Earth—many of which we now depend
on as drugs.

Mining plant chemicals for potential drug activity is big business.
Today, at least a quarter of all pharmaceuticals are derived directly or
indirectly from plant secondary metabolites,19 a diverse category of
chemicals including many alkaloids that are stowed away in roots,
shoots, seeds, and leaves. Secondary metabolites by definition are not
required for growth and survival, and although their function in plants
is not always clear, many of the tens of thousands of secondary metab-
olites are known to be poisonous. These poisonous metabolites are re-
ferred to as allelochemicals.20 A highly varied group, allelochemicals
include those mentioned earlier like the alkaloids and glycosides, in
addition to quinones and tannins, and less familiar chemicals like hy-
drazines and saponins. These are chemicals produced, selected, and
maintained presumably because they affect fitness: avoid being eaten
so you can reproduce. As such, many of these defense chemicals are
thought to be influenced by directional or positive selection—a pro-
cess that in turn places them closer to the toxic (rather than nutri-
tional) end of the so-called plant-chemical continuum.21 And it is be-
cause these plant chemicals are bioactive—capable of activating,
blocking, or otherwise interfering with normal cellular function—that
we take advantage of them to rein in sickness and disease. This is par-

88 evolut ion in a tox ic world



ticularly important these days, with concerns about rapidly declining
plant biodiversity.

It is no mistake that many allelochemicals also interfere with nor-
mal cellular function, suggests the pharmaceutical biologist Michael
Wink. Offering an intriguing observation about the nature of these
plant chemicals, Wink writes, “Structures of these allelochemicals ap-
pear to have been shaped during evolution in such a way that they can
mimic the structures of endogenous substrates, hormones, neuro-
transmitters or other ligands.”22 The effect of ingesting such plants can
be striking. After a mysterious rash of stillbirths and infertility struck
sheep in Australia in the 1940s, scientists later identified the culprit as
ladino clover, a species rich in the plant estrogens genistein and cou-
mestrol.23 Such steroids may not only act as chemical messengers in
their host plants, but also might provide population control for their
predators. This dual role may be evolutionarily important. Wink pro-
poses that “if a costly trait can serve multiple functions (and the main-
tenance of the biochemical machinery to produce and store secondary
metabolites is energetically costly), it is more likely that it is main-
tained by natural selection.”24Whether these particular plant chemicals
fall into this category remains to be determined, but there are certainly
benefits to controlling predatory individuals or populations while
conserving energy.

More obvious than plant steroids are the defensive chemicals that
act rapidly to deter predators. Some of these defenses interfere with
pathways and chemicals in animal nervous systems, which of course
plants do not have. This divergence of susceptibility may save a plant
energy that would otherwise be required to sequester a poison to
keep its own cells safe from harm. Perhaps it is no wonder that neu-
roactive plant chemicals abound, from the alkaloids like caffeine and
tetrahydro-beta-carbolines in chocolate, to those that are potentially
rewarding and therefore more highly addictive, like cocaine and nico-
tine. That a consumer might be rewarded by a chemical that may have
evolved to deter is an interesting paradox—unless the consumer also
provides benefits to the producer of that chemical, like ensuring the
survival and reproduction of a host species.25 While this is certainly
true for some human-plant relations, many of these chemicals are far
older than mammals and are certainly older than humans. This sug-
gests either that relationships based on neuroactive rewards are a rel-
atively modern phenomenon, or that we have much to learn about
the brains of our tetrapod ancestors.
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Finally, when it comes to plant poisons, all species are not created
(nor have they evolved) equal. We know that some species are capable
of co-opting a plant’s poison for its own protection. A plant toxic to
many insects is coveted by the monarch butterfly to make itself toxic to
potential predators. Puffer fish feed on dinoflagellates loaded with
tetrodotoxin and saxitoxin, which can turn a meal of the fish deadly,
yet they suffer no obvious consequence. These two examples are the
result of highly evolved host-predator relationships, involving the se-
questration of a noxious chemical in monarchs and evolutionary
changes to muscle sodium channels in puffer fish, which in each case
provides immunity to their poison cargo.26 A more domestic example
of interspecies differences is the susceptibility of dogs to chocolate, or
more specifically the plant alkaloid theobromine. Most dog owners
know to keep the “good” chocolate (high in cocoa) away from their
canine companions. Dogs are less efficient at detoxifying chocolate’s
theobromine than humans are; when combined with caffeine, theo-
bromine can be fatal to them. (A recent proposal to use this combina-
tion to control coyote overpopulation gives a whole new meaning to
“death by chocolate.”)27 This difference between humans and canines
is in part a manifestation of differences in CYP enzymes. These kinds
of variations define not only species susceptibility, but individual sus-
ceptibility as well. Some of us are more susceptible and some more re-
sistant to toxicants—as exemplified by KingMithridates VI of Pontus.

King Mithridates (120–63 BCE) was legendary not only for or-
chestrating the MithridaticWars but also for his apparent resistance to
poisoning, a common form of assassination in his day. Aside from be-
ing an expert poisoner, Mithridates believed that by consuming plant
poisons he would become resistant to any other assassin’s poison. The
success of this strategy (Pontus, it is written, could not be killed by any
herbal potions, and in the end died by the sword) has been attributed
in large part to increased concentrations of plant-metabolizing CYPs
induced by his herbal potions.28 What we now know about certain
CYPs, particularly those induced by certain herbal chemicals, adds cre-
dence to this story. Humans and other animals can respond quite dif-
ferently to chemical toxicants as a result of species, diet, age, sex, and
genetics. PerhapsMithridates benefited from his herbal potion, or per-
haps he was blessed with good genes—or both.

While the nature of the ancient king’s resistance will forever re-
main a mystery, the recent advent of genomics has opened many doors
to understanding interspecies and interindividual differences in CYP-
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mediated chemical metabolism. Until recently, our understanding of
CYPs and chemical metabolism has come from the top down: how
each individual or species responds to chemical challenges. This is an
inadequate approach when our goal is to understand how life re-
sponds in general to toxic challenges, and when we rely on test species
for predicting human responses to drugs and chemicals. And this is
where evolutionary history comes in.

“If you’re going to use test animals [for drugs and chemicals],
you’ve got to understand how the metabolic machinery they have
works. If you understand that system and the evolution of that system,
the better you will understand differences between species,” stresses
the biologist John Stegeman. That said, the rationale for focusing on
the evolutionary history goes well beyond drug and chemical testing.
“It is essential,” says Stegeman, “for understanding how organisms in-
teract with their environment so that when there is, say, a Gulf oil spill,
you know something about how life will respond.”29

With that, we now turn to the evolution of CYPs. Given their es-
sential role in detoxification, an evolutionary history dating back over
a billion years ought not be surprising. However, what is surprising is
the apparent role of an ancestral CYP in biochemical synthesis, rather
than detoxification. And, as we shall see, many descendants of that
CYP now play opposing roles—some producing and others detoxify-
ing the very same chemical.

The CYP Defense: Animals Fight Back

Cytochrome P450s were first identified nearly fifty years ago when
Ronald Estabrook, a pioneer of CYP research, characterized a key en-
zyme in the synthesis of 17-hydroxyprogesterone, a precursor re-
quired for the synthesis of many other hormones, from cortisol to
testosterone. Little could he have imagined that decades later, the
CYPs would be identified as the largest protein family known, with
some seventeen thousand distinct varieties cataloged to date.30 And
while many are involved in steroid biosynthesis and other physiologi-
cal processes, they are far outnumbered by CYP enzymes involved in
the metabolism and transformation of toxic chemicals. That fact that
all these CYPs (no matter their function) share a highly conserved re-
gion at one end of the protein suggests a single common ancestor for
this amazingly prolific family.31 Structurally, CYPs are iron-containing
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proteins that incorporate atmospheric oxygen into organic substrates
(biochemicals) by splitting atmospheric oxygen and adding a single
hydroxyl group while the remaining oxygen is reduced to water.32 This
use of atmospheric oxygen has led some to suggest that CYPs may
have detoxified oxygen, creating oxygen-rich sterols as by-products.33
Whatever the original function, when it comes to detoxification reac-
tions mediated by CYPs today, the addition of oxygen is often just the
first step in a multistage process. This complex process involves a net-
work of other detoxification enzymes working in concert (which are
discussed in greater detail in chapter 8), and rendering toxic chemicals
increasingly water-soluble and therefore more amenable to excretion.

One popular candidate for this last common ancestor is CYP51—
an essential enzyme intimately associated with the biosynthesis of
sterols—found in all kingdoms, from bacteria to animals. Its occur-
rence in most eukaryotes (insects curiously have lost CYP51, and do
not synthesize sterols but obtain them through their diet), and mar-
ginal occurrence in certain species of bacteria, reveals the ancient pedi-
gree of this CYP.34 If we imagine this early CYP’s role in sterol produc-
tion, it is easy to see how the descendants of this enzyme eventually
became integral to the synthesis of many different sterols, from the
cholesterols and sex steroid hormones in animals to phytosterols in
plants and ergosterols in fungi.35

How does an enzyme involved in sterol synthesis evolve into one
of the most important families of defensive enzymes? One scenario is
that if sterols were among the first chemical deterrents (and there are
plenty of toxic sterols), then co-opting an enzyme already capable of
interacting with sterols to help remove them would be of some bene-
fit. An alternative explanation invokes the role of sterols as chemical
messengers that eventually required deactivation. This hypothesis is
favored by the molecular toxicologist Mark E. Hahn, whose research
on the aryl hydrocarbon receptor (AhR) involved in the control of cer-
tain CYPs is highlighted in the following chapter. “Once the messen-
ger’s done its job and signals the receptor,” speculates Hahn, “you
don’t want it sticking around.”36

Eventually, CYP and its substrates diversified beyond sterol pre-
cursors, and became involved in the synthesis and the breakdown of
myriad chemical compounds. This provided life with a highly adapt-
able defense in the war between plants and animals. While not much is
known yet about the CYP transition from synthesis to detoxification,
there are a few key points that can be identified on the CYP family tree.
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The first split occurred some six hundred million years ago, whenmul-
ticellular life diverged into the deuterostomes and the protostomes.
Each carried with them a shared CYP, which subsequently diversified
into what is now a remarkable example of genome plasticity or flexibil-
ity, an evolutionary phenomenon driven in part by nature’s propensity
for both gene birth and gene death. The result is more than 1,400
CYPs in vertebrates, 2,000 in insects, nearly 3,000 in fungi, more than
1,000 in bacteria, four dozen in archaea, and a whopping 4,000 CYPs
(and counting) in plants.37 Built on the foundation of research by sci-
entists like Ron Estabrook, the CYP field is booming. The CYP gene
family is so large that the molecular biologist and CYP researcher Rene
Feyereisen has suggested that it can “serve as a model for gene fam-
ily evolution, perhaps one where knowledge of specific functions of
P450 can bring deeper insights into the mechanism of gene family
evolution.”38

With this degree of enzyme diversity and discovery, simply nam-
ing and mapping phylogenic relationships between CYPs could be-
come an overwhelming task for mere humans. Yet it is a task to which
the geneticist David Nelson has dedicated his career, as evidenced by
his “Cytochrome P450 Homepage,” well worth a visit by those curi-
ous about the breadth of CYP enzymes. CYPs are classified, in general,
based on the similarity of amino acid sequences. Those with greater
than 40% similarity are placed in the same family (CYP1, for exam-
ple); those with greater than 55% similarity belong to a subfamily
(CYP1A), and within a subfamily specific genes are numbered
(CYP1A1).39 But when a single species has more than a dozen fami-
lies, each with tens of genes, which may be related to those of another
species, which also has dozens of families filled with different CYPs,
cross-species comparisons of CYP families quickly become unwieldy.
To add to the confusion, some CYPs, like siblings separated at birth,
share a common ancestor but end up behaving quite differently, while
others lack a common ancestor but end up appearing quite similar.
And so, another way to rein in this sprawling family of CYPs is to place
each gene family into one of four clans (clan 2, 3, 4, or mitochondrial)
sharing an ancestral CYP.40 Clans 2 and 3, for example, tend to contain
many of the CYPs involved in detoxification.

The CYP Clan 2 includes one of the more intriguing detoxifica-
tion enzymes, the mammalian CYP1A1—amember of the CYP1 fam-
ily found only in deuterostomes, at least as far back as the sea squirt.41
Among the first to be characterized as a “detoxification enzyme”
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decades ago, CYP1A1 presents an enduring puzzle. Like other in-
ducible enzymes, CYP1A1 increases markedly following exposure to
specific substrates: in this case, common environmental contaminants,
including polyaromatic hydrocarbons (PAHs) (associated with both
industrial and natural combustion products, and as such, present
throughout life’s evolution); PCBs; and some common plant chemi-
cals. Part of the enzyme’s mystery is the role of the AhR in its induc-
tion. Many of the chemicals listed above have a high affinity for the
AhR, and when they join with the receptor they produce increased
amounts of enzyme capable of metabolizing these contaminants. But
there’s a catch. Particularly in the case of some PAHs, the first pass
through the CYP1A1 system transforms these chemicals into potent
carcinogens. It is only after a subsequent pass and further metabolism
by other detoxification enzymes that these chemicals are rendered rel-
atively harmless and excreted. This dual role for CYP1A1 in both ac-
tivation and deactivation prompted early researchers to refer to the
system as a “double-edged sword,” helpful for detoxification and ex-
cretion of some chemicals, some of the time.42 Then there is the rela-
tionship between CYP1A1 and the AhR. Mark Hahn and others (dis-
cussed in detail in the following chapter) believe that the AhR likely
originated as part of an ancient chemical sensing system, and that en-
zymes like CYP1A1 may have evolved subsequently, perhaps as regu-
lators of chemicals signaling the AhR.

If this book had been written in the early 1980s, when relatively
few CYPs were known, and the CYP1A family’s response to environ-
mental contaminants dominated the research scene, CYP1A enzymes
would certainly have been the focus of a chapter on the evolution of
detoxification. But advances in CYP research and genomics now reveal
an abundance of other CYPs perhaps even more important for detoxi-
fication than the CYP1A enzymes. While many of these, like CYP1A,
belong to Clan 2, many others belong to Clan 3. These are the CYPs
that have undergone a virtual explosion in number beginning roughly
four hundred million years ago, at the dawn of the plant-animal
wars.43

Reflecting on the effects of this war on life’s CYP complement,
Jared Goldstone, a molecular biologist whose research focuses on the
evolution and function of CYP genes, writes, “I think there has been
an ‘evolutionary arms race’ between prey and predators, resulting in ei-
ther substrate diversification of a CYP line (for example, CYP3 in
mammals) or sequence multiplication and diversification. . . . There is
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a continuous ‘birth-death’ evolution of CYP diversity going on, with
some endogenous functions being strictly maintained by one (or a
very few) CYPs, and diversity evolving for those CYP lineages that po-
tentially interact with environmental chemicals [but may also maintain
a crucial endogenous role].”44 Two members of Clan 3—one family
unique to insects, the other a workhorse of vertebrates—provide us
with a portal to observe the ongoing warfare and its consequences.
This portal looks out onto old farm lots and fields, city streets and
cracked pavement. We conclude this chapter with a quick glimpse.

Dining with Impunity? Furanocoumarins and CYPs

Several years ago, the local department of health raised the alarm
about a highly toxic invader threatening to take over the old farm
fields and roadsides of our town: giant hogweed. A noxious member
of the parsley or carrot family, hogweed looks like a grotesque, over-
grown version of its cousin, Queen Anne’s lace. Both are members of
the Umbelliferae plant family, so named for the umbrella-like flower.
Hogweed, with its dinner-plate-sized leaves, eight-foot-high stalks,
and two- to three-foot-wide flower heads, bleeds a sap that causes blis-
tering of the skin and temporary or permanent blindness, should it
make its way to one’s eyes.

The offending chemicals are furanocoumarins, secondary plant
metabolites that require one particular set of CYPs for synthesis in
plants (CYP7), and another for detoxification in insects (CYP6, a
member of Clan 3).Within the shoots and leaves of certain umbellifer-
ous plants, members of the CYP7 family play an essential role in fura-
nocoumarin production. These chemicals are linear in structure and
become toxic upon exposure to UV light, a strategy that works well in
a sunlit field.45 Although these phototoxic furanocoumarins deter
most grazing animals, some insects, including members of the swal-
lowtail butterfly family, feed on the toxic leaves with impunity.

Perhaps in response to the emergence of resistant insects, some
Umbelliferae like cowparsnip and purplestem angelica ramped up their
own defense, producing a novel furanocoumarin.46 Relying again on
other CYP7 enzymes, these plants added another form of the chemical
to their arsenal (this one angular rather than linear), further narrowing
the pool of potential predators. This development illustrates the arms
race between umbellifers and swallowtails, and is the subject of more
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than thirty years of investigation by the entomologist May Beren-
baum.47 Back in the early 1980s, a survey of furanocoumarin chemicals
and their precursors (the hydroxycoumarins), along with butterfly lar-
vae belonging to the Papilio genus, prompted Berenbaum to suggest,
“It seems eminently reasonable that insects that feed on plants with hy-
droxycoumarins are most likely over evolutionary time to encounter
plants containing furanocoumarins and thus are most likely to evolve
resistance to them. Similarly, since angular furanocoumarins are not
commonly produced in the absence of linear furanocoumarins, insects
that feed upon linear furanocoumarins are most likely to encounter an-
gular furanocoumarins and become resistant to them.”48

Berenbaum hypothesized that the ever-increasing capacity of in-
sects to tolerate these toxic chemicals might in turn effect evolutionary
changes in plant chemistry.49 But the underlying biochemical path-
ways leading to these changes were unknown. At that time, little was
understood about the diversity of CYPs, or their role in detoxification
of furanocoumarins or in the evolution of resistance. Nearly thirty
years later, Berenbaum and colleagues provide insight into the evolu-
tionary course of CYP enzymes involved in furanocoumarin detoxifi-
cation. It is an evolutionary history shaped by coevolution, adaptive
diversification, and gene duplication.50 There are some key findings
about the roles and responses of CYP in the black swallowtail larva
(Papilio polyxenes). Unlike many other swallowtails, the black swallow-
tail seeks out and feeds exclusively on furanocoumarin-containing
plants. This suggests a unique metabolic capacity. An analysis of differ-
ent Papilio species with a range of dietary preferences reveals that
CYP6B and related enzymes are important, perhaps even essential,
parts of the detoxification arsenal.

Unique to insects, the CYP6 family may have evolved as a re-
sponse to plant chemicals, and in some insects it is quite prolific.51
These dramatic expansions of specific lines in the CYP6 family and
others, suggests Rene Feyereisen, are best described as “blooms.”52
The CYP6 bloom in swallowtails now includes enzymes with a range
of activity toward furanocoumarins, low to moderate activity in spe-
cies rarely encountering the toxin, andmore efficient forms (CYP6B1)
in the black swallowtail.53 CYP blooms provide raw material for an
evolutionary response to new challenges, employing not only gene du-
plication but also diversification—an important source of new en-
zymes and enzyme function. And those most likely to “bloom,” pro-
pose John Stegeman and Jed Goldstone, are those which appear not to
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have tightly defined physiological functions (like steroid synthesis), in-
cluding certain members of CYP Clans 2 and 3.54

As CYPB6 enzymes became essential for the survival of exclusive
herbivores like the black swallowtail, they were likely retained through
the process of purifying selection, whereby deleterious alleles (those
coding for a less-efficient form of CYP6B1, for example) were elimi-
nated. In turn, this strict control of CYP6B1may have allowed a dupli-
cate gene in the form of CYP6B3 to evolve with less restriction as a sort
of “backup” enzyme. The combination of CYP6B1 and CYP6B3 en-
ables black swallowtails to detoxify an array of furanocoumarins more
diverse than it might normally encounter.55 This is a good strategy, par-
ticularly in rapidly changing environments, where Queen Anne’s lace
may dominate today but hogweedmay take over tomorrow.

Observing the choices of these swallowtails and others in a sum-
mer field provides us a glimpse of a quiet warfare ongoing for hun-
dreds of millions of years. This battle may equip insects with a remark-
able capacity to metabolize not only plant toxins, but also industrial
pesticides. Given their evolutionary history, and our current under-
standing of the extensive variety of CYP enzymes, it is no surprise that
insects can develop pesticide resistance—or that the CYPs are consid-
ered among the most important mechanisms for pesticide resistance in
insects.56 We can only imagine how different the world’s experience
with pesticides and insect resistance would be had this capacity been
appreciated many decades ago, as plants and insects notoriously devel-
oped resistance to pesticides like atrazine and DDT.57

While furanocoumarins have drawn the attention of entomolo-
gists, these chemicals have also garnered the attention of pharmacolo-
gists and physicians. We may not graze on purplestem angelica or cow
parsnip, but those of us who enjoy a glass of grapefruit juice now and
again ingest our own share of furanocoumarins. Most of us can do this
without ill effect as long as we don’t mix our grapefruit juice with any
one of a few dozen drugs. These include anticonvulsants, cholesterol-
reducing drugs like Lipitor, and immunosuppressants: all metabolized
by one of the most important human CYPs for drug metabolism,
CYP3A4. (CYP3A4 is mediated, in turn, by a receptor referred to as
PXR, mentioned in the following chapter.) This is because the fura-
nocoumarins in grapefruit juice inhibitCYP3A4, and as a consequence
prolong the half-life of dozens of common drugs, resulting in toxic,
even lethal, concentrations.58 This reaction has taken many by sur-
prise, including my father, whose plasma concentrations of the blood
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thinner warfarin (or Coumadin) became increasingly erratic after he
had added several glasses of grapefruit juice to his routine (this was
years ago, before the relationship between furanocoumarin and me-
tabolism was well understood). A single glass of juice can cause inhibi-
tion in under an hour, and the effect can last for days. This is because
the furanocoumarin contained in grapefruits essentially combines irre-
versibly to CYP3A4, necessitating synthesis of new enzyme.59 It is
such a striking and dependable reaction that some drug developers are
now considering taking advantage of furanocoumarin’s inhibitory
power by turning it into a “drug booster.” By prolonging the activity
of certain drugs, they suggest, physicians may be able to reduce re-
quired dosages. This is an intriguing concept, particularly for rare or
expensive drugs,60 although one that would require detailed knowl-
edge of an individual’s CYP3A4 enzyme profile. It also reminds us of
the vast number of CYP substrates, inhibitors, and inducers lurking in
our foods. This is particularly important today, as consumers try to im-
prove their health with new foods as well as herbal and pharmaceutical
medications: certain combinations could be life threatening.

CYPs have clearly evolved into our detoxification workhorses. In
the words of May Berenbaum, they are “the consummate environ-
mental response genes, evolving and diversifying to a certain extent in
the context of both interspecific and intraspecific interactions.”61 This
sprawling system with its roots in sterol synthesis has evolved into one
of the most powerful defenses we have against plant, synthetic, and in-
dustrial chemical contaminants. It is an intriguing system, quite unlike
the older and perhaps more basic-to-life defensive systems discussed
earlier in this book, including DNA photolyase or catalase, which have
been evolutionarily conserved for billions of years. It is a system with
the “genetic freedom” to evolve. As we will see in chapter 9, its poten-
tial for rapid evolution may help some species survive contaminated
conditions unlike any experienced by their ancestors. Yet even robust
systems like the CYPs can quickly be outmatched by novel chemicals,
high concentrations of existing chemicals, or complex chemical mix-
tures. The effect of these evolutionary mismatches may be as inconse-
quential as a jittery afternoon induced by too much caffeine or, in the
case of cigarette smoke, as devastating as increased susceptibility to
lung cancer.

This radiation of CYPs, kicked off by the evolution of animal and
plant interaction roughly 450 million years ago, continues today as
plants evolve resistance to herbicides and insects to insecticides. While
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understanding specific CYP systems no doubt provides us with greater
insight into life’s response to toxic chemicals, for some CYPs the en-
zyme itself is only part of the story. The other half is the receptor con-
trolling the induction or production of the CYP enzyme. In the fol-
lowing chapter we explore the evolution of receptors, from the AhR
responsible for induction of specific CYPs to the steroid hormone re-
ceptors with no known role in detoxification, yet whose incidental re-
sponse to environmental contaminants has resulted in one of the
newest fields of environmental toxicology: endocrine disruption.
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Chemical messengers and the evolution of nuclear receptors.



Chapter 7

Sensing Chemicals

Chemical transmission, which utilizes small molecules for cell-to-cell
information transfer, was an essential evolutionary step, which allowed
continuous progression of life forms.

Geoff Burnstock and Alexej Verkhratsky

Over the course of billions of years, receptors and the organisms in
which they function have been evolving endocrine systems that are as-
tonishing in their complexity, diversity, and biological importance. Pro-
tecting the life-forms and ecosystems that have emerged from this evo-
lutionary process will require that our policies take account of these
characteristics.

Joseph Thornton

The challenge of surviving in an ever-changing chemical environment,
and maintaining an internal environment separate from the outside,
requires that life sort out the useful from the harmful chemicals. Hun-
dreds, perhaps even thousands, of chemicals constantly enter and exit
across cell membranes. Some of these chemicals become part of life,
others become metabolic waste, and still others are rapidly trans-
formed and excreted as toxic waste. Just as we are able to tune out
and ignore “conventional conversations” between two people in a
crowded café, but are bothered by one-sided cell phone conversations,
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life manages to respond to a small subset of chemicals while effectively
ignoring others.1 That living things are able to do this is an exquisite
feat of chemical analysis and selectivity that requires, in part, a diversity
of chemical-sensing receptors capable of distinguishing signal from
noise.

Receptors that evolved in response to ancient environmental sig-
nals continue to this day to process and direct many of our responses
to endogenous (internally produced) and environmental (external)
chemicals. The cells in a teenage boy, bathed in a chemical soup com-
posed of hormones, neurochemicals, and nutrients, depend on andro-
gen (male hormone) receptors to separate the hormones from the
“noise” as his voice deepens and hair sprouts on his chin. The cannabi-
noid receptors in the human brain respond to endocannabinoids,
small lipid-soluble chemicals produced by the body to deliver mes-
sages of appetite, mood, and memory.2 This system also responds to
THC, the psychoactive plant terpenoid produced by the Cannabis
plant—perhaps for its own defense. Both of these receptors, like many
others in the body, bind not only endogenous signals or specific envi-
ronmental signals, but also incidentally with chemicals in drugs, con-
sumer products, and the environment as affected by industrial activity.
Like those one-sided cell phone conversations, these are signals we
cannot seem to ignore.

Our receptors are challenged with thousands of new chemicals.
These unprecedented conditions present a constant challenge as recep-
tors process and identify key signals. Understanding the evolutionary
history of key receptors—the early chemical signals, their diversifica-
tion over time, and the signals to which they respond today—allows
us to better predict their response to today’s chemical environment. In
this chapter, we trace the evolutionary history of two very different
receptors—the estrogen receptor, which evolved to respond to life’s
internal messages, and the aryl hydrocarbon receptor, which appears
to have evolved responding to both internal and environmental sig-
nals. We begin by briefly considering some of the oldest receptors and
signals.

Beyond Locks and Keys: Receptors and Ligands

For too many years, biological receptors have been likened to locks,
opened by ligand or chemical keys. In reality, many receptors are far
more complex, comprising a large group of diverse proteins, which act
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more like shape-shifters, capable of translating chemical information
and passing the message on to other parts of the cell body. Mechanisti-
cally, when a ligand binds with a receptor, it tends to stabilize the pro-
tein in a particular shape. Or it may bind, and then be transferred from
one receptor protein or carrier protein to another, influencing each—
as one jigsaw puzzle morphs into another. These changes initiate chain
reactions of biological responses. Some are as simple as opening a pas-
sageway across a cell membrane; others are far more complex, result-
ing in the turning on or off of a cascade of genes.

The most ancient chemical messengers were likely common and
fairly simple. These early ligands probably included purines and py-
rimidines, the common nitrogen-containing carbon rings incorpo-
rated into DNA bases, or into adenosine triphosphate (ATP)—the
high-energy molecule that is life’s energy currency.3 These compounds
are released both by living and dead cells. Then, as now, they likely
conveyed basic information from one cell to another, whether the
message was “I’m here, too, life is good,” or “Danger, unfavorable con-
ditions ahead.” Today, ATP is recognized by almost all cell types across
life’s divisions—and may well be life’s most pervasive and universal
chemical signal.4 These early chemical signals, write the neuroscien-
tists Geoff Burnstock and Alexej Verkhratsky, required that the mes-
senger easily move through an aquatic environment: “Choices for
these diffusible messengers were only a few: they can be ions or small
diffusible molecules. Ions can be excluded from extra-cellular commu-
nication pathways because of their high background concentration in
the primordial seas, and thus only the relatively small soluble mole-
cules existing in abundance within the cells can be employed.”5 In
other words, life’s messengers must come from life and they must
stand out from the background. Although ATP’s first role may have
been as the “energy currency,” at some point the molecule began inter-
acting with cell membrane proteins and propagating a signal, an inter-
action that has been retained for billions of years.

The advent of receptors, including those for ATP, would have
brought an unprecedented level of environmental control to cells that
were otherwise at the mercy of their surroundings. While Burnstock
and others continue to sort out the details of ATP receptor binding,
current evidence points to at least two different types of protein recep-
tors for ATP identified in protozoa, humans, and all life-forms in be-
tween. (ATP receptors have yet to be identified in bacteria, although
some species are known to respond to purine and pyrimidine signals.)
One ATP receptor family referred to as P2X, embedded within the cell
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membrane, opens a channel across the membrane upon binding with
its ligand, much like a subway turnstile opens with the correct token.
This allows sodium and calcium to flow into the cell. The other, P2Y,
also sits across the cell membrane. But rather than simply opening a
channel, it initiates a chain reaction leading to the release of calcium
ions inside the cell.6 Scientists have recently discovered that these re-
ceptors are critical in mediating inflammation, and at least one mem-
ber of the ATP family has caught the eye of drug developers, who en-
vision creating a more modern signal for an ancient system. There are
obvious advantages to this type of drug design. But given evolutionary
history and the universality of these receptors, inadvertent releases of
new or artificial ligands for this receptor could go awry. This is of par-
ticular concern in light of the unexpected impacts of hormones and
pharmaceuticals released into waterways through our urine.

While both simple and complex cells share ATP receptors, critical
activities became partitioned as life evolved more complicated struc-
tures. With the advent of internal membranes, organelles, organs, and
other structures, individual cells and eventually multicellular bodies
needed a means of internal communication. The capacity of a body to
tune in relevant signals and tune out the rest became essential for sur-
vival of the whole. With these changes in living form came proteins
that could translate chemical signal into gene action by combining
with DNA and activating or repressing critical genes. These nuclear
transcription factors, or nuclear receptors, are critical for inter- and in-
tracellular communication, maintaining homeostasis, and responding
to external cues. They may well be the only receptors that connect
chemical signals from the metabolic environment to gene regulation.7
Including estrogen receptors (ER), androgen receptors (AR), growth
hormone receptors, receptors that control CYP expression, and oth-
ers, nuclear receptors are incredibly sensitive, distinguishing signal
from noise even when the signals are in the parts per trillion or less. Yet
these receptors also provide us with some of the most striking exam-
ples of mistaken chemical identity. Some inadvertently respond to
small amounts of “new” chemicals, including pesticides, plasticizers,
and other commercial products.

Turning on DNA: Nuclear Receptors

Nuclear receptors like ERs and the PXR (which controls expression of
CYP3A enzymes) set in motion specific biological responses. And al-
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though the receptors tend to be highly conserved, sometimes the out-
come of activation may differ dramatically between species or individ-
uals within a species, depending on age or sex. Estrogen, for example,
combines with the estrogen receptor to induce egg yolk production in
fish and puberty in adolescent girls. Chemicals that combine with the
AhR induce certain CYPs in some tissues in some vertebrate species
but not others. Sometimes these differences make sense. Egg yolk pro-
duction in response to estrogen can be reconciled, to some extent,
with maturation in human females—both actions are necessary for
successful reproduction. Other times these differences seemmore scat-
tershot. One species may respond to a drug or chemical by producing
a specific CYP, whereas another will not. Though two species may
share a common ancestor and hence a common ancestral receptor or
enzyme, once they part ways on the family tree, the branches evolve
independently.

The receptors observed in living things today are the result of on-
going evolutionary processes, including gene conservation and gene
duplication. Some genes and biochemical processes are highly con-
served, like those associated with reproduction and maturation, while
others have greater freedom to diversify, and still others are lost. Con-
servation of genes explains why estrogen receptors in both striped bass
and the women who fish for them respond to estradiol (a potent form
of estrogen). Duplication, in contrast, is one source of raw materials
for evolutionary change, providing an opportunity for diversification.
When it comes to receptors, this phenomenon has provided us with
forty-eight different nuclear receptors, which respond to at least as
many different chemicals.8 This is in contrast to the two nuclear recep-
tors (at most) identified in sponges and ctenophores—the iridescent
“comb jellyfish” we might see on a summer’s day pulsing along in the
bay—while nematodes clock in with well over two hundred members
of their nuclear receptor family.9 Nematodes aside, vertebrates have a
large number and diversity of receptors, which are thought to have de-
rived from two different incidences of whole genome duplication (or
serial genome duplication).10 Such large-scale duplications would have
affected almost every defensive system discussed so far, contributing to
the evolution of new and sometimes unique defensive attributes.

Nuclear receptors, unlike the chemical defenses discussed in the
previous section, appear to be an exclusively metazoan innovation,
stemming from a single ancestral receptor (AncNR). Yet the composi-
tion and role of that ancient receptor remains a mystery. Receptors
in species surviving today all share a highly conserved DNA-binding
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region (and a less conserved ligand-binding region), and likely shared
with a distant ancestor the amino acid sequences that make up these
key regions.11 Generally, when discussion turns to receptors, it is fo-
cused on receptors with known ligands. Yet receptors referred to as
“orphan receptors,” with no known ligand, may provide some insight
into the earliest nuclear receptors. Stuck in the “on” position, these re-
ceptors are sometimes referred to as constitutive because they contin-
uously promote gene transcription. The behavior of these orphans has
led to different ideas about the modus operandi of the ancestral nu-
clear receptor and its subsequent evolutionary history. Could the su-
perfamily of nuclear receptors, now characterized by their ligand
specificity, have evolved from orphan receptors—with ligand affinity
developing subsequently and independently over and over again
throughout evolution?12 Or is the ability to bind with a specific ligand
not only ancestral, but the result of evolution by “molecular tinkering,”
whereby slight changes in the ancestral receptor’s ligand-binding
“pocket” result in sensitivity to a large variety of substances?13 Perhaps
even more intriguing (given our focus on chemical defense) is a recent
proposal that all NRs evolved from the need for early life to respond to
nutrients—chemicals that may either fulfill a cell’s dietary require-
ments or, if in excess, become toxic.14 This suggests these early recep-
tors may have responded to a variety of lipophilic chemicals (fatty
acids, steroids, and other small lipids) likely present in vanishingly
small amounts, yet which eventually became essential to metazoan life.
Given the lipophilic nature and relatively small size of many environ-
mental contaminants, if this scenario is true, it may help explain why
such a large number of chemical contaminants interact with biological
receptors.

Whatever the origin of nuclear receptors, most agree that the
AncNR emerged at the dawn of metazoan life and evolved into a su-
perfamily of highly sensitive receptors. These receptors are now rep-
resented by six different families, including receptors that bind with
thyroid hormones and retinoic acid, and which are involved with cho-
lesterol (and cholesterol derivative) and xenobiotic metabolism; re-
ceptors that bind with fatty acids and retinoids; estrogen and andro-
gen receptors; receptors involved in embryogenesis; and those with
no known ligands (“orphans”) involved in immunity and develop-
ment.15 All six families emerged at least five hundred million years ago,
and many (but not all) emerged just before the split between the pro-
tostomes and deuterostomes.16 As a result, all these receptors now
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occur across animal species, from houseflies to humans, while repre-
sentative receptors from only one or two families occur in their pre-
bilateran cousins (those animals without bilateral symmetry), a branch
that diverged earlier. Of the six families, one of the most intriguing in-
cludes the reproductive receptors that belong to nuclear receptor sub-
family 3, the estrogen (and estrogen-like) receptors.

Let’s Talk about Sex

A little over twenty years ago the phrase “endocrine disruptor” was vir-
tually unknown. Though laboratories around the country were inves-
tigating all sorts of endocrine-disrupting chemicals at the time (DES
in humans was a well-known example of a potent estrogen, and rap-
tors were making a comeback following the U.S. ban of DDT), there
were few coordinated efforts. That was, however, until the zoologist
Theo Colborn began knitting together results from disparate research
efforts on fish, birds, and mammals.17 The most striking (yet not all
that surprising) finding of her synthesis was the commonality of ef-
fects caused by certain industrial chemicals across species. That male
fish began producing egg yolk protein because they were exposed to
environmental estrogens became a cause for concern not only for fish
populations but for humans as well, as several investigators published
studies suggesting increased reproductive and developmental abnor-
malities in boys and men associated with estrogenic compounds.

Two scientists whose work attracted Colborn’s attention were the
reproductive toxicologists Earl Gray and Bill Kelce. Their analysis on
the pesticide vinclozolin highlighted the impact of chemicals that in-
terfered with the androgen receptor (AR). Following up on an earlier
industry study, Gray found that litters born to female rats exposed
to vinclozolin, oddly, appeared to be exclusively female. In reality, the
sex ratio was unchanged, but the external or secondary male charac-
teristics of those born to the most highly exposed females had been
dramatically altered. This observation eventually led to a series of stud-
ies revealing the perversity of endocrine disruption.18 Basically, for a
genetically male mammal to come out looking and functioning male,
he requires in utero exposure to hormones like testosterone and its
more potent derivative, dihydrotestosterone, along with a function-
ing AR. An embryo lacking either hormones or a properly functioning
AR (or exposed to chemicals that disrupt either receptor or hormone
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production) will take on a female appearance, despite possessing a
Y chromosome. In humans, one outcome of a non-functional or
partially functional androgen receptor is androgen insensitivity syn-
drome, a condition resulting in the presence of female sex characteris-
tics and absence of male characteristics to varying degrees, although
sex-appropriate internal organs are retained.19

Vinclozolin, as it turned out, caused something like this in rats. In
an elegant series of follow-up studies, both Kelce and Gray showed
that breakdown products of the pesticide not only bound with the AR,
but rather than activating the receptor, caused inhibition. The result
was the birth of genetic males whose outward appearance was fe-
male.20 Additional work by Kelce, Gray, and others revealed that a
metabolite of the pesticide DDTwas an even more potent inhibitor of
the AR than was vinclozolin. Given the ubiquity of DDT and its
metabolites, this was a potentially explosive finding.21 Many of the
studies included in Colborn’s synthesis tended to focus on chemicals
interfering with the estrogens and the ER; Gray and Kelce’s work
highlighted the importance of chemicals that interfered with the work-
ings of male hormones.

Theo Colborn’s efforts underscored the pervasive impact of indus-
trial contaminants on sex steroid hormones and other hormones, in-
cluding the thyroid hormone. They also revealed the lack of coordi-
nated testing of these chemicals for subtle reproductive effects and
interactions with steroid hormone receptors like the ER and AR. Her
work resulted in the birth of a new field of research focused primarily
on the impact of industrial chemicals on these highly conserved chem-
ical communication systems.22 These chemicals have the potential to
affect the reproductive capacity, and therefore fitness, of a large swath
of life on Earth, humans included.

Vertebrates possess a number of steroid hormone receptors that
belong to a common subfamily of NRs (NR3). In addition to the AR,
these include two or more different ERs, receptors for progestagens
(which help maintain pregnancy), glucocorticoids (important for im-
mune function and maintaining a variety of metabolic functions), and
mineralocorticoids (which regulate mineral balance in the body). To-
gether these receptors moderate our behavior, our sexual development
and reproduction, our response to stress response, and, to some ex-
tent, our immune response. By knowing something about the evolu-
tion of these receptors and their ligands, we might be better able to
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predict and perhaps avoid production and release of the most egre-
gious endocrine-disrupting chemicals.

As with nuclear receptors in general, nuclear steroid hormone re-
ceptors are thought to have evolved from a single ancestral steroid re-
ceptor. Although steroid hormone activity in mollusks and in annelid
worms (both protostomes) suggests that a receptor was present in the
last common ancestor before the protostome-deuterostome split,
steroid hormone receptor absence from other protostomes (including
insects) most likely indicates gene loss.23 So while estrogen and andro-
gen receptors are essential for the birds, they apparently are not for the
bees. Not only was it retained in the vertebrate lineage, but the ances-
tral gene multiplied and diverged. This provided us with dozens of
hormone receptors capable of distinguishing one hormone coursing
through our veins from another, while guiding our development,
growth, and behavior.

As to the function of this ancestral steroid receptor, the evolution-
ary endocrinologist Joseph Thornton suggests that the similarity be-
tween the sole steroid receptor identified in mollusks, annelid worms,
and the ER in vertebrates points to an estrogen-like receptor. “The ca-
pacity to bind estrogens and estrogen response elements [on DNA],”
write Thornton and Eick, “is clearly as old as the common ancestor of
protostomes and deuterostomes.”24 So what came first, the receptor or
the ligand? Is estrogen the grande dame of steroid hormones, or did
another chemical messenger serve the purpose? Thornton suggests
that if estrogens did evolve subsequent to the receptor, the ability of
the receptor to accept estrogen as a ligand would represent a “pro-
miscuous side activity,” which industrial contaminants inadvertently
exploit.25 If not interacting with estrogen, what purpose would an
estrogen-less receptor serve? Perhaps its role was simply as a sensor for
signals from the surrounding environment, or from other organisms,
translating and then sending them on to the animal’s internal environ-
ment.26 Though still a mystery, the accumulating body of literature on
estrogen and other steroid hormone receptors points to a set of recep-
tors that tend to be far more promiscuous than previously believed, a
quality that possibly harks back to their origins.

If the original receptor was an estrogen receptor, the evolution of
other steroidal receptors, from the glucocorticoid to androgen recep-
tors, then required only small changes in ligand binding (mutations in
just a few amino acids, for example) in order to accommodate other
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steroid hormones. The steroidal ligands for these receptors are all re-
lated to one another as by-products of the biochemical pathway pro-
gressing from cholesterol to estrogen (and many steps along the way
are notably catalyzed by CYPs).27 That the final product in a long chain
of reactions was the first to have its own receptor might be surprising,
but is not unprecedented. Thornton raises the possibility of “molecu-
lar exploitation.” In this process, older molecules are recruited for new
functions, followed by refinement of the receptor through directional
selective pressures “driv[ing] receptors towards greater specificity for
their primary ligands.”28 This diversification of receptors may have
been aided through gene duplication, an event that would have pro-
vided the opportunity for small changes in receptor specificity.29 The
susceptibility to industrial and synthetic chemicals of what seem to be
finely tuned receptors reflects perhaps not a “weakness” in receptor
evolution, but rather the novelty of these chemicals. Thornton posits
that the chemicals “fit by chance into NRbinding pockets, which have
not been selected over the long term to exclude binding of these
substances.”30

We now know that endocrine-disrupting chemicals are ubiqui-
tous. There is a constantly increasing body of research that points to
ever more consumer and industrial chemicals that interact with a
steroid hormone receptor, from the nonylphenols that activate the
ER to the antiandrogenic metabolites of vinclozolin. It is fair to say
that for every steroid hormone receptor, there is an imposter: an
endocrine-disrupting chemical capable of either activating or blocking
its normal function.31 Curiously, of those disrupters identified, the list
of estrogenic chemicals appears to be never-ending, while few chemi-
cals have yet to be identified as androgenic.Why? Could this be as sim-
ple as research and reporting bias focused on estrogens? Or is there
something about the structure of industrial and consumer-product
chemicals that increases their tendency to behave more like estrogen?32
Or is there some fundamental difference between these receptors,
perhaps a difference in promiscuity or some other remnant of their
evolutionary history? “It is clear that the xenobiotics that bind ER are
primarily agonists [activators] and those that bind AR are mostly an-
tagonists [inhibitors, except drugs and steroid-like molecules],” writes
L. Earl Gray about the discrepancy. “One can speculate why this is the
case. Both receptors are promiscuous, but the ER appears to be more
so. It is clear that this is not a bias in testing, and it is an interesting ob-
servation.”33 The biochemist Jed Goldstone suggests that estrogen, by
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virtue of its ringed aromatic structure, is more resistant to breakdown
and chemically very different from many other internal chemicals.
Evolutionarily, posits Goldstone, it may have made some “sense” for a
receptor to bind with a chemical that was different rather than com-
mon. (This harks back to the argument for purine and pyrimidines as
early messengers rather than commonplace ions for early life.)34 Since
the more stable environmental contaminants also possess aromatic
rings, they may more likely interact with the ER rather than the AR, as
testosterone does not have an aromatic ring. That industrial chemicals
can bind with steroid hormone receptors is no trivial matter. Impacts
at the population level have already occurred in wildlife because of
these evolutionary mismatches. Whether humans will experience the
same is unknown. Yet as Colborn has shown, there is little reason to
suspect we would respond differently than many wildlife species.

The development of steroid hormone receptors provides an op-
portunity to marvel over the intricate nature of evolution, which has
resulted in ligands and receptors that exert powerful control over our
bodies, actions, and thoughts. At the same time, we realize the imper-
fections in these systems. Diverse species are susceptible to industrial
chemicals that may inadvertently combine with critical receptors. And
the consequences, whether production of egg yolk in male fish or the
subtly altered secondary sexual characteristics in a young boy, are only
now playing out, as those of us born to this industrial world mature
and reproduce. Yet with increased awareness, we may be able to pro-
tect future generations from the most egregious endocrine-disrupting
chemicals.

This ability of many natural or industrial chemical contaminants
to combine with steroid hormone receptors may be an accident of na-
ture, but what of the receptors that seem to have evolved to bind
specifically with potentially toxic chemicals? In addition to receptors
like the ARand ER, there are receptors to a broad assortment of chem-
icals for which life apparently has little use, collectively referred to as
xenobiotic-activated receptors. According to the toxicologist Qing
Ma, these receptors share certain characteristics, including their re-
sponse to foreign and potentially toxic chemicals; promiscuity; con-
served structures; rapid activation and deactivation; ability to interact
with a common set of proteins (involved in transport and regulation
of the receptor); and ability to turn on a broad range of genes, some of
which are common to different receptors.35 Did xenobiotic-binding
receptors evolve in response to toxic chemicals? Or were they co-opted
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from receptors dedicated to other functions? While many of these re-
ceptors have only been identified as such in the past two decades or so,
one xenobiotic-binding receptor, the AhR, has been both intriguing
and baffling scientists since the 1970s.

An Inexplicable Affinity

In graduate school I studied CYP1A enzymes. This enzyme family
is inducible upon exposure to dozens of chemicals, including
benzo[a]pyrene (B[a]P), a combustion product common to forest
fires, auto exhaust, and cigarette smoke (referred to generally as a
PAH); some PCBs; and dioxins. Induction (increased protein produc-
tion) required interaction with the AhR. While the AhR bound with
PAHs and certain PCBs, it had an oddly high affinity for dioxin. That
many of the AhR’s chemical ligands from B[a]P to dioxin tended to be
similarly shaped, with a flat or planar chemical structure and of a similar
size, made some sense. This predictable relationship between a ligand’s
structure, affinity for the receptor, and ability to induce CYP1A pro-
teins (which in turn metabolized some, but not all, inducers, as dis-
cussed below) led to the development of a hierarchy of structure-
activity relationships (SARs)—all normalized to the affinity of the
receptor for dioxin. In time, these SARs became the basis for predicting
the toxicity of certain classes of common environmental contaminants,
and a boon to toxicologists faced with predicting the toxicity of sites
contaminated with PCB or dioxin mixtures. Yet for those thinking
about the evolution of the CYP and AhR systems, the relationship be-
tween chemical inducers and CYP1A enzymes did not always add up.

Given the potential for an enzyme like CYP1A1 to detoxify B[a]P
while at the same time producing potent carcinogens along the way
(the double-edged sword discussed in the last chapter), was there truly
an evolutionary advantage to such a receptor, if detoxification was its
primary role?36 Perhaps for rapidly maturing organisms with short life
spans, cancer didn’t provide a powerful selection pressure. Yet plenty
of longer-lived species maintained both the receptor and the CYP1A1
enzyme. And what were toxicologists to make of its high affinity for
dioxin—a chemical most closely associated with industry rather than
nature—and the fact that dioxin is relatively resistant to CYP1A me-
tabolism (one reason why it so readily accumulates in many animals)?
More than twenty years have passed since I was a student, and while

112 evolut ion in a tox ic world



the quest to understand the relationship between dioxin and the AhR
and CYPs has led to great advances in our understanding of receptor
function and enzyme induction, many outstanding questions remain.
Reflecting on his experiences deciphering the AhR, the biochemical
toxicologist Allan Okey, who has contributed a great deal to our cur-
rent understanding of this receptor, wrote, “Our quest for the media-
tor of dioxin’s biochemical and toxic effects has let us glimpse many
important and fundamental AHR attributes through gaps in the fog.
But, as is perpetual in science, beyond the shore lies terra incognita.”37
While we may not yet have reached the shore, as Okey observed, the
journey has revealed quite a bit about this odd but important receptor.

One scientist to help clear the fog is the biochemist Mark E.
Hahn. His work has illuminated some of the basic protein and ligand
interactions involved in AhR function.38 Like steroid hormone recep-
tors, AhR is classified as a nuclear transcription factor. It also belongs
to a family of receptors referred to as basic helix-loop-helix/Per-Arnt-
Sim, characterized by specific folds and structural domains in the AhR
protein. Once a ligand binds, like other nuclear receptors, the AhR
proceeds through a series of events that can include binding and sepa-
rating from other proteins. Some of these proteins chaperone the re-
ceptor into the nucleus, while others tend to repress the receptor’s ac-
tivity. It is a complex system. The evolution of both chaperones and
repressors might suggest that just because a receptor-mediated path-
way can be initiated by a ligand, this may not always be in the best in-
terest of the host cell. So selection pressures have provided a few
checkpoints or obstacles to help rein in activity—maybe.

Hahn and colleagues have also contributed a great deal to our un-
derstanding of the evolutionary origins of the AhRand associated pro-
teins. According to Hahn and others, some form of the AhR likely ex-
isted in the last common ancestor to deuterostomes and protostomes.
Yet, interestingly, its ability to bind with PAHs and dioxins—a feature
so well characterized in fish, birds, and humans—is lacking in fruit flies
and mollusks.39 While the function of this receptor in mollusks re-
mains unclear, it appears necessary for development of the antennae,
neurons, and photoreceptors in fruit flies, confirming its origins as a
chemosensory and developmental receptor. And through five hundred
million years of vertebrate evolution, even as gene duplication events
endowed some tetrapods (bony fish and some bird species) with mul-
tiple AhR receptors, it seems that at least some of these basic functions
have been retained.40 Aside from binding dioxin and the like, the AhR
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is known to regulate very basic biologic functions including growth
regulation and fetal development.41

The fact that the vertebrate AhR also gained the ability to respond
to specific ligands like dioxin and B[a]P, and induce CYP enzymes,
means that all of us contain within our cells a receptor that appears to
have a dual nature—which may not always serve us well. “Thus, the
physiological functions of the AHR may be ancestral to the adap-
tive function, although new physiological functions appear to have
evolved as well in the vertebrate lineage,” writes Hahn. “One might
conclude that the emergence of the adaptive function of the AHR is
responsible for dioxin toxicity, because it led to the ability of this pro-
tein to bind PHAHs and PAHs, which could then interfere with its
physiological function.”42

The AhR’s role in normal development and in the metabolism of
xenobiotics raises plenty of questions about the receptor and its evolu-
tionary history, beginning with the nature of AhR ligands (most re-
cently, several physiological ligands have been identified) and the ne-
cessity of CYP1A enzymes.43 Given the role of CYP enzymes in the
metabolic breakdown and the eventual excretion of so many poten-
tially toxic chemicals of both internal and environmental origin, it
seems likely these enzymes became and remain important components
of a general chemical defense system. And, if that is the case, then the
AhR is also a component of this system, regardless of whether it
started out that way.

Another fascinating feature of the AhR is the propensity for strik-
ing differences in receptor-ligand affinity—particularly when it comes
to binding dioxin—between and within a species. Best exemplified by
different strains of mice, some species are relatively “nonresponsive” to
dioxin, while others are dozens of times more sensitive. Similarly,
guinea pigs are exquisitely sensitive to dioxin, particularly in compari-
son with hamsters. Humans appear to fall somewhere toward the less-
sensitive end of the spectrum with respect to dioxin binding (but not
necessarily receptor response to other ligands).44 These observed dif-
ferences in susceptibilities appear, in part, to be a consequence of small
differences in the receptors’ amino acid composition. Differences in
just one or two specific amino acids in the binding site can be the dif-
ference between heightened sensitivity and relative resistance.45 Selec-
tive pressures leading to such differences for the most part remain a
mystery. But there is growing evidence that at least in some species,
the AhR is susceptible to rapid evolutionary changes in response to
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local contamination (discussed in detail in chapter 9) and, perhaps,
differing endogenous ligands.46 The fog surrounding the AhR is
thinning.

We have touched on two receptors involved in chemical sensing
and response to naturally occurring and industrial chemicals. These re-
ceptors raise many questions about the evolutionary paths of chemical
receptor systems, their role in our lives today, and our ability to predict
not only toxicity but also differences in sensitivity and susceptibility
within and between species. Now consider the larger collection of
receptors: other nuclear receptors or xenobiotic-activated receptors
(XARs)47 responding to internal and external environmental signals.
This chapter could easily have focused on any one of these other recep-
tors. Not only that, but many receptors, and the specific proteins with
which they interact, influence one another and various other proteins
and enzymes discussed in previous chapters. These interactions consti-
tute a highly complex networked response to chemical challenges, as
we shall see in the next chapter.
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The evolution of networked defenses to environmental stress.



Chapter 8

Coordinated Defense

An important question in biology is how cells and organisms maintain
homeostasis in a variable environment. The need to deal with physical,
chemical, and biological stressors has driven the evolution of an array of
gene families and pathways . . . that afford protection from challenges.

Jared Goldstone

The most adaptable and successful organisms, though wildly diverse in
appearance and behavior, are all organized in a similar manner. Univer-
sally, they avoid the trap of centralized, top-down control by giving
wide ranging power to multiple independent sensors to observe and re-
spond to environmental change and threats.

Raphael Sagarin

The extent and content of metazoan gene repertoires are governed prin-
cipally by the evolutionary turmoil of environmental genes.

Chris Ponting

A body at rest never really is. If we could envision the activity within
our cells, we might liken it to a beehive or ant colony. Chemicals come
in, chemicals go out. They are transported and transformed by dozens,
perhaps hundreds, of proteins. Some of these proteins act as enzymes,
some as chemical transporters, while others turn genes on and off as

 
DOI 10.5822/978-1-61091-221-1_8, © 2012 Emily Monosson
E. Monosson, Evolution in a Toxic World: How Life Responds to Chemical T reatsh , 117



they respond to chemical signals. Some of the oxygen permeating my
cells will become highly reactive, touching off a cascade of defensive
proteins, produced by a genetic blueprint that first came into being
billions of years ago. The lunch I ate at noon will break down into its
molecular components—fats, sugars, and proteins, in addition to var-
ious elements and minerals. Some will pass through while others will
be absorbed by specialized gut cells and distributed throughout my
body, and still others, perhaps plant toxins, will be transformed by a
series of enzymes. Oxygen will no doubt interact with some of those
nutrients, and with other molecules and metabolites. The iron from
last night’s kale will be extracted, and perhaps bound within a heme
group, which will use the oxygen to metabolize those molecules pre-
senting a threat to my body. All these chemicals travel highly evolved
pathways.

Some of these pathways have evolved over billions of years, others
over a mere few hundred million, and still others more recently. Yet all
have been integrated through the processes of evolution. The human
body is simply one representation of a constantly changing, complex
network. But to what extent can this network handle today’s chemical
universe? This new world includes plastics, chlorinated organics, phar-
maceuticals, and engineered nano-sized chemicals, and continues to
expand at a pace that outstrips anything life has experienced in the
past. To adequately consider the impact of contemporary chemicals
(or, in fact, any chemicals, the topic of the last two chapters), we must
first consider the networked nature of life’s chemical defense system.

Evolution weaves a complex web, and focusing on individual sys-
tems as I have throughout this book (e.g., AhR, CYP, ROS) conveys a
false impression of simplicity. If we consider the evolutionary history
of any single system (including those discussed earlier in this book),
the genes involved are likely the product of a convoluted series of evo-
lutionary twists and turns. Genes for one system may have emerged
and diverged from genes evolved to serve different functions. In the
process, perhaps these systems retained some overlap; when one sys-
tem turns on, so too might parts of another, depending on the type
and level of interaction. Some will share so-called chaperone proteins.
Other systems and genes will share regulatory regions or DNA se-
quences. Although traditional toxicology has focused on the effects of
single chemicals on isolated systems (phthalate plasticizers on estrogen
receptors, or cadmium induction of metallothionein), the reality is
that these systems are interconnected. No system works in isolation.
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Further, cells are exposed to a multitude of chemicals simultane-
ously—be they endogenous signals, environmental signals, nutrients,
or toxicants.

The single chemical, single end point system on which much of
toxicology has rested is a false assumption, born of necessity, limited
by available methodology, and driven by the need for numerical stan-
dards. While these approaches have served us well, life’s reality is far
more complicated. Rather than coping with one chemical at a time,
living things deal with myriad chemicals, some toxic, others essential,
and many both toxic and essential. There are countless biochemical
reactions occurring within a cell at any given time. Some are coordi-
nated while others function in opposition, scavenging for shared com-
ponents or available energy. Together, these actions and reactions
maintain internal stability. This balance, or homeostasis, is a preferred
condition—it is common to all cells, and the chemical defense network
has evolved in large part to prevent toxic chemicals from upsetting this
balance.

This chapter is different from the preceding chapters, which fol-
lowed the evolution of a system from beginning to end. Here we con-
sider the larger context within which the defense systems discussed
throughout this book exist: the network of environmental response
genes. Additionally, I mention epigenetics, hormesis, and attractor
states as examples of processes that may influence the interaction be-
tween chemicals and environmental response genes. Much of the work
on these topics as they apply to toxicology is fairly recent, so an in-
depth understanding of their role in the response and evolution of re-
sponse genes remains to be discovered. Yet I include them here because
not only are they intriguing concepts, but they alsomay someday prove
fundamentally important. But first we need the context.

The Environmental Net

Recent advances in genomics have provided us with humbling revela-
tions about the relationship between DNA, genes, evolution, biologi-
cal complexity, and how life responds to its environment. For exam-
ple, while the human gene complement was once thought to number
in the hundreds of thousands, we now know that it may be closer to
twenty thousand—not much different from that of a nematode
worm.1 Single-celled yeasts, in contrast, rely on six thousand genes,
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while coliform bacteria are defined by a little over four thousand.
There are clearly many mysteries to be solved as geneticists reconcile
genome similarities and differences between bacteria, yeasts, nema-
todes, and humans. Our concern is with those genes and gene net-
works that respond to both internal and external environmental pres-
sures. These genes, whether in yeast or humans, are referred to
collectively as environmental response genes.

One of the first species to have its environmental stress response
(ESR) genome analyzed in any detail was the yeast, as presented byAu-
drey Gasch and colleagues. Gasch suggests “that a substantial fraction
of each of the responses is not specific to the stimulus but instead repre-
sents a common response to all of the conditions tested.”2 This finding
implies that, at least in yeast, there is a fundamental response to distur-
bances caused by environment stressors. That said, Gasch notes that
there are differences in the overall response, depending on the condi-
tions: “Each genomic expression program triggered by environmental
change is unique to the specific features of the new conditions in terms
of the genes affected and the magnitude and choreography of their ex-
pression, indicating that the cell precisely responds to the distinctive
challenges of each new environment. Nonetheless, the bulk of each ge-
nomic expression program is accounted for by the genes in the ESR.”3
Remarkably, the response involves a large proportion of the yeast
genome, roughly 14%. This means, at least in yeasts, when faced with
environmental challenges such as chemical stressors, a significant por-
tion of the genome is involved in the maintenance of homeostasis.

Unlike metazoans, Gasch’s yeast lack the luxury of multiple cell
types, compartmentalization, and the protective layers (both physical
and physiological) that many of our cells enjoy. Like most single-celled
species, yeast must maintain homeostasis despite their vulnerability to
both subtle and swift environmental challenges. Yeast survive by turn-
ing on and off many hundreds of genes and by responding in a remark-
ably coordinated and “stereotypical” manner. One cohort of genes
turns on as another is repressed, providing almost a mirror image of
expression and repression.4 This conservation and reallocation of re-
sources to where they are needed most is a response that, most likely,
applies to all cells—whether eukaryotic or prokaryotic. While some
genes observed by Gasch and colleagues require specific chemical sig-
nals to touch off a response, others are induced no matter the stress.
These more general responders include some of the genes and proteins
discussed early on in this book: enzymes that mop up reactive oxygen
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species, and genes coding for proteins involved in protein folding and
in the repair of DNA. These responses, suggest Gasch and colleagues,
“represent physiological systems that must be protected under any cir-
cumstance.” Additionally, Gasch and others have observed that stress
response gene networks also provide cross-protection: exposure to
one stress protects against another, unrelated stress.5 Cross-protection
is an advantage of networked responses that has yet to be fully ex-
plored. Pending further research, it might help explain the rapid devel-
opment of resistance in bacteria, or why some individuals are more
susceptible to specific chemicals in comparison to others, or why some
chemicals appear to be more or less toxic than expected based on toxi-
city testing data. And, if crossover effects can be protective, could they
also be detrimental? Might they influence the response network so
that it is more vulnerable, rather than less? This outcome would make
predictions of multiple chemical exposures difficult based on current
toxicity testing practices.

How do these observations of large, and somewhat generalized,
responses to stressors in yeasts translate to metazoan cells, or to hu-
mans? Because metazoan cells need not fend for themselves, should we
expect a more “specialized” response depending on cell type—whether
a skin cell, a liver cell, or a gut cell? At least one study using cultured
human cells suggests a far more muted stress response in comparison
to our eukaryotic cousins. “The absence of a strong general stress re-
sponse in humans,” write the geneticist John Murray and colleagues,
“is in contrast with free living yeasts and bacteria which do have large
common stress responses. Several key differences between these dis-
tant species might play a role in this divergence. Single cells in multi-
cellular organisms experience different selective pressures than unicel-
lular organisms; human cells may have a more controlled response
because they may decide to undergo apoptosis [not an option for uni-
cellular life]. . . . Moreover, human cells probably experience a less
variable environment than free-living organisms, which also could ex-
plain the diminished general stress response.”6 There is also another
explanation set forth by the authors, which relates to the artificial
conditions of cell culture that may chronically stress the cells, thereby
reducing their capacity to respond to additional stress. The differ-
ences between cultured cells and whole animals is a common caveat of
in vitro research, and one that may be solved in part through cell
culture advances that better mimic tissue and organ architecture, and
that allow for signaling between cells and the “normal” cellular
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environment.7 In other words, the biochemical and cellular networks
surrounding a cell are important for maintaining normal cell function.
These stress response genes, like those discussed above, are of particu-
lar interest to toxicologists. The advent of omics and associated fields
(particularly toxicogenomics, as discussed in the following chapter) is
providing toxicologists, geneticists, molecular biologists, and others
with unprecedented opportunities to observe the turning on and off of
many thousands of genes in response to environmental stressors, in-
cluding potentially toxic chemicals. Interpreting the morass of data
that is sure to follow, however, demands (in addition to complex
mathematical and computer modeling programs) refined knowledge
of stress response gene networks and their role in maintaining cell, or-
gan, and organism health.8 One approach to reining in genome re-
sponses may be to recognize broad categories of response genes.
Genes that respond to toxic chemicals in particular, referred to as the
defensome, may offer an appropriate starting point.

The Defensome

The chemical defensome is described by the molecular toxicologist
Jared Goldstone and colleagues as “an integrated network of genes
and pathways that allow an organism to not only mount an orches-
trated defense against toxic chemicals but also maintain homeostasis—
or internal stability.”9 Whether sea urchin, sea squirt, or human, these
genes constitute upward of 2%–3% of the whole genome (this in-
cludes immune defense genes, which, for the sake of simplicity and
sanity, I have not covered in this book).10 The defensome encodes pro-
teins ranging from those acting as antioxidants, oxidative enzymes, re-
ceptors, and signal transducers (as discussed in preceding chapters) to
others, such as the efflux transporters, which pump potentially harm-
ful chemicals across cell membranes and out of the cell, and which are
among the most ancient and perhaps simplest defensive features on
Earth. In general, genes encoding many of these responses, writes the
entomologist May Berenbaum, may be characterized by their “(1)
very high diversity, (2) proliferation by duplication events, (3) rapid
rates of evolution, (4) occurrence in gene clusters, and (5) tissue- or
temporal-specific expression. All these characteristics are consistent
with responses to evolutionary pressure emanating from a highly
changeable external environment.”11We have seen all these characteris-
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tics in the systems discussed in preceding chapters. We have also seen
that the external environment is not the only source of harmful chem-
icals. And so, in addition to defusing external chemical threats, defen-
some gene products neutralize or eliminate chemicals emanating from
within—whether endogenous signaling molecules, like estrogens that
have served their purpose, or ROS created as a by-product of CYP
metabolism.

The integrated nature of the defensome suggests that exposure to
one toxicant, whether concurrent or sequential, is likely to affect the
response to another. As inferred earlier in this chapter, one casualty of
toxicology’s focus on individual chemicals is the inability to predict the
effects of multiple chemicals.12 Yet multiple chemical exposures are the
norm.We are constantly exposed to a veritable chemical smorgasbord,
whether through our foods, drugs, consumer products, air, or water,
and we must begin incorporating networked responses into chemical
testing routines.

Goldstone and colleagues have also contributed a great deal to-
ward deciphering the defensome evolutionary history by characteriz-
ing the defensome and seeking commonalities and differences across
species. We have seen that some systems are highly conserved (DNA
photolyase, for example), while others diverge through duplication or
are lost. Yet, even as individual genesmay evolve, the gene familiesmak-
ing up the defensome have tended toward conservation throughout
metazoan lineages, whether sea anemone, zebra fish, or human.13 This
basic defensome plan, which includes all systems discussed in this
book, has been retained for some five hundred million years and is
now shared across deuterostomes (from vertebrates to echinoderms
and a few marine wormlike species).14

Scientists like Goldstone strive to glimpse the past reaching back
hundreds of millions of years, yet others seek out much smaller time-
scales: ontological, or developmental, time. Metazoan reproduction
and development follows an extraordinary and highly choreographed
progression from single cell to embryo to complex animal. This pro-
cess refers back to the days of unicellular life, as a great majority of
these cells, particularly in aquatic organisms, are released to the envi-
ronment as single, relatively unprotected egg cells. Even those sur-
rounded by multiple membranes or hardened yet permeable eggshells
are far more exposed than are the cells of their adult forms. How pro-
tective is the metazoan defensome at these vulnerable stages? Is gene
expression altered in contrast to their adult forms? Are a greater
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proportion of environmental response genes available in the egg and
embryo in comparison to a fully matured and differentiated cell? Or is
the production and release of hundreds, thousands, or evenmillions of
eggs a way of hedging the bet—in the hopes that one or two offspring
survive the environmental gauntlet?

Defense Networks across the Ages

Throughout this book, many of the studies I have cited refer to effects
and responses in mature, adult cells. Yet just as focusing on single
genes rather than gene networks is an oversimplification, so too is lim-
iting ourselves to the defensive capacity of any one stage of metazoan
development. We know that highly differentiated cell types express
unique combinations of defensive genes, such as CYPs in the liver or
efflux transporter proteins in the digestive tract. So how will an egg, a
single cell, or an embryo encased in nothing more than a few semiper-
meable membranes fare as it faces environmental hazards, from UVB
to petroleum products to dramatic shifts in temperatures?15 Surpris-
ingly, these budding life-forms appear to have highly effective defen-
sive systems, according to the developmental biologists David Epel
and Amro Hamdoun: “Equally striking are examples of how real-
world development of animal embryos works normally. . . . The keys
for developmental success are cellular mechanisms that provide ro-
bustness and buffer embryos from the environment and regulatory
pathways that alter the developmental path in response to the condi-
tions encountered. These mechanisms provide potent, although not
impregnable, defenses against common stressors in development.”16

If we imagine a recently fertilized fish embryo floating in the up-
permost layers of the sea, its need for UV protection would certainly
be greater than for its adult counterpart. Protection might come in the
form of natural sunscreens by way of mycosporine-like amino acids, or
through “behavioral” differences—eggs that drift to the bottom, out
of harm’s way—or by a ramped-up DNA repair system. Other em-
bryos, faced with exposures to toxic substances, might produce high
concentrations of efflux proteins, enabling them to pump out the of-
fending chemicals.17 However, note Hamdoun and Epel, “although
embryos are well buffered for expected environment(s), rapid anthro-
pogenic changes can overwhelm this intrinsic robustness. Of special
concern are man-made chemicals that evade developmental defenses
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or misdirect developmental decisions.”18 Increased UVB levels, for
example, well above those in life’s recent history as a result of the at-
mospheric ozone loss, would likely pose a threat to buoyant embryos,
despite their best defensive efforts. Additionally, says Hamdoun, in-
creased defense sometimes comes with a price: “An important concept
is that there can be trade-offs between defense and development, with
selection sometimes favoring strategies that are advantageous for mor-
phogenesis [growth and development] but render the embryo vulner-
able to chemicals. Presumably that is one reason defenses are not ex-
pressed maximally throughout development and in all cells.”19 Embryo
survival at the expense of the adult is not the most effective long-term
strategy.

Sometimes conditions affect subsequent generations as well. This
phenomenon, referred to as “adaptive tuning” by Hamdoun and Epel,
is one of the more striking and insidious consequences of gene-
environment interactions. The process results in environmental im-
printing and, because it influences gene composition, can cause per-
manent and heritable changes.20 The notion that the environment can
influence genes in a heritable manner is rapidly gaining acceptance in
the form of epigenetics, broadly defined as “the structural adaptation
of chromosomal regions so as to register, signal, or perpetuate altered
activity states.”21 Such induced adaptations in DNA can be revolution-
ary, leading to immediate and powerful changes. This capacity for
overriding life’s “blueprint” through epigenetic-induced novel pheno-
types, observe Hamdoun and Epel, may be yet another evolutionarily
preserved strategy. The potential for such rapid and lasting change
may be one way for living things to deal with rare and dramatic envi-
ronmental change—or not. Though the rapid phenotypic change may
be advantageous under some conditions, Hamdoun and Epel write,
“this generation of new phenotypes is a ‘lottery approach,’ meaning
that most of these phenotypes are not adaptive. However, the gamble
may provide a chance to escape from severe environmental bottle-
necks.”22 Epigenetic responses occur universally across species, from
bacteria to humans. Some of the more disturbing reports of epigenetic
changes relate to the effects of endocrine-disrupting chemicals in
second- and third-generation offspring of exposed females. Reduced
fertility caused by maternal exposure to the antiandrogen vinclozolin,
for example, has been found to persist across generations.23 Only a de-
cade or so ago, prior to recent advances in genetics, such an observa-
tion would have been rapidly dismissed. Epigenetics provides but one
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example of how much more we have to learn about the interactions
between environment and genetic controls. Hormesis, as described in
detail below, provides another.

Hormesis

Like epigenetics, hormesis is a highly conserved response to stress that
is only now gaining the recognition it deserves. This concept received
little attention throughout much of last century, and when it did, it
was viewed more as a threat to toxicology than as a true response to
chemical exposure. Then, in the latter part of the twentieth century,
the molecular toxicologist Ed Calabrese turned his attention to inves-
tigating and then popularizing the phenomenon. After publishing vol-
umes of papers, reviews, and books, Calabrese eventually convinced a
reluctant audience that hormesis not only occurs but in fact may be a
normal and common response to stress.24 Hormesis, as defined by
Calabrese, is “a modest overcompensation response following an ini-
tial disruption in homeostasis—that is, a type of rebound effect. The
hormetic dose response therefore represents the effects of a reparative
process that slightly or modestly overshoots the original homeostatic
set point, resulting in the low-dose stimulatory response.”25

The response provides a means of protection for cells residing in
an environment where toxic chemicals (or other stressors) become in-
creasingly available. Hormesis infers neither benefit nor harm. The re-
sult is complex, relative to the particular situation, and highly con-
served: “Hormetic effects occur in essentially all plant, microbial, and
animals species, affecting many hundreds of endpoints in numerous
cell types and tissues, involving many hundreds of genes for each end-
point. The hormetic response represents a very basic and general strat-
egy that occurs in all types of cells and tissue using a wide variety of
integrative mechanisms.”26 Given what we know of life’s ongoing ex-
posure to environmental stressors, the evolution of a hormetic re-
sponse is not surprising. Rather than allocating valuable resources and
energy to protecting against inconsistent or persistent threats, life has
essentially evolved an early warning system. The first inklings of expo-
sure trip an early yet subtle response.

The epidemiologist Linda Gerber and colleagues offer another
plausible explanation for hormesis: “Hormesis may be almost univer-
sal for substances normally present throughout geologic time, such as
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mercury. If mercury was always present in a tiny trace in the ocean and
later habitats, organisms would have evolved ways of minimizing its
damage at normal concentrations, and such adaptations may work
moderately well at higher concentrations.”27 Though we know mer-
cury can have devastating effects on the developing mammalian brain,
very low concentrations of mercury were recently found to increase
the number and growth rate of offspring in mallard ducks—a finding
the authors attributed to hormesis.28 Keep in mind that the end points
of this study were number and growth. It is not known whether brain
development or any other subtler end point was influenced. Nor is it
known whether the cost of minimizing mercury’s impact on the ob-
served end points affected other regions of the defensive web. And of
course, while some industrial chemicals induce hormesis, it is also
likely that many do not.29 If hormesis is a normal and first response,
the lack of a hormetic response could render minute amounts of some
industrial chemicals all the more insidious.

The defensive strategies discussed throughout this book evolved
in response to environmental stressors or conditions present through-
out much of life’s history. But what happens when the chemical land-
scape changes dramatically, such as when chemicals are released, say,
from a volcanic explosion? Or when a creature finds itself compelled to
prey on unusual plants or animals in an act of desperation? Or when
life is exposed to chemicals that are not only rare, but also novel? One
hypothesis that is new to toxicology—attractor states—suggests that
evolution has prepared life for the unexpected as well.

Attractor States: Preparation for a Rare Event?

Although well beyond the scope of this book, the adaptive immune re-
sponse is considered the quintessential example of how living things
prepare for the unknown. Yet there may be another, even more global
response, which allows all living things to survive rare, potentially
harmful events. Rather than any one specific response, I am referring
to attractor states: a complex yet fascinating concept that I will do my
best to explain, with some help from the molecular biology and bio-
complexity scholar Sui Huang.

The responses within any one cell and the differences between
individuals and species are complex, nonlinear, and dependent on
both the external and internal environments. And yet it is becoming
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increasingly evident that “the space of environmental conditions is
much larger than that of cellular response programs, there is not a pro-
gram for each condition. . . . Thus, many environmental conditions
map onto the same cellular response.”30 That is, each response to a spe-
cific toxicant (whether oxygen, metal, or UVB) requires some sort of
signaling pathway, but there cannot possibly be a pathway for every
stressor, particularly those rarely encountered throughout evolution-
ary history. As Sui Huang asks, “Why would molecules that cells have
never seen interact in a specific way and elicit a stress response? How
did such responses that preempt synthetic chemicals yet adequately
protect cells from the latter evolve?”31 It is a question that Huang and
others suggest might be answered by considering the role of attractor
states. This hypothesis is born of complexity theory, and the math un-
derlying attractor states may be beyond the grasp of some of us—but
the consequences are not.

Huang explains it as follows:

An attractor state is the product of the dynamics of a network of
molecular interactions. [If] we speak of “quasi-energy,”32 then an
attractor state is a state of relatively lower quasi-energy, akin to the
lowest point in a potential well (or valley in a landscape). It is the
most stable state. The regulatory interactions between the genes,
proteins, etc. assign to each cellular state (defined by the concen-
trations of all the proteins, metabolites, etc.) a particular “quasi-
energy.” The lower that energy, the more stable it is. For example,
if gene A inhibits gene B, then all cellular states in which gene A
AND B are both highly expressed would be of high quasi-energy,
that is, very unstable, and the cell would move to the closest state
in which gene A is high and gene B is low. Thus attractor states are
locally preferred states in which regulatory conflicts in the network
of interactions are minimized. This becomes very complex and ab-
stract when we deal with tens of thousands of molecules instead of
just two that regulate each other. Hence the metaphoric picture of
a rugged quasi-energy landscape in which the valleys (energy
wells) represent a large set of such preferred states—or attractor
states—from which cells can “choose” is intuitively useful.33

This means that as cells alter their gene expression pattern, mathemat-
ically equivalent to movement on this landscape, they will be attracted
to a particular stable phenotypic state (of the many available). This
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“best fit” is the lowest energy state that allows for a cell to survive in a
given environment—whether it is a hormonal state of the tissue (dur-
ing normal development) or a metal- or PAH-contaminated environ-
ment, or both.34

We have seen throughout this book that cells have evolved the ca-
pacity, through a complex network of signaling pathways, to switch
from one state to another as they find the best “adaptive” state. That is,
a cell that has ramped up its metallothionein or CYP response will
eventually revert to a different state once the toxic threat recedes as a
result of signaling controls. In the case of ongoing threats, cells may
eventually achieve a state that represents the best fit for a particular sit-
uation. But what of the rare event? Of this incongruity between the
universe of environmental conditions and the limited permutations of
a cell’s response programs, Akiko Kashiwagi and colleagues write, “It
is unlikely that cells have evolved a specific signal transduction path-
way for every environment it may encounter. Some attractor states
may provide the optimal gene expression program for the cell to adapt
to and cope with a particular, rare environment, yet no specific signal-
ing pathway may exist that connects this rare external condition with
the appropriate genetic program. . . . This raises the question: how do
cells in the case of rarely occurring environmental changes switch to
the adaptive attractor state of the network that expresses the appropri-
ate genes?”35 Based on evidence from yeast cells, Kashiwagi and others
propose that rather than depending solely on highly evolved signaling
pathways, cells may “randomly switch” attractor states and, should
they hit on an adaptive state that best fits the situation, they may re-
main there even without the benefit of signaling.36 In this way, yeast
cells may have “a sort of Darwinian preadaptation for the evolution
of signal-specific transduction pathways when a particular new envi-
ronmental condition becomes dominant and hence contributes to
evolvability.”37

The attractor state hypothesis suggests that cells have the capacity
for nonspecific switching between states—changes that are not depen-
dent on time-tested chemical signaling pathways. This theory is still in
the early stages of development. Yet Sui Huang argues that it may ex-
plain why cancer cells all too often elude one chemotherapy agent after
another. Huang writes, “Attractor switches thus are a quick adapta-
tion, a physiological process, that does not require random mutation
of the genome and selection a la Darwin.”38 Should the hypothesis
gain traction, it could spur further research into how attractor states
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relate to life’s response to synthetic industrial chemicals. Whether
“normal cells” have the potential to resist chemicals, particularly chem-
icals new to life, is currently anyone’s guess.

Natural Defense

Throughout history, humans have tried to model nature’s systems,
forms, and functions—whether the flight of a bird, the tensile strength
of a spider’s web, or the gene delivery system of a virus. We are now
just beginning to understand another ancient system: natural defense.
Evolution has provided life with a robust, multipronged approach to
chemical defense, from a raft of receptors sensitive to incoming chem-
icals to nonspecific and global stress responses that are highly net-
worked. Yet humans will no doubt continue to alter the earth’s
chemical environment, challenging life’s chemical defense networks.
Whether these chemical additions will fly harmlessly under the radar,
or cause subtle and insidious impacts on subsequent generations, re-
mains to be seen.
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PART 3

Human



Contemporary evolution.



Chapter 9

Toxic Evolution

It is likely that most toxic chemicals in the environment will affect evo-
lutionary processes. . . . We predict that a new field, evolutionary toxi-
cology, will emerge to address these issues.

John Bickham and Michael Smolen

Whereas it is true that evolution has clearly not rescued all species or
populations from extinction, explorations of extinction probabilities
based on the limitations of selection and response stand in stark con-
trast to a growing literature demonstrating that surprising amounts of
adaptive evolution occurs in the wild and laboratory within a human
life span.

Michael Kinnison and Nelson Hairston Jr.

In short, humans cause particularly dramatic changes in organisms—
and these changes are probably often adaptive.

Andrew Hendry and colleagues

When my daughter developed an infection that had begun streaking
up her leg, my first thoughts were of methicillin-resistant Staphylococ-
cus aureus, or MRSA. Although it was staph, fortunately it wasn’t
MRSA, and the antibiotics she had been prescribed won out. But with
antibiotic resistance on the rise, we can no longer assume that com-
mon bacterial infections will be conquered with a simple course of
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antibiotics. For too long we believed we could easily outwit bacteria
with antibiotics, and we did for nearly half a century before realizing
our folly. We have ignorantly underestimated life’s capacity for evolu-
tion. But there were early warnings. Back in 1945, when Alexander
Fleming, father of modern antibiotics, won the Nobel Prize for dis-
covering penicillin, he cautioned that inappropriate use of the anti-
biotic might have some unwelcome consequences:

Penicillin is to all intents and purposes non-poisonous so there is
no need to worry about giving an overdose and poisoning the pa-
tient. There may be a danger, though, in underdosage. It is not
difficult to make microbes resistant to penicillin in the laboratory
by exposing them to concentrations not sufficient to kill them,
and the same thing has occasionally happened in the body. The
time may come when penicillin can be bought by anyone in the
shops. Then there is the danger that the ignorant man may easily
underdose himself and by exposing his microbes to non-lethal
quantities of the drug make them resistant. . . . Moral: If you use
penicillin, use enough.1

In time, Fleming’s scenario has come true for a variety of microbes and
a number of antibiotics—including methicillin, the drug of choice af-
ter penicillin began to fail.2 Although he could not have known the ge-
netic mechanisms involved, he understood the implications: that life
has a capacity for fast-paced evolution, and that persistent exposure to
toxic chemicals has a role to play in this process. Today, evolutionary
changes are taking place in species from bacteria to fish. These changes
are occurring within our lifetime, and often as an incidental conse-
quence of our activities. The notion that evolution can occur in con-
temporary time is quickly working its way into the evolutionary
canon.

One of the most celebrated, and for a time controversial, examples
of evolution in contemporary time is the peppered moths of industrial
London. If there is an image burned into my memory from introduc-
tory genetics classes, it is of two moths clinging to a darkened tree
trunk—representatives of the same species, one is dark and barely visi-
ble, while the other is light colored, flecked with black, and easy to
spot. The industrial (or peppered) moths were the quintessential ex-
ample of both natural selection and the impact of human activity on
the natural world. Over the years, as soot from local industries began
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darkening London’s tree trunks and branches, moth coloring adapted
from light to dark. Following decades of environmental regulation
and improvement, their coloring eventually reverted back.3 For many
of us, these moths were an introduction to the wonders of evolution,
yet they were presented as an odd case of evolution induced by human
activity. Unfortunately, they now have plenty of company, as an ever-
increasing number of bacteria, insects, fish, and other vertebrates are
now known to have undergone evolutionary change in contemporary
time (decades, as opposed to hundreds, thousands, or millions of
years) in response to our actions.4

Evolving Ideas

When I first learned about those peppered moths, evolutionary theory
was based on the concept of gradualism.Yet over the years, understand-
ing of the tempo and mode of trait change in nature has come to in-
clude alternative views about the pace of evolution. We were taught
that the process of macroevolution, or speciation and adaptation, was
extremely slow, taking place at imperceptible rates over thousands of
years or more. Evolution plodded along, occasionally leaving behind
traces in the fossil record. Transitions between forms were thought to
represent prolonged gaps in the record that might one day be filled.
That perception of gradualism received its greatestmodern challenge in
the early 1970s, when Stephen JayGould andNiles Eldredge proposed
that instead of continual gradual change, species evolved through an
“accumulation of discrete speciation events,” combinedwith periods of
stasis. And, they suggested, rather than simply a “passive response to
unaltered environments,” maintaining stasis was an active process.5 In
other words, stasis reflects a real evolutionary phenomenon and not
just missing data from the fossil record. They referred to this as “punc-
tuated equilibrium,” which was at the outset controversial, misunder-
stood, and distorted by creationists—before eventually coming of age
and adding to the prevailing evolutionary theory.6 Today, though on
a different scale, a similar reconsideration of the rate and manner
in which microevolution, or small-scale changes occurring within a
species, is taking place in the context of the study of “contemporary
evolution.”

Though the peppered moths provided only one example of hu-
man activity’s influence on insect evolution, they were harbingers of
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things to come. Throughout the last century, as humans increasingly
relied on pesticides and antibiotics to produce food and maintain hu-
man health, the capacity to rapidly evolve, at least in pests and
pathogens, became not just clear, but also predictable. How far-
reaching across taxa was this phenomenon? Until the end of the twen-
tieth century, most observations of contemporary evolution (often re-
ferred to as “rapid” evolution) suggested that these were exceptions,
and that they most often occurred in species with short generations
and large broods. Yet there were few well-studied examples in verte-
brate species. Unlike invertebrates, the long generation times and lim-
ited number of offspring produced by most vertebrates probably
steered researchers away from serious consideration of evolution in
many species. Studies conducted with bacteria may take days to weeks,
while those with insects may extend over weeks to months. Demon-
strating evolutionary change in many vertebrates takes years to de-
cades. But this is not the case with all vertebrates, and a recent global
history of species introductions and invasions has afforded quite a few
seminatural experiments to help us understand how many vertebrate
species evolve in the face of changing environments. Moreover, a
number of long-term data sets of vertebrate populations came to
fruition in the latter part of the last century.

One of the most powerful studies documenting evolutionary
change over “contemporary time” in vertebrates is the thirty-plus-year
study of Darwin’s finches conducted by the evolutionary biologists Pe-
ter and Rosemary Grant.7 In their now-classic 1995 and 2002 papers,
the pair charted the course of natural selection and the evolution of
beak shape and body size in a population of Galapagos finches. Their
efforts revealed both predictable evolution on a generational scale and
“evolutionary unpredictability on a scale of decades.”8 The power of
such a long-term study toward illuminating the rapidity of contempo-
rary evolution became clear, as the Grants themselves noted, in realiz-
ing that had they recorded beak and body size only at the beginning
and end of the thirty years, they would have missed changes that oc-
curred in the middle. “Natural selection” they wrote, “occurred fre-
quently in our study, occasionally strongly in one species and oscillat-
ing in direction in the other.”9

The evolutionary biologists Andrew Hendry and Michael Kinni-
son popularized and defined the term “contemporary evolution,” in
their popular 1999 article “The Pace ofModern Life: Measuring Rates
of Contemporary Microevolution,” as microevolutionary changes tak-
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ing place in “recent times and on short time scales (less than a few cen-
turies).”10 Focused on rates of microevolutionary change and drawing
on data from studies indicating contemporary evolution in vertebrate
populations (including the Grants’ study), the pair concluded that
“evolution [as] hitherto considered ‘rapid’ may often be the norm and
not the exception.We suspect that when populations or species are ex-
posed to changing environments . . . evolution will appear rapid rela-
tive to that documented over longer time frames, or in undisturbed
situations. Thus, claims of rapid microevolution should not necessar-
ily be considered exceptional, and perhaps represent typical rates of
microevolution in contemporary populations facing environmental
change.”11 These contemporary populations include the antibiotic-
resistant bacteria, pesticide-resistant insects, and metal-resistant
worms discussed in chapter 4, and, as we will see, PCB- and dioxin-
resistant fish.

Although rapid change can occur across species given similar types
of selection pressures (a new antibiotic or pesticide), the genetic mech-
anisms underlying contemporary evolution can be quite different be-
tween a bacterium and a member of the animal kingdom. There are
tremendous variations between species like bacteria and Darwin’s
finches when it comes to generation time (on the order of minutes for
some bacteria) and population size (bacteria populations can blossom
into the millions or billions in a very small space). Clearly, bacteria are
in a class of their own—or at least a class very different from the rest of
us multicellular eukaryotes—when it comes to maintaining the fidelity
of genetic backgrounds.12 As mentioned briefly in earlier chapters,
bacteria have a greater capacity to swap DNA within and among pop-
ulations through lateral gene transfer. That ability, along with a poten-
tial for altered DNA fidelity in the face of environmental stress and the
existence of “mutator strains,” has contributed to the notion that one
day bacteria may indeed inherit the earth. Plus, some of the same
mechanisms underlying the evolution of resistance (altered metabolic
activity, for example) allow bacteria to use pesticides and other toxi-
cants to their advantage. Consider one of the more recent environ-
mental disasters: the BP oil spill. Bacteria metabolized extraordinary
amounts of oil, turning our wasted energy into theirs and benefiting
us both. This capacity to constantly adapt reflects, in part, the fluidity
or infidelity of bacterial DNA. To some extent, the earth’s bacterial
genome is available to all strains of bacteria, a feature that can make it
difficult to separate one strain or even one species from another.13
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While such variability works well for single-celled life, more complex
species engender greater investment in both individuals and popula-
tions. Multicellular life required genetic continuity and fidelity within
individuals and species. Fortunately, there is more than one route to
flexibility or adaptation in the face of environmental challenge.

Rapid evolutionary change, particularly in species with longer
generation times and few offspring, may also occur by way of standing
genetic variation or the presence of alternative forms of a particular
gene (or multiple alleles) within a population.14 Depending on a spe-
cies’ evolutionary history, older alleles, like ghosts from past environ-
mental experiences, may be retained as gene variants that have man-
aged to pass the test of time. As such, they may lead to faster evolution
and to more rapid fixation of “tested genes.”15 Standing genetic varia-
tion likely accounts for the Grants’ finches’ morphology and many
documented cases of resistance in other vertebrate species (and per-
haps even in some insects). By virtue of their large populations and
rapid generation time, insects may also, like bacteria, benefit from
some amount of new or de novo mutation in addition to existing vari-
ation.16 And at least one case—adaptive rapid change in deer mouse
coloration—has also been attributed to a new mutation.17

While the Grants’ long-term study might set the standards for
identifying cases of contemporary evolution, not all researchers have
had the opportunity for ongoing studies of such historical propor-
tions. Nonetheless, observations of contemporary evolution have been
recognized in an increasing number and diversity of species. And
many of these observations have occurred in highly contaminated
sites—indicating contemporary evolution in response to industrial
chemicals or other human-induced, anthropogenic changes.

Plasticity or Natural Selection?

Back in the mid-nineties, reports of killifish (Fundulus heteroclitus, a
minnow-like fish) resistant to PCB and dioxin toxicity piqued the in-
terest of those of us studying the effects of these chemicals in wild fish
populations along the eastern coast of the United States.18 The killifish
seemed to thrive in highly contaminated sites. Yet other species, in-
cluding lake trout, were driven nearly to extinction in Lake Ontario,
likely because of dioxin toxicity.19 Similarly, local populations of mink,
also highly sensitive to dioxin and PCB toxicity, may have met their
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demise by subsisting on a diet of PCB-contaminated fish.20 Curious
about the nature of killifish resistance, the aquatic toxicologists Adria
Elskus, AnneMcElroy, and I designed a study that we hoped would il-
luminate one basic issue: the inheritance of resistance. We knew that
the CYP1A enzyme (discussed in chapter 6), a common marker of ex-
posure to dioxins and similar chemicals, was relatively nonresponsive
in some resistant killifish populations compared with the response in
fish collected from less contaminated sites. Yet whether the behavior of
CYP1A contributed to resistance or was simply a marker of resistance
was unknown—as were the underlying genetics of resistance. Did re-
sistant fish simply possess greater variation in CYP1A and associated
genes, or was resistance a product of natural selection, or both? Had
contamination resulted in evolutionary changes over the relatively
brief period of time (some fifty or so years) in which their habitat
had been contaminated by these industrial pollutants? Or had more
ancient evolutionary processes provided them with the capacity to re-
spond to what are now industrially relevant chemicals, which are ei-
ther the same or similar to existing natural chemicals? (Given the uni-
verse of all possible organic chemicals, it may be that even as humans
synthesize chemicals, there really is very little “new” under the sun.)21

Our study would test the responsiveness of both adults and off-
spring from a contaminated site located near Newark Bay, New Jersey
(a population whose offspring were previously identified as resistant
to dioxins), and a reference site, Flax Pond, NewYork, to environmen-
tally relevant concentrations of PCBs.22 In this way, we could at least
determine if offspring shared characteristics with their parents. After
collecting fish from both sites, and allowing six months for metabo-
lism and excretion of the majority of PCBs (to reduce any effects of
their home environment), we exposed adult fish to a mixture of PCBs.
As expected, the adults were resistant to CYP1A induction; so too
were their offspring.23 Though the results suggested inheritance, a
single generation was insufficient for ruling out direct influences of
PCBs, other chemicals from the parents’ native habitat, or some other
unknown environmental influence on the parents that could be passed
on to the offspring. Any declaration of evolutionary adaptation, how-
ever, would have to wait for further study. That was sixteen years ago.

While our study was suggestive, the observed resistance may also
have been an expression of existing characteristics within the pop-
ulation. Sometimes an individual or its offspring can change phe-
notypic expression of form, coloring, or enzymes in response to
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environmental stress without changes in gene frequency. These
changes can occur as a result of phenotypic plasticity, defined as “a sin-
gle genotype to exhibit variable phenotypes in different environments.
. . . Plasticity is physiological, but can manifest as changes in biochem-
istry, physiology, morphology, behavior, or life history. Phenotypic
plasticity can be passive, anticipatory, instantaneous, delayed, continu-
ous, discrete, permanent, reversible, beneficial, harmful, adaptive or
non-adaptive, and generational.”24 Based on this definition, discerning
the difference between adaptive changes attributed to plasticity versus
contemporary evolution, even when observed across generations, can
be tricky. Had we simply observed some manifestation of plastic-
ity? And if we are just interested in life’s capacity to respond to PCBs
and similar chemicals, does the underlying mechanism really matter?
Making the distinction, writes Michael Kinnison, depends on one’s
goals:

If the goal is to actually talk about heritable differences between
populations or heritable changes acting over time, then it is often
important, since plasticity could fool you into thinking that a trait
evolved when in truth the changes observed are largely due to di-
rect environmental effects on trait expression. Conversely, if one is
interested in just knowing how phenotypes influence performance
(i.e., fitness) then it is not so important to distinguish plasticity
and contemporary evolution. In reality, most cases of trait change
in nature are likely to involve some elements of both plasticity and
evolution. Indeed, isolating the two is a bit of an artificial con-
struct based on the experimental approaches that scientists use to
measure each. In reality, most traits are plastic to some degree (i.e.,
individuals can produce a range of phenotypes across some range
of environmental exposure) and as such contemporary evolution
probably often involves evolution of plastic responses to particular
environmental conditions. You could think of plasticity as a trait in
and of itself, one that is heritable and adaptive in allowing organ-
isms to produce different phenotypes under environmental condi-
tions that selectively favor different trait expression. That range of
plastic responses for a given genotype is called a norm of reaction
or reaction norm and it is evolvable and subject to selection to the
extent that producing the right phenotype matters to survival and
reproduction in a variable environment.25
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Discerning the nature of PCB resistance would elucidate how
some species endure ongoing exposure to at least one class of toxic
chemicals, and why one population might survive and another go ex-
tinct. Because killifish reside along much of the highly contaminated
eastern seaboard, and because they are so resilient, they have become
the focus of many research groups. Over the two decades since our
study, the aquatic toxicologist Diane Nacci and colleagues have re-
vealed a great deal about the nature of killifish resistance to envi-
ronmental contamination by PCBs, dioxins, and similar chemicals.
Through a series of experiments involving fish collected from a num-
ber of contaminated sites (including Newark Bay), Nacci’s group
demonstrated not only that resistance is heritable across multiple gen-
erations, but also that it indicates evolutionary change rather than plas-
ticity.26 In one massive study, Nacci tested the responsiveness of first-
and second-generation offspring of adults collected from twenty-four
sites located along the eastern coast, from Virginia to Maine. After
maintaining the different adult populations in the laboratory under
the same conditions (referred to as “common garden” conditions),27
for anywhere between six months and two years, Nacci collected and
exposed embryos to a single dioxin-like PCB (PCB 126) while al-
lowing others to mature over the following year so that their off-
spring could then be challenged with the PCB. This design reduces
the potential for local environmental influences on successive genera-
tions. The common garden, writes Kinnison, allows the researcher to
“largely nullify plastic effects on phenotypes. This gets around the
problem that two genetically identical populations might appear dif-
ferent just because they are exposed to different environmental condi-
tions.”28 Nacci’s results provide a striking demonstration of heritable
resistance, which, along with that of others over the past two decades,
firmly established that killifish resistance reflects contemporary evolu-
tion induced by recent pressures of industrially produced chemicals.
Additionally, because killifish from diverse populations all responded
similarly in terms of resistance, these studies also provide a fascinating
example of widespread convergent evolution: similar phenotypic
changes occurring in distinct or unrelated populations.29

Establishing evolutionary change as Nacci and others have done
with killifish is one large step in understanding the impacts of chemical
contamination and life’s capacity to respond. Determining the under-
lying genetic mechanisms places these observed phenotypic responses
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in the context of the greater genomic network (discussed in the pre-
ceding chapter). And while neither Nacci’s group nor others have yet
identified the molecular underpinnings of resistance, a recent analysis
of gene activity in killifish by Nacci, the evolutionary biologist Andrew
Whitehead, and others sheds some light on the broader implications
of resistance. In addition to revealing the degree to which these evolu-
tionary changes have truly converged (in terms of gene activity), their
work indicates similar changes in both global and specific gene expres-
sion across resistant populations.30 Using a similar experimental de-
sign as described above, but with offspring from just two different
populations, the group focused on the transcriptome, the small set
of RNA transcribed from DNA. This provided insight into which
genes are turned on or off—the up-regulation and down-regulation of
genes. The differences between resistant and nonresistant embryos fol-
lowing exposure to PCBs are striking. While the RNA produced
by sensitive embryos showed massive up-regulation and down-
regulation involving nearly two thousand genes (including many in-
volved directly and peripherally with the CYP response), the resistant
population’s response involved only around five hundred gene tran-
scripts, most of which were up-regulated. Observing the activation of
AhR target genes in the sensitive population, but not in the tolerant
population, Whitehead and colleagues suggest that the mechanism of
resistance most likely involves blockage of the AhR pathway.31 Based
on the large differences in transcriptome responses, this finding could
have far-reaching consequences. The large differences in the numbers
of genes involved in responding to PCBs is unsurprising considering
the highly networked nature of the environmental response genome in
general (discussed in the previous chapter) and AhR in particular (as
discussed in chapters 7 and 8).32 Although we tend to focus on easily
observable phenotypes (like responsive or nonresponsive), there are
likely a number of other characteristics of resistant populations that we
have yet to identify.

Killifish aren’t the only PCB- and dioxin-resistant fish species. The
molecular toxicologist Isaac Wirgin has also discovered that Atlan-
tic tomcod, a species of bottom-dwelling fish inhabiting the PCB-
contaminated Hudson River, have also developed resistance.33 Team-
ing up with Mark Hahn,Wirgin and others have solved at least part of
the mechanism puzzle in tomcod. Resistant tomcod, it turns out, are
lacking two amino acids in one of the two AhRs in fish (AhR2). This
mutation appears to indirectly affect the receptor’s ability to bind with
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contaminants like PCBs, PAHs, and dioxins.34 Summarizing their
work, Wirgin and colleagues conclude, “. . . Hudson River tomcod
have experienced rapid evolutionary change in the 50 to 100 years
since the release of these contaminants [halogenated aryl hydrocar-
bons like PCBs and dioxins]. Our results indicate that resistance can be
due to one structural change in the coding region of a single gene, and
that evolutionary change in anthropogenically challenged natural pop-
ulations can be rapid.”35

Back in 1994, just as our killifish studies were getting underway,
the geneticists John Bickham and Michael Smolen, recognizing the
potential for toxicants to impose selective pressures on populations,
suggested a new discipline: evolutionary toxicology. This subdisci-
pline of toxicology, wrote Bickham and Smolen, “will deal largely with
the emergent effects of environmental toxins. That is, evolutionary ef-
fects are changes at the DNA sequence level that are not necessarily the
direct result of a mutation inducted by the pollutant. Rather, they are
the result of organisms adapting to a polluted environment and thus
are fundamentally different in nature, and emergent from, lower-level
processes such as ecologic effects and toxic effects.”36 Almost two de-
cades later, Bickham set forth the four cornerstones of evolutionary
toxicology: (1) genome-wide changes in genetic diversity; (2) changes
in allelic or genotype frequencies caused by contaminant-induced se-
lection acting at survivorship loci; (3) changes in dispersal patterns or
gene flow, which alter the genetic relationships among populations;
and (4) changes in allelic or genotype frequencies that are caused by
increased mutation rates.37 Implicit in this approach is the understand-
ing that a chemical that binds to the estrogen receptor or to the AhR
may have farther-reaching consequences than those observed in a
single- or even multiple-generation experiment.

The capacity to evolve rapidly could be considered one of the most
dramatic defensive responses to toxic chemicals. While more likely to
occur in some species than others, it is clearly more common than pre-
viously imagined. Though contemporary evolution may be advanta-
geous in the short run, it is unclear how well rapidly changing species
will fare in the long term. A single altered gene could have broad influ-
ences across the genome or on the function of key enzymes. (While
AhR affinity for dioxin may be reduced, what of its natural or endoge-
nous ligand?) Plus, what happens to these species when environmental
conditions change again—perhaps as contaminated sites are cleaned
up? Hendry and Kinnison suggest that rapid evolution in some cases
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may become unsustainable, leading eventually to extinction—nature’s
version, perhaps, of damned if you do, damned if you don’t.38 The capac-
ity to evolve over contemporary time periods must be balanced by
rates rapid enough to enable survival, yet not so rapid that they exceed
sustainability. This brings us to the last section of this chapter, where
we consider the cost of rapid evolution. Just as a cell or body must
maintain some internal homeostasis, living things must maintain a bal-
anced relationship with their surrounding environment. When a cell
metabolizes potentially harmful chemicals, there is often a cost: the
production of reactive oxygen as a by-product, or the use of other
valuable resources to produce the enzymes necessary for metabolism.
When considering rapid evolutionary changes, we might similarly ask
if there is a cost in terms of fitness—the relative capacity of one organ-
ism to pass on its genes to the next generation.

Nothing in Life Is Free

The array of genes turned on and off inWhitehead and Nacci’s killifish
populations begs the question of cost: What is the consequence of
such massive changes in gene expression? Is there a trade-off in terms
of fitness or survival? It is a question Nacci and others have thought
about ever since identifying resistant populations. Of the potential
cost to her killifish, Nacci writes:

The tolerance mechanism that seems consistent across tolerance in
killifish is a poorly responsive AHR pathway. Bear in mind that
this a “null” mechanism, whereby function is poor or lost, in other
words, no predicted costs from protein upregulation, like those
associated with some insecticide resistance mechanisms. Specifi-
cally, this “down-regulation” is protective against the acute toxic-
ity of dioxin-like compounds but it may enhance the toxicity of
compounds whose detoxification is dependent upon the AHR
pathway. . . . Empirically, few costs have been identified for the
tolerant killifish populations (at least among northern tolerant
populations), except for the “mechanistic” or loss of detoxification
cost described above. Other hypothesized mechanistic costs are
based on perceived (but poorly known) relationships between
AhR and other systems (immune, endocrine) or AhR’s role in ab-
sence of xenobiotic agonists, for example, in normal development.
But these have generally not been observed. Another generally
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predicted cost is related to expected loss in genetic diversity fol-
lowing intense selection—as would seem to have occurred to pro-
duce tolerant populations. But none of the populations have low
diversity. . . . In terms of costs, it may be interesting to consider
that the contaminant-binding AHRpathway has evolved in verte-
brates, yet we don’t think of the “cost” of its absence in inverte-
brates, which generally enjoy the benefit of being less sensitive to
PCBs and similar contaminants than vertebrates.39

Nacci and others have yet to document the cost of resistance to kil-
lifish populations, althoughWirgin and colleagues concede that some
cost to resistant tomcod is likely; along those same lines, no cost has
yet been identified with resistance to metals in the marine worms dis-
cussed in chapter 4.40 However, it is widely known that some forms of
pesticide resistance are costly to the beneficiary—not to mention to so-
ciety. The consequences of pesticide resistance are most clearly re-
vealed by organophosphate (OP) resistance in mosquitoes. Forty
years of pesticide application has yielded not only a worldwide plague
of resistant mosquitoes but also an unprecedented opportunity to ob-
serve the mechanisms of evolution. Organophosphate pesticides in-
hibit the normal metabolism and removal of the neurotransmitter
acetylcholine by interfering with acetylcholinesterase (AChE), the en-
zyme responsible for its metabolism.41 If not removed from its site of
action, the buildup of acetylcholine (the normal substrate for AChE)
causes a range of effects, including uncontrolled smooth muscle con-
tractions, twitching and paralysis of skeletal muscles, and changes in
sensory nerve function and respiratory depression. OPs compete with
acetylcholine for binding with AChE. In some cases, an OP pesticide
irreversibly decommissions the AChE. In either case, OP exposure
leaves victims to the mercy of their own neurochemicals. One form of
resistance to OPs involves the ace-1 locus, which codes for AChE. Re-
sistance to OPs are conferred through an allele, ace-1R, which contains
a single amino acid mutation in the AChE. An enzyme with ace-1R has
a lower affinity for OPs—a life-saving benefit in the presence of OP.
But the altered enzyme also has a lower affinity for acetylcholine, re-
sulting in an enzyme that is up to 60% less efficient. In the absence of
OP pesticides, resistant populations are faced with an acetylcholine
buildup, just as if they had been exposed to OPs.42

It is well documented that environmental stresses can cause
mutations that confer resistance, resulting in cost-benefit trade-offs
like those described above. According to the evolutionary biologist
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Pierrick Labbé and colleagues, whose research focuses on pesticide re-
sistance and the evolution of the ace-1 gene in particular, the ameliora-
tion of negative effects by more beneficial mutations creates a sort of
“evolutionary inertia.” Yet once selection pressures are removed, evo-
lution can reverse course.43 And the evolution of resistance is far more
complicated than simply maintaining balance between “good” and
“bad” mutations. Seldom does a mutation insert itself with laser-like
accuracy. Given the networked nature of life’s genomes, a single alter-
ation will likely have multiple consequences. Sometimes the selection
of resistant alleles carries with it selection of other alleles in the form of
selective sweeps. Alleles that are physically linked may be influenced by
direction selection, even if all are not under directional selection pres-
sure. This is, in essence, a reduction in variation through association.
In the case of insecticide resistance, such sweeps may provide resis-
tance to one toxicant while diminishing the capacity to detoxify oth-
ers.44 Other times, the costs are directly associated with the benefit—as
in the case of the resistance conferred by ace-1 in mosquitoes. And
sometimes, a seemingly simple mutation like ace-1 can, write Labbé
and colleagues, “trigger the evolution of the genetic architecture and
gene number.”45

Because ace-1-mediated resistance comes with such a high price
tag yet is critical for surviving OP exposure, evolution has provided re-
sistant mosquitoes with a “work around,” in the form of gene duplica-
tions. Having multiple genes, as discussed in previous chapters, allows
an option for change without losing function. In this case, gene dupli-
cations have provided mosquitoes with four “alleles” for both the
resistant and the sensitive alleles of ace-1 (which Labbé refers to as
ace-1D). The heterozygous (or mixed) combination of alleles provides
mosquitoes with an opportunity for resistance while maintaining ap-
propriate levels of acetylcholine.46 Labbé and colleagues conclude, “In
the long term, selection may produce exquisite adaptations, but this
study lays bare that even impressive adaptations are likely to have be-
gun with a process of trial and error that seems to be anything but op-
timal. It appears that natural selection is forced to tinker with available
variability, despite the costs, rather than build impressive and cost-free
adaptations that are wholly novel.”47

Oftentimes, as we have seen throughout this book, life’s response
to toxic chemicals is robust. Yet just as “history is written by the win-
ners,” we tend to focus only on the survivors. Why killifish and tom-
cod adapted, survived, and possibly even thrived in PCB- and dioxin-

146 evolut ion in a tox ic world



contaminated environments while other species like trout and mink
succumbed is a question that must be answered if we are to fully un-
derstand life’s response to toxic chemicals. Aside from interspecies dif-
ferences in the acquisition of resistance, many other issues remain.
Would resistance evolve in animals exposed to high concentrations of
multiple contaminates? What kinds of concentrations are required be-
fore resistance is observed? How might a resistant species affect other
organisms with which it interacts?48 Consider that resistant fish may
accumulate large concentrations of toxicant, which may then be
passed on to predators. And how might evolutionary history affect a
species’ ability to evolve? Although we know that bacteria, insects, and
some fish species rapidly evolved the capacity to resist a multitude of
industrial chemicals, other species, like the Grants’ finches, evolved in
response to naturally occurring environmental factors: changes in
food supply, drought, or climate swings. For the vast majority of mul-
ticellular species, standing genetic variability, the product of a popula-
tion’s evolutionary history, will be critically important in determining
a species’ capacity for contemporary evolution.49 In the past, life did
not have to contend with DDT, PCBs, or high concentrations of mer-
cury, lead, or chromium. Many synthetic chemicals are nothing new
when it comes to basic chemical structures, yet as chemistry advances,
so too may our capacity to alter chemicals in novel ways. Develop-
ments like nanochemistry (the synthesis of chemicals on a nano-scale,
as discussed in the next chapter) will likely present entirely new chal-
lenges. Understanding how life might respond to the relatively abrupt
changes we introduce, and the long-term consequences of those re-
sponses, is the challenge for toxicologists, environmental managers
and regulators, geneticists, evolutionary biologists, and ecologists
alike. As Hendry and Kinnison observed, “Perhaps the greatest contri-
bution that evolutionary rate estimates will ultimately make is an
awareness of our own role in the present microevolution of life and a
cautious consideration of whether populations and species can adapt
rapidly enough to forestall the macroevolutionary endpoint of ex-
tinction.”50 In the next and final chapter, we consider the effects of
industrial chemicals on populations that have yet to show signs of
adaptation.
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Modern chemicals now challenge ancient defenses.



Chapter 10

Toxic Overload?

Complex morphological or life history traits that depend on many gen-
erations are less likely to evolve quickly in small-population, long-
generation species. These are the species, including most of the large
animals and plants, that are most at risk of extinction due to poor abil-
ity to adapt evolutionarily to global change.

Stephen Palumbi

The final chapter of this book is truly a work in progress. How will
life’s toxic defense mechanisms respond to industrial age chemicals?
We are the products of an ancestral line that survived the sun’s intense
ultraviolet light, the earth’s metals, the poisons of plants and animals,
and even life’s own renegade cells. Whether one takes the long view of
evolution or a contemporary view, naturally occurring chemicals have
profoundly influenced evolution. As a result, our lives depend on re-
dundant detoxification systems, membranes studded with protein
pumps, filter-like organs, and layers of protective skin. Yet in today’s
industrialized world, these defenses are challenged in ways unlike any
in the past. The opportunity for an evolutionary mismatch is not a
matter of if, but when.

Life has existed on Earth for over three billion years; modern hu-
mans have been here for less than three hundred thousand years. Yet
within our incredibly brief tenure on this planet, we have transformed
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it to the extent that our impact may join other major events in life’s his-
tory, like oxygenation, asteroids, and ice ages, as a cause of major ex-
tinctions. Extinction is common; in fact, without ongoing extinction
and speciation, we wouldn’t be here. According to Anthony Barnosky
and colleagues, major extinctions of the past share several features
in common, including rapid rates of loss and the eradication of over
75% of existing species: “Hypotheses to explain the general phenome-
non of mass extinctions have emphasized synergies between unusual
events. Common features of the Big Five suggest that key synergies
may involve unusual climate dynamics, atmospheric composition and
abnormally high-intensity ecological stressors that negatively affect
many different lineages. This does not imply that random accidents
like a Cretaceous asteroid impact would not cause devastating extinc-
tion on their own, only that extinction magnitude would be lower if
synergistic stressors had not already ‘primed the pump.’”1 If all else
were in balance, perhaps our use of industrial chemicals would create
nothing more than a blip, affecting only a few localized populations.
But combined with climate changes, habitat degradation, spread of in-
vasive species, and overuse of resources, our alteration of the world’s
chemistry could contribute to (and perhaps cause) the sixth major ex-
tinction. Conclude Barnosky and colleagues, “The huge difference be-
tween where we are now, and where we could easily be within a few
generations, reveals the urgency of relieving the pressures that are
pushing today’s species towards extinction.”2

A dire picture, yet we also know that life is resilient. Resiliency is
in our genes, and much of it results from the challenge of maintaining
balance amid unrelenting environmental stressors, from physical to
chemical. Perhaps the metazoan strategy of multiple lines of defense—
in addition to compartmentalization of defenses (protective skin, the
filtering role of the liver, and in certain mammals, a multilayered pla-
centa surrounding the fetus) and the capacity for evolution in contem-
porary time—is adequate. But what does it mean to be adequate? How
much of a “hit” can a single cell, an animal, or a population take before
it becomes irreparably altered? The DNA repair in our skin cells stems
the damage caused by UV rays leaking through the atmospheric ozone
layer. This system is and has always been fallible—but is there less
room for error with increased need for repair? Then there is ground-
level ozone. How vulnerable are our lung cells to ozone emanating
from our cities and nearby regions? And as ozone attacks our lung

150 evolut ion in a tox ic world



cells, will their response to increased loads of microscopic particu-
lates—which contribute to the production of reactive oxygen spe-
cies—compound the damage?

At what point does life become overwhelmed? Global atmo-
spheric changes have certainly been associated with major extinctions,
and oxygen provides one of the oldest documented examples. Ironi-
cally, after most living things had not only developed protections
against oxygen toxicity but also become dependent on the gaseous
molecule, reductions in oxygen may have sparked one of the first wide-
spread extinctions of complex animal life-forms around five hundred
million years ago.3 Our activities may pale in comparison to the rise
and fall of oxygen, but we are, for now, the single most important pur-
veyor of change to the earth’s environments. We have made these
changes in a blink in time. Though sudden climate change or habitat
degradation may be more obviously detrimental, chemical contami-
nants could set the most vulnerable species on the path to extinction—
and they could rapidly and directly affect evolutionary change in others.

Over a decade ago, a prominent group of ecologists and geo-
chemists published an article in the journal Science titled “Human
Domination of Earth’s Ecosystems.” In their opening paragraph, they
wrote, “All organisms modify their environment. . . . Many ecosys-
tems are dominated directly by humanity, and no ecosystem on Earth’s
surface is free of pervasive human influence.”4 Since its publication,
this article has been cited more than three thousand times. Though fo-
cused on dramatic changes—including land transformation, degrada-
tion of marine ecosystems, and changes in biogeochemical cycles—the
authors also highlighted the importance of synthetic organic chemi-
cals. They noted that in the late 1990s, we produced more than “100
million tons of organic chemicals representing some 70,000 different
compounds.”5 Since then, the manufacturing of all chemicals has in-
creased by roughly 15% in the United States alone. In the 1950s, in-
dustrial plastic resin production was a mere 3.3 billion pounds; today,
the world’s plastics production is over 500 billion pounds, with 300
billion additional pounds added over the past two decades.6 And the
persistence of some of these chemicals (specifically, halogenated or-
ganics like PCBs, and DDTs and metals like mercury; for details, see
the selected chemical profiles in the appendix) means that despite ef-
forts to curtail their release, they continue cycling in the environment.
In 2009, the Chemical Abstracts Service, which catalogs and tracks all
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known chemicals, announced the registration of its fifty-millionth
“novel” chemical—the last ten million chemicals having been regis-
tered over the preceding nine months.7 There are plenty more novel
chemicals to be found. According to some estimates, the universe of
stable organic compounds ranges anywhere from 1018 to 10200.8 Of the
industrial and consumer-use chemicals, the toxicologist Thomas Har-
tung estimates that two thousand to three thousand have been studied
extensively; three thousand to five thousand have been tested using
rapid but limited testing protocols; eleven thousand are prioritized for
testing; and upward of a hundred thousand are in use, in millions of
synthesized substances and in an unlimited number of combinations.9
It is a daunting situation.

Many of these chemicals have already made their way into living
things, from deep-sea fish to polar bears to humans.10 And although
there is growing evidence of contemporary evolution in response to
some chemicals in some species, the broader potential for these new
chemicals to contribute to environmental selection pressures (whether
acting alone or in combination with others, whether naturally occur-
ring or human induced) is unclear. In addition to age-old metals like
mercury and cadmium, chemicals that are now a part of life include the
“legacy chemicals,” like PCBs and dioxins, and current-use chemicals,
like the perfluorinated compounds we depend on for our waterproof
and nonstick products, the polybrominated chemicals that act as
flame-retardants in plastics and foams, and the bisphenol A in plastics
and other products. All of these are new to the earth’s environments
and life’s chemistry. Predicting and quantifying the risks from long-
term exposures to humans and other species, particularly intergenera-
tional impacts, is one of the greatest challenges facing toxicologists,
reproductive biologists, ecologists, managers, and regulators. Preven-
tion is at the heart of chemical regulation. Yet it is a process that has
been experiencing its own chemical overload for decades, as regulatory
agencies struggle to incorporate cutting-edge analytical techniques
while facing a backlog of untested or inadequately tested chemicals.11
In an unprecedented letter published in Science, members of eight dif-
ferent scientific and clinical societies—from the American Society of
Human Genetics to the Society for the Study of Reproduction—rep-
resenting more than forty thousand members, expressed their grow-
ing concern over the inadequacy of federal chemical regulators to safe-
guard Americans from the impacts of chemical exposure: “Most, if not
virtually all Americans, are exposed to contaminants in the environ-
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ment that cause serious health effects in animal models. Direct links to
humans remain uncertain, but there is sufficient experimental evi-
dence to raise concern. Furthermore, there is growing evidence that
some chemicals once thought to be safe and allowed into common
and, in some cases, abundant commercial use may not be as benign as
previously assumed.”12

Some commercial chemicals will come and go, leaving little if any
trace—even as they cause toxicity to individual members of a species.
Others will leave their mark buried deep within the earth’s soils and
sediments. And some will leave their mark on life in the form of altered
allele frequencies, the result of selective processes. Chemical testing
and regulation have no doubt improved when it comes to protecting
humans and wildlife from acutely toxic chemicals. Yet the more prob-
lematic chemicals are those that slip through unnoticed, causing sub-
tle impacts on biological systems. We overlook the dangers of many
chemicals because we fail to understand the biological relevance of the
system with which they interact; or we are unable to predict how very
small amounts might behave in the presence of other chemicals; or we
focus on one response and neglect the networked nature of life’s re-
sponse to chemicals and other stressors. While predicting toxicity is
an ongoing challenge, our ability to detect chemicals has greatly im-
proved—to the extent that an ever-growing list of industrial use and
consumer use chemicals are routinely measured in both human and
wildlife populations.13 Some of these chemicals have been banned for
years, while others remain a large part of our chemical culture. In the
appendix, I’ve included very brief profiles of a few select chemicals:
PCBs, mercury, CFCs, endocrine-disrupting chemicals in general, and
nanoparticles. Most have been discussed in earlier chapters and all are
important—not only because of their presence in the environment and
therefore in life itself, but also because they serve as an example of the
risks we take by allowing the large-scale release of chemicals. These
chemicals are, for now and the foreseeable future, a part of life on
Earth.

Of course, these few examples are just the tip of the chemical ice-
berg. Consider atrazine, one of the most commonly used pesticides in
the world (although banned by the European Union). There are a
growing number of papers citing atrazine’s subtle and not so subtle re-
productive and developmental effects on frogs, and now fish, at en-
vironmentally relevant concentrations. A recent panel convened by
the EPA concluded that “atrazine may affect hormonal milieu [in
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women], and possibly reproductive health outcomes.”14 Yet it remains
the herbicide of choice in the United States and around the globe.

Then there are the flame-retardants known as polybrominated
diphenyl ethers (PBDE). These chemicals are structurally related to
PCBs, yet the use of PBDEs rose after the banning of PCBs. Like
PCBs, these chemicals are now found throughout the world, in living
things as far removed from industrial processes and consumer prod-
ucts as Arctic waterfowl, seals, and polar bears. A recent study suggests
that PBDEs interfere with women’s ability to become pregnant (i.e.,
their “fecundability”).15 To date, only certain members of the PBDE
chemical family have been removed from the market.

Perfluorinated chemicals, used in nonstick and waterproof coat-
ings, have also recently caused concern. These chemicals are long-
lived, cycling around the environment in unexpected ways. High con-
centrations cause reproductive and developmental impacts in animal
studies, yet it is unknown how the small amounts measured in human
blood might affect health and development. Like PBDEs, their per-
vasiveness in the environment and in humans is enough to cause
concern.16

Placing all these chemicals into an evolutionary context, there are
many questions we might ask: What are the long-term effects? How
will small amounts of these chemicals interact when they mingle in our
blood, or within a liver cell or an embryo? How might combinations
of these chemicals affect a fish or frog embryo as it also copes with
temperature changes? Or alterations in food sources? Or a degraded
habitat? Will underlying genetic changes provide these populations
with greater resiliency to different threats in the future? Or will they
cause a reduction in genetic variability, leaving them more vulnerable?
And how might they affect longer-lived species with few offspring—
like humans?

Advances in toxicology, chemistry, and related fields, combined
with aggressive regulation, have led to a dramatic reduction in the in-
discriminate release of industrial chemicals, at least in the United
States and Europe. Now the challenge has changed from curtailing the
obvious to ferreting out the insidious. Toxicology is no longer a “kill
’em and count ’em” science focused solely on gross effects—it hasn’t
been for decades, and lethality testing is on the decline. It is now a sci-
ence charged with identifying subtle, multigenerational, long-term
impacts of chemicals. The science of toxicology covers a broad spec-
trum. On one end, toxicologists seek to understand how chemicals in-
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teract at the cellular and molecular level. At the other end are those
who strive to understand and predict the effects of chronic exposures
to complex chemical mixtures on individuals and populations, from
microbes to beluga whales. The two ends meet where receptors trans-
port chemicals that turn on DNA, where enzymes are produced in re-
sponse, and where networks in cell membranes respond in a coordi-
nated manner: the mechanisms of the toxic response. It is here that
incorporating evolutionary concepts may be most useful.

(R)evolution at Both Ends of the Spectrum

Throughout this book I have referred to the role of omics as a collection
of methodologies providing toxicologists, molecular biologists, ge-
neticists, and evolutionary biologists with the tools to dig deeper into
the phylogenetic and evolutionary history of genes, proteins, and en-
zymes.Howmight toxicologists harness the power of these tools to sift
through the overwhelming number of chemicals and identify those
presenting the greatest threat, at least to humans? One method has
gained a great deal of attention and momentum since it was first pro-
posed in 2007 by the National Research Council’s Committee on Tox-
icity Testing and Assessment of Environmental Agents and reported in
Toxicity Testing in the 21st Century. The committee recommended a
transition fromwhole animal testing, combinedwith a patchwork of in
vitro tests for specific enzyme or receptor function, to an approach that
reveals the network of responses by identifying and analyzing the
mechanisms and pathways of toxicity (PoT).17 It would be as if one
could peer into a human cell and visualize the workings of its biological
machinery in response to a chemical intruder. It is a vision requiring a
shift in paradigms from defined end points to “identification of critical
perturbations of toxicity pathways that may lead to adverse health
outcomes.”18 According to committee member Melvin Anderson and
committee chair Daniel Krewski, the report has sparked “a healthy and
necessary discussion within the scientific community about the oppor-
tunity and challenges provided by theNRC vision for the future of tox-
icity testing.”19 The reactions, they observe, range from “extremely cau-
tious, even pessimistic” to “guardedly optimistic.” While some voiced
concerns that the new techniquemust truly fit the needs of the field and
that toxicologists and regulators must not place “overly high expec-
tations” on new methodology, others emphasized the importance of
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appropriately defining adverse effects and the difficulties of translating
in vitro effects to whole animals.20

Whatever the outcome of this particular effort to modernize the
field, toxicology is at a crossroads. “The path forward,” writes Ander-
son and Krewski, “will not be easy. It will require hard work, commit-
ment to improving our current test methods, and an ability to make
midcourse changes as scientific advances in toxicity testing are realized
and the interpretive tools needed to evaluate new toxicity test data
mature. The larger question is whether the effort is worthwhile. Our
opinion on this remains unchanged. Toxicity test methods need to
make better use of human biology and mode of action information to
adequately assess risks posed to humans at relevant exposure levels.”21
One approach to improving mode of action will involve genomics
combined with proteomics, or toxicogenomics. It is a methodology
with the potential to combine the advantages of both reductionist and
holistic approaches to chemical toxicity—like a living impressionist
painting. Yet making the approach useful, write Daniel Krewski and
colleagues in a summary of their NRC report, requires not only select-
ing key pathways but also a refined sense of the “patterns and magni-
tudes of perturbations” indicative of adverse effects.22 Taking the ap-
proach one step further, Thomas Hartung and Mary McBride suggest
aiming for a comprehensive catalog of these paths, including those key
responses that are most sensitive and those that might provide some
capacity to buffer and prevent toxic effects—in essence, the complete
human toxome.23 These pathways likely include some of those dis-
cussed throughout this book, which when in response mode or over-
whelmed may be a stepping-stone along the path to toxicity. Through-
out its existence, life has fended off toxic chemicals—so how many
pathways have evolved over billions of years? “At the moment,” ob-
serve Hartung and McBride, “any number is pure speculation. . . .
Evolution cannot have left too many Achilles heels given the number
of chemicals surrounding us and the astonishingly large number of
healthy years we enjoy on average. How many PoT there are depends
very much on the definition of PoT—what is a PoT on its own, what
are variants, what are groups, etc.? Most likely we still focus too much
on linear pathways. As we increasingly learn that processes in living or-
ganisms are networked we will likely learn that PoT are mostly pertur-
bations of the network, not a one way chain of events.”24

Acknowledging that a toxic response is the outcome of an over-
loaded network of “normal” responses, seeking out signals of these
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perturbations at the molecular or mechanistic level would, at the very
least, provide insights into the complexities of life’s response to chem-
icals. It would also present an opportunity to learn about the interac-
tions between critical chemical combinations and cells of different
type, age, and sex, and from different human populations. One way to
understand the role of PoT, and perhaps to identify those which are
key identifiers of chemical perturbations, is to seek out the evolution-
ary history of these pathways and networks, from original functions to
the building and diverging of gene families to their current distribu-
tion across species. It is a tall order, yet one that is within closer grasp
than ever before.

The discussion above belies the continuing tradition of toxicology
as an applied science that has served regulators and managers for over
a century. Since its origins, toxicology has (like life itself) diverged,
duplicated, and evolved. Some of the earliest and most traditional
branches included those devoted to the protection of human health,
and so, by definition, the individual. This is the goal for the twenty-first
century: to better protect individuals. It is a relatively straightforward
charge in contrast to that of ecotoxicology.This field emerged in the tu-
mult of the late 1960s and 1970s, following the publication of Rachel
Carson’s groundbreaking Silent Spring25 and the advent of the Environ-
mental ProtectionAgency. By definition, itmust confront the complex-
ity of life because it focuses both on individuals and on populations,
communities, and ecosystems.One of themore important insights that
population studies have afforded us is, as discussed in chapter 9, the in-
fluence of toxic chemicals on the evolution of exposed populations. As
observations of contemporary evolution become more frequent, we
must consider the most insidious consequences of our activities, in-
cluding the large-scale release of chemical contaminants. The chemicals
we have unleashed on the earth are causing genetic change, possibly on
a large scale—and we are only just now grasping this reality. As the ge-
neticist John Bickham writes, “Of fundamental importance, it must be
emphasized that these genetic impacts are emergent effects not neces-
sarily predictable by study of contaminant exposures or even the under-
standing of the mechanisms of toxicity, even though contaminant ex-
posure is the root cause of the effects.”26 It is a humbling thought,
particularly as toxicologists spar over the definition of adverse effect
and shape the way for a new, bottom-up, mechanistic approach to toxi-
cology. To borrow Richard Feynman’s famous phrase, just as “there is
plenty of room at the bottom,”27 there is also plenty of room at the top.
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Wemight do well to keep both ends in mind if we are to protect future
generations of humans and wildlife.

Before concluding, I must acknowledge that there are many as-
pects of toxic defense and its evolution that I have either purposely or
inadvertently neglected. As stated in the preface, my aim was to pres-
ent a different context for thinking about toxicology, rather than to
provide a complete literature review of all related ideas. Yet there is
one very important emerging discipline that demands mention: green
chemistry. If successful, this approach would reduce our chemical im-
pact and perhaps make much of the above discussion moot. And it
might benefit, if only in subtle ways, by looking to the evolution of
life’s responses to toxic chemicals. As a relatively new field popularized
over the past two decades, green chemistry aims to design safer chem-
icals. (Those interested in learning more might begin with the review
by the green chemistry pioneers Paul Anastas and Nicolas Eghbali,
“Green Chemistry: Principles and Practice.”)28 Recent advances in tox-
icology, particularly the focus on of how living things interact with
chemicals at the molecular and genetic level, in addition to the depth
provided by studying the evolutionary history of these responses, will
likely benefit practitioners of green chemistry.

A Conclusion Evolves?

As we have seen throughout this book, much of the research into the
evolutionary roots of life’s responses to toxic chemicals has emerged
only over the past decade or two. This melding of toxicology and evo-
lution reflects, in part, the revolution in genomics, the increasing cu-
riosity of biochemical or molecular toxicologists about the origins of
interspecies similarities and differences in the biochemical systems and
defensive systems to which they’ve devoted their careers, and the
growing awareness of the role of toxicants in contemporary evolution.
Given the history of life’s relationship with chemicals, one wonders
how defenses that evolved for three billion years on a prehuman and
preindustrial Earth will fare in this modern world. The easy answer is
not well—particularly when we consider the impacts of large amounts
of toxic chemicals on individuals, whether mollusks, fish, birds, or hu-
mans. The more difficult answer must address what happens when in-
dividuals are chronically exposed to small concentrations of the com-
plex mix of chemicals we have released into this world. When DNA
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photolyase kicks into action in amphibians living at high altitude,
what happens if these animals are exposed to the chlorinated pesticides
and mercury that rain down from the atmosphere? If our CYP en-
zymes are increasingly metabolizing a variety of pharmaceuticals, what
happens when we add one more, or change our diet, or breathe in
chemicals like polyaromatics bound to micron-sized air pollution par-
ticulates? Or how might a fish exposed to estrogenic chemicals re-
spond to subtle temperature changes? More important in the end,
how might populations of marine worms, fish, birds, or humans re-
spond? For nearly one hundred years toxicology has addressed these
questions by taking a relatively top-down and piecemeal approach,
moving from observations on the whole animal, to organs, to bio-
chemical changes, and now, more recently, to genes. As toxicologists
begin looking from the bottom up, their understanding of how these
systems responded to chemicals and developed over time may allow
them to integrate traditional techniques with newer approaches—and
make them more effective.

It has often been written that we live in a sea of toxic chemicals.
While this is true today, it was also true eons ago—with one glaring
difference. Life on Earth is now subject to a virtual onslaught of chem-
icals associated in one way or another with human activity. To under-
stand how life might respond to this unprecedented chemical milieu,
we must explore how it evolved in the past. This book is meant only as
a beginning. My hope is that all branches and levels of toxicology,
from the classroom to predictive models, will eventually incorporate
broad thinking about evolution. We are a society built on chemicals,
and there is no turning back. Yet we can certainly improve how we
produce, use, and release chemicals by striving for a better understand-
ing of how they affect wildlife and human health. We have to do so.
There is no higher ground, no corner of the earth where life can escape
the influence of toxic chemicals. The choice must not be to “evolve
or die.”

Toxic Overload? 159



     



The purpose of this section is to highlight the recent history of a few
key chemicals. It is not intended as, nor do I attempt to provide, a re-
view focused on toxicity and current literature. There is no doubt that
all these chemicals are toxic at concentrations available to humans and
wildlife. The only exception is the broad category of nanoparticles
produced for industrial and consumer use, for which there currently
are not enough data on either environmental concentrations, pro-
jected concentrations, or toxicity.

PCBs: Bringing Good Things to Life?

PCBs are legacy chemicals. They provide one of the first examples of
the environmental consequences of releasing synthetic chemicals—
rarely, if ever, naturally produced on Earth—on a global scale. In the
United States, industrial production began in the late 1920s, and the
synthetic organochlorine chemicals soon found use in a number of
products, from paint to caulking to microscope oil, but their primary
use was as a cooling fluid in electrical transformers. The 209 different
structures (referred to as congeners) that make up commercial PCB
mixtures have two basic attributes in common: two six-carbon rings
(benzene rings), which rotate around a central bond depending on the
degree of chlorination; and chlorine molecules. The amount of chlori-
nation and the shape assumed by the biphenyls because of chlorina-
tion determine the chemical nature of PCBs. The degree and position
of chlorines determine the viscosity of PCB oil (and therefore their
utility), the susceptibility of PCBs to be metabolized and degraded by
bacteria in the environment, and which PCBs will be detoxified in the
body and which will bind to and activate biological receptors. Those
PCBs resistant to environmental degradation and detoxification in liv-
ing things are notoriously persistent and tend to be highly bioaccumu-
lative. Several PCB congeners, particularly those most resembling
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dioxin in size, shape, and chemistry, bind with the aryl hydrocarbon
receptor (discussed in chapter 7), albeit with different affinities for
the receptor. These qualities have allowed toxicologists to develop
structure-activity relationships for PCBs, which are useful for predict-
ing toxicity across related species (reproductive and developmental
toxicity, for example).1 Congeners that do not interact with the recep-
tor have their own toxicity profiles, particularly neurotoxicity.2

In 1976 the United States banned the manufacture and use of
PCBs, with a more complete phaseout in the years that followed.
PCBs were banned in part because of concern about their toxicity, but
the finding that, like DDTs, they are highly persistent in the environ-
ment and readily accumulate in living things also contributed to their
commercial demise. With more than 1.3 billion tons of PCBs pro-
duced worldwide from 1930 through their ban in the 1970s (or as late
as 1990s, depending on the country), and an estimated 1.3%–12.4%
still available for global transport through the year 2100, PCBs will be
a part of life for years to come as they are “reemitted” from environ-
mental reservoirs.3 PCBs and similar chemicals that are currently
locked away in glacial ice will likely be released and redistributed
around the world as a result of climate change.4 If there is one thing we
have learned from PCBs, it is that simply banning a chemical does not
make it go away.

While chapter 9 focused on the role of high concentrations of
PCB on selection for resistant killifish and tomcod, PCBs are also
thought to be partially responsible for the extirpation of local popula-
tions of mink and other susceptible species. Further, we know little
about the long-term effects of persistent exposures, particularly in
species that accumulate these chemicals through their diet. Species
that accumulate PCBs also tend to accumulate other long-lasting, fat-
loving chemicals, including PBDEs, DDTs, and methyl mercury.
Some of these chemicals act similarly to PCBS and are detoxified
through a similar process, while others interact with different regions
of the defense network. As discussed in both chapters 1 and 10, we
have spent nearly a century focused on the effects of individual chemi-
cals. Today, we are fully aware that the world and life itself are far more
complicated. Chemical mixtures may behave very differently than do
single chemicals. Understanding how chemicals interact with biologi-
cal systems (and in conjunction with other toxicants) could allow us to
prevent harm at the outset of their production—and to avoid past mis-
takes like PCBs.
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Mercury: It’s a Mad, Mad, Mad, MadWorld

Centuries-old anecdotes about “mad hatters” suggest that mercury,
used in the felting process for hats, may have caused neurotoxicity in
hatmakers. Sadly, the reproductive toxicity and neurotoxicity of the
metal became better known because of several high-profile incidences
of widespread exposure, including contamination of local fish and vil-
lagers following the release of mercury into Minamata Bay, Japan, by
the Chisso Corporation.5 Now we recognize that mercury can cause
subtle damage, even in small concentrations.6 It is one of the few nat-
urally occurring chemical contaminants of importance today, and has
long affected life—seldom, if ever, positively.7While some species, par-
ticularly bacteria, can adapt and survive toxic concentrations of mer-
cury, others remain exquisitely sensitive.8 Yet, despite all that we know
of its toxicity, mercury contamination has been difficult to curtail. This
is, in large part, because mercury is released when we burn coal and
other fossil fuels.

The mercury we know as quicksilver, or liquid metal, is the least
reactive, zero-oxidation state of the metal. As a vapor, this form is sta-
ble in the atmosphere, allowing for long distance transit—an impor-
tant characteristic for mercury distribution around the globe. The loss
of one electron leads to the mercurous form of the metal, while the
loss of two electrons results in the mercuric ion, or divalent mercury.
All forms are toxic, but methyl mercury—the result of a single mer-
curic ion combining with a single methyl group—is the most toxico-
logically important.9 Divalent mercury is especially toxic because of its
affinity for sulfur-containing thiol groups. Thiols are common in liv-
ing things, particularly in the form of the amino acid cysteine or in
molecules like glutathione, an enzyme important for detoxification. In
fact, thiols are also known as “mercaptans” because of their penchant
for “capturing mercury,” a characteristic that makes them particularly
vulnerable when the mercury rises. These relatively nonspecific combi-
nations of metal and biological material are, in part, what make metals
like mercury toxic.

Because of our reliance on resources once tucked away in the
earth’s crust, the amount of mercury available to living things has in-
creased three to five times over naturally existing sources.10 One study
of bird eggshells from Guangjin Island in the South China Sea con-
firms both life’s long history with mercury and the changes in metal
availability associated with human activity.11 Ancient eggshells from as
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far back as the fourteenth century contained measurable amounts of
the metal. Yet the sudden rise in available mercury beginning in the
early 1800s, accelerating in the last decade or so, provides a striking
image: mercury concentrations in eggs from the modern era are up to
ten times greater than in those from preindustrial times. Smaller spikes
in mercury concentrations over the seven-hundred-year period of
study may indicate volcanic eruptions or other natural releases of
mercury, and at least in the 1600s, the beginning of heavy mining ac-
tivity. The source of contamination to the island, as with so many
globally distributed toxicants, is thought to be atmospheric transport
from industrial regions. While natural sources release roughly 500
megagrams (1,000 kilograms, or one metric ton) each year, human ac-
tivity is estimated to add an additional 2,000–4,000 megagrams per
year and is on the rise.12 Of mercury’s fate in this world, concludes
Noelle Selin in her review on the “Global Biogeochemical Cycling of
Mercury”:

Mercury emitted to the atmosphere will remain in the
atmosphere-ocean-terrestrial system for 3000 years before return-
ing to the sediments. In the oceans, mercury levels have not yet
reached steady state with respect to current levels of deposition.
This means that if anthropogenic emissions continue at their pres-
ent level, ocean concentrations in many ocean basins will increase
in the future. Sulfate-reducing bacteria convert mercury into the
toxic form of methylmercury. This process is affected by factors
such as the sulfur cycle, ecosystem pH, and the presence of organic
matter. Mercury has been regulated since the 1950s in industri-
alized countries and internationally since the 1970s, although
global transport of mercury continues to be of concern, especially
in the Arctic ecosystem. Bioaccumulation of mercury in the Arctic
contaminates wildlife and traditional food sources.13

In other words, there’s nothing “mercurial” or unpredictable about
this silvery substance. We can safely say that increased concentrations
of mercury will persist for centuries to come. Selin suggests that to re-
duce the amount of available mercury, we must do more than curtail
“new” emissions. We must find ways to rein in the mercury released
over hundreds of years of industrial activity that has already settled
into soils, sediments, peatlands, and glaciers, or to prevent its conver-

164 Appendix: Five Recent Additions to the Chemical Handbook of Life



sion into readily available methylmercury. Life has a long history of
mercury exposure, yet exposure today is not what it was millions of
years ago. The evolution of complex food webs and top predators has
resulted in bioaccumulation. The development of complex neural
pathways and reproductive strategies may provide mercury with addi-
tional targets in some species—changes, perhaps, leading to greater
susceptibility to this ancient toxicant.

Chlorofluorocarbons: Going, Going, Gone?

Chlorofluorocarbons (CFC) are chemicals that have affected life
worldwide, albeit indirectly. A burgeoning human population, ironi-
cally seeking relief from the sun’s heat, unleashed these fluorinated hy-
drocarbons. They are responsible for reductions in the earth’s protec-
tive ozone layer, which (as discussed in chapter 2) have allowed greater
penetration of the sun’s ultraviolet light. First produced on an in-
dustrial scale in the 1930s as a refrigerant, these chemicals readily ab-
sorb heat energy as they transition from liquid to gas (and back). Like
so many other chemical produced in the past century, CFCs resist
degradation (at least under some circumstances) and may exist in the
environment for upward of one hundred years. By the 1970s and
1980s, hundreds of thousands of pounds of CFCs were produced an-
nually, primarily in three forms, referred to as CFC-11, -12, and -13.
The total production of CFCs eventually peaked in the millions of met-
ric tons, the large majority of which were eventually released to the
environment.14

There was initially little concern about the release of CFCs because
they are relatively nontoxic, nonflammable, and noncarcinogenic. Yet
they are a prime contributor to stratospheric ozone depletion, which
directly increases UVB exposure—and, in turn, UVB-induced DNA
mutation and DNA repair. In some species, UVB is associated with
increased skin cancer rates and other adverse effects. The 1987 UN
Montreal Protocol on Substances That Deplete the Ozone Layer
prompted a worldwide commitment to reduce the use and release of
CFCs over several decades. The protocol’s goal was to cut emissions in
half by 2000 and to phase out CFC use by all countries, including de-
veloping nations, by 2010 at the latest.15 One of the lingering hold-
outs or “essential” uses (and one that I’ve experienced personally) was
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as a propellant in asthma inhalers. This use accounted for more than a
thousand tons per day but is now discontinued in the United States
and other countries.16

Despite our best efforts, lingering CFCs will continue to influence
the earth’s ozone for years to come. Reporting on the status of the
ozone hole in 2010, the United Nations World Meteorological Orga-
nization released the following statement:

Depletion of the ozone layer—the shield that protects life on
Earth from harmful levels of ultraviolet rays—has reached an un-
precedented level over the Arctic this spring because of the contin-
uing presence of the ozone-depleting substances in the atmo-
sphere and a very cold winter in the stratosphere. The stratosphere
is the second major layer of the Earth’s atmosphere, just above the
troposphere.

The record loss is despite an international agreement which
has been very successful in cutting production and consumption
of ozone destroying chemicals. Because of the long atmospheric
lifetimes of these compounds it will take several decades before
their concentrations are back down to pre-1980 levels, the target
agreed [to] in the Montreal Protocol on Substances That Deplete
the Ozone Layer.17

Here again, we do not know how or if these changes, which work at
the level of DNA, will affect the evolutionary trajectory of living
things, from plankton to plants to mammals.

Endocrine Disrupters: The Hormonal Frontier

Organochlorines, mercury, and increased UVB represent only a small
portion of human-induced changes or additions to the earth’s chem-
istry. Whether synthetic or of natural origins, each contaminant inter-
acts with highly conserved biological systems, including receptors, en-
zymes, and DNA. These chemicals are unlike those essential for life.
So perhaps it is to be expected that life, defending itself for more than
three billion years, developed some capacity to thwart both the known
and the unknown. Yet how might living things respond to chemicals
that behave like the physiologically essential chemicals that evolved to
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relay messages within or between cells? What happens when our sys-
tems have difficulty distinguishing essential chemical from contami-
nant? What are the effects of chemicals like environmental estrogens,
antiandrogens, and thyroid hormones, which we have added to the
earth’s environment in unprecedented amounts? More important,
how might populations respond to chemicals that interfere with re-
productive success? Given the importance of reproduction, should we
expect that defenses have evolved to protect life from an overabun-
dance of estrogenic chemicals, or chemicals that block hormone activ-
ity? Could resistance occur through contemporary evolution, and
what might that look like? How well can life defend against what only
appear to be its own biochemicals? As one of the youngest disciplines
within toxicology, the field of endocrine disrupters is moving fast, yet
still there are many unknowns.

In his review “Environmental Signaling:What Embryos and Evo-
lution Teach Us about Endocrine Disrupting Chemicals,” the repro-
ductive toxicologist John McLaughlin writes:

In environmental endocrine science, we have made a series of ob-
servations that, at first, seemed unconnected. However, now, as
the observations start to establish a pattern, we can begin to dis-
cern the linkages between them. In the last 20 [years] we have dis-
covered the intrinsic biological signaling properties of numerous
synthetic environmental chemicals. We are also beginning to learn
about the complex network of signaling molecules that facilitate
information flow in the communication system of ecological life.
In the same time period, cell and molecular biology has elucidated
many of the signalingmolecules necessary for intra- and intercellu-
lar communications. The similarities between the signaling strate-
gies adopted by the internal and external world are probably more
than coincidental if the evolution of the signaling systems fol-
lowed, in any way, the convergent pathways suggested in this
review.18

Of the endocrine system’s relationship with external signals, continues
McLaughlin:

Environmental signals are chemical messenger molecules func-
tioning in a communication network linking numerous species.
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One may speculate that the functional aspects of this more glob-
ally distributed network might have provided a framework or
blueprint to build the internal communication networks of ani-
mals, which we call their endocrine systems. As such, similarities
in response to such signals in some cases should not be unex-
pected. Indeed, a central strategy for all life forms is the transmis-
sion of important characteristics to their offspring.19

In chapter 7 of this book, we explored the highly conserved nature
of these signaling systems, and in Chapter 8, the networked nature of
response. Yet we are only just beginning to understand the short- and
long-term consequences of interfering with these systems through
large-scale introduction of endocrine-disrupting chemicals. McLaugh-
lin concludes, “From an environmental stewardship perspective, the
evolving concept of environmental signals can provide insights with
which to address the impact of hormonally active chemicals on hu-
mans and the ecosystems that they share with other species. Disrup-
tion of this apparently broad communication system has the potential
for global change that transcends the endocrine system.”20

Ten years later, the list of chemicals that interact with the endo-
crine system continues to grow. Both the near-term consequences for
individuals exposed to large amounts of endocrine-disrupting chemi-
cals and the long-term consequences of chronic exposures to small
amounts remain unclear. Yet the situation is ominous, given these
chemicals’ potential to disrupt reproduction, the most basic driver of
fitness and therefore survival. The issue has received a great deal of
attention lately with the advent of the Environmental Protection
Agency’s Endocrine Disruptor Screening Program and a slew of
books, panels, and review articles.21 The evolutionary history of recep-
tors and chemical messengers could no doubt provide novel insights
into ligand promiscuity, or lack thereof, in receptors—and perhaps
lead to the development of chemicals less likely to take the place of a
body’s natural ligands.

Nanoparticles: Too Small to Ignore

Like endocrine disrupters, this last example is not about any single
chemical, but rather a complex group of chemicals with one common
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characteristic: their exceedingly small size. Engineered nanoparticles
are the fruits of nanotechnology, a development hailed by many as the
“next” industrial revolution.22 Though not yet a household world,
nanomaterials are entering the consumer stream at a rapidly increasing
rate. In EPA and Nanotechnology: Oversight for the 21st Century, Dr.
J. Clarence (Terry) Davies writes, “In a few decades, almost every as-
pect of our existence is likely to be changed for the better by nano.
However, if the potential for good is to be realized, society must also
face nano’s potential for harm.”23 In other words, the next industrial
revolution is here. Are toxicologists, chemists, and regulators prepared
to protect society and the environment from that potential harm?

Nanoparticles are both the newest additions to our chemical cul-
ture and, like mercury and UVB, also among the oldest. A nanoscale
chemical, or nanoparticle, encompasses particulate chemical entities
with dimensions less than one hundred nanometers (a billionth of a
meter). Nanoparticles, or ultrafine particles, have existed in our atmo-
sphere ever since there were fires, volcanoes, and sea spray to produce
them. Viruses, made up of bits of RNA andDNA, are nano-sized. And
ever since humans began burning coal and other fossil fuels on a large
scale, combustion has added greatly to atmospheric nanoparticles.
And now there is a chemical revolution centered on the intentional
production of nano-sized particles, from single-walled carbon nan-
otubes to metal-based quantum dots, and composite nanomaterials
containing DNAor other biomolecules.When reduced to a nanoscale,
many chemicals exhibit physical and chemical properties that are dif-
ferent from their large-scale counterparts, essentially providing an op-
portunity for a whole new class of industrial chemical products. The
nano-formulation of titanium dioxide, a chemical often used as a
whitener, scatters very little visible light, resulting in a transparent but
still effective sunscreen. Its wide use, combined with concerns about
the adequacy of current techniques to evaluate toxicity (discussed be-
low), prompted the EPA to use nanotitanium to develop its first case
study of a nanomaterial. The objective was “to determine what is
known and what needs to be known about selected nanomaterials as
part of a process to identify and prioritize research to inform future as-
sessments of the potential ecological and health implications of these
materials.”24 Understanding how nanomaterials might behave inside
living cells or in the environment will require in many cases new ap-
proaches to chemical evaluation. The evolutionary history of life’s
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relationship with naturally occurring nanoparticles may provide in-
sights into how engineered particles might behave, move through a
body, or be absorbed by a digestive system.

Among those who first envisioned the technological potential of
the very small was the Nobel Prize–winning physicist Richard Feyn-
man. Toward the end of a 1959 lecture, Feynman offered a $1,000 re-
ward to anyone who could figure out how produce a pinhead-sized
version of the entire Encyclopedia Britannica (i.e., roughly one million
nanometers across).25 Though Feynman expected rapid progress, the
technological breakthrough (and a legitimate claim for the reward)
did not come for another thirty years. But since then, the production
of nanoparticles has blossomed. Nanotechnology is now a billion-
dollar field. Its potential environmental and health applications in-
clude more effective drug delivery, solar-derived power, reduced use
of industrial chemicals, and improved environmental cleanup and
decontamination.

Toxicologists, chemists, and regulators have a golden opportunity
to learn from the past thirty years of chemical testing, management,
and disasters and begin the era of nanotoxicology with an eye toward
avoiding past mistakes. And to a certain extent, this is happening. Un-
like industrial practices of the past, nanotechnology is unfolding under
the scrutiny of government, public, and private organizations—in an
era when reports, commentary, and scientific papers are more available
than ever before to professionals and the public alike through the In-
ternet.26 Yet despite best efforts, fields like toxicology—particularly ap-
plied and regulatory toxicology—can take years to implement changes
and new techniques. (For example, it has taken more than a decade to
incorporate the testing of endocrine disruptors, despite the sense of
urgency associated with it.)

Although toxicology sits on the cusp of major change, it is not
quite ready for nanoparticles. As a cross between particulate and chem-
ical toxicants, nanoparticles behave differently from their larger chem-
ical counterparts. This is a large part of their allure to industry:
nanoparticles open the door to a whole new world of chemical possi-
bility. Yet these differences make challenging even some of the most
basic procedures, like dosing, measurement of exposure, or distribu-
tion throughout a body. Commenting on the difficulty, a working
group convened by the International Life Sciences Institute Research
Foundation wrote in 2005, “There is a strong likelihood that biologi-
cal activity of nanoparticles will depend on physicochemical parame-
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ters not routinely considered in toxicity screening studies.”27 In other
words, today’s techniques are inadequate for what are rapidly becom-
ing today’s chemicals. Different physicochemical parameters may also
affect the behavior of particles in media typically used in preparing for
traditional toxicity testing, the ability of researchers to adequately eval-
uate exposure concentrations, and particle behavior in the body. With
more than one thousand “nanotech-enabled” consumer products al-
ready on the market—up from just two hundred back in 2006—the
window for evaluating the behavior and toxicity of nanoparticles in
both humans and in the environment, before their large-scale use and
release, is closing.

The current body of literature on nanoparticles reveals the priori-
ties and the rapid growth of nanoparticle research. A few years ago, an
FDA task force reported that in the 1990s nanoparticle-related articles
numbered only in the thousands, with two hundred patents world-
wide. By 2002, publications numbered over 22,000 and patents,
1,900—a tenfold increase in ten years. But there is hope, as the nan-
otoxicology literature and research base grows. A broad literature
search for “nano” and “toxic” resulted in three articles published in
1990 or before, 694 articles by 2002, and well over 9,000 articles by
2011. But this rapid expansion in research does not necessarily imply a
coordination of techniques or data reporting. In fact, such rapid ex-
pansion might indicate haphazard approaches, as health and environ-
mental scientists try to keep up with nanotechnology.

There are few commonalities when it comes to the chemical com-
position of nanoparticles. Yet most, perhaps all, share one characteris-
tic that sets them apart from their larger counterparts: increased sur-
face area. Typically, when something is produced in small form, its
surface area increases. Consider peeling a pound of Granny Smith ap-
ples, for example, versus a pound of crab apples. Which is the more
onerous task? More surface area, more skin on the smaller crab apples.
It is the same with particulates: as they get smaller, they reveal more
surface area and more individual atoms. Though the mass of a micro-
gram dose of nanotitanium and titanium is the same, the nanotita-
nium has more surface area with which to react, and more reactive par-
ticles tend to be more toxic. As a result, one mechanism of toxicity
shared by many nanoparticles is the generation of reactive oxygen spe-
cies (ROS) and the toxicity associated with the stress response path-
ways triggered by ROS.28 In addition to ROS, some nanoparticles
may interact with cellular receptors, altering the signaling pathways
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initiated or sustained by activation of these receptors and perhaps in-
ducing apoptosis, chromosomal instability, inflammation, or prolifer-
ation. Or nanoparticles may interfere with mitochondrial function,
which can lead to apoptosis and inflammation. Or, more insidiously,
some may interfere with protein folding.29

Those responses noted above and discussed throughout this book
focus on biochemical or genomic reactions to chemicals. But of
course, in complex life they all function within a larger context: that is,
the whole organism, which has evolved many different layers and lev-
els of protection and response. And while we have a fair understanding
of how conventional chemicals move through a body, or a cell, this is
not yet true for nanoparticles. We know, for example, which chemicals
will easily cross a cell membrane or enter through specific pores and
channels, and which will not. In more complex organisms, nutrients
and environmental chemicals have only a few “portals of entry”: the
digestive tract or the pulmonary system. At such entry points, mem-
branes and organs tend toward a greater concentration of defensive
features, whether regions with higher concentrations of cytochrome
P450s in the liver, patches of immune cells in the gut, or long passage-
ways, cilia, and mucus-coated cells in the lung. Yet when it comes to
the ability of nanoparticles to cross barriers, or be filtered out, we
know very little. Do these portals regularly allow entry to nanosized
chemicals?Will the pores and the gaps within and between our cells al-
low access to nanoparticles? How will the immune system respond?
Some engineered particles are designed to avoid cellular exclusion and
defensive devices.

While nanoparticles are nothing new to life, engineered nanoparti-
cles present old chemicals in new packaging. These innovations come
at a time when toxicology is maturing as a science. Advances in ge-
nomics and technology now provide us with greater understanding of
individual genes and the networked nature of life’s response to toxic
chemicals, and a far greater capacity to trace the evolution of genes, en-
zymes, and receptors. These developments are changing how we eval-
uate and determine chemical toxicity. Toxicology is headed toward a
paradigm shift. If that shift truly leads to improved knowledge, toxi-
cology may help stimulate the nanotechnology revolution, while rein-
ing in the collateral damage to life and the environment so typical of
past revolutions.
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