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Preface

This book provides the fundamentals of science and technology of far and deep
ultraviolet (UV) spectroscopy. It has been known that many atoms and molecules
exhibit effective optical response in far and deep UV regimes, hence a variety of
applications of far and deep UV (FUV and DUV) spectroscopy have been expected
in materials analysis, biosensing, catalysis, sterilization, and semiconductor fabri-
cation. In recent decades, significant progress has been made in the development
of detectors and light sources as well as optical materials to manipulate far and
deep UV light. Compared to visible and near-UV spectroscopy, studies with DUV–
FUV spectroscopy as analytical methods are still in progress. Due to the strong
absorptive characteristic of materials, this spectroscopy has been considered to
be applicable only to limited cases. DUV–FUV spectroscopy can be used for
fundamental chemistry, biology, material science, and industrial applications, and
the reader will find here a diversity of knowledge about this wavelength range.

The UV region is generally recognized as that of 10–380 nm, although the
region has no international official definition. The 10–380 nm region corresponds
to the 1,000,000–26,316 cm�1 region. Thus, one can easily recognize that from the
high-energy edge to the low-energy edge of the UV region, the energy changes by
approximately 40 times. The characteristics of the UV region vary largely from the
high-energy edge to the low-energy edge, and the whole UV region is concerned
with electronic transitions. The UV region is so wide that it is divided into several
regions. The higher-energy region, the region of 10–200 nm, has often been called
the vacuum UV region because an spectrometer must have been evacuated to
eliminate the effects of strong absorption of oxygen molecules. However, nowadays
the 140–200 nm region does not always require evacuation of an instrument because
a nitrogen gas purge is usually good enough to overcome the problem. Thus, the 10–
140 nm region may be designated the vacuum UV region.

The purpose of the present book is to outline recent progress in spectroscopy
in the 140–300 nm region. In this book the 140–200 nm region is tentatively
defined as the FUV region and the 200–380 nm region as the DUV region. FUV
and DUV regions can be differentiated in several ways, but most simply they are
separated by the fact that the former (particularly below 180 nm) needs vacuum
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vi Preface

evaporation or nitrogen gas purge while the latter does not. Spectroscopy in both
regions has recently received keen interest because of a number of breakthroughs
in both regions. For example, in the FUV region an attenuated total reflection
(ATR)–FUV spectrometer has recently been developed. This development has
opened spectroscopy in this region for condensed matter. In the DUV region, DUV
enhanced surface-enhanced Raman scattering (SERS) spectroscopy has emerged.
Thanks to the development of plasmonics in the DUV range, the localization
and intensification of DUV photons in the vicinity of metal nanostructures has
been possible, leading to the high-sensitivity spectroscopic measurements for
Raman/Rayleigh scattering or fluorescence. DUV-plasmonics was extended to high
spatial resolution imaging such as tip-enhanced Raman spectroscopy (TERS) and
improvement of LED and opto-electronic devices. Besides these breakthroughs,
both DUV and FUV spectroscopy have benefitted from the recent developments
in optics, light sources, and optical detectors.

This book consists of nine chapters. Chapter 1 is concerned with a general
introduction to FUV and DUV spectroscopy by Ozaki, Saito, and Kawata. Chapter
2 is a detailed description of FUV instrumentation by Ikehata, Morisawa, and
Higashi. In Chap. 3, fundamental optical phenomena in FUV are overviewed by
Morisawa and Ehara. Chapters 4, 5 and 6 are devoted to various applications
of FUV spectroscopy, e.g., water by Ikehata and Goto, industrial applications by
Higashi, and titanium dioxide by Tanabe. In the last three chapters the recent
progress in DUV spectroscopy is discussed. In Chap. 7 DUV imaging is reviewed
by Kumamoto, the DUV–SERS/TERS is introduced in Chap. 8 by Taguchi, and the
final chapter is devoted to photon–electron conversions in DUV by Saito.

We hope readers of this book will learn a great deal about the potential of
FUV and DUV spectroscopy in basic and applied science. In closing, we would
like to thank Dr. Shinichi Koizumi and Ms. Taeko Sato of Springer Japan for their
continuous efforts in publishing this book.

Sanda, Japan Yukihiro Ozaki
Suita, Japan Yuika Saito
Suita, Japan Satoshi Kawata
February 2015
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Chapter 1
Introduction to FUV and DUV Spectroscopy

Yukihiro Ozaki, Yuika Saito, and Satoshi Kawata

Abstract Recently, both far ultraviolet (FUV) and deep UV (DUV) spectroscopies
have received keen interest as new spectroscopies because they offer novel possi-
bilities for studying electronic structure and transition, selective molecular imaging,
high resolution microscopy, as well as applications for photoelectric devices. In this
chapter after brief history of UV light, UV, FUV, and DUV regions are defined.
Then, principles and brief history of FUV spectroscopy are described, followed
by the discussion of its characteristics and advantages. Recent progress in FUV
spectroscopy is also introduced. In the second part of this chapter, principles,
methods, and recent progress of DUV spectroscopy are mentioned. Finally, the
characteristics of FUV and DUV spectroscopies are compared.

Keywords UV • Ultraviolet spectroscopy • FUV spectroscopy • DUV
spectroscopy • Plasmonically enhance spectroscopy • Surface-enhance Raman
scattering • Electronic transition • Rydberg transition • Molecular imaging •
Near-field microscopy • Photocatalysis

1.1 Introduction

The discovery of ultraviolet (UV) light was largely due to spectroscopists and
chemists in the eighteenth century, before the spectrometer was invented. It
was known from the seventeenth century that sunlight has the power to induce
photochemical reactions such as the blackening of silver nitride or silver chloride
crystals. Moreover, the violet component of sunlight, extracted using a prism,
was particularly effective. It was in 1801 that Johann Ritter, a German scientist,
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2 Y. Ozaki et al.

finally discovered that the effect is even stronger when a paper soaked with silver
chloride was placed in the region of the solar spectrum beyond violet light [1]. This
invisible component of sunlight was then called “chemical rays,” but is now called
“ultraviolet” light because it was found beyond the violet end of the solar spectrum.
Following Maxwell’s electromagnetic theory, Planck theorized in the beginning of
the twentieth century that radiation is composed of tiny packets of energy called
“quanta.” Einstein clarified that Planck’s quanta were massless particles of energy
called photons. The development of quantum theory highlighted the importance
of UV light, as a single UV photon can accomplish something that a number of
infrared photons cannot. The wavelength dependence of the photoelectric effect was
experimentally verified by Millikan, who measured the photocurrent of an anode
under illumination [2].

Light with a wavelength shorter than that of visible rays (>380 nm) and longer
than that of X-rays (<10 nm) is considered to be UV [3]. As observed during its
original discovery, UV light can induce strong chemical interactions, which can
be either useful or harmful to life. Biologists developed a different terminology to
emphasize the effects of solar UV light on living creatures. The term “UVA” is used
for the 320–400 nm region that can penetrate window glass and has physiological
effects on organisms. The term “UVC” refers to the solar region shorter than
290 nm, which is absorbed by the ozone layer in the Earth’s upper atmosphere.
Finally, the term “UVB” is applied to the region between UVC and UVA (290–
320 nm). Since sunlight reaching the earth has a non-negligible amount of this
component, it has been believed to be responsible for the deleterious effects of
sunlight on living organisms [1].

This book is concerned with the ultraviolet (UV) spectroscopy in the region of
120–300 nm. We refer to the wavelength range 120–200 nm and 200–300 nm as
the far UV (FUV) and deep UV (DUV). The word “vacuum UV region” is not
appropriate anymore at least for the 120–200 nm region because most of recent
spectrometers used in this region do not have the vacuum evaporation system
but have the nitrogen gas-purged system. Both FUV and DUV spectroscopies are
concerned with electronic transitions of a molecule, and the differences between
them may be summarized as follows [4–11]: (1) the DUV region is free from
absorption of oxygen, so that this region does not request a vacuum evaporation
system or a nitrogen gas-purged system. On the other hand, the FUV region needs a
vacuum evaporation system or a nitrogen gas-purged system. (2) In the DUV region,
absorption bands due to various kinds of electronic transitions such as  - * and n-
 * transitions appear, but ¢-¢* transitions do not appear. In the FUV region, not
only ¢-¢* transitions but also Rydberg transitions may be observed (Chap. 3). It is
noted that water, alkanes, and alcohols do not show any peak in the DUV region
but they yield very strong bands in the FUV region. DUV absorption spectroscopy
has long been well developed. DUV-excited resonance Raman spectroscopy has
also a rather long history [9–11]. Recently, DUV-excited surface-enhanced Raman
scattering (SERS) spectroscopy has received keen interest. Compared with DUV
spectroscopy, the advance in FUV spectroscopy has been rather slow because of
three major reasons [7, 8]. One is the trouble in instrumentation mentioned above

http://dx.doi.org/10.1007/978-4-431-55549-0_3


1 Introduction to FUV and DUV Spectroscopy 3

(vacuum evacuation or nitrogen gas purge). Another is the very high absorptivity of
a molecule in the FUV region. Yet another is that it was difficult to find application
of FUV spectroscopy. For the last decade or so, there has been marked progress in
both FUV and DUV regions. In this chapter basic principles and recent progress of
FUV and DUV regions will be described.

1.2 FUV Spectroscopy

1.2.1 Basic Principle and Brief History of FUV Spectroscopy

Spectra in the FUV region have been studied for molecules in the gas phase
for more than 50 years. Many gas molecules with sufficient vapor pressure were
subjected to FUV measurement, and it was found from these studies that various
kinds of molecule shave strong absorptions due to electronic transitions to low-
lying Rydberg states in the FUV region until their vertical ionized energy. Rydberg
transitions of organic molecules have primarily been studied in gaseous states owing
to the limitations of experimental techniques. Indeed, investigations of Rydberg
states in the gas phase date back almost 50 years [6]. In 1974, Robin [12] assigned
a few bands produced by gaseous propane to transitions including Rydberg states
based on term value analysis.

Raymonda and Simpson [13] measured FUV spectra in the 11.5–7.1 eV region
of n-alkanes (nD 2–9) in the gas state by using a transmission method. Au et al. [14]
also observed FUV spectra in the 40–7 eV of n-alkanes (nD 1–8) in the gas state.
The latter group assigned a peak in the 10.6–8.5 eV and a shoulder in the 9.8–8.0 eV
to Rydberg transitions.

Cheng et al. measured FUV spectra in the 107–220 nm region of CH3OH,
CH3OD, CD3OH, and CD3OD in the gas phase by using a high-resolution spectrom-
eter with synchrotron radiation. Based on the experimental results including those
for the deuterated species together with time-dependent density functional theory
(TD-DFT) calculations, they assigned three absorptions at around 183 nm (6.8 eV),
160 nm (7.7 eV), and 149 nm (8.3 eV) to the transitions between the ground state
X1A0 and three excited states 1 1A00 (2a00-3s), 2 1A00 (2a00-3p), and 3 1A00 (2a00-3p00)
or 3 1A0 (2a00-3p00), respectively [15].

Electronic transitions of acetone in the gas phase have been investigated by using
standard absorption [12, 16–18], energy loss [19, 20], and resonance-enhanced
multiphoton (REMPI) spectroscopy [21, 22]. Several theoretical investigations have
also been carried out on the vertical transition energy of acetone in the FUV region
[22–24]. These studies suggested the assignments for a few absorptions in the 7.45–
4.38 eV region of acetone in the gas phase. Although the first electronic transition,
the valence n- * transition, is a dipole-forbidden transition, it is observed in the UV
region (5.4–3.8 eV) as an electro-vibronic transition [25]. In the FUV region, n-3s
Rydberg and n-3p Rydberg transitions of acetone in the gas phase are observed at
6.35 and 7.4 eV, respectively, as strong and weak absorptions.
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Kaya et al. measured FUV spectra of six kinds of amides in the gas phase. They
assigned the major absorption band to the  - * transition and found a peak shift
to lower energy upon CH3 substitution on the N atom. The peak shifts to low
energy region were attributed to hyperconjugation with the substitution of methyl
groups [26].

Band assignments in the FUV region are not straightforward and have not been
well established. In general, liquid and solid samples have very strong absorption
in the FUV region. Many materials that do not show a significant absorption in the
region longer than about 200 nm yield intense absorptions in this region. Water is a
good example [27–29].

FUV spectra of liquid and solid samples have also been investigated for more
than 40 years, although their examples are limited (Chaps. 3, 4, 5, and 6). In 1971,
Rubloff et al. [30] tried to measure FUV spectra of solids in the region of 36–6 eV
(34–207 nm) using synchrotron radiation from an electron storage ring. Jung and
Gress [31, 32] also used synchrotron radiation to observe transmission FUV spectra
in the 115–207 nm (10.8–6.0 eV) region of CH3OH and C2H5OH in liquid phases.
Kuo et al. [33] measured FUV absorption spectra of CH3OH in neat solid and rare
gas mixtures.

Only a few studies have suggested the existence of Rydberg transitions in the
liquid [34] and solid states [35]. For example, Weiss et al. [35] suggested the
existence of the Rydberg state in the Langmuir–Blodgett film of Ca–arachidate
for the solid state using X-ray spectroscopy. Costner et al. [34] also indicated the
existence of Rydberg transitions in liquid alkanes based on the intensities of the tails
near 175 nm of strong bands in the 170–200 nm region measured by a transmission
method by which the peak positions could not be observed owing to the strong
bands.

Several research groups reported transmission spectra of water down to 155 nm
(8.0 eV) or below by preparing an extremely thin water film (2,850 Å thick) [35, 36].
This technique was not convenient and suffered from poor repeatability. Therefore,
reflection spectra of water were measured instead in the wavelength region shorter
than 170 nm. Painter et al. [37–40] calculated the absorption spectra of water
from reflectance measurements, but poor sensitivity of the reflection measurements
prevented the study of important questions such as how minute levels of dissolved
substances affect absorption bands of water. Many FUV spectroscopy studies have
been carried out for water, aqueous solutions, and liquids using the region of the
long-wavelength wing near 190 nm where commercially available spectrometers
can be used because intensity, position, and bandwidth are very sensitive to changes
in hydrogen bondings and hydration of water [7, 8, 41–46].

Sério and coworkers [47] measured the FUV–DUV absorption spectra of TiO2

using the synchrotron radiation facility; however, reliable data were limited to the
DUV region (>200 nm) because of the strong influence of water absorption in the
FUV region.

http://dx.doi.org/10.1007/978-4-431-55549-0_3
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1 Introduction to FUV and DUV Spectroscopy 5

1.2.2 Characteristics and Advantages of FUV Spectroscopy

Let us first illustrate the characteristics and usefulness of FUV spectroscopy by
discussing the absorption spectrum of water [7, 8] (Chap. 4). Figure 1.1 shows the
spectrum of water from the infrared (IR) to the FUV region [48]. In this figure the
intensity is shown in absorbance units assuming a path length of 100 nm based
on literature data of molar absorptivities. In the IR region we observe two major
bands at about 2,900 nm (3,400 cm�1) and 6,200 nm (1,650 cm�1) assigned to
H–O–H stretching and bending modes, respectively. Bands due to their overtones
and combinations are observed in the near-infrared (NIR) region. The ultraviolet–
visible (UV–vis) region does not show significant absorption of water, but it is
noted that the FUV region contains an absorption due to water at about 150 nm
that is stronger by several orders of magnitude than the H–O–H stretching band.
This intense band is called simply the first electronic transition ( QA  QX) of water
because it arises from the electronic transition of the lowest energy site [25]. The fact
that the QA QX absorption of water is considerably stronger than the IR absorptions
makes it difficult to measure the band maxima of the QA  QX absorption of liquid
water and aqueous solutions.

FUV spectroscopy has the following advantages for liquid and solid studies
[7, 8, 46, 49–66]. The FUV region contains rich information about the electronic
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Fig. 1.1 An absorption spectrum of water from IR to FUV region. The intensity is an absorbance
unit assuming a path length of 100 nm
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transitions and structure of a molecule. It is possible to extract unique information
about them, which one cannot get from ordinary UV spectroscopy (Chaps. 3, 4,
and 6). For example, one can explore Rydberg transitions of liquids [54–58, 65,
66]. It is also possible to investigate transitions concerning ¢ electrons of various
molecules and the  - * transitions of small molecules such as simple amides
by using FUV spectroscopy (Chap. 3). FUV spectroscopy is powerful to explore
hydrogen bondings and hydration of water, aqueous solutions, and inorganic and
organic molecules (Chaps. 3, 4, and 6). One can apply FUV spectroscopy for
qualitative analysis and discrimination analysis of various liquid and solid samples
because each molecule shows a unique FUV spectrum, and FUV spectra are very
sensitive to variations such as those in chemical bonding, molecular conformations,
and molecular environments (Chaps. 3 and 4). FUV spectroscopy is useful for highly
sensitive quantitative analysis because almost all molecules give rise to strong
absorption in the FUV region, and the intensity and wavelength of an FUV band are
very sensitive to changes in concentration, temperature, pH, and so on (Chaps. 4 and
5). It is also possible to employ FUV spectroscopy for a wide range of applications
such as online analysis, process monitoring, water analysis, photocatalysis, and
polymer film characterization as is mentioned later (Chaps. 5 and 6). Time-resolved
(TR) FUV spectroscopy has also a considerable potential for basic science and
application (Chap. 2).

1.2.3 Recent Progress in FUV Spectroscopy

To develop liquid- and solid-state FUV spectroscopy, two kinds of FUV spectrome-
ters with quite different designs have been designed [7, 8, 14, 49] (Chap. 2). One is
a compact FUV spectrometer designed for online monitoring of aqueous solutions.
By using this instrument, one can measure spectra of liquid samples down to 180 nm
with nitrogen gas purge [49]. Its size is only 30 cm� 16 cm� 16 cm, including a UV
light source, a grating, a photoabsorption cell, and an optical sensor. The other is an
ATR–FUV spectrometer that covers the wavelength range from 140 to 300 nm [67].
In this spectrometer, the design of a very small internal reflection element (IRE)
probe has led to successful measurement of a whole QA  QX transition absorption
band of water and aqueous solutions.

FUV transient absorption spectrometer based on TRATR has also recently been
developed and tested for aqueous solutions of phenol and tryptophan in the region of
170–185 nm [61]. In this region, a stable tunable laser was not available, and thus,
white light from a laser-driven Xe lamp source was employed. The time resolution,
which was determined by the time response of a continuous light detector, was 40 ns.

Thus far, the ATR–FUV spectra have been studied for water [53, 59, 66], aqueous
solutions, alcohols [54], n- and branched alkanes [56, 57], ketones [55], and amides
[58] observed in the liquid phase. The FUV spectra of n-alkanes show a band
near 150 nm, while the branched alkanes yield an additional shoulder at around
180 nm. The 150 nm band shows a lower energy shift with a significant intensity
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increase as the alkyl chain length increases. The assignments of absorption bands
were investigated for the n-alkanes and branched alkanes in the liquid states and the
cause of lower energy shift of the 150 nm feature by comparing the experimental
results with quantum chemical calculations [57]. The 150 nm band of n-alkanes has
been assigned to the ¢-Rydberg 3py transition, and its longer-wavelength shift has
been considered to be caused by the destabilizing effect of the next highest occupied
molecular orbital (HOMO) level and the stabilization of Rydberg 3p level, which is
expanded as the carbon chain increase. These studies of FUV spectra of alkanes have
provided new insight into Rydberg states and transitions of liquid alkanes [57].

The QA  QX transition of liquid water entails the lone pair electrons of an
oxygen atom of the water molecule, and thus, the QA  QX transition band of liquid
water sensitively reflects the hydrogen-bonding state of a water molecule [53, 66].
With the addition of salts to liquid water, the electric field of an ion forces the
rearrangement of the hydrogen-bondingstate of water molecules from the bulk state.
ATR–FUV spectroscopy provides new insights into the hydration states of cations
from the perspective of the electronic transition of water molecules [9, 53]. Ikehata
et al. [53] explored the effect of cations (LiC, NaC, KC, RbC, and CsC) on the first
electronic transition ( QA  QX) of liquid water by ATR–FUV spectroscopy. They
found that the peak energy of the QA QX band of water, which shows a marked red
shift with decreasing hydrogen-bond strength, decreases with increasing cation size.
The peak energies of the QA QX band can be approximated by a linear function of
the inverse of the ionic radii of the alkali metal cations, which indicates that the first
electronic transition of water is characterized by the salvation energy of the cations.

The FUV region of amides in the liquid phase is very important because a
valence–Rydberg coupling is expected for a  - * transition, and a direct inter-
action occurs via a hydrogen bond [58]. Thus, the electronic transitions of five
kinds of amides in the liquid phase, namely, formamide, N-methylformamide,
N-methylacetamide, N,N-dimethylformamide, and N,N-dimethylacetamide, were
studied using ATR–FUV spectroscopy [58]. It was revealed by combining the
experimental results and the results of quantum chemical calculations that the major
band of the amides at around 190 nm can be attributed mainly to the  - * transition
but several types of Rydberg transitions also exist in its vicinity and mixing of
orbitals with the same symmetry occurs and that the valence–Rydberg coupling of
the  - * transition is more significant than the n- * transition, which also holds in
the pure liquid phase.

The corresponding electronic transitions were investigated also for five kinds
of nylons (nylon 6, nylon 11, nylon 12, nylon 6/6, and nylon 6/12) in cast films
using ATR and transmittance (Tr) FUV spectroscopy [65]. The assignments in the
145–250 nm region of these nylons have been proposed by the quantum chemical
calculations and also comparing with the spectra of n-alkanes and amides. By
analyzing the difference in the FUV spectra of these five kinds of nylons, the effects
of the nylon structures and intermolecular hydrogen bonding based on the transition
dipole coupling in the possible nylon sheet were clarified [65].

As mentioned above, FUV spectroscopy holds considerable promise for a
variety of applications from qualitative and quantitative analysis to online analysis



8 Y. Ozaki et al.

and process monitoring. For example, Higashi et al. [51] applied ATR–FUV
spectroscopy to monitor the quality of semiconductor wafer cleaning solutions.
They employed it for direct measurement of the concentrations of semiconductor
wafer cleaning fluids such as SC-1 (aqueous solution of NH3 and H2O2) and SC-2
(aqueous solution of HCl and H2O2) [51].

Sato et al. [52] demonstrated the potential of FUV–DUV spectroscopy in the
120–300 nm region in the nondestructive classification of commercial food wrap
films (polyethylene (PE) films from three sources, two polyvinylidene chloride
(PVDC) films with different additives, and one polyvinyl chloride (PVC) film; each
film was about 10 lm in thickness). More recently, Tanabe et al. [63, 64] measured
absorption spectra (150–300 nm) of TiO2 and TiO2 modified with metal (Pt, Pd,
and Au) nanoparticles using the ATR–FUV spectrometer. The deposition of metal
nanoparticles altered the spectral shape and intensity, indicating changes in the
electronic states and photocatalytic activities of TiO2.

1.3 DUV Spectroscopy

1.3.1 An Overview of DUV Light

The range 200–300 nm is called the deep UV (DUV) and extends between the
vacuum UV that can only exist in an oxygen-free environment and the near UV
that is barely accessible to visible optics. It is difficult to present a comprehensive
list of the applications of DUV light, because its short wavelength and stability in
the air provide a variety of applications, ranging from fundamental science (such
as spectroscopy) to industrial uses. Artificial DUV light sources are available,
such as metal-vapor lamps and lasers. Mercury lamps are dominated by several
emission lines at 185 and 254 nm, whereas xenon excimer lamps have a strong
emission at 172 nm and are widely used. UV lamps have been used for cleaning,
for hydrophilization of glass or metal surfaces, and to coagulate photoresists in
many industrial lithographic processes. Note that the mercury lamp is a suitable
disinfection tool, since DNA has an absorption peak at 254 nm [68]. High-power
pulsed DUV lasers are typically based on excimers, e.g., XeCl (308 nm), KrF
(248 nm), and ArF (193 nm), and have been mainly used for laser processing of LSI
circuits and highly dense optical memories and for laser-induced chemical vapor
deposition and etching processes [69].

1.3.2 Optics for DUV Spectroscopy

DUV spectroscopy is a developing technology that has only recently become widely
accessible because of recent developments in stable and powerful UV light sources
and highly sensitive photodetectors. A conventional visible spectroscopy system
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can be converted to DUV, but some of the components must be changed due to
the transmission and reflection properties of the materials. For reflection optics, an
aluminum mirror is applicable, as it has 90 % reflectance at wavelengths longer
than 200 nm. The transmission optics should be replaced, since the usable range
of conventional crown glass is limited to longer than 350 nm. The candidates
for use at DUV wavelengths are fused silica (transmission > 250 nm), synthetic
silica (> 190 nm), sapphire (> 230 nm), and CaF2 and MgF2 (extended to FUV)
[70]. For spectroscopic use, both the transmission efficiency and the dispersion
relation (specifically, Abbe’s number of the material) should be taken into account.
Aberration is a serious problem when choosing an imaging apparatus, such as an
objective lens, microscope, or imaging spectrometer. In practice, objective lenses
for DUV wavelengths are limited in bandwidth, throughput, and resolving power,
compared to those used for visible wavelengths with the same magnification and
numerical aperture (NA). High NA (>1) objective lenses for the DUV range are
difficult to obtain. A reflection-type Cassegrain objective lens is another option for
broadband spectroscopy. Interference filters are available for the DUV range, but
their transmittance efficiency and edge response are inferior to those of visible light
filters because of absorption losses in the material.

Photodetectors for weak spectroscopic signals such as photomultiplier tubes
(PMT) and photodiodes are also available in the DUV range. Photoelectric surface
materials for PMTs have been designed for DUV use, such as bi-alkali metals
[71]. Silicon is active as a UV photodiode, but wide-bandgap semiconductors are
considered to be more useful as DUV optical sensors because of their superior
signal to noise (SN) ratios and their stability. Recently, a highly oriented diamond
film with a bandgap of 5.5 eV was demonstrated as a DUV–FUV sensitive detector
[72]. For multiplex spectroscopy, a highly sensitive 2D detector has been employed.
A charge-coupled device (CCD), which achieves nearly 95 % quantum efficiency
(QE) in the visible range, has considerably reduced efficiency in the DUV range
[73]. The QE of a silicon photodiode used in a sensor array can be improved to
50 % by fabricating a thinner diffusion layer to extend the carrier lifetimes and by
optimizing the antireflective coating on the back-illuminated CCD.

A flat diffraction grating similar to the one used in visible spectroscopy can
also be found in DUV. However, the spectroscopic performance is reduced due
to the energy dispersion relation at DUV wavelengths. Moreover, the reflection
losses from each of the optics are higher than for visible wavelengths. Therefore,
considering the total throughput, the efficiency of DUV spectroscopy should
empirically be 3–5 times lower than that of visible spectroscopy.

Both lamps and lasers are available for spectroscopic applications of DUV
light sources. Detailed explanations of these light sources will be provided in the
upcoming discussion of spectroscopic methods. As there has been considerable
recent progress in blue light-emitting diodes (LEDs), DUV-LEDs are expected to be
commercialized within a few years. Moreover, as semiconductor lasers have been
extended to shorter wavelengths, we also expect that a fully solid-state wavelength-
tunable DUV laser for molecular selective spectroscopy will be possible in the near
future.
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1.3.3 Basic Principles and Methods of DUV Spectroscopy

DUV spectroscopy includes several techniques, such as absorption and scatter-
ing spectroscopy, vibrational spectroscopy, photoluminescence, and plasmonically
enhanced spectroscopy. This spectroscopic technique has been applied to materials
that specifically interact with photons with DUV energies. The methods are not
confined to component analysis, but have also been extended to microscopy (Chap.
7) and nanoscopy (near-field microscopy, Chap. 8), although the field is still in its
infancy.

Absorption spectroscopy is the most widely applicable technique, because many
molecules have intrinsic absorption of a few electron volts, which corresponds
to the FUV–DUV range. For example, nucleotide bases (250–270 nm), peptides
(200–215 nm), and aromatic amino acids (280 nm) have been investigated [74,
75]. The absorption spectra reflect the electronic structure of each molecular
species, and the absorption efficiency at the target wavelength can be used to
determine the concentration of the species. However, typical absorption spectra are
as broad as several tenths of a nanometer in a condensed phase and quite often
overlap with each other. Therefore, careful spectral analysis and data treatment are
required for mixed samples. Absorption spectroscopy including DUV is a popular
analytical technique, as it can be performed using a commercially available UV–vis
spectrometer. Deuterium (185–400 nm) and xenon (300 nm visible) lamps have
been used as broadband light sources covering wavelengths from UV to visible.
One experimental concern is that the short-wavelength detection edge is limited by
absorption and scattering from the solvent and sample cell.

Rayleigh scattering spectroscopy provides comparable information to absorption
spectroscopy, because both methods have maximum sensitivity at the electronic
resonance of the molecule. As scattering is an isotropic phenomenon, the signal
can be obtained from an off-axis direction. This provides a higher SN ratio than
is available in absorption mode. Dark-field illumination and detection in scattering
spectroscopy are good for microscopic observation, as it can easily highlight small
objects. The efficiency of Rayleigh scattering spectroscopy depends on the shape,
volume, and inhomogeneity of the sample, and the sample boundaries greatly
complicate the interpretation of the experimental data [76].

There have been few reports of DUV absorption or scattering microscopy or
2D mapping, because DUV imaging techniques are still immature [77]. Recently,
however, a laser-driven light source (LDLS) was developed through the creation of a
xenon plasma by focused strong laser irradiation. LDLS enables extreme brightness
over a broad spectral range, from 170 nm to IR, and the lifetime is an order of
magnitude longer than that of a traditional lamp [78]. The development of the
broadband light sources will surely accelerate the advancement of DUV absorption
and Rayleigh scattering microscopy.

Vibrational spectroscopy, or Raman spectroscopy, is widely used among sci-
entists and engineers of various fields. Each molecular species exhibits a specific
Raman spectrum, and the sharp spectral features enable the identification of the

http://dx.doi.org/10.1007/978-4-431-55549-0_7
http://dx.doi.org/10.1007/978-4-431-55549-0_8
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exact energy level of each molecular vibration. Thus, the Raman spectrum has been
called a molecular fingerprint [79]. An excitation laser of any wavelength can be
used; however, if this wavelength is close to one of the electronic excitations for a
molecule, the process is called resonance Raman scattering. When the excitation
laser energy is within the electronic absorption band of a molecule, it is called
“rigorous resonance Raman scattering,” whereas if it is at the longer edge of the
absorption band, it is called “pre-resonance Raman scattering.” It is likely that DUV
Raman spectroscopy will be a resonant process for many samples.

The dominant feature of resonance Raman spectroscopy is that the extraordi-
narily intense Raman signal will make it possible to observe a small concentration
of molecules ( �6 M or less) in a composite sample. According to the Kramers–
Heisenberg–Dirac dispersion formula, the signal intensity should theoretically be
infinite under exactly rigorous resonance Raman conditions, which do not occur
in practice because of vibrational dampening. It should be noted that not all
Raman modes are equally enhanced, because the resonance Raman effect appears
selectively for each vibrational mode, depending on the symmetry. According to
Albrecht’s theory, the enhancement mechanism of resonance Raman scattering can
be considered the summation of two contributions, which are called the A-term
and the B-term [80]. For the resonance effect originating from the A-term, a single
excited electronic state resonant with the excitation laser is involved; at the same
time, the overlap of the vibrational wave functions (Franck–Condon factor) has to
be nonzero. On the other hand, for the resonance effect originating from the B-
term, two excited electronic states (both states are allowed transitions) are coupled
through a specific vibrational mode. A strong Raman enhancement is observed for
the mode governing the coupling. Roughly speaking, a totally symmetric vibrational
mode is more likely to be influenced by the A-term resonance, although there are
some exceptional cases. A non-totally symmetric mode, on the other hand, should
be influenced only by the B-term resonance. Theoretically, studying resonance
Raman scattering should help develop an understanding of the electronic structure
of molecules, in addition to the vibrational structure.

The resonance Raman intensity strongly depends on the excitation wavelength,
and this dependence is called the excitation profile [81]. Besides signal enhance-
ment, a major advantage of resonance Raman spectroscopy is the molecular
selectivity that is made possible based on the excitation profile. Recently, molec-
ularly selective resonance Raman microscopic imaging of biological cells using
DUV has been reported [82]. The nucleotide distribution in a HeLa cell has been
determined, with resonant bands attributable to guanine and adenine, which are
excited at 257 nm. The results clarified DNA localization at the nucleoli in the
nucleus and the RNA distribution in the cytoplasm.

The choice of excitation laser is essential for DUV resonance Raman spec-
troscopy. With a wavelength-changeable UV laser, molecularly selective resonance
Raman microscopy could be realized. The second harmonics of an argon ion laser
offers several emission lines in the DUV range (257, 244, 238, 229 nm) that are
suitable for wavelength-selective resonance Raman spectroscopy. Solid-state DUV
lasers are also available based on harmonic generation with infrared lasers, typically
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YAG (266 nm) or YLF (263 nm) lasers. Even CW emission has been realized with
high-quality BBO crystals [83].

Photoluminescence, including fluorescence and phosphorescence, originates
from the S1 and T1 states of a molecule as a result of absorption [84]. The
fluorescence spectra usually appear as a mirror image of the absorption spectra,
occurring at longer wavelengths. Therefore, our current interest is mainly focused
on excitation by DUV light. When exciting with a strong DUV light source, one can
observe auto-fluorescence originating from intrinsic chromophores in the sample,
which is normally weak. Photoluminescence is often used for microscopic imaging
of a specific molecule, especially in biological research. For a complex sample such
as a cell, a target molecule is chemically labeled with a variety of fluorophores.
Labeling is an advantage, but also a disadvantage, of fluorescence microscopy. The
labeling is free from complex spectral assignment because the origin of the signal is
clear, but artificial fluorophores, which usually have a non-negligible size compared
to the target molecule, may affect the intrinsic function of the molecule. DUV laser
excitation of auto-fluorescence (e.g., tryptophan, tyrosine) can realize label-free
molecular imaging with a reasonable sensitivity [85].

Absorption is not necessarily a linear process; sometimes, it occurs as a
nonlinear process. Multiphoton absorption photoluminescence has advantages for
microscopic applications because nonlinearity usually occurs where the photon
density is high, leading to a better spatial resolution. Moreover, the longer exci-
tation wavelength results in deeper penetration into the sample than with direct
short-wavelength excitation. Molecular mapping by photoluminescence has been
investigated in both 2D and 3D, including the depth direction [86].

1.3.4 Recent Progress in DUV Spectroscopy

Plasmonically enhanced spectroscopy has accompanied other spectroscopic meth-
ods since the discovery of surface-enhanced Raman spectroscopy (SERS) in 1970.
The discovery that the intensity of the Raman scattering signal was drastically
enhanced in the vicinity of a rough metal electrode attracted considerable attention.
The enhancement was due to coupling between photons and free electrons in a metal
nanostructure. Plasma resonance of electrons in free-electron metals exhibits unique
optical phenomena that occur on surfaces with nanostructures and are referred to
as “surface plasmons.” The use of surface plasmons has been proposed in various
fields, such as nanometer resolution near-field optical microscopy, nanoscale optical
circuits, single-molecule detection, molecular sensors, cancer treatment, solar cells,
lasers, and holography. The study of plasma resonance is called “plasmonics”
and is expected to provide an entirely new field of spectroscopy [87]. However,
the effective optical range for plasmonics has been limited to the visible and
near-infrared for conventional plasmonic metals such as silver and gold. In the
energy range exceeding the plasma resonance frequency, silver and gold become
dielectrics and completely lose their conductivity and plasmonic effect. It is highly
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expected that plasmonics will be extended to the UV and DUV range. UV-DUV
plasmonics will be an important future theme of photonics, as exemplified by DUV
microscopes, lithography, sterilization, photocatalysis, and bio-sensing and analysis
[88] (Chap. 8). Among the metals, aluminum and indium show ideal properties as
plasmonic materials in the UV to DUV range due to their high plasma frequency and
low absorption loss owing to the small imaginary part of the dielectric constant at
these wavelengths. Moreover, aluminum is a nontoxic and noncombustible material
with a very thin oxidized surface layer that can be used as a protective layer. It has
been reported that localized surface plasmon resonance (LSPR) wavelengths from
near UV to DUV were realized by fabricating aluminum and indium nanostructures
of different sizes [89, 90]. Due to the successful formation of plasmonic nanos-
tructures for LSPR, SERS at DUV wavelengths was realized for several biological
molecules with high detection sensitivity [90].

Near-field microscopy is another useful application of DUV plasmonics. In this
method, scanning probe microscopy was combined with optical microscopy. A
nano-sized probe was coated with plasmonic materials to localize the incident light
at its apex. The spectroscopic signal was obtained primarily at the probe apex,
realizing a nanoscale imaging resolution. Recently, near-field DUV Raman scat-
tering with an aluminum tip has been reported with an enhancement factor of 1,300
[91]. Both crystal violet and adenine molecules showed electronic resonance at the
266 nm excitation used in the experiments. The details of near-field microscopy will
be discussed in the following chapters.

The applications of DUV plasmonics have not been confined to spectroscopic
use. Recently, photocatalysis on the popular wide-bandgap photocatalyst TiO2 was
enhanced by an order of magnitude with the assistance of aluminum plasmonics
[92]. The photon localization and enhancement effects of plasmonics can also be
applied to amplify photochemical reactions, luminescence from LEDs [93], and the
efficiency of solar cells [94]. DUV plasmonics is now a hot topic, since it is deeply
related to environmental and energy generation issues (Chap. 9).

DUV covers an interesting spectral range, in which short wavelengths and
high photon energies can provide new information via spectroscopy and improved
applications of photocatalytic effects, solar cells, and lithography. These short
wavelengths can intrinsically lead to better spatial resolution in microscopy, so the
extension of DUV spectroscopy to imaging techniques will be of great benefit, as
will the component analysis capability. The inclusion of DUV plasmonic effects
will result in much higher sensitivity in microscopy and nanoscopy (e.g., near-
field microscopy and SERS) than is available in the visible range. Even though
the advantages of the DUV spectral range have long been recognized, there have
been limited efforts to explore DUV applications in spectroscopy (especially at the
micro- to nanoscale), high-resolution imaging, or plasmonics. Now is therefore the
time to review the various aspects of DUV applications, discuss the future scope
and possibilities, and inspire additional researchers to contribute to this field.

http://dx.doi.org/10.1007/978-4-431-55549-0_8
http://dx.doi.org/10.1007/978-4-431-55549-0_9
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Chapter 2
Instrumentation for FUV Spectroscopy

Akifumi Ikehata, Yusuke Morisawa, and Noboru Higashi

Abstract This chapter describes recent breakthroughs in the instrumentation for
far-ultraviolet (FUV) spectroscopy. The key technique is attenuated total reflection
(ATR) that is frequently used in the infrared region. ATR technique decreases the
absorbance of samples with strong absorptivity because of the penetration depth of
the evanescent wave less than 100 nm. Therefore, ATR–FUV spectroscopy realizes
the measurement of FUV spectra of samples in liquid and solid states. Some
applications (in-line monitoring, characterization of polymers and time-resolved
spectroscopy in sub-microsecond) are introduced in terms of instrumentation. This
chapter explains not only the detail of the instruments but also the mathematical
correction for ATR spectra to separate the absorption and refraction indices.

Keywords Attenuated total reflection (ATR) • Internal reflection element •
Kramers–Kronig transformation • Time-resolved ATR–FUV spectroscopy

2.1 Introduction

FUV spectra give considerable information, but the absorption intensities are so
strong particularly for liquids and solids that the light cannot penetrate even in a thin
film. Therefore, FUV spectroscopy had been exclusively used for the measurement
of gas. The use of FUV spectroscopy for liquids and solids was very limited for the
regular reflection from the surface of the sample with troublesome operations. As an
effective technique to obtain spectra of materials with strong absorption, attenuated
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total reflection infrared (ATR-IR) spectroscopy with an internal reflection element
(IRE) has been widely used [1–3]. Since the penetration depth of the evanescent
wave, defined as the distance required for the electric field amplitude to fall e�1

of its value from the surface of the IRE [4], is less than the wavelength, the ATR
method allows the spectral measurement similar to that of transmittance spectra
with a very short optical path length. Thus, the ATR method provides benefits both
in terms of quantitative measurements and easy handling of liquid or solid samples
with strong absorption, compared to transmittance spectroscopy. Despite the fact
that ATR techniques have been modified in a multitude of ways to obtain IR [3,
5, 6], near IR [7, 8], and UV-visible spectra [9–12], there were no ATR methods
for the FUV region before 2007. ATR–FUV spectroscopy opened the way for the
measurement of the dense materials with strong absorptivities [13].

Recently the time-resolved ATR–FUV spectrometer was developed for the study
of radical species in chain reaction to measure the transient absorption spectra of
stable and radical species based on ATR [14]. In order to investigate a chemical
reaction, in particular a chain reaction, both the product and the reactant should
be observed. Typical reactants, that is to say generally stable species, do not show
absorption spectra in the UV–VIS region but do so in the FUV region. Moreover,
by setting the observation region to be at a higher energy than that of the excitation
laser light that induces photochemical reactions, we have been able to avoid the
effects of fluorescence on our spectroscopic observations.

The former part of this chapter describes the technical problems of ATR
measurement in the FUV region, and the latter part explains an expanded application
of ATR–FUV spectroscopy to the detection of transient phenomena in aqueous
solutions.

2.2 Attenuated Total Reflection Spectroscopy in FUV Region

Higashi and coworkers designed and constructed an ATR-based FUV spectrometer
[15]. In this spectrometer the design of a small internal reflection element (IRE)
probe has led to successful measurement of the entire QA QX transition absorption
band of water and aqueous solutions.

Figure 2.1 shows a schematic diagram of this instrument [15]. Figure 2.1a depicts
a portionof the custom design of a commercial FUV spectrometer (KV-200, Bunko-
Keiki, Tokyo, Japan). Figure 2.1b illustrates a flow cell unit formed between the
sapphire IRE probe (7) and a fluorinated resin holder (8) enlarged from the area
marked with a dashed line (part b) in Fig. 2.1a. The probe is fixed in place by the
holder made by PTFE (8), with the flow sample cell formed by a space between the
PTFE guide (9) and the aperture (1) of the probe. A liquid sample for measurement
is drawn into the 2-mm-diameter aperture in the IRE probe. Air in the sealed
instrument is purged with pure nitrogen gas. To control the sample temperature over
the range of 5–80 ıC, a Peltier element (10) is in contact with the probe holder (8)
by a heat pipe (11).
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A 30-W deuterium lamp was used as the light source for the KV-200 spec-
trometer, which incorporated a diffraction grating with 2,400 grooves/mm and a
blazed wavelength of 150 nm. As depicted in Fig. 2.1a, the FUV light from the
monochromator is split into a reference beam and a sample beam by an MgF2 beam
splitter. The reflected light and the reference beam finally pass through a synthetic
quartz plate coated with sodium salicylic acid, which fluoresces. Fluorescence of
each beam is then detected by a photomultiplier.

Figure 2.2 depicts the developed IRE probe [15]. The IRE used with the ATR
technique must satisfy following two important conditions. One is that the refractive
index of the IRE must be greater than that of the sample material, and another is
that the IRE material must have sufficient transmission in the measured wavelength
range. For the full FUV region (120–200 nm), there seemed no ideal IRE material
that fulfills both conditions. Materials such as sapphire with a higher refractive index
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Fig. 2.3 Transmittance (a) and refractive indices (b) of materials in the FUV–UV region

than water have insufficient transmission, while those with sufficient transmission
(e.g., MgF2, CaF2, and synthetic quartz) have lower refractive indices than water in
the FUV region (see Fig. 2.3). Although sapphire lacks sufficient transmission in the
wavelength region shorter than 145 nm, the property of the high refractive indices
is suitable for the IRE for FUV spectroscopy. Higashi et al. therefore used sapphire
for the IRE with a single reflection and an angle of incidence of 60ı.

The ATR probe consists of two parts: a trapezoidal IRE and a rectangular base
plate with a cylindrical aperture (1) as shown in Fig. 2.2. These two parts are
integrated by an optical contact technique. Adhesives are not used to prevent sample
contamination and residue from remaining in the device. The base plate sits on the
same side of the IRE at which it comes into contact with the sample through the
aperture at the interface surface (4). The IRE itself has both an incident surface (5)
and an outgoing surface (6), which are not in contact with the sample. FUV light
entering the incident surface perpendicularly strikes the incident interface surface
and then perpendicularly exits the outgoing surface. For the ATR instrument, any
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Fig. 2.4 Simulated
penetration depth of the
evanescent wave in water for
incident angles over the range
of 56ı–66ı by Eq. (2.1)

kind of liquids can be used as the sample. Solid samples can also be investigated but
good contact between the IRE and a solid sample is required.

The penetration depth of the evanescent wave dp is dependent on the ratio of the
refractive indices of the IRE, n1, and sample, n2, as follows: [16]

dp D �

2�n1

q
sin2� � .n2=n1/

2
(2.1)

Figure 2.4 shows simulated results of penetration depth of the evanescent wave in
water from sapphire IRE in different incident angles over the range of 56ı–66ı.
For the calculation, reported refractive indices of water [17] and sapphire [18] were
substituted into Eq. (2.1). A marked increase of the penetration depth happens at
around 161 nm as shown in Fig. 2.4, as the refractive index of water has a maximum
value over 1.65 between normal and anomalous dispersions at 159 nm (see Fig. 2.5a)
[15]. The dash-dot line in Fig. 2.5a represents refractive index and the solid line
depicts the absorption index of water. The refractive index n and the absorption
index k have distinct maxima at 159 and 151 nm, respectively. Figure 2.5b shows
the calculated (broken lines) and measured (solid lines) ATR–FUV spectra at a
variety of incident angles. It is noted that the peak wavelength of both the measured
and calculated ATR spectra for different incident angles of � D 56ı–64ı is closely
matched at around 157 nm. The deviation of experimental and calculated results
may be caused by the range of incident angles in the measuring beam focused on
the IRE surface.

However ATR spectra are not identical to the transmittance spectra. It is known
that ATR spectra include not only absorption but also refractive index. The intensity
shift can be readily corrected by Eq. (2.1), but the shift in the wavelength due to
the refractive index cannot be corrected. In order to separate the contributions of
the absorption and refractive indices, Kramers–Kronig transformation (KKT) and
Fresnel formulas should be used [19]. The experimentally observed reflectivity R
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Fig. 2.5 (a) The refractive indices and absorption indices of water obtained by Painter et al. [17].
(b) Broken and solid lines show the simulated and measured ATR–FUV spectra, respectively, at a
variety of incident angles

can be converted into the phase shift spectra by using KKT that can be written as a
function of frequency, i.e.,

ˆ.v/ D I � 2v

�

Z 1
0

ln n
p

R .v’/

v’2 � v2
dv’ (2.2)

where I is a correction term for the phase shift at a reflection surface [20]. In order
to apply Eq. (2.1) to the discrete reflection data, Maclaurin’s formula is adopted as
an approximation [21]. The phase spectra for this case are eventually given by
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where np and � represent the refractive index of an IRE and the angle of incidence,
respectively. For the sapphire IRE, we set np as 2.0. The summation is performed
by taking every other data point. That is, l is odd, mD 2, 4, 6, : : : , l� 1, lC 1, : : : ,
and when l is even, mD 1, 3, 5, : : : , l� 1, lC 1, : : : . According to the Fresnel
reflection, amplitude reflectance is given by r D pR exp .iˆ/. The refractive index
n and absorption index � are thus calculated using the formulas
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where n1 is a refractive index of sample in the high-frequency limit. The KKT
algorithm can be validated using an artificial absorption band on the basis of
Lorentzian distribution. We employ the values of nD at 589 nm instead of n1 for the
actual case, for example, nDD 1.333 for water. In order to obtain the desired result,
the experimental data should be probably extrapolated. In case of water absorption,
the spectrum was extrapolated from 145 nm to 120 nm by nonlinear least squares fit
with an ATR spectrum modeled with Gaussian line shapes based on Heller’s optical
constants of water [22]. Figure 2.6 shows the separated � and n spectra of water
measured at 25 ıC. The absorption spectrum shows the first electronic transition
peaked at 148 nm that is shorter than that found in the raw ATR spectrum. In the
n spectrum, a strong dispersion is found in the FUV region of � < 163 nm. A peak
appears at around 163 nm and an anomalous dispersion is estimated below 163 nm.
The property of the ATR–FUV spectra of water in different states will be detailed
in Chap. 4.

The ATR–FUV spectrometer has been used for both basic research on hydrogen
bonding and hydration of water and electronic transitions and structure of organic
molecules such as alcohols and ketones and has been applied to qualitative and

http://dx.doi.org/10.1007/978-4-431-55549-0_4
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quantitative analysis and on-line monitoring. The current trends in the development
of optical devices toward the FUV region have brought us the use of high-groove
density gratings, small light sources, and small detectors. Higashi et al. developed
a miniaturized practical spectrometer for semiconductor manufacturing processes
with a nitrogen purging system and realized the in-line monitoring of liquid
chemicals in very low concentration level [23]. Of course ATR–FUV spectroscopy
is useful for the measurement of solid samples. The practicability has been gradually
confirmed for some polymer film sample. As will be shown in Chap. 3, Sect. 3.3.5,
the cast films of nylons were measured by using an ATR–FUV spectrometer
mentioned in this section. This study demonstrated that one can investigate the
electronic structure and transitions of polymers on the extreme surface.

2.3 Time-Resolved ATR–FUV Spectroscopy

An FUV transient absorption spectrometer based on time-resolved (TR) ATR has
developed and tested for aqueous solutions of phenol and tryptophan in the region
170–185 nm [13]. Figure 2.7 shows a schematicdiagram of the TR-ATR–FUV
spectrometer. The conception of the TR-ATR–FUV is based on a nanosecond
transient absorption spectrometer with an ATR–FUV sample compartment. In this
region, a stable tunable laser was not available, and therefore, white light from a
laser-driven Xe lamp source was used as a probe light. The probe light is incident to
the IRE at an incident angle of 70ı. The IRE was placed in the ATR probe. A new
ATR probe where a sample liquid is exchanged continuously by a flow system was
designed to reduce efficiently the stray light from the excitation light. Figure 2.8a

Fig. 2.7 A schematic diagram of the time-resolved attenuated total reflectance far-ultraviolet
spectrometer that we developed

http://dx.doi.org/10.1007/978-4-431-55549-0_3
http://dx.doi.org/10.1007/978-4-431-55549-0_3
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Fig. 2.8 The attenuated total reflectance probe used as part of the time-resolved attenuated total
reflectance far-ultraviolet spectrometer (a). An enlarged figure of the internal reflection element in
side view (b) and bottom view (c)

illustrates the ATR probe. The sample solution flows through the cell (Fig. 2.8b-2) at
80 ml/min. A three-time internal reflection (Fig. 2.8c) element (IRE) made of quartz
is employed (Fig. 2.8b-3). Subsequent to the IRE, a monochromator is placed. A
solar blind response photomultiplier (PMT; R6835, Hamamatsu Photonics) with a
homemade preamplifier is used to detect the probe light. The time resolution, which
was determined by the time response of a continuous light detector, was 40 ns.

We have examined the performance of the instrument by using 5� 10�3 mol dm�3

phenol aqueous solution irradiated by a 266-nm laser pulse in the range of
170–185 nm. Figure 2.9 shows a temporal signalfor 172- and 181-nm probe light
that was delayed by the laser irradiation. As for the signal at 172 nm, a difference
signal in a unit of absorbance suddenly increases in a limit of response time, and
then the signal gradually decreased. Compared to signal at 172 nm, the signal at
181 nm suddenly decreased after laser irradiation and then gradually increased.
Figure 2.10 shows the transientabsorption spectra of the aqueous solution of phenol
in the region 170–185 nm for various time delays. In the very short time delay,
the transient absorption increased for the wavelength region that was greater than
175 nm, while the absorption signal decreased for the region that was shorter
than 176 nm. The absorption at 172 nm that increased immediately after laser
irradiation may have been due to the transient species created by photodissociation.
On the other hand, the intensity that decreased in the longer wavelength region at
176 nm that was induced by the laser irradiation may be ascribed to the decrease in
the phenol  - * band due to the photodissociation of phenol. Many studies on the
photodissociation of phenol in aqueous solutions over various time ranges have been
carried out [24, 25]. For the time range of 250 �s on which our system focuses,



26 A. Ikehata et al.

Fig. 2.9 A temporal signal for 172- and 181-nm probe light delayed from the laser irradiation

Fig. 2.10 Transient absorption spectra in the 170–185-nm region of the phenol solution
(3.0� 10�3 mol dm�3)
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previous studies examined the time-resolved EPR, and time-resolved transient
absorption spectra were measured for phenol aqueous solutions [24, 25]. With
reference to these studies, we inspected the signal in Fig. 2.9 and concluded that the
decrease in intensity of the phenol signal within 10 ns after laser irradiation was in
good agreement with the decrease in intensity of the longer wavelength region at
177 nm.

2.4 Conclusion

FUV spectroscopy had not been widespread in the past several tens of years because
of interference by the strong absorption of oxygen in air. The solution has been
thought to be evacuation of the instrument; therefore the wavelength region was
called vacuum ultraviolet. The nitrogen purge is the alternative approach to the
FUV region and it realizes the spectral measurements under atmospheric pressure.
This approach simplifies the instruments and provides possibility of transmittance
measurements with a fragile cell as well as the ATR measurements. Unfortunately,
there have been no innovations in the light source and detector in the FUV
spectrometer explained in this chapter. For example, the photomultiplier still needs
wavelength conversion with a sodium salicylic acid film. To provide a highly
sensitive measurement, more stable elements should be developed. We hope that the
findings by the ATR–FUV spectrometer motivate and accelerate the developments
of optical elements in the FUV region.
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Chapter 3
Electronic Structure and Transition in the
Far-Ultraviolet Region

Yusuke Morisawa and Masahiro Ehara

Abstract This chapter overviews the investigations by using the attenuated total
reflection far-ultraviolet (ATR-FUV) spectroscopy. These studies elucidate the
electronic structure and electronic transition of molecules in the FUV region. The
target molecules or systems include n- and branched alkanes, alcohols, ketones,
amides, and nylons in the liquid or solid phase. The reliable and consistent assign-
ments were performed with the help of quantum chemical calculation protocols,
namely, time-dependent density functional theory (TD-DFT) and symmetry-adapted
cluster–configuration interaction (SAC-CI) calculations. The typical features in
the FUV region of n- and branched alkanes, ketones, amides, and nylons were
interpreted in detail. The confined Rydberg transitions were clearly probed in the
studies of alkanes and ketones. The intermolecular interaction via hydrogen bonding
and the polarization of the surroundings in the liquid or solid phase was analyzed
for amides and nylons using the present spectroscopy.

Keywords ATR-FUV • Liquid state • Rydberg state • Quantum chemical
calculations

3.1 Introduction

Far-ultraviolet (FUV) spectroscopy holds great potential in revealing electronic
transitions and structure of a wide range of molecules in condensed phases [1–4].
FUV spectroscopy in the 145–200 nm region has recently been a matter of intense
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interest because many kinds of organic [5–10] and inorganic [11–16] materials
in the condensed phase show bands coming from electronic transitions in the
FUV region. The spectroscopy is available not only for basic studies but also for
various applications such as monitoring of the quality of semiconductor wafer
clearwing [3, 17, 18]. For example, the photo catalytic activities of metal-modified
TiO2 were studied by using an attenuated total reflection (ATR)-FUV spectroscopy
[15, 16]. Such rapid progress in FUV spectroscopy has been introduced by the
development of ATR-FUV spectrometer, which has enabled us to measure the
spectra in the complete FUV region for liquid and solid samples without facing
problems such as peak saturation [3, 4]. Moreover, significant progress of quantum
chemical calculations for electronic excitation states of molecules improves our
interpretations of the FUV spectra.

In the series of studies, we investigated the FUV region of various molecules by
ATR-FUV spectroscopy, namely, water and aqueous solutions [11–13], alcohols [5],
n- and branched alkanes [6, 7], ketones [8], amides [9], and nylons [10] in the liquid
or solid phase. The ATR-FUV spectroscopy enables us to examine the existence of
confined Rydberg transitions in the liquid phase.

The FUV spectra of n-alkanes gave a broad feature near 150 nm, while the
branched alkanes show an additional shoulder at�180 nm. The 150 nm band shows
a lower-energy shift with a significant intensity increase as the alkyl chain length
increases. It was found that the 150 nm band of n-alkanes arises from the ¢-Rydberg
3py transition and its red shift is caused by the destabilization of ¢ orbital and the
stabilization of Rydberg 3p level, which is enhanced as the carbon chain increases.
These FUV spectra of alkanes have provided new insight into Rydberg states and
transitions of liquid alkanes [7].

The FUV spectra were also measured for aliphatic and branched ketones using
the ATR-FUV technique [8]. The n-3s, n-3p, and n-3d Rydberg transitions were
investigated for these compounds in the liquid phase. Three regions of absorption
bands were found in these spectra. A comparison of the spectra of the liquid phase
with those of the gas phase revealed that bands observed in 175–200 and 160–
175 nm are strongly correlated with the molecular structure of the investigated
ketones and are assigned to the n-3s and n-3p Rydberg transitions, respectively.
Band broadening and the higher-energy shift from the gas phase to the liquid phase
were also considered.

The FUV region of amides in the liquid phase is also of interest because valence–
Rydberg coupling is anticipated in the  – * transition and the direct interaction
via hydrogen bonding affects the excited states. Thus, we studied the electronic
transitions of five amides in the liquid phase by using ATR-FUV spectroscopy [9]. It
was shown that the major band of the amides at�190 nm can be attributed mainly to
the  – * transition but several types of Rydberg transitions also exist in its vicinity
and that the valence–Rydberg coupling of the  – * transition is more significant
than the n– * transition.

Nylons include both alkane chain and amide group, and therefore, their FUV
spectra have both features of alkanes and amides. Thus, we are able to examine the
characteristic features of these functional groups and the influence of surroundings
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in the solid state by the measurement of the FUV region of nylons [10]. The
transmittance (Tr) absorption spectra of nylons were originally reported in 1970
[19]. The  – * amide band was observed at �190 nm, and another band below
165 nm was found to become strong as the number of methylene unit; however,
the assignment of the latter band has not been clear in the solid state or condensed
phase. Unfortunately, most theoretical works on the solid amides and polyamides
[20] have not focused on the Rydberg transitions. Recent ATR-FUV works [7–9]
for liquids, on the other hand, revealed that the Rydberg transitions do exist even in
the liquid or condensed phase.

In this chapter, we overview the recent works of n- and branched alkanes,
alcohols, ketones, amides, and nylons, using both ATR-FUV and Tr-FUV spec-
troscopy with the help of quantum chemical calculations. Details of the ATR-
FUV spectrometer used have been explained in Chap. 2. The quantum chemical
calculations include density functional theory (DFT) and wave function theory.
For excited states, time-dependent DFT (TD-DFT) and symmetry-adapted cluster–
configuration interaction (SAC-CI) [21–23] approaches were used. We provided the
reliable assignments in the 145–250 nm region of these systems and investigated the
confined Rydberg transitions in the liquid phase as well as the effects of hydrogen
bonding and polarization of the surroundings on the electronic transitions in the
liquid or solid phase.

3.2 Theory

ATR-FUV spectra cover wide-energy region up to 140 nm, where both valence
and Rydberg transitions appear and sometimes strong valence–Rydberg coupling
occurs. To perform reliable assignments or interpretation of the electronic spectra,
special care should be taken for the selection of methods and basis sets. In TD-DFT,
it is generally recognized that valence excited states are well described by the global
hybrid functionals like B3LYP [24, 25] and PBE0 [26], while for the charge transfer
states or Rydberg states, the long-range corrected functionals, for instance, LC-PBE
[27] and CAM-B3LYP [28], provide better results. It is also known that the TD-DFT
method is less basis set dependent compared to ab initio wave function theory. In the
wave function theory, sufficient amount of electron correlations should be included
for describing valence excited states, and the flexible basis sets are necessary for
Rydberg transitions. The computational cost is also practically important. In the
works presented here, we adopted DFT/TD-DFT and SAC-CI methods to analyze
the electronic excited states observed by ATR-FUV spectroscopy. These methods
are applied to the FUV region of n- and branched alkanes, ketones, amides, and
nylons.

The DFT/TD-DFT calculations were carried out for real molecules or model
system. The B3LYP [24, 25] and CAM-B3LYP [28] functionals were used for
the ground and excited states, respectively, except for the special cases where
the functionals are specified. The ground-state geometries were obtained by the

http://dx.doi.org/10.1007/978-4-431-55549-0_2
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optimization at B3LYP/cc-pVTZ [29] level of approximation followed by the
vibrational analysis to confirm the calculated structures are true local minimum. For
calculating the vertical transition energies of these model systems, the TD-CAM-
B3LYP calculations were carried out with cc-pVDZ basis sets with diffuse s and p
functions on the first-row atoms; the exponents of diffuse functions are taken from
aug-cc-pVDZ [29]. In the following sections, we use the simple terms of DFT or
TD-DFT which means DFT(B3LYP) and TD-DFT(CAM-B3LYP), respectively.

The transition energy in the liquid phase was calculated using the polarizable
continuum model (PCM) [30] in the linear response scheme (LR-PCM) [31–33]. In
the case of amides and nylons, the direct intermolecular interaction via hydrogen
bonding is assessed using the dimer or higher cluster models (trimer, tetramer,
and pentamer). Thus, for analyzing the environmental effects in the liquid phase,
the dimer or higher cluster models predominantly describe the direct hydrogen
bond interaction, while PCM provides the polarization effect of surroundings. The
LR-PCM describes only the linear effect of polarization, while the SS-PCM [34]
includes the nonlinear effect, namely, the polarization of the electronic state of
surroundings caused by the electronic transition of solute. The higher cluster models
beyond dimer describe both multiple hydrogen bonding interaction and many-body
polarization.

In the case of nylons, the effects of hydrogen bondings and the coupling of the
excitations of sheet structure on the  – * transition energy are of interest. Thus,
for nylon 6 and nylon 6/6, monomer to trimer units were examined. In particular,
for nylon, the trimer models include the unit cell of the hydrogen-bonded sheets
that represent the  – * transition, namely, double and single unit cells for nylon
6 and nylon 6/6, respectively. These model systems which were designed for the ’

phase and assumed to be planar, namely, Cs structures, were adopted. In this case,
the geometry optimization of these models was carried out at B3LYP/cc-pVDZ
followed by the calculations of the vertical transition energy at TD-CAM-B3LYP
with cc-pVDZ plus diffuse s and p functions only on N and O atoms.

We also performed direct SAC-CI calculations for the n- and branched alkanes
and five amides. The basis sets used in the SAC-CI calculations were aug-cc-pVDZ
(C, N, and O) and cc-pVDZ (H). To reduce the computational cost of SAC-CI,
the excitation operators were selected using the perturbation selection scheme [35].
Because we calculated several excited states, moderate accuracy with the level two
threshold for the perturbation selection was used: 5� 10�6 and 1� 10�6 a.u. for
the ground and excited states, respectively. The direct algorithm was adopted in the
SAC-CI calculations [36].

In the case of amides, the environmental effects on a single molecule in the liquid
phase were estimated using the PCM SAC-CI method [37]. Geometry relaxation in
the PCM environment was not considered, and the gas-phase geometries were used.
The nonequilibrium solvation scheme was used for calculating vertical excitation
energies, namely, nonequilibrium state-specific (SS) PCM SAC-CI [38]. In the SS-
PCM SAC/SAC-CI calculations, we adopted lower-level basis sets, aug-cc-pVDZ
(C, N, O) and cc-pVDZ (H), because of the high computational cost of the SS-PCM
SAC-CI calculations. The default parameters of the IEF PCM given by Gaussian 09
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were used except for NMA. The values, "0D 172.8 and "1D 2.04, were used for
NMA. For evaluating the hydrogen bonding effects, the dimer model of amides was
also examined as in TD-DFT calculations where the same geometrical structures
were used.

All calculations were performed using the Gaussian 09 suite of program devel-
opment version [39].

3.3 Applications

3.3.1 n- and Branched Alkanes

Figure 3.1 compares the ATR-FUV spectra and the theoretical spectra by the
TD-DFT/aug-cc-pVTZ in the range of 9.5–6.5 eV (130–190 nm) of n-alkanes
(CmH2mC2, mD 5–9) [6, 7]. The calculated main peak clearly shows a red shift with
a significant increase in intensity along the alkyl chain length. This trend is in good
agreement with the observed FUV spectra, although the calculations overestimate
the peak positions about 0.5 eV.

To analyze the absorption spectrum in detail, the peaks calculated in the
9.5–6.5 eV region of n-hexane are shown with the convoluted spectrum in Fig. 3.2.
Many transitions contribute to an absorption band at around 9 eV. The dominant
peaks are summarized in Table 3.1. The most intense peak is the transition from
HOMO-2(¢) to Rydberg 3py (hereafter denoted as T1). The transition nature of T1
is the same for all n-alkanes, although the energy level of HOMO-2(¢) interchanges
with HOMO-3( ) at mD 7 (n-heptane). The second intense transition (T2) is a
transition from HOMO-1( ) to Rydberg 3py for all n-alkanes. The other transitions,
namely,  -Rydberg 3px and ¢-Rydberg 3px, also contribute to this broadband.

Fig. 3.1 (a) ATR-FUV spectra and (b) theoretical spectra of n-alkanes (CmH2mC2, mD 5–9).
Cited from Refs. [6, 7]
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Fig. 3.2 Theoretical spectra of n-hexane calculated by TD-DFT [7]

Table 3.1 Transition energy (�E, eV) and oscillator strength (f ) of n-pentane in the gas phase
and in the liquid phase by using TD-DFT [7].

Gas phase In solvent
State Transition character �E f �E f

B1 (T2) b1 (H-1)! a1 (Ryd. 3py) 8.73 0.102 8.71 0.138
A1 b1 (H-1)! b1 (Ryd. 3px) 8.79 0.069 8.77 0.116
A1 (T1) a1 (H-2)! a1 (Ryd. 3py) 8.96 0.179 8.93 0.192
B1 a1 (H-2)! b1 (Ryd. 3px) 8.98 0.053 8.98 0.057

Figure 3.3 displays the calculated HOMO�HOMO-3 and Rydberg 3py of n-
hexane. Among these MOs, HOMO-1( ) and HOMO-2(¢) are relevant to the
electronic dipole-allowed transitions. Transitions from these MOs to Rydberg 3py

and 3px have large oscillator strength as noted above, while those from HOMO (ag)
have small intensities and those from HOMO-3 (au) are dipole forbidden.

The SAC-CI calculations were also performed for the absorption spectra of n-
alkane (CmH2mC2, mD 5–8) in the FUV region. The SAC-CI spectra have similar
character as TD-DFT ones, for example, (1) T1 makes the largest contribution to the
absorption band, and (2) T2 appears on the low-energy side of T1 and contributes
significantly to the absorption band. The contribution from T2 to the band was larger
in SAC-CI (72 % of T1) than that in TD-DFT (57 % of T1).

The experimental results revealed that the intensity of the absorption band for n-
alkanes increases smoothly as the number of carbons increases. Both TD-DFT and
SAC-CI results show low-energy shifts of T1 similar to the experimental results. The
magnitudes of shifts during the transition from n-pentane to n-octane are 0.3 and
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Fig. 3.3 Kohn–Sham orbitals relevant for the excitations of n-hexane [7]

Fig. 3.4 (a) ATR-FUV spectra and (b) theoretical spectra in the region of 8.55–6.53 eV (145–
190 nm) of C6H14 isomer in the liquid phase [7]

0.5 eV for TD-DFT and SAC-CI, respectively, in comparison with the experimental
value of 0.2 eV.

The effect of the branching in carbon chain on excitation spectra is of interest.
We examined the spectra of n-hexane, 2-methylpentane (2MP), 3-methylpentane
(3MP), 2,2-dimethylbutane (2,2-DMB), and 2,3-dimethylbutane (2,3-DMB) for this
purpose. Figure 3.4a comparesthe ATR-FUV spectra in the 8.5–6.6 eV region of
these compounds. In all branched alkanes, the band at �8.3 eV (�150 nm) shows
a lower-energy shift. The intensity of the shoulder at �7.7 eV (�160 nm) increases
remarkably in the order of alkanes without branches, with tertiary carbon, and with
quaternary carbon. The second derivatives of the ATR spectra show a minimum
and a maximum peak at around 7.6 and 7.4 eV, respectively, which originates in
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Fig. 3.5 Theoretical spectra of (a) 2MP and (b) 2,2-DMB by TD-DFT [7]

the shoulder of the ATR absorption spectra. These peaks of 3MP and 2,3-DMB are
weak as those of n-hexane, while those of 2,2-DMB and 2MP show more significant
difference. Minimum peaks at around 8.3 and 7.6 eV in the second derivative spectra
correspond to the peak maximum and the shoulder of the ATR absorption spectra,
respectively. The differences in those values among the branched alkanes can be
seen in Fig. 3.4.

The TD-DFT spectra of n-hexane, 2MP, 3MP, 2,2-DMB and 2,3-DMB are
compared in Fig. 3.4b. The calculated spectra are in good agreement with the
experimental spectra in terms of both the peak shift and the intensity change of
the higher-energy band. The increases in intensity of the lower-energy band in the
branched alkanes are also reproduced. As for the peak maximum, the lower-energy
shift in the branched alkane is well reproduced.

Figure 3.5a shows the theoretical spectrum of 2MP. The shoulder on the lower-
energy side is attributed to the  (bg)! 3s and ¢(ag)! 3s transitions, both of which
are electronic dipole forbidden in the case of n-hexane (Fig. 3.2). The strongest peak
is characterized as ¢(ag)!Rydberg 3py, which is similar to T2/T1 in n-hexane.
The theoretical spectrum of 2,2-DMB is shown in Fig. 3.5b. Compared to 2MP, the
transitions to Rydberg 3s in the low-energy region are strong, which provides the
remarkable shoulder in the absorption spectra. The  (au)!Rydberg 3s transition,
which has a transition dipole moment that tilts out of the plane, has strong intensity,
especially for 2,2-DMB. Because 2,2-DMB includes quaternary carbon, it causes
the electron density to deviate out of the plane. The oscillator strengths of the
transitions to Rydberg 3px or 3py are distributed to many peaks. These states interact
because the branch of the carbon chain is out of the plane.

The branched alkanes with relatively higher symmetry (C2v and C2h) such
as 3MP and 2,3-DMB show only a weak shoulder near 7.6 eV, whereas those
with relatively lower symmetry (Cs) such as 2MP and 2,2-DMB yield very clear
shoulders. Thus, the intensity of the shoulder at �7.6 eV changes according to the
molecular symmetry. It was also inferred that the forbidden transition from ¢(ag) to
3s becomes allowed in response to the decrease in symmetry that occurs going from
n-alkanes to branched alkanes with lower symmetry.
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Fig. 3.6 ATR-FUV spectra
in the region from 145 to
200 nm of CH3OH (solid),
CH3OD (break), CD3OH (dot
break), and CD3OD (short
break) in the liquid state [5]

3.3.2 Methanol

Figure 3.6 shows ATR-FUV spectra in the region from 145 to 200 nm of CH3OH,
CH3OD, CD3OH, and CD3OD in the liquid phase [5]. As seen in the spectra, the
big discrepancy was not observed between OH species and OD species. However,
there are significant differences in the peak position and the peak height between
the CH3 species and the CD3 species.

The peak position shows a blue shift upon the deuterations. The CD3 substitution
yields a greater shift (1.8 and 1.5 nm for CD3OH and CD3OD, respectively)
than the OD substitution (0.5 and 0.2 nm for CH3OD and CD3OD, respectively).
Cheng et al. found isotope effects on the 1A00 (2a00! 3s), 2 1A00 (2a00! 3p), and
3 1A00 (2a00! 3p0) or 3 1A0 (2a00! 3p00) transitions of CH3OH in the gas phase
by comparing an FUV spectrum of CH3OH with those of CH3OD, CD3OH, and
CD3OD in the gas phase [40]. We called these three transitions the A-X, B-X, and
C-X transitions, respectively. As for the B-X and C-X transitions in the gas phase,
the CD3 substitution yielded a larger blue shift than the OD substitution. According
to our result for the liquid phase, the trends of isotope effects in the peak maximum
region (Fig. 3.6) are similar to those for the B-X and C-X transitions of the gas
phase. From the comparison with the result for the gas phase, the trend of shifts sug-
gested that the absorption in FUV region arises from the B-X and C-X transitions.

3.3.3 Ketones

We measured ATR-FUV spectra of four aliphatic ketones and two branched
ketones whose chemical structures are displayed in Fig. 3.7, namely, acetone,
2-butanone (methyl ethyl ketone, MEK), 2-pentanone (methyl n-propyl ketone,
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Fig. 3.7 Chemical structures of (a) acetone, (b) MEK, (c) MPK, (d) DEK, (e) MIPK, and (f)
MIBK [8]

MPK), 3-pentanone (diethyl ketone, DEK), 3-methyl-2-butanone (methyl i-propyl
ketone, MIPK), and 4-methyl-2-pentanone (i-butyl methyl ketone, MIBK) [8].

Figure 3.8a, b shows ATR-FUV spectra of these aliphatic and branched ketones,
and the corresponding spectra of the molar absorption coefficient " derived by KKT
are indicated in Fig. 3.8c, d. All the ketones observed have an absorption band
at around 6.7 eV. On the other hand, the higher-energy regions are significantly
different from one another in the spectral shapes. The branched ketones, MIPK
and MIBK, have a clear shoulder near 7.4 eV. Figure 3.8e, f displays the second
derivative of these FUV spectra. The second derivative spectra of MPK and DEK
show two negative peaks near 8.5 and 6.7 eV, while the MIPK has another negative
peak between them (7.4 eV). Similar feature also appears in the second derivative
of MIBK. These results strongly suggest that the branched ketones have the third
component near 7.4 eV. The absorption peaks at around 6.7 and 8.5 eV are
represented as Band A and Band C, respectively. The shoulder seen for the branched
ketones is named as Band B.

Figure 3.9 compares the calculated spectral simulations for (a) acetone, (b) MEK,
(c) MPK, (d) DEK, and (e) MIPK by EOM-CCSD/aug-cc-pVDZ level with their
observed spectra. In order to reproduce the observed spectra in the liquid phase,
transition widths of 0.4, 1.1, and 1.8 eV were employed for the transitions around
6.4, 7.5, and 8.0 eV and higher-energy transition. According to the theoretical
results, the following assignments can be considered for these ketones:

1. There is an isolated transition from n orbital whose representation is A1 for C2v

species (acetone and DEK) or A0 for Cs species (MEK, MPK, MIPK) in the
region of 6.4–6.3 eV. This transition is assigned to the n-3s transition.

2. There are a group of transitions containing three transitions whose representa-
tions are A1, A2, and B2 for C2v species or two A0 and A00 for Cs species in the
region of 7.60–7.13 eV. These transitions are ascribed to the n-3p transition.
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Fig. 3.8 ATR-FUV spectra of (a) four aliphatic ketones and (b) two branched ketones and
molar absorption coefficient " derived by KKT for (c) aliphatic and (d) branched ketones in the
liquid phase with the second derivatives of their FUV-" spectra of (e) aliphatic and (f) branched
ketones [8]

3. There are a group of transitions containing 5–7 transitions from n in the region
of 8.9–7.8 eV. For acetone, the upper orbital of the transitions is five orbitals
of 3d Rydberg. As to the other ketones, because of similarity of the strength
and transition energy, these include the same kinds of transitions. Additional
transition should be a 4s or higher components.

4. There is a transition which has the strongest oscillator strength in this region. It
is assigned to the  – * transition.
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Fig. 3.9 Comparison between calculated (EOM-CCSD) and experimental spectra; (a) acetone,
(b) MEK, (c) MPK, (d) DEK, and (e) MIPK. Stick peaks are calculated peaks with black dashed
lines simulated spectra and red solid lines observed spectra in the liquid phase [8]

The n-3s Rydberg transition of acetone was observed at 6.76 eV in the spectrum
of the liquid phase. The peak shift occurs to a higher-energy side by 0.39 eV from the
corresponding position in the gas phase [41]. This shift is significantly larger than
that of the n– * transition (0.05 eV) [42]. In the case of the n– * transition, the
shift originates from a difference in the dipole–dipole interaction in the liquid phase
between the ground and excited states of acetone. Quantum chemical calculations
with a PCM are widely used to estimate transition energies in solvents. Since we
focused on the n-3s Rydberg transition, we applied TD-CAM-B3LYP calculations
to reproduce the transition energy of the Rydberg orbitals. Table 3.2 shows the TD-
DFT results of acetone in the gas phase and in the neat liquid. The calculated results
for the gas phase agree well with the experimental results. The calculated gas-to-
liquid energy shift of the n-3s Rydberg transition was estimated to be 0.22 eV.
It reproduces the larger shift of the n-3s transition than n– * transition. The
discrepancy between the shift observed in the FUV absorption spectra and that
calculated with PCM should result from the neglect of intermolecular interactions.
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Table 3.2 Comparison of an excitation energy (eV) and a gas-to-liquid shift (eV) between
experimental and DFT calculation using PCM for the n– * and the n-3s Rydberg transition of
acetone [8]

Experiments TD-DFT/aug-cc-pVTZ
Gas Neat liq. Shift Gas Neat liq. Shift

n– * 4.43 4.51 0.08 4.43 4.60 0.17
n-3s 6.36 6.75 0.39 6.39 6.62 0.22

Fig. 3.10 (a) ATR-FUV spectra of FA, NMF, NMA, NdMF, and NdMA in the liquid phase and
(b) their absorption spectra obtained by Kramers–Kronig transformation [9]

Thus, Rydberg transitions were clearly observed for ketones in the liquid phase
for the first time. Detailed assignments of the FUV region were performed with the
help of quantum chemical calculations. The peak shift was also analyzed by the
TD-DFT in PCM.

3.3.4 Amides

Figure 3.10a, b shows ATR-FUV spectra in the 140–260 nm region for
formamide (FA), N-methylformamide (NMF), N-methylacetamide (NMA), N,N-
dimethylformamide (NdMF), and N,N-dimethylacetamide (NdMA) in the liquid
phase and their absorption index spectra obtained by the Kramers–Kronig
transformation, respectively [9]. All FUV spectra show a peak due to amide group
in the 180–200 nm region. The peak maximum varies in the order of FA (6.88 eV),
NMA (6.81 eV), NMF (6.67 eV), NdMA (6.44 eV), and NdMF (6.44 eV) with the
intensity being lowered as the number of methyl groups on the N atom increases.

Table 3.3 summarizes the energy of center of balance in the gas and liquid
states and the shift between them. The band shift from the gas to the liquid phase
depends on the molecule. The red shift was observed for all molecules except for
NdMF; it is particularly large for FA (�0.56 eV) and NMF (�0.64 eV). These shifts
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Table 3.3 Excitation energy
(eV) of the center of balance
of the absorption bands in the
gas and liquid phase and shift
between them [9]

Gas Liquid Gas to liquid

FA 7.44 6.88 �0.56
NMF 7.31 6.67 �0.64
NMA 6.91 6.81 �0.10
NdMF 6.25 6.31 C0.07
NdMA 6.55 6.44 �0.11

Fig. 3.11 Theoretical spectra of amides (a) in vacuum calculated by TD-DFT and (b) in the liquid
phase by LR-PCM-TD-DFT [9]

reflect various factors such as the effects of hydrogen bonding, the dipole–dipole
interactions, and the polarization by electronic transition. The observed amide peaks
in the liquid phase can be predominantly attributed to the  – * transition. The
peaks also contain contributions from the Rydberg transitions via valence–Rydberg
mixing.

Theoretical spectra of these five amides are compared in Fig. 3.11 in a vacuum
state. The spectra were calculated by TD-DFT/aug-cc-pVTZ with Gaussian convo-
lution where the band width approximately describes the Frank–Condon envelop,
namely, vibrational progression or distribution. Theoretical spectra reproduce the
observed peak shift to lower energy as the number of methyl groups on the N atom
except for the order between NMA and NMF. Assuming the spectra in the liquid
phase is described by PCM, the  – * absorption band of amides appears in the
lower energy in the liquid phase than in the gas phase except for NdMF. Let us
consider the effect of the polarization using the LR-PCM-TD-DFT calculations.
Figure 3.11b shows the LR-PCM spectra, which account for the effect of the linear
response of surrounding molecules. The LR-PCM spectra are similar to those in
vacuum regarding the order of the peak positions. This means that the polarization
of surrounding does not affect the spectral shape significantly.

The other important effect in the liquid phase is the direct intermolecular interac-
tion via hydrogen bonding, Van der Waals force and other electrostatic interactions.
Figure 3.12a, b illustrates the optimized structures of the dimers of five amides
and their convoluted theoretical spectra calculated by TD-DFT/aug-cc-pVTZ. In
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Fig. 3.12 (a) The optimized structure of dimers for five amides and (b) their spectra in vacuum
calculated by TD-DFT [9]

Table 3.4 Excitation energies (eV) of the  – * transition of FA, NMF, NMA, NdMF, and NdMA
calculated by TD-DFT [9]

Monomer Dimer Monomer Gas
Gas PCM Gas Gas! PCM Monomer! dimer

FA 7.80 7.45 7.58 �0.35 �0.22
NMF 7.30 7.28 6.80 �0.02 �0.50
NMA 7.18 7.20 7.06 C0.02 �0.12
NdMF 6.62 6.75 6.60 C0.13 �0.02
NdMA 6.91 6.92 6.90 C0.01 �0.01

the geometry optimization, hydrogen-bonded ring structures are considered for
FA, NMF, and NMA, while for NdMF and NdMA, structures with dipole–dipole
interactions and coupling between the CDO groups of the dimer are considered.
Figures 3.11a and 3.12b reveal that the peak of NMF appears in the lower energy
than those of the other amides upon the formation of the dimer.

Table 3.4 presents the TD-DFT results of five amides focusing on the peak
maximum. The values were obtained from convoluted spectra. The calculated peak
shift from vacuum to LR-PCM represents the solvent effects due to the polarization
by electronic transition, while changes from the monomer to the dimer models
reflects the effects of the CDO : : : H-N hydrogen bonding of the amide group
(FA, NMF, NMA) and the coupling interaction between the CDO groups (NdMF,
NdMA).

The observed peak shift of FA was �0.56 eV, while the theoretical values by the
LR-PCM-TD-DFT and the dimer model were �0.35 and �0.22 eV, respectively.
This means that the effects of hydrogen bonding and polarization of the solute
are both important. In the case of NMF and NMA, the calculated peak shifts
with dimer model, �0.50 and �0.12 eV, well reproduced the experimental values,
�0.64 and �0.10 eV, respectively. These values are better than those by LR-PCM
(�0.02 and C0.02 eV). Therefore, in the liquid phase of NMF and NMA, the
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Fig. 3.13 SAC-CI spectra of amides for (a) monomer and (b) dimer models in vacuum [9]

direct interaction by hydrogen bonding is more important than the polarization of
surrounding molecules in the liquid phase. For NdMA and NdMF, neither the dimer
model (�0.02 and �0.01 eV) nor the LR-PCM (C0.13 and C0.01 eV) reproduces
the experimental results (C0.07 and �0.11 eV). Unlike NMF and NMA, these
molecules do not interact strongly, and the effects due to dimerization are trivial.
However, the LR-PCM does not take accounts of nonlinear effects such as relaxation
of the electronic structure of the solvent, and the electronic spectra of polarized
NdMA and NdMF cannot be evaluated.

For these five amides, the SAC-CI calculations were performed for the excited
states of these molecules in vacuum and in the liquid phase. Figure 3.13a, b displays
the convoluted theoretical spectra calculated by SAC-CI for the amide monomers
and dimers, respectively. Although the detailed spectral shape is different, the
overall features of the spectra calculated by SAC-CI are similar to those by TD-
DFT. The SAC-CI calculated lower excitation energies for all the molecules than
TD-DFT. The peak maximum of NMF and NMA was correctly reproduced by
SAC-CI. The higher-energy region above 140 nm was not examined by the SAC-CI
calculations.

Table 3.5 summarizes the peak positions and peak shifts of five amides calculated
by the SAC-CI method in the gas phase and liquid phase. For liquid phase, the
nonequilibrium SS-PCM-SAC-CI was performed. This method tends to underesti-
mate the shifts relative to the experimental results. The trends for FA and NMF are
similar to those obtained by LR-PCM-TD-DFT. For example, the nonequilibrium
effect slightly reduces the red shift of FA as �0.25 eV, and the peak shift evaluated
using the dimer model is �0.30 eV. Therefore, both the hydrogen bonding and
the polarization are important in the liquid phase of FA. In the case of NMF, the
hydrogen bonding interaction dominates, although the calculated value is smaller
than the observed red shift. In the case of NMA, the SS-PCM-SAC-CI reproduced
the red shift as �0.05 eV in comparison with the experimental value of �0.10 eV.
This is different from the TD-DFT results where the hydrogen bonding is suggested
to be important. Infrared spectroscopy studies have shown that intermolecular
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Table 3.5 Excitation energies (eV) of the  – * transition of FA, NMF, NMA, NdMF, and NdMA
calculated by SAC-CI [9]

Monomer Dimer Monomer Gas
Gas PCM Gas Gas! PCM Monomer! dimer

FA 7.47 7.22 7.17 �0.25 �0.30
NMF 6.47 6.47 6.12 0.00 �0.35
NMA 6.66 6.61 6.77 �0.05 C0.11
NdMF 5.84 5.82 5.63 �0.02 �0.21
NdMA 6.38 6.27 6.44 �0.11 C0.06

Fig. 3.14 SAC-CI spectra of amides in vacuum for (a) monomer and (b) dimer models [9]

CDO : : : H-N hydrogen bonds exist in liquid NMA [9]. Using SAC-CI for NdMF
and NdMA, it was found that the nonequilibrium SS-PCM model better reproduced
the experimental observations than those by the dimer model. The red shifts of
NdMF and NdMA were estimated as �0.02 and �0.11 eV, respectively, by the SS-
PCM, in better agreement with the experimental values of C0.07 and �0.11 eV
compared with those by the dimer model, �0.21 and C0.06 eV. This suggests that
the nonlinear effect, the polarization of the solute, included in the SS-PCM model
plays an important role.

Based on the analysis of the orbital energy diagram of five amides, the   orbital
energy level is less bound with the substitution of CH3 group on the N atom due to
hyper conjugation, while the energy levels of the n and  * orbitals increase with the
substitution of CH3 group on the C atom of the amide CDO group. The energy levels
of Rydberg 3s, 3px, and 3py orbitals change only slightly with the CH3 substitution.
In contrast, Rydberg 3pz orbital energy level decreases with CH3 substitution on the
N atom interacting with  * orbital. This enhances the valence–Rydberg mixing.

Figure 3.14 shows theabsorption spectra of five amides calculated by SAC-
CI/aug-cc-pVTZ. The results of (a) monomer and (b) dimer model are displayed.
The nonequilibrium SS-PCM-SAC-CI calculations only calculate the excitation
energy and not oscillator strength because the MOs are different in ground and
excited states. For all the molecules, the  – * transition appears most strongly,



46 Y. Morisawa and M. Ehara

and the Rydberg transitions have transition intensity via valence–Rydberg coupling.
For example, in FA, the  – * transition is located between n-Rydberg 3px and n-
Rydberg 3py states with distributing the intensity to these two Rydberg transitions
and n-Rydberg 3s which exists in the lower-energy side. In dimer (2FA), one of the
four combinations of  – * transition has intensity, and two Rydberg transitions
represent the shoulder on the higher-energy side. This direct hydrogen bonding
interaction is partly responsible for the red shift in the liquid phase in FA. This
means that the Rydberg transitions exist in the liquid phase and can be observed in
the ATR-FUV spectroscopy as also found in the n-alkanes and branched alkanes.
More details regarding valence–Rydberg coupling were done with the second
moment <r2> analysis of the SAC-CI results in the original work [9].

The multiple interaction effects beyond dimer model are of interest. These effects
in the liquid phase as well as structures are not so clear, although the network
structure has been discussed for NMA. We focus on the system which shows
relatively large shift in the liquid phase, namely, FA and NMF. The trimer to
pentamer structures were examined by TD-DFT. The structures of 3FA-5FA are
shown in Fig. 3.15. The interaction energies and the vertical excitation energies
including the energy shifts are summarized in Table 3.6. The calculations were
performed with cc-pVTZ with s and p diffuse functions on C, N, and O.

The red shifts of the excitation energies for FA gradually increase as the
interacting molecules increase, namely, energy shifts range from �0.29 eV to
�0.43 eV for dimer to pentamer. The large cluster model includes both hydrogen

Fig. 3.15 Optimized structures of (a) trimer, (b) tetramer, and (c) pentamer of FA [9]
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Table 3.6 Interaction energy, excitation energy, and energy shift of FA and NMF clusters
calculated by TD-DFT/aug-cc-pVTZ-diffuse (d, f) at the optimized geometry by DFT/cc-pVTZ [9]

Molecule Eint
a (kcal/mol) �E (eV) Shift (eV)

FA Monomer – 8.00 –
Dimer �14.2 7.71 �0.29
Trimer �23.8 7.69 �0.31
Tetramer �35.0 7.62 �0.38
Pentamer �46.0 7.57 �0.43

NMF Monomer – 7.34 –
Dimer �11.3 6.94 �0.40
Trimer �20.3 7.11 �0.23
Tetramer �27.6 7.03 �0.31

aEint D E � n� Emonomer (n: number of molecules)

Fig. 3.16 Chemical structures of (a) nylon 6, (b) nylon 11, (c) nylon 12, (d) nylon 6/6, and (e)
nylon 6/12 [10]

bonding interaction and many-body polarization due to excitation, and therefore,
it is not straightforward to discuss their effects separately. Note that the calculated
interaction energies show that the multiple interactions are favorable; for example,
the interaction energy of FA pentamer is larger than the sum of dimer and trimer.
For NMF, the effect of hydrogen bonding interaction is not monotonic. The effect
in dimer is large, while it is reduced again in trimer and tetramer. The large energy
shifts in liquid state of NMF cannot be well explained in the present model system.
The trend of the interaction energies is similar to that of FA.

3.3.5 Nylons

Nylon has both alkyl chain and amide group, and therefore, their spectra have
character of these groups observed in n-alkane and amide. In this section, we focus
on nylon 6, nylon 11, nylon 12, nylon 6/6, and nylon 6/12 for which their chemical
structures are shown in Fig. 3.16 [10].
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Fig. 3.17 (a) ATR-FUV spectra of nylon 6, nylon 11, nylon 12, nylon 6/6, nylon 6/12, and liquid
NMA in cast film and (b) their normalized spectra with the band near 200 nm [10]

Fig. 3.18 (a) Tr-FUV spectra of nylon 6, nylon 11, nylon 12, nylon 6/6, nylon 6/12, and liquid
NMA in cast film and (b) their normalized spectra with the band near 200 nm [10]

Figure 3.17a compares ATR-FUV spectra in the 150–260 nm region of these
nylons and liquid N-methylacetamide (NMA) in cast film. Figure 3.17b shows their
normalized spectra with the intensity of the peak near 200 nm. All the nylons have
two intense features near 150 and 200 nm. Liquid NMA and other amides give
only the band at 190 nm, while liquid n-alkanes (mD 5–14) show only the 160 nm
feature. Thus, the 150 and 200 nm features of nylons are attributed to the alkane
and amide parts, respectively. The intensity of the 150 nm band increases as nylon
6 < nylon 6/6 < nylon 6/12 < nylon 11 < nylon 12, which is in agreement to the
relative ratio of CH2 groups. This order is the same as that for n-alkanes where
the intensity of 150 nm band increases with the number of carbon atoms.

Figure 3.18a displays Tr spectra of nylons in cast film. The intensity in the Tr
spectra is influenced by the film thickness. The thickness of nylon films was about
800–400 nm estimated from the absorbance of the Tr spectra and the absorption
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Fig. 3.19 The peak position
of the band near 195 nm of
the Tr spectra versus that of
the band near 205 nm of the
ATR-FUV spectra for the five
kinds of nylons [10]

coefficients of nylon 6/6 in the literature, but it was difficult to measure it accurately.
Thus, we used the spectra normalized by the intensity of 190 nm band shown in
Fig. 3.18b. The band near 190 nm is observed at a shorter wavelength by ca. 10 nm
in the Tr spectra compared with the corresponding band in the ATR-FUV spectra.
The 150 nm band, which is clearly observed in the ATR-FUV spectra, can be seen
only as a tail in the longer-wavelength side in the Tr spectra. This is because an
absorption peak appears at a longer-wavelength side in an ATR-FUV spectrum than
in a Tr spectrum due to the effect of real part of reflective index.

Figure 3.19 plots the absorption wavelength of the 195 nm peak of the Tr spectra
versus that of the 205 nm peak of the ATR spectra. Nylon m/n (nylon 6/6, nylon
6/12) yields the band at a longer-wavelength side for both Tr and ATR spectra. In
contrast, nylon m (nylon 6, nylon 11, and nylon 12) gives the peak at a shorter-
wavelength side in the Tr and ATR spectra except for the ATR spectrum of nylon
6. In general, nylon m/n has stronger hydrogen bondings than nylon m. Thus,
the longer-wavelength shift of the bands in both Tr and ATR spectra is in good
agreement with this fact. There may be two possibilities to explain the longer-
wavelength shift of the bands in nylon 6. One is that nylon 6 has a larger reflective
index, yielding a larger effect of its real part. Another possibility is that there may
be a stronger hydrogen bonding in the surface of nylon 6.

To perform assignments and interpretation of ATR-FUV spectra of nylons, we
carried out TD-DFT calculations for monomer units of nylon 6, nylon 11, and
nylon 12. Figure 3.20 shows the computed spectra with bars and their convolution.
The calculated spectra yield bands near 170 and 140 nm. Taking accounts of TD-
DFT providing higher transition energy and also not considering the effects of the
surroundings, these bands should correspond to the observed bands near 200 and
150 nm, respectively.

The hydrogen bonding would be responsible for the longer-wavelength shift
of the  – * absorption peak of nylon 6, nylon 6/6, etc. Therefore, we assessed
the effects of hydrogen bonding using the monomer, dimer, and trimer models.
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Fig. 3.20 Calculated spectra of model compounds of nylon 6, nylon 11, and nylon 12 in
vacuum [10]

Fig. 3.21 Computational trimer models of hydrogen-bonded systems for (a) nylon 6 and (b) nylon
6/6 with the transition dipole strengths [10]

The structures of nylon 6 and nylon 6/6 trimer models are shown in Fig. 3.21
with calculated transition dipole strengths. In nylon 6 model, hydrogen bonds are
perfectly constituted by inverting alternate chains in the ’-form, and the progressive
shear structure is adopted in the ’-form of nylon 6/6. These trimer models represent
the hydrogen-bonded system of unit cell regarding the  – * transitions. The
crystalline structure and its IR spectrum of nylon 6 polymorphs were studied using
DFT calculations. The TD-DFT results of the  – * and few ¢-Rydberg transitions
are summarized in the original paper [10].

The peak positions of the  – * bands which are calculated by summing over the
convoluted bands show a red shift as 171, 172, and 173 nm (171, 175, and 176 nm)
for the monomer, dimer, and trimer models of nylon 6 (nylon 6/6), respectively. The
oscillator strength is considerably distributed to many transitions in the wide range
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Fig. 3.22 Distribution of
 – * transitions with
relatively strong (f � 0.1, red
bar) and weak (f < 0.1, black
bar) intensity calculated with
three models of nylon 6 and
nylon 6/6 [10]

of spectra in the dimer or trimer models via hydrogen bonding effects. The red shift
(�5 nm) almost converges at the trimer model of nylon 6/6. The difference in the
calculated red shift between nylon 6 and nylon 6/6 is about 3 nm (0.12 eV) which
qualitatively matches with the experimental value of 0.06 eV. In nylon 6/6 trimer
model, an intense transition at 176.7 nm is enhanced as seen in Fig. 3.21, while
in nylon 6 trimer model, three dominant transitions at 170.8, 171.7, and 177.0 nm
of the transition dipole moments with similar dipole strength exist because of its
crystal structure, namely, the inversion of alternate chain. This different transition
dipole coupling scheme can be ascribed to the difference in the red shift of nylon 6
and nylon 6/6.

To interpret the difference of amide  – * transition, the distribution of  – *
transitions is compared for nylon 6 and nylon 6/6 trimer models in Fig. 3.22. Typical
MOs relevant for  – * transition of these models are also shown in Fig. 3.23. In
nylon 6/6 model, the first three transitions with relatively large oscillator strength
are characterized as the transitions from/to the relatively delocalized MOs; namely,
as seen in Fig. 3.23b,   and  * amplitudes are located in two or more amide groups.
The intensities of the low-lying transitions are enhanced by the linear combination
of the delocalized  – * configurations, while those of higher-energy transitions are
canceled out. The most intense transition at 176.7 nm with f D 1.395 is weighted
by many configurations. Orbital energies of both occupied and unoccupied MOs
are affected by about 0.08 eV via hydrogen bondings, and the delocalization over
hydrogen bond is observed. On the other hand, valence   orbitals of nylon 6 are well
localized in each amide group. In the dimer and trimer, these states individually
generate a series of  – * states; however, the coupling between these two series
is weak. The MOs are localized even in the dimer and trimer models as shown in
Fig. 3.23a. Consequently, two or three intense  – * states exist in the dimer and
trimer of nylon 6.

The calculated hydrogen bonding energies were 22.2 and 48.5 (22.7 and 49.4)
kcal/mol for the dimer and trimer models of nylon 6 (nylon 6/6), respectively. These
energies are not additive and some nonlinear effects exist. Though the present results
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Fig. 3.23 Typical MOs relevant for the  – * transition in the trimer model of nylon 6 and nylon
6/6 [10]. (a) Nylon 6 (�D 171.7 nm). (b) Nylon 6/6 (�D 176.7 nm)

agree with the experimental trend, these are not enough to explain the difference of
hydrogen bonding interactions of nylon 6 and nylon 6/6; the present models only
consider the local structure, and the global structure of these two polymers must be
important. Within this model system, the unit cell distance was calculated as 9.7 Å
for nylon 6 (C-C distance) which is in good agreement with the experimental value
of 9.56 Å.

3.4 Summary

In this chapter, we overview the recent works using ATR-FUV spectroscopy applied
to the molecules which have characteristic electronic transitions in the FUV region.
It was demonstrated that this spectroscopy is a powerful tool for investigating
the electronic structures and transitions in the FUV energy region that is not
easily accessible by other spectroscopies. Using this spectroscopy with the help of
quantum chemical calculations, we have extracted interesting physics and chemistry
in the condensed phase, for example, the existence of confined Rydberg excited
states in liquid phase, the strong valence–Rydberg coupling, and the effects of
intermolecular hydrogen bondings on the excited states and polarization of the
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surroundings. These interesting issues have been systematically examined by a
series of studies on n- and branched alkanes, alcohols, ketones, amides, and nylons.
These important physical insights together with robust experimental technique itself
provide many possibilities for the future works in the wide field of chemistry, in
particular for investigating the electronic structure and transitions characteristic to
the FUV region.
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Chapter 4
Water Research by Far-Ultraviolet Spectroscopy

Takeyoshi Goto and Akifumi Ikehata

Abstract Far-ultraviolet (FUV) absorption spectroscopy provides molecular infor-
mation about valence electronic transitions: ¢ , n, and   electron excitation and
charge transfer (CT). FUV spectral measurements of liquid water and aqueous
solutions had been limited, because the absorptivity of liquid water is very intense
(absorptivity 105 cm�1 at 150 nm). We have developed an attenuated total reflection
(ATR)-type FUV spectrophotometer in order to measure FUV spectra of liquid
water and aqueous solutions. The ATR–FUV spectroscopy reveals the features of
the valence electronic transition of liquid water. This chapter introduces a brief
overview of the first electronic transition

� QA QX�
of liquid water (Sect. 4.1) and

the FUV spectral analyses (140–300 nm) of various aqueous solutions including
how the hydrogen bonding interaction of liquid water affects the QA QX transition
of water molecules (Sect. 4.1); how the QA QX bands of water molecules in Groups
I, II, XIII, and lanthanoid (Ln3C) electrolyte solutions are associated with the
hydration states of the metal cations (Sects. 4.2 and 4.3) how the protonation states
of amino acids in aqueous solutions affect the electronic transition of the amino
acids (Sect. 4.4) and the analysis of O3 pulse-photolytic reaction in aqueous solution
using a nanosecond pump-probe transient FUV spectrophotometer (Sect. 4.5).

Keywords Far ultraviolet (FUV) • Attenuated total reflection (ATR) • Liquid
water • Hydrogen bond • Hydration • Electrolyte solution • Amino acids •
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4.1 First Electronic Transition of Liquid Water

Water is a colorless medium; it does not absorb visible light, while infrared (IR) and
far-ultraviolet (FUV) light is strongly absorbed. Figure 4.1 shows the absorption
spectrum of liquid water from the IR to the FUV region calculated from literature
data of molar absorptivities [1] by assuming a path length of 100 nm. In the IR
region, two major peaks appear around 2,900 nm (3,400 cm�1) and 6,200 nm
(1,650 cm�1) assigned to H–O–H stretching and bending modes, respectively. In
the near-infrared (NIR) region, relatively small absorptions due to the overtones
and combination modes of the H–O–H vibrations are observed. As mentioned at
the beginning, the ultraviolet–visible (UV-vis) region does not show significant
absorption. In the FUV region, a strong absorption band arises where the wavelength
is shorter than 190 nm. This is the first electronic transition of water, and the
absorptivity of this band is stronger by several orders of magnitude relative to the
H–O–H stretching band in the IR region. For decades, it has been known that the
absorption edge of this band (around 190 nm) shifts to a shorter wavelength with the
increase in the strength of hydrogen bonding [2–5]. This band is simply called the
QA QX because it is due to the lowest electronic transition. Specifically, this band is

assigned to the transitions from the 1b1 (nonbonding orbital) to the 4a1 (antibonding
¢* orbital) and partly to the 3s orbitals (Fig. 4.2) [6, 7]. Since the former 1b1 ! 4a1

is caused by a transition to valence band of the oxygen atom, the QA QX absorption
of water has an aspect of an excitonic transition [8]. In condensed phases, the
lone-pair valence band edge approaches the conduction band. Hahn et al. clarified
that the average electron-hole distance is longer in the condensed phase than in
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Fig. 4.1 The absorbance spectrum of water from the IR to FUV region, assuming a path length of
100 nm (From Ref. [1])
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Fig. 4.2 Molecular orbitals of water molecule in the ground state and the first excited states

an isolated water molecule by theoretical calculations [9]. This result supports the
experimentally observed blueshifts of QA QX . The latter 1b1 ! 3s is a transition to
the Rydberg series, often called molecular orbital (MO) Rydbergization [6, 10]. The
radii of the electron orbitals of Rydberg states are several to several tens of times
larger than those of the corresponding ground state, so that the Rydberg states in
condensed phases are sensitive to the effects of surrounding molecules. The obvious
blueshift that was experimentally observed for matrix-isolated water with a decrease
in the size of the matrix constituents represented a proof for Rydbergization [11].
Actually the excited states of valence and Rydberg orbitals are complementary by
the O–H distances. When the O–H distance becomes shorter (i.e., in condensed
phase), Rydberg nature of the excited molecular orbital becomes dominant [10].

From the peak shifts of the QA  QX band by phase transitions of water, one
can easily understand the fact that the first electronic transition of water varies
with changes in hydrogen bonding and molecular density. The band maxima of
QA  QX of water are observed at 168 nm (7.4 eV) [12, 13], 148–150 (8.4–

8.3 eV) [14–18], and 144 nm (8.6 eV) [18–20] for the gas, liquid, and solid states,
respectively. However, the QA  QX absorption of water is considerably stronger
than the IR absorptions corresponding to the fundamental H–O–H stretching
vibrations as shown in Fig. 4.1, and this fact makes it difficult to measure the
band maxima of the QA  QX absorption of liquid water and aqueous solutions
by transmittance spectroscopy. In fact, the positions of the band maxima of liquid
water and ice mentioned in the foregoing researches [11, 15] were determined
by regular reflection measurements. As for liquid water and aqueous solutions,
many other scientists had to observe the band tail over 190 nm (below 6.5 eV)
by using transmittance cells and have discussed the onset of the absorption [2–
5, 8]. A redshift occurs at the onset of the QA  QX absorption with an increase
of temperature [8, 21, 22]. This phenomenon has been discussed in the context of
Urbach rule [23], which is based on the characteristic behavior of phonon-broadened
absorption bands. Williams et al. compared the energy gap for the QA  QX band
of liquid water with that of the band of isolated water from a viewpoint of an
amorphous semiconductor on the basis of temperature dependence measurements
of UV spectra [8]. The studies conducted before 1998 were adequately reviewed by
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Bernas [22, 24]. Considerable computational efforts were also made recently [25–
32]. However, experimental study of the QA  QX absorption of liquid water had
not been fully explored due to the difficulty in directly observing the transmittance
FUV spectra of water. The situation has dramatically changed by the development
of ATR–FUV spectroscopy [33]. One can easily observe the entire shape of the
QA  QX absorption band of water because the evanescent wave with the ATR

geometry reduces a path length in the sample on the reflection element less than
100 nm. Since the QA QX band moves to a shorter wavelength with the increase in
the strength of hydrogen bonding, it is expected that the QA QX band of liquid water
continuously shifts with temperature and hydration by ions, inorganic molecules,
and organic molecules. The use of QA QX band by ATR–FUV spectroscopy is now
becoming a method to explore the hydrogen bonding and hydration of water and
also a method in quantitative and qualitative analysis of aqueous solutions [34].

The origin of the low-lying electronic transition band of water had not been
conclusively established before the development of the ATR–FUV because the
observation of the QA  QX band tail was the only one way to know the electronic
property. To make sure whether the shift of the QA  QX band tail by heating is
caused by broadening or energy shift, the ATR–FUV was first used for studying
temperature dependence on the QA QX transition by employing a single-reflection
ATR accessory with a sapphire crystal [14]. The ATR–FUV spectra of light water
(H2O) and heavy water (D2O) measured at different temperatures (10–70 ıC) are
shown in Fig. 4.3. The maximum absorptions for all the spectra of D2O lie at
higher energies than those for the spectra of H2O at the same temperature. The
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Fig. 4.4 The absorption
index � (a) and the refractive
indices n (b) of H2O
converted from the
ATR–FUV spectra shown in
Fig. 4.3 by the
Kramers–Kronig
transformation (From Ref.
[14])
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deviation arises from the difference in the vibrational zero-point energies between
H2O and D2O [17]. The QA  QX peaks showmarked redshifts on heating, and the
peak intensities decrease. However, the ATR spectra of water are not identical to its
transmission spectra. Since the ATR technique is based upon a reflection method, the
spectra involve shifts not only in peak intensity but also in the wavelength. Kramers–
Kronig transformation (KKT) and Fresnel formulas are available to separate the
contributions of the absorption and refractive indices. Figure 4.4a, b displays
the calculated results of absorption indices, �, and refractive indices, n, of H2O,
respectively [14]. The indices correspond to the real and imaginary parts of the
complex refractive index as follows: Qn D nC i�. It can be seen that every spectrum
of the optical indices shifts to the low-energy side on heating. The peak wavelengths
of the absorption indices are plotted against temperature in Fig. 4.5. The best-fit
linear functions to the data are indicated by solid lines. The band maximum of
H2O linearly shifts from 8.4 to 8.26 eV on increasing the temperature from 10 to
70 ıC, and consequently, the slope is �2:4 � 10�3 eV/K. A prediction by using
an extrapolation fit of a Gaussian profile to the experimentally observed UV tails
shows a smaller slope of �1.86� 10�3 [5]. The slope for D2O, �2:1 � 10�3 eV/K,
is thought to be the same as that for H2O. This result suggests that with regard to
the thermal shifts of the band peaks, the ATR–FUV spectra are relatively in good
agreement with the transmittance spectra. On the other hand, the bandwidth of the
QA  QX band in the absorption indices, �, becomes very slightly narrow with an

increase in the temperature. Therefore, it is revealed that the shift of the tail of
QA  QX absorption observed in the UV spectra is dominated by the energy shift
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Fig. 4.5 Plots of the peak
positions of the QA QX band
for H2O (open circles) and
D2O (filled circles) against
temperature (From Ref. [14])
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of the QA  QX transition. In this way, systematic measurements of the ATR–FUV
spectra of water and the analysis of KKT reveal that the QA  QX band of liquid
water shifts to lower energy on heating.

4.2 Cationic Effects on the QA  QX Transition of Liquid
Water: Group I, II, and XIII Cations

Because the QA  QX transition of liquid water involves nonbonding electrons of
an oxygen atom of a water molecule [6], the QA  QX transition of liquid water is
sensitively affected by the hydrogen bonding state of water molecules. The addition
of salts in liquid water induces the rearrangement of the hydrogen bonding structure,
and the strength of water molecule structuring by an ion is characterized with the
charge and the size of the ion [35, 36]. The high-charge-density ions electrostatically
bind to the surrounding water molecules and form the first and even second
coordination spheres [37]. The hydration energy of an ion expresses the change of
the electric energy induced by the insertion of an ion into water solvent. Hydration
of ions has been extensively studied from the macroscopic properties (viscosity
and entropy of ion solvation) [38, 39] and the molecular structure with X-ray [40],
nuclear magnetic resonance (NMR) [41], and vibrational [42] spectroscopy. Herein,
ATR–FUV spectroscopy provides new insights into the hydration of cations from
the perspective of the electronic transition of water molecules [43, 44].

The QA QX transition energy of liquid water increases with the addition of salts,
and the increase in the energy linearly correlates with the thermodynamic solvation
energies of the cations [43, 44]. Figure 4.6 shows the ATR–FUV spectra of 1 M
Group I metal nitrate solutions and pure water at 25 ıC. The same counter-anion,
nitrate, was employed for all the electrolyte solutions to negate the effect of counter-
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anions on the measured spectra. The absorption bands around 6.1 eV (203 nm) and
8.0 eV (155 nm) are assigned to the  � * transition of NO3

� and the QA  QX
transition of water molecules, respectively. The QA  QX bands of the electrolyte
solutions are slightly blueshifted, and their absorbances are smaller relative to the
pure water band. The QA  QX transition energies of the electrolyte solutions
become higher as the cation sizes are smaller in each group. Figure 4.7 shows
plots of the barycenter energies of the QA  QX bands of the Group I, II, and
XIII metal nitrate electrolyte solutions (1 M) versus the Gibbs hydration energies
of the cations (�Ghyd). The �Ghyd values were taken from the reference [45].
Because the concentrations of the nitrate anion are different among the Groups
I, II, and XIII, the correlation can be examined within each group. The higher-
charge-density cations which hold the larger negative values of �Ghyd show the
higher QA  QX transition energies of the water molecules for each group. This
linear relation indicates that the hydration of the cations stabilizes the ground-
state electronic energies of the water molecules, resulting in the increase in the
QA  QX transition energies of the electrolyte solutions. The correlations of the

extremely high-charge-density cations, HC, LiC, and Be2C, deviate from the linear
relations. This deviation is probably attributed to the energy differences in the
electronic excited state of the water molecules hydrating different cations, because
the thermodynamic hydration energy of a cation is associated with the ground-state
electronic energy. The electronic state calculation of the hexagonal ice water shows
that the spatial distribution of the excited electrons is extensively distributed and
sensitive to the neighboring molecular environment [9]. Therefore, the extremely
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high-charge-density cations more strongly perturb the molecular orbital (MO)
transformation of a water molecule accompanied with the electronic transition than
the low-charge-density cations.

The electronic state calculations of water and water–cation complexes reveal
how the electron donation from water molecules to a metal cation affects the QA  
QX transition of the water molecules [43]. The time-dependent density-functional

theory (TDDFT) calculations of the QA  QX transitions of the monomer and the
dimer of water molecules (mono-H2O and di-H2O) and the water-monovalent cation
complexes (H2O-MC) using the M06-2X functional with the 6-31CCG** basis set
show a clear dependence of the QA  QX transition energy on distance between the
electron donor (nonbonding electrons of an oxygen atom) and the acceptor (MC or
a hydrogen atom of a water molecule) (rD�A) as shown in Fig. 4.8. The longest and
shortest rD�A distances of each cation complex correspond with the inner and outer
positions of the first hydration shell edges of the cations. As rD�A is shorter, the
QA QX transition energies of all the cation complexes and di-H2O (b) become larger

than that of the water monomer. The di-H2O (a) transition appears below the mono-
H2O. But the oscillator strength of the di-H2O (a) transition gets smaller as rD�A is
shorter, whereas that of the di-H2O (b) transition doesn’t change. From the results
of these TDDFT calculations, the blueshifts of the QA QX bands of the electrolyte
solutions can be elucidated as the following: (1) The electron donor–acceptor
interaction between the cations and the water molecules induces deformation of the
MO of the water molecules, and (2) a closed-packing hydrogen bonding structure of
the water molecules caused by the electric fields of the cations generates the stronger
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and outer positions of the hydration shell edges of each cation. The broken line shows the QA QX
transition energy of the H2O monomer (From Ref. [43])

hydrogen bond interaction among the water molecules. Consequently, the QA  QX
bands of the high-charge-density cation electrolyte solutions are more blueshifted
than those of the low-charge-density electrolyte solutions and pure water. Also, the
calculated QA  QX transition energy spread between the longest and shortest rD�A

distances of the H2O-MC complexes linearly correlates with the full with at half
maximums of the QA  QX bands of the electrolyte solutions measured with ATR–
FUV spectroscopy as shown in Fig. 4.9. Therefore, the QA  QX bandwidths of
the electrolyte solutions directly exhibit how the cation centers are hydrated by the
solvent water molecules.

4.3 Cationic Effects on the QA  QX Transition of Liquid
Water: Lanthanoid Cations

Physicochemical properties of lanthanoid cation (Ln3C) hydrates depend on the 4f
electron occupation state of the Ln3C cations in the electronic [46, 47] and electric
aspects [48]. Accordingly, those vary across the 4f period in either monotonous or
inmonotonous trend. As the nuclear charge (Z) increases, the coordination number
of Ln3C hydrates decreases inmonotonously from 9 to 8; specifically, the amount
of change varies around Eu3C and Gd3C [48–50]. The Ln–OH2 bond distances
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Fig. 4.9 Plot of the
calculated QA QX transition
energy spreads for the widths
of hydration shells versus the
full width at half maximums
(FWHM) of the QA QX
bands measured with
ATR–FUV spectroscopy. The
broken line shows the FWHM
of the QA QX band of pure
water (From Ref. [43])
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monotonously decrease [51–53], and the Gibbs energies of hydration of Ln3C
cations monotonously increase [45, 54], as the Z values become large. The variation
of the lanthanoid liquid–liquid extraction with Z shows a characteristic tetrad trend
[55]. The tetrad trends of Ln3C hydrates are known as the tetrad effects [46, 47].
Herein, ATR–FUV spectroscopy reveals that the QA  QX transition energies of the
Ln3C electrolyte solutions show a tetrad trend across the 4f period, which accounts
for the ligand field splitting (LFS) of the 4f electronic states of the Ln3C hydrates
[56].

The QA  QX transition energies of the Ln3C electrolyte solutions are higher
than that of pure water. Figure 4.10 shows the plots of the QA  QX transition
energies of the Ln3C and the Group XIII nitrate electrolyte solutions (1 M) versus
the Gibbs energies of hydration (�Ghyd) of each cation. The �Ghyd values were
taken from the reference [45]. Because the same counter-anion (nitrate) for all the
salts was employed, the spectral differences are attributed to the cation effects. From
the linear correlation, the hydration energies of the Group XIII cations account for
the decrease in the electronic energies of the ground state of the water molecules
and the increases in the QA  QX transition energies of the Group XIII electrolyte
solutions. In contrast, the QA  QX transition energies of all the Ln3C electrolyte
solutions including the noble gas-like cation La3C ([Xe]4f0) do not have a linear
relation with �Ghyd. Because the cations in each Group I, II, or XIII (s- and p-block
metals) exhibit a linear relation as shown in the previous section, the deviation from
the linearity for the Ln3C cations is associated with the 4f electronic states.

The 4f electron occupation state can characterize the QA QX transition energies
of the Ln3C electrolyte solutions in a tetrad manner; that is, there are four local
trends in the 4f series. Figure 4.11 shows a plot of the QA  QX transition energies
(filled squares, left axis) and �Ghyd (filled circles, right axis) versus the number of
4f electrons of the Ln3C cations. For the half occupation period of the 4f electrons,
the QA  QX transition energies decrease from La3C (4f0, 8.0375 eV) to Nd3C (4f3,
8.0277 eV) and increase from Sm3C (4f5, 8.0279 eV) to Gd3C (4f7, 8.0374 eV).
For the complete occupation period, there are two local minima at Dy3C (4f9,
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8.0349 eV) and Yb3C (4f13, 8.0355 eV). The QA  QX transition energies at the
nodes (La3C, Gd3C, Ho3C, and Lu3C) slightly increase as Z increases from La3C
(8.0374 eV) to Gd3C (8.0374 eV) and Ho3C (8.0382 eV) to Lu3C (8.0386 eV).
Consequently, the primary trend of the QA  QX transition energies of the Ln3C
electrolyte solutions is a linear relation with the hydration energies of the Ln3C
cations, and that is the same as the Group I, II, and XIII cations.
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The difference of the QA QX transition energy of each Ln3C from the line, which
goes through the nodes, (�E), more clearly characterizes the tetrad trend deviation.
Figure 4.12 shows the plots of �E across the 4f period. For the half occupation
period, the �E value increases from La3C to Nd3C (9.98� 10�3 eV, 80.5 cm�1)
and decreases from Sm3C (9.97� 10�3 eV, 80.4 cm�1) to Gd3C (5.99� 10�4 eV,
4.83 cm�1). For the complete occupation period, the �E shows the local maxima at
Dy3C (3.24� 10�3 eV, 26.1 cm�1) and Yb3C (3.03� 10�3 eV, 24.5 cm�1) and the
local minimum between Ho3C and Er3C.

The tetrad trend of �E across the 4f period is ascribed to the LFS effect on the
inner 4f electrons of the Ln3C cations. The observed �E values are the comparable
order of magnitude with the splitting ground-state multiplets of Ln3C complexes
induced by ligand fields in the range from 0 to 400 cm�1 [57–64]. From the
electronic state calculation with INDO/S-CI method, the energy split is from 0 to
263 cm�1 for [Pr(H2O)9]3C complex (D3h symmetry) and from 0 to 196 cm�1 for
[Tm(H2O)8]3C complex (D2d symmetry) [64]. Also, the observed �E profile along
the 4f period is similar with the LFS profile of the ground-state multiplets of the cube
geometry (coordination number (CN)D 8) rather than the octahedron geometry
(CND 6) of the Ln3C halides crystals. Yatsimirskii et al. calculated the ground-
state multiplets of the Ln3C halide crystals [14]. The calculated LFS energies for the
cube (filled circle) and the octahedron (filled triangle) geometry of a LnCl3 crystal
by Yatsimirskii et al. are also plotted in Fig. 4.12. The molecular geometry of Ln3C
hydrates in aqueous solution is tricapped trigonal prism (CND 9) for light elements
and square antiprism (CND 8) for heavy elements [50–52, 65]. The LFS profiles
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for those geometries of the Ln3C hydrates are not known at this time. However, the
similarity of the �E profile with the LFS profile of the cube (CND 8) geometry
rather than octahedron (CND 6) of the Ln3C halides indicates that the tetrad trend
of �E results from the LFS of the ground-state multiplets of the Ln3C hydrates.

4.4 Electronic Transitions of Amino Acids in Aqueous
Solutions

Amino acids are simple building-block subunits of proteins, and their side chains
determine the higher-order structures and the chemical functions of proteins. The
FUV spectral measurements of amino acids especially in gas and solution states are
very challenging, because the vapor pressures of amino acids are quite low [66], and
the photoabsorption of solvents including water is very intense [7, 14]. Just a few
FUV absorption spectra of amino acids were reported in the thin solid films [67, 68],
the gas states [69, 70], and the solution states [71, 72]. Actually, the FUV spectra of
amino acids in aqueous solutions can be easily obtained by using the ATR method.
This section will introduce the FUV spectra of 20 naturally occurring amino acids
in pure water, acidic, and basic aqueous solutions in the region from 145 to 300 nm
[73].

Glycine (Gly) is the simplest molecule in the 20 amino acids, and the FUV
spectrum of Gly is the most appropriate to show the electronic transition of the
backbone structure of amino acids. The primary chromophore of Gly is the carboxyl
group. Figure 4.13 shows the FUV spectra of 2 M Gly in 1.81 M H2SO4, pure
water, and 3.36 M NaOH aqueous solutions. Because the pKa1 and pKa2 values
of Gly are 2.34 and 9.60, the protonation states are ammonium carboxylic acid,
zwitterion, and aminocarboxylate anion in acidic solution, pure water, and basic
solution, respectively. The intense bands appear at 157.5 nm (molar absorption
coefficient "D 5.15� 103 M�1 cm�1), 168.9 nm (7.76� 103 M�1 cm�1), and
169.9 nm (7.73� 103 M�1 cm�1) for the acid, the zwitterion, and the anion forms,
respectively. Those are assigned to the ( � *)1 transitions of the carboxyl and
the carboxylate groups. In accordance with the conversion from the acid form
to the zwitterion, the ( � *)1 band is redshifted by 11.4 nm, the maximum "

value increases by 2.61� 103 M�1 cm�1, and the new band appears at 145.8 nm
(5.77� 103 M�1 cm�1) which is tentatively denoted as ( � *)2. The ( � *)2

band of the carboxylate anion form was reported from the quantum chemical
calculations of electronic transition and circular dichroism (CD) of hydrated alanine
(Ala) [74, 75] and the absorption spectra of the amino acid solid films [67, 68]. Osted
et al. reported that the electronic transition energies of the ( � *)1 and ( � *)2

bands are around 170 and 149 nm for the micro-hydrated zwitterion form of Ala
from the coupled cluster singles and doubles (CCSD) level calculations [75]. In
conversion from the zwitterion form to the anion, the ( � *)1 band is slightly
redshifted by 1 nm, and the ( � *)2 band becomes indistinguishably smaller.
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Fig. 4.13 FUV absorption spectra of 2 M Gly in the protonated, zwitterion, and deprotonated
forms (From Ref. [73])

Accordingly, the ( � *)1 and ( � *)2 transitions electronically correlate with
the intra- and intermolecular interaction between the ammonium and the carboxylate
anion groups.

The amino acids whose side chains possess the  -electron conjugated groups,
imidazolyl (His), phenyl (phenylalanine (Phe)), indolyl (tryptophan (Trp)), and
hydroxyphenyl (tyrosine (Tyr)), yield the characteristic spectral patterns in the FUV
region. Figure 4.14 shows the FUV spectra of the acid and the anion forms of these
amino acids ((a) His, (b) Phe, (c) Trp, and (d) Tyr). In comparison of the " spectra
determined from the present ATR method with those from transmission methods
in the wavelength region from 200 to 300 nm [76, 77], the positions of the band
maxima nearly match each other, but the " values determined by the ATR method
are smaller by 0.55 times. This disagreement of the molar absorptivities mainly
comes from the different orders of the sample concentrations (10�6� 10�3 M for
the transmission and 1–2 M for the ATR study).

For Phe and Tyr, the characteristic bands appear from 175 to 300 nm, which
are mainly derived from the  � * transitions of the phenyl and hydroxyphenyl
groups of the side chains. The  � * bands of the carboxyl groups are completely
obscured within the  � * bands of the side chains. From the absorption spectra of
benzene and substituted benzenes [78, 79], the intense bands around 190 nm and the
weak bands around 250 nm correspond to the symmetry-allowed  � * transition
(1B) and the symmetry-forbidden  � * transitions (1La and 1Lb), respectively. By
comparing the 1B bands between the acid and anion forms, (1) the band positions
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Fig. 4.14 FUV absorption spectra of ammonium carboxylic acid and aminocarboxylate anion
forms of amino acids with aromatic side chain (a) His, (b) Phe, (c) Trp, and (d) Tyr (From Ref.
[73])

of the acid forms stay at shorter wavelength than the anion forms, (2) the molar
absorption coefficients of the acid forms are larger, and (3) the bandwidths of
the acid forms are narrower. Those differences probably arise from the hydration
strength of the amino acid molecules. The anion forms of the amino acids interact
more strongly with the solvent water molecules than the acid forms.

The characteristic absorption bands of Trp spread over the entire FUV region, and
those are mostly derived from the  � * transitions of the indolyl group in the side
chain. The  � * transition of the carboxyl group is moderately obscured within
the intense absorption of the indolyl group. The spectral changes upon protonation
are relatively small, because the molecular structure of the side chain does not
change with the proton concentrations. The bands around 193, 230, and 280 nm are
assigned to the  � * transitions to the Ba state, the Bb state, and the overlapping
La and Lb states, respectively [80]. In comparison of the spectra among Phe, Trp,
and Tyr, the electronic transition energies of the B bands decrease, and the molar
absorption coefficients of the L bands increase for both the acid and anion forms
due to the reduced benzene ring symmetry, as the benzene rings are more substituted
from Phe to Trp.
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4.5 Pulse Laser Photolysis of Aqueous Ozone in the
Microsecond Range Studied by Time-Resolved
Far-Ultraviolet Absorption Spectroscopy

Advanced oxidation processes (AOP) using aqueous ozone (O3) with hydrogen
peroxide (H2O2) and UV light irradiation have been widely employed to oxidatively
destruct organic and inorganic contaminants in aqueous solution [81–84]. Even
though O3 has high reactivity to many chemical compounds, the reactivity to some
compounds, such as alcohols and carboxylic acids, is quite small [85–87]. Hydroxyl
radical (OH), which is a transient species from O3 decomposition, possesses high
reactivity to any target compounds [85–87]. The experimental conditions in the AOP
processes were studied to efficiently generate OH at the target sites. However, the
real-time monitoring of OH generation by the O3 photolytic reaction in aqueous
solution is not straightforward, because many transient species are short-lived
(ns�ms), and their concentrations are relatively low.

FUV absorption spectroscopy is practical to analyze aqueous solutions quantita-
tively and qualitatively, because liquid water is optically transparent above 200 nm,
and the most of organic and inorganic molecules have relatively strong optical
absorptions corresponding to various types of electronic transition. The chemical
species involved in the O3 photolytic reaction also have characteristic FUV bands
[88–92]. In order to analyze the chemical dynamics of the O3 pulse-photolytic
reaction in aqueous solution, we have developed a pump-probe nanosecond time-
resolved FUV spectrophotometer using a nanosecond pulse laser (wavelength,
266 nm; duration, 10 ns) [93, 94]. From the measured spectra, the molar absorptivi-
ties (") and the concentration-time profiles of the constituted chemical species in the
O3 photolytic reaction can be estimated with a multivariate curve resolution (MCR)
method [93]. The real-time monitoring of the constituted chemical concentrations
is a basis for controlling the AOP quality in washing processes.

The transient absorption spectra of the O3 aqueous solutions show the distinct
changes upon the nanosecond pulse light irradiance. Figure 4.15 shows the time
profiles of the transient absorbances of O3 (78–480 �M) in 10 mM phosphoric
buffer solutions ((a) pH 2.5, (b) 7.3, (c) 9.0, and (d) 11.3) from 190 to 225 nm.
The transient absorbance is defined as Transient Abs.t/ D � log .I.t/=I0/ where
I(t) is the signal of the probe light intensity and I0 is the time-averaged signal
before the pump light irradiation. Because the transient absorbance of O3 in pure
water (pH 4.7) is similar with that in the pH 5.2 buffer solutions, the effects of
the phosphate anions on the O3 pulse-photolytic reaction are negligible. The time
at 0 s corresponds to the nanosecond pulse laser irradiation timing. For all the pH
conditions, the transient absorbances decrease just after the pulse laser irradiation
till 20 �s and become mostly stable between 20 and 50 �s. The decreases in
the absorbances become larger and the time decay shorter, as the wavelength is
longer. For pH 2.5, the absorbances at 20 �s are 0.014 and 0.095 for 190 and
225 nm, respectively. The time decay constants with single exponential (	1) are
3.8 and 1.0 �s for 190 and 225 nm, respectively. As pH increases, the decreases
of the absorbances become small especially in the short wavelength region. For
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Fig. 4.15 Time profiles of the transient absorbance of O3 in aqueous solutions at (a) pH 2.5, (b)
7.3, (c) 9.0, and (d) 11.3. The nanosecond laser pulses are irradiated at 0 s (From Ref. [93])

pH 11.3, the signal-to-noise ratio (SNR) of the transient absorbance is much lower
than the other pH conditions, and the signals around 0 s highly fluctuate. This SNR
degradation in the basic solutions indicates that the decomposition reaction of O3

with OH� lowers the O3 concentration at the measurement position and increases
the scattered light of the pump laser due to the formed O2 bubbles. From the studies
of stationary O3 photolysis [95–99], the decreases of the transient absorbances in
the longer wavelength region are mainly ascribed to the photodecomposition of O3

and the increases in the shorter wavelength region to the formation of H2O2.
The measured transient spectrum matrix (A, time�wavelength channels) can be

decomposed into the molar absorption coefficient matrix (S, wavelength� number
of chemical species (n)) and the concentration-time profile matrix (C, time� n
channels) based on Beer’s law, as shown in the following equation [100]:

A D CST C R (4.1)

The " value of each chemical component involved in the O3 photolytic reaction in
aqueous solution (O3, H2O2, OH, O�3 , HO2, O�2 , and HO�2 ) was employed from the
references [89–103] as the initial S matrices for alternating least-square fitting. The
number of the constituted chemical components was determined as three, because
the elements of the residual absorbance matrix (R) are completely random patterns
along the time and the wavelength directions by applying three components: O3,
H2O2, and one of the transient chemical components. This analysis result indicates
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that the contribution from other than the O3 decomposition and the H2O2 formation
can be described as the concentration change of one chemical component from the
linear decomposition of the measured transient spectra. In order to distinguish which
of the transient species (OH, O�3 , HO2, O�2 , and HO�2 ) is the most probable as the
third component, the MCR analyses were carried out in a way O3 and H2O2 were
always selected as the first and second components, and one of the transient species
was selected as the third component. Then, the S and C matrices were calculated
using each third component. To determine the most probable chemical species as the
third component, the following conditions were applied to the calculated C matrices:
(1) The concentration changes of H2O2 and the third component are not negative
along the time, and (2) the concentration changes of H2O2 and the third component
increase as the initial concentration of O3 is higher. From the calculated C matrices,
the probable third species that satisfy the above conditions are OH and HO2.

The " spectra (S3) of OH and HO2 including wavelength region not reported in
the references (190–225 nm) were determined from the following Eqs. (4.2) and
(4.3) in order to evaluate which OH or HO2 is more suitable as the third component
contributing the changes in the transient absorbance.

A3 D Aexp : � S1C1 � S2C2 (4.2)

S3 D
�
CT

3 C3

��1
CT

3 A3 (4.3)

Aexp. is the measured transient absorbance matrix, Cn is nth row of the calculated
C matrix, and the columns of S1 and S2 are extended to 190 nm with the "

values of O3 and H2O2 from the references. As the transient absorbance matrix
A (time�wavelength channels) is not a square matrix, the calculated " matrix S3

is a compromise solution. Figure 4.16 shows the calculated " spectrum of each OH
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(From the reference [93])

and HO2 in the region from 190 to 225 nm (OH cal., HO2 cal.) with the reference
spectra (OH ref., HO2 ref.) [89, 103]. In the case of HO2, the " value below 205 nm
increases as the initial concentration of O3 is higher, while that of OH is mostly
identical for all the initial concentrations of O3. Thus, it can be said that OH is more
suitable than HO2 as the third component.

The decomposed C and S matrices reveal the chemical dynamics of the O3 pulse-
photolytic reaction in aqueous solution. Figure 4.17 shows the C (Fig. 4.17a) and S
(Fig. 4.17b) matrices calculated from the time profiles of the transient absorbances at
the condition ([O3]iniD 449 �M, pH 5.2) in the cases of OH as the third component.
The vertical axis of Fig. 4.17a shows the concentration differences of O3, H2O2, and
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OH between before and after the pulse irradiation. The concentration change of OH
(�[OH]) is magnified by 3 times for clarity. Upon the pulse laser irradiation, the O3

concentration instantaneously decreases by 73 % from 449 to 120 �M for the first
0.3 �s, and then it becomes almost stable. The H2O2 concentration instantaneously
increases to 550 �M for the first 0.3 �s and slightly increases further to 610 �M
around 2 �s, and then it decreases to 460 �M around 20 �s. The OH concentration
increases to 120 �M till 1 �s and gradually decreases to 20 �M till 20 �s, and then
it remains stable after 20 �s. The examination of the chemical dynamics around 0 s
is difficult, because the signal fluctuations due to the scattered light of the pump
pulse laser cannot be completely removed. Figure 4.17b also shows the reference
spectra of O3, H2O2, and OH [89, 92, 103]. The calculated " spectra of O3, H2O2,
and OH from S3 match closely the reference spectra.

The present MCR analysis of the O3 pulse-photolytic reaction becomes an
important basis for real-time monitoring of chemical dynamics of AOP in washing
processes with compact FUV spectrophotometers using optical filters.
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Chapter 5
Far-Ultraviolet Spectroscopy
and Deep-Ultraviolet Spectroscopy: Industrial
Applications

Noboru Higashi

Abstract FUV or DUV absorption spectrum has very strong absorptivity with a
steep absorption edge. Since the spectral changes in the intensity, position, and
bandwidth of the band are observed sensitively even at the portion of the tail
band, these spectra can be applied for a powerful method in industrial analytical
applications. The potential of FUV and DUV spectroscopy is revealed as a
highly sensitive analytical method for aqueous solutions such as mineral water,
springwater, and variety of industrial cleaning water. In addition, it is proposed
that FUV spectroscopy is useful for not only analysis of aqueous solutions and
nonaqueous solvents but also for non-solvent substances such as polymer films.

Keywords Industrial applications • Water analysis • Aqueous solutions •
Chemical solutions

5.1 Introduction

There is a wide range of spectroscopy techniques, covering wavelength regions
including X-ray, far ultraviolet (FUV), deep ultraviolet (DUV), UV visible, near
infrared (NIR), infrared (IR), and terahertz (THz). Some of them were already
utilized in the nineteenth century, whereas NIR and THz spectroscopy have shown
marked progress from the 1990s. In the meanwhile, FUV and DUV spectroscopy
have widely been used as a spectroscopic method corresponding to electronic
transitions of various molecules from early in the twentieth century. However, from
the point of a practical use, applications of FUV spectroscopy have been very much
restricted compared with the other spectroscopic methods because this spectral
region has not been accessible to routine measuring techniques especially below
190 nm due to strong absorption of oxygen in air. Furthermore, in the FUV region,
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observed absorptivity is extremely strong, so that only gas phase is suitable to obtain
full absorption spectra without saturation.

Since FUV or DUV absorption spectrum has very strong absorptivity with a steep
absorption edge, the spectral changes in the intensity, position, and bandwidth of the
band are observed sensitively even at the portion of the tail band. In the first part of
this chapter, the potential of FUV spectroscopy and DUV spectroscopy as a highly
sensitive analytical method for aqueous solutions is proposed.

In the second part of this chapter, it is revealed that FUV spectroscopy with the
restricted spectral resolution such as 2 nm is still very effective for the practical
online analysis of aqueous solutions. To evaluate and propose the usefulness
of spectrometer with nitrogen gas purge, a practical experiment applying the
spectrometer to the determination analyses for peracetic acid (PAA), hydrogen
peroxide (H2O2), and acetic acid (AA) in disinfectant solutions is performed.

In the last part of the chapter, it is proposed that FUV spectroscopy is useful for
not only analysis of aqueous solutions and nonaqueous solvents but also for non-
solvent substances such as polymer films. FUV spectra are also very sensitive to the
differences in the bonding energy of the C–C bonds caused by the substituent in
polymer films.

Compared with other spectroscopic methods, these techniques include advan-
tages of nondestructive analysis, easy spectral measurement, high sensitivity, and
simple spectral analysis. These studies show that FUV and DUV spectroscopy are
the promising analytical method not only for aqueous solutions but also for analyses
of organic components such as polymer films.

5.2 Potential of Far-Ultraviolet Absorption Spectroscopy for
Highly Sensitive Analysis of Aqueous Solutions

Far-ultraviolet (FUV) spectroscopy in the range of 190–280 nm has long been used
as a highly sensitive and simple method for qualitative and quantitative analysis
of liquid water and aqueous solutions [1–9]. In this region, several kinds of ions
show a strong band. For example, NO3

� yields an intense band near 200 nm due
to the  - * transition [10], and halogen ions give rise to a CTTS (charge transfer
to solvent) band in the 170–225 nm region [11]. Ferree and Shannon [5] carried
out quantitative analysis of nitrogen compounds in wastewater by using the NO3

�
absorption near 200 nm. Ozaki and I applied FUV spectroscopy in the 190–280 nm
region to qualitative analysis of various commercial mineral waters [6] (Fig. 5.1).
Various types of waters could be classified clearly based on bands due to the  - *
transition of NO3

� and the CTTS transition of halides.
FUV spectroscopy has been applied to qualitative and quantitative analysis of

springwater samples in three different areas of Hyogo Prefecture, Japan, in order to
demonstrate potentials of FUV spectroscopy analysis [12]. FUV spectroscopy can
classify various kinds of springwater samples, clearly reflecting the geology of their
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Fig. 5.1 FUV spectra of eight types of natural mineral water and pure water

origin. Good calibration models for ions included in the springwater samples can
be developed with the first derivatives of their FUV spectra. FUV spectroscopy may
be highly useful for qualitative and quantitative analyses of various kinds of water
sources, including river water, seawater, rainwater, lake water, and hot springwater.

Recently, highly sensitive analyses of pure water and its solutions have become
increasingly important in a variety of industrial processes. For example, in the
semiconductor manufacturing processes, ultrapure water, which contains less than
0.1 �m particles, 2 ppb oxygen gasses, and 1 ppt metal ions, is required for
rinse water or solvent for detergent agents for semiconductor wafer surfaces [13].
Pure water is also essential for atomic power generation, as well as medical uses.
Therefore, evaluating the quality of pure water is of critical importance.

The RCA cleaning method developed by Kern and Puotinen in 1970 for the
Radio Corporation of America is well known for its effectiveness in removing
contaminants from silicon wafer surfaces in semiconductor fabrication [14]. This
method consists of oxidizing fluids such as NH3, H2O2 and water, and HCl, H2O2,
and water. A mixture of 29 % NH3, 31 % H2O2, and water with a ratio of 1:1:5
is called SC-1; this effectively removes particulate and organic contamination
from wafer surfaces. A 1:1:6 mixture of 36 % HCl, 31 % H2O2, and water is
called SC-2; this effectively removes metal contamination. “Wet” silicon cleaning
systems using these fluids to immerse wafers in a cleaning bath have undergone
many improvements and remain in wide use [15]. As cleaning fluid concentration
varies within the cleaning process and affects semiconductor fabrication yield,
careful monitoring of the concentrations of these components is crucial to ensure
timely addition or replacement of cleaning fluid. Near-IR (NIR) spectroscopy is
widely used for monitoring; however, this approach necessitates laborious extra
sampling lines for analysis. For NIR spectral analysis, a Teflon tube feeding
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the fluid in a circulation system as a sample container is often used for more
convenient monitoring [16], but to date, there is no direct method of making
these measurements in the wet bath. While these NIR methods’ effectiveness is
compromised for monitoring, concentrations measured at a distance from the wafer
surface are no more than estimates of actual concentrations in the wet bath. Further,
larger wafers require detailed measurements of concentration distributions within
the cleaning bath, necessitating the development of a direct monitoring system either
in the bath itself or on the container wall.

Attenuated total reflection (ATR) spectroscopy should be used to measure clean-
ing fluid concentrations directly with an ATR probe embedded in the wall surface.
Quartz is the only material that can be used as a material for a semiconductor
cleaning bath in the wafer cleaning process, as other types of glass and crystal may
elute impurities in silicon wafers. For this reason, the material used as the internal
reflection element (IRE) of an ATR probe embedded in a cleaning bath must be
made of quartz as well. Quartz has high transmittance in the NIR region while
absorbing light in the IR region; thus, quartz measurement wavelengths are limited
to the NIR region or below. However, absorptivity of the NIR region is too small
to determine SC-1 and SC-2 concentrations with the ATR method. Meanwhile,
FUV spectroscopy is so sensitive that an ATR-based method with FUV wavelengths
should be used to monitor SC-1 and SC-2 concentrations from the inner surface of
semiconductor wafer cleaning baths.

Figure 5.2 shows ATR-FUV spectra of pure water as well as 5 % NH3, 5 % HCl,
and 10 % H2O2 aqueous solutions obtained with a quartz ATR probe. A hidden
absorption peak near 180 nm in the absorption spectrum of 5 % NH3 aqueous
solution appears to be a band due to the n! ¢* transition of NH3 [17], and a band
due to the charge transfer to solvent (CTTS) of Cl� is also observed near 180 nm
[18]. An aqueous solution of H2O2 demonstrates a broader featureless absorption

Fig. 5.2 ATR-FUV spectra
of pure water, 5 % NH3, 5 %
HCl, and 10 % H2O2 using a
quartz ATR probe



5 Far-Ultraviolet Spectroscopy and Deep-Ultraviolet Spectroscopy: Industrial. . . 81

concentration changes in NH3 alone

concentration changes in H2O2 with 7.5% NH3

concentration changes in H2O2 with 2.5% NH3

concentration changes in H2O2 alone

−0.4

−0.2

0

150 200 250

0.2

0.4

0.6

ab
so

rb
an

ce
 / 

-lo
g(

I/I
w

at
er

)

wavelength / nm

0.8

1

Fig. 5.3 ATR-FUV spectra of NH3 and H2O2 in aqueous solution using a quartz ATR probe. Solid
lines represent the spectra of NH3 alone with different concentrations (0, 2.5, 5, 7.5, and 10 %);
long dashed lines, the spectra of H2O2 alone with different concentrations (2.5, 5, 7.5, and 10 %);
dot-dash-dot lines, the spectra of H2O2 (2.5, 5, 7.5, and 10 %) in solutions with 2.5 % NH3; and
short dashes, the spectra of H2O2 with different concentrations (2.5, 5, 7.5, and 10 %), including
7.5 % NH3

spectrum below 240 nm. Further, in each spectrum of these aqueous solutions,
a band due to the n! ¢* transition of water should be affected by addition of
dissolved components. Therefore, all spectra are distinctly different from each other.
Figure 5.3 illustrates ATR-FUV spectra for various mixtures of NH3 and H2O2

obtained by using the reflection intensity of pure water as a background. These
spectral changes observed in Fig. 5.3 are generally attributed to changes not only
in the bands due to the solutes but also from the n! 
* transition band of water
itself. The absorption maxima around 180 nm in observed spectra show redshift with
increased concentration of NH3. This is due to shifting of the water band to longer
wavelengths by modification of the water molecule’s hydrogen bonding [5, 6]. We
chose four wavelengths from 175 to 185 with narrow intervals in the multiple linear
regression (MLR) analysis in order to detect these modifications precisely. Solute-
related spectral features are also observed in the FUV region. Spectral changes due
to NH3 and HCl seem present around 180 nm, and that of H2O2 is extended to
220 nm or above.
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solutions containing NH3 and H2O2

Table 5.1 Prediction results

SC-1 SC-2
Mixture ratio 1:1:5 1:1:20 1:1:6 1:1:20
Components NH3 H2O2 NH3 H2O2 HCl H2O2 HCl H2O2

Prepared value 4.16 4.44 1.33 1.41 4.50 3.88 1.64 1.41
Measured value 4.16 5.00 1.10 1.94 4.55 3.54 1.62 1.27

Two types of samples were tested to evaluate calibration models developed for SC-1 and SC-2

Figure 5.4a, b show calibration models for predicting concentrations of NH3 and
H2O2 in aqueous solutions containing these substances in concentration ranges from
0 to 10 % with MLR analyses. The large spectral changes caused by NH3 in aqueous
solutions enable determination of NH3 concentration more sensitively than that of
H2O2. For NH3 the correlation coefficient (r) is 0.9999, with an SD (
) of 0.033 %;
the corresponding values for H2O2 are 0.9973 and 0.265 %, respectively. Table 5.1
summarizes predictions when these calibration models are applied to test samples
of SC-1 prepared separately from the standard samples, resulting in acceptable
prediction accuracy for monitoring the cleaning process.

Figure 5.5 shows ATR-FUV spectra for aqueous solutions of HCl and H2O2

obtained using the reflection intensity of pure water as background. The large
absorption band originating from CTTS of Cl� in the aqueous solutions clearly
differentiates contributions from HCl and H2O2. Calibration models based on these
spectral measurements yielded a correlation coefficient (r) of 1.0 and an SD (
)
of 0.018 % for HCl; corresponding values were 0.9988 and 0.178 % for H2O2.
Predictions based on these calibration models for test samples of SC-2 are also
summarized in Table 5.1, resulting in acceptable prediction accuracy.
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Fig. 5.5 ATR-FUV spectra of HCl and H2O2 in aqueous solution using a quartz ATR probe. Solid
lines show the spectra of HCl only in differing concentrations (0, 2.5, 5, 7.5, and 10 %); dot-dash-
dot lines, the spectra of HCl in differing concentrations (2.5, 5, 7.5, and 10 %) in solution with
5 % H2O2; and dotted lines, the spectra of HCl in differing concentrations (2.5, 5, 7.5, and 10 %),
including 10 % H2O2

Spectral changes observed with ATR measurements are smaller than from
transmittance, making ppm-order quantitative analysis problematic. However, fur-
ther progress in semiconductor manufacturing requires more sensitive analysis
of cleaning solutions for silicon wafer surfaces. We attempt FUV transmittance
spectroscopy to determine SC-1 concentrations on the order of ppm [6].

Figure 5.6 shows FUV spectra of NH3 and H2O2 solutions with concentrations
of 100 ppm. Figure 5.7a–e show FUV spectra of aqueous solutions containing
both NH3 and H2O2. NH3 concentrations in Fig. 5.7a–e are 84, 63, 42, 21, and
0 ppm, respectively, while those of H2O2 are varied over a range of 0–96 ppm
with an increment of 24 ppm. As shown in Fig. 5.7, we prepared 25 kinds of
aqueous solution samples. For two-component system analyses, we used MLR to
create calibration models. Figure 5.8a, b show calibration models for predicting
concentrations of NH3 and H2O2, respectively. Values of r and ¢ for NH3 and H2O2

were 0.9988 and 1.44 ppm and 0.9999 and 0.50 ppm, respectively. The detection
limit for the determination of NH3 and H2O2 is estimated at 0.2 ppm for the 1 cm
cell. Therefore, the present method is very useful for concentration analysis of
minute quantities of substances.
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The present study has clearly shown the usefulness of FUV spectroscopy in
the quantitative and qualitative analyses of aqueous solutions. The method enables
simple and rapid spectral measurements and analyses and requires no reagents. This
technique may be utilized for a variety of aqueous solution analyses, including
microanalyses, process analyses, and environmental monitoring.

5.3 Direct Measurement of Peracetic Acid, Hydrogen
Peroxide, and Acetic Acid in Disinfectant Solutions Using
Far-Ultraviolet Absorption Spectroscopy

The use of peracetic acid (PAA) for sterilization has received increasing attention
due to deepening concerns about environmental impacts as well as increased needs
for cold sterilization. PAA attacks a wide spectrum of microbes [19–22] and
maintains sporicidal effects at temperatures even lower than room temperature [23];
further it leaves only nontoxic residues [24]. Therefore, PAA-based disinfectants
have been widely used in the food and healthcare industries as an effective means
of sterilization [25, 26]. PAA is an ideal disinfectant in sterile clean-in-place (CIP)
packing systems for plastic bottle beverages because of its rapid sporicidal effect
and low-temperature sterilization [26].

In a typical CIP process, condensed PAA solution is diluted with pure water
to a concentration range of 0.15–0.20 wt%, then heated to a temperature range of
40–50 ıC. It is then sprayed into each bottle for about 15 s. To ensure disinfectant
effects, PAA concentration must be monitored and controlled continuously.



5 Far-Ultraviolet Spectroscopy and Deep-Ultraviolet Spectroscopy: Industrial. . . 85

Concentration of NH3 84ppm
Concentration of H2O2 a=96 b=72 c=48 d=24 e=0ppm

Concentration of NH3 63ppm
Concentration of H2O2 a=96 b=72 c=48 d=24 e=0ppm

Concentration of NH3 42ppm
Concentration of H2O2 a=96 b=72 c=48 d=24 e=0ppm

0.00

0.50

1.00

1.50

2.00

190 210 230 250 270 290 310 330
wavelength / nm

190 210 230 250 270 290 310 330
wavelength / nm

190 210 230 250 270 290 310 330
wavelength / nm

ab
so

rb
an

ce

0.00

0.50

1.00

1.50

2.00

ab
so

rb
an

ce

0.00

0.50

1.00

1.50

2.00
c

b

a

ab
so

rb
an

ce

d
c

b
a

e

a
b

c
d

e

b

c
d

e

a
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Fig. 5.7 (continued)

A PAA solution is prepared from acetic acid (AA) and hydrogen peroxide (H2O2)
in the presence of an acidic catalyst, usually H2SO4 [27]. The equilibrium state is
described by following equation:

CH3COOOHC H2O
HC

� CH3COOHC H2O2 (5.1)

Thus, industrial PAA solutions always contain significant amounts of H2O2. The
analysis method for PAA requires high selectivity and less cross-reaction with H2O2

and AA in their coexistence.
Here I demonstrate the usefulness of FUV absorption spectroscopy for direct

determination of three species: PAA, H2O2, and AA in their coexistent solutions.
This method enables highly rapid, selective, sensitive, and continuous determination
of three species simultaneously without any reagents or complicated procedures.
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Figure 5.9 depicts FUV absorption spectra of (a) an aqueous solution of AA with
concentration of 1.7 wt%, (b) an aqueous solution of H2O2 with concentration of
0.2 wt%, and (c) a PAA disinfectant solution with concentrations of 0.86, 0.23, and
0.22 wt% of PAA, H2O2, and AA, respectively. The spectra in Fig. 5.9 were obtained
using a commercial spectrometer (Shimadzu UV-visible spectrophotometer: UV-
2550) and a cuvette cell of path length 10 mm. Figure 5.10 shows their second-
derivative spectra. Figures 5.9 and 5.10 demonstrate that these spectra may be used
for the measurement of each solute in the coexistence of their species.

To date, little attention has been given to the study that tries to use these
absorption spectra for the determination of PAA in a disinfectant solution because a
UV absorption band due to PAA in the disinfectant solution, which is measured by
using an ordinary UV-visible spectrometer, has very small extinction coefficient in
the concentration range lower than 0.2 wt%, and the UV band is usually interfered
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Fig. 5.10 Second-derivative spectra of FUV absorption spectra shown in Fig. 5.9

with the coexistence of a great deal of H2O2 in the disinfectant solution. The normal
concentration ranges of PAA and H2O2 in disinfectant solutions are 0.15–0.2 wt%
and 0.5–2.0 wt%, respectively. However, we have found that in diluted disinfectant
solutions, a characteristic absorption band from PAA appears below 190 nm (in the
vacuum ultraviolet region) because absorption intensity of H2O2 decreases with the
dilution of disinfectant solutions, while the intensity of the absorption due to PAA
remains below 190 nm. Figure 5.11 shows absorption spectra of (a) an aqueous
solution of H2O2 with concentration of 0.02 wt% and (b) a diluted disinfectant
solution containing 0.01 wt% of PAA, 0.02 wt% of H2O2, and 0.05 wt% of AA.
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Fig. 5.11 FUV absorption spectra of (a) aqueous solution of H2O2 with concentration of 0.02 wt%
and (b) diluted disinfectant solution of PAA with concentrations of 0.01, 0.02, and 0.05 wt% for
PAA, H2O2, and AA, respectively

We constructed calibration models using 19 types of spectral data shown in
Fig. 5.12 and Table 5.2. Figure 5.13a–c illustrate calibration models for predicting
the concentrations of PAA, H2O2, and AA, respectively. As may be seen from
Fig. 5.13, there is good agreement between spectral analysis and titration methods
for all measured concentrations of the three species. Correlation coefficients and
standard errors for prediction of PAA, H2O2, and AA were 0.969 and 0.002 w%,
0.997 and 0.003 w%, and 0.967 and 0.01 w%, respectively. This result demonstrates
that inline monitoring of PAA concentration in disinfectant solution is possible with
an accuracy of 0.002 wt%.

After we constructed the calibration models, we attempted measurement of a new
sample, obtained by heating one of the 19 test samples (no.5) for 1 h at 60 ıC to
change concentrations due to decomposition. Predicted concentrations were again
compared with titration results. Table 5.3 shows a comparison of titration and the
FUV measurements. We conclude that the proposed method is quite useful for the
measurement of these three species in disinfectant solutions of PAA.

5.4 Potential of Far-Ultraviolet Absorption Spectroscopy for
Highly Sensitive Analysis of Polymer Films

Infrared (IR), near-infrared (NIR), and Raman spectroscopy have been successfully
used for quantitative and qualitative analysis of polymer films. These methods
leverage the fact that vibrational spectra are very sensitive to polymer structure
and the strength of chemical bonds of functional groups. NIR spectroscopy has
several practical advantages in polymer film analysis, including nondestructive and
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AA in differing concentrations. These spectra were used to construct calibration models

Table 5.2 Concentrations of
PAA, H2O2, and AA in 19
sample solutions used to
develop calibration models

Concentrations [wt%]
Sample no. PAA H2O2 AA

1 0.020 0.105 0.095
2 0.022 0.149 0.067
3 0.019 0.128 0.050
4 0.019 0.059 0.052
5 0.019 0.104 0.098
6 0.019 0.082 0.073
7 0.019 0.082 0.067
8 0.017 0.152 0.137
9 0.018 0.128 0.115
10 0.016 0.130 0.119
11 0.011 0.134 0.149
12 0.011 0.107 0.101
13 0.012 0.087 0.034
14 0.013 0.040 0.083
15 0.013 0.039 0.033
16 0.005 0.021 0.131
17 0.003 0.021 0.017
18 0.005 0.111 0.017
19 0.004 0.068 0.063

Concentrations were calculated by
multiplying dilution ratios with
concentrations measured by titration
before dilution
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Fig. 5.13 Calibration models for predicting concentrations of (a) PAA, (b) H2O2, and (c) AA in
concentration ranges of 0–0.02, 0–0.15, and 0–0.15 wt% for PAA, H2O2, and AA, respectively
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Table 5.3 Comparison of concentrations measured by titration and FUV spectroscopy

Concentrations [wt%]
Before heating After heating

Methods PAA H2O2 AA PAA H2O2 AA

Titration 0.189 1.044 0.981 0.137 1.048 0.992
FUV measurement 0.187 1.049 0.837 0.146 0.98 0.885

Concentrations were determined for sample no. 5 before and after heating. The FUV measurements
were carried out after the ten-time dilution of the sample solutions

in situ measurements as well as the use of light fibers [28–38]. Therefore, NIR spec-
troscopy has been extensively utilized in polymer film analysis, particularly in inline
process monitoring. Raman spectroscopy is also useful for nondestructive and in situ
analysis of polymer films [28, 39–45], but this method often suffers from polymer
fluorescence. Meanwhile, one of the disadvantages of vibrational spectroscopy is
that polymer spectra are often complicated and difficult to interpret. This method
necessitates sophisticated spectral analytical methods such as chemometrics [46–
48] and two-dimensional correlation [49–51] to unravel the spectra obtained.

This study’s goal is to demonstrate the potential of far-ultraviolet (FUV) spec-
troscopy in the region of 120–300 nm in polymer film analysis. FUV spectroscopy
is known as a useful tool in a wide variety of processes, including quality control in
crystal generation, thin film and filter analysis, measurement of inorganic ions, and
next-generation lithography development [3, 9, 52]. However, FUV spectroscopy
(especially involving the spectral region below 200 nm) has not become widely used
due to strong absorption from oxygen. FUV instrumentation has seen significant
recent progress. Using nitrogen gas purge instead of vacuum evaporation enables
easier spectral measurements in the FUV region, as mentioned above. Nevertheless,
FUV spectroscopy has not garnered much attention as an analytical method for
polymer films.

In this section, I have demonstrated potential of FUV spectroscopy in the 120–
300 nm region in the classification of commercial food wrap films (three types of
polyethylene (PE), polyvinylidene chloride (PVDC), and polyvinyl chloride (PVC);
see Table 5.4). Sato and I have measured FUV spectra in the 120–300 nm region
of six types of commercial polymer wrap films [53]. FUV spectroscopy enables
classification of polymer thin films in a straightforward manner by using raw
spectral data. We also studied identification of three types of polyethylene PE films
from different commercial companies. The FUV spectra of these PE films, which
have very similar components and additives, are easily separated. The two types
of PVDC films can also be identified. The present study has revealed that FUV
spectroscopy is a very promising tool for the polymer film analysis.
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Table 5.4 Components and additives of six types of commercial food wrap films

Names Components Additives

Sample 1 KUREHA
CORPORATION

Polyvinylidene chloride (PVDC) Fatty acid derivatives

Epoxidation vegetal oil
Sample 2 Asahi Kasei Co. Polyvinylidene chloride (PVDC) Fatty acid derivatives

Epoxidation vegetal oil
Sample 3 RIKEN TECHNOS

Corp.
Polyvinyl chloride (PVC) Epoxidation vegetal oil

Calcium compound
Sample 4 Ube Films Co. Polyethylene (PE) –
Sample 5 Takamatsuya Co. Polyethylene (PE) –
Sample 6 NIPPON PAPER-PAK

CO., LTD
Polyethylene (PE) –

5.4.1 Far-UV Spectra of Six Kinds of Food Wrap Films

Figure 5.14 shows FUV spectra in the 120–300 nm region of the six kinds of
commercial food wrap films. All the FUV spectra are rather broad and simple, but
it can be seen from Fig. 5.14 that the spectra of three kinds of PE films (Sample
4, Sample 5, and Sample 6), that of the PVC film (Sample 3), and those of the
two kinds of PVDC films (Sample 1 and Sample 2) show clearly different spectral
features from each other. The PE films show a broad feature below 170 nm and a
weak absorption band near 185 nm. The broad feature below 170 nm is due to the
¢-¢* transition of C–C bonds of PE, while the weak absorptions near 185 nm seem
to come from small alkyl branches of the PEs as will be discussed below. Roughly
speaking, a ¢-¢* transition arises from the transition from a bonding orbital to an
antibonding orbital, and its energy is nearly equal to the double of bonding energy.
Ethane shows a band at 135 nm due to the ¢-¢* transition of the C–C bond. The
absorption maxima of the ¢-¢* transition bands of the PE films are not clear in
Fig. 5.14 but should be located below 165 nm. The corresponding transitions of PVC
and PVDC are shifted to a longer-wavelength region because the ¢-¢* transitions of
C–C bonds are affected by the existence of C–Cl bond. PVC and PVDC have one
and two C–Cl bonds in the polymer units, respectively, and thus PVDC shows much
larger longer-wavelength shift.

Figure 5.15a, b show FUV spectra in the 120–300 nm region of pristine polymer
films of three kinds of PEs (HDPE, LDPE, and LLDPE) and PVC, respectively.
We cannot discuss the differences in the band intensities of these spectra below
170 nm because it was difficult to control the film thickness by casting the samples.
However, it is clear from Fig. 5.15a that the intensity of the absorption band near
185 nm is quite different among the three kinds of PE films. LDPE, which has the
large side chains compared with HDPE and LLDPE, shows a significantly stronger
band near 185 nm. Thus, it is likely that the band near 185 nm is due to the branches
of the PEs.



94 N. Higashi

220
Wavelength / nm

T
ra

ns
m

it
ta

nc
e 

/ 
%

240 260 280 300200

6

5 4

3 1 2

sample 1
sample 2
sample 3
sample 4
sample 5
sample 6

120
0

20

40

60

80

100

140 160 180

Fig. 5.14 FUV spectra in the 120–300 nm region of two types of PVDC films (Sample 1 and
Sample 2), one type of PVC film (Sample 3), and three types of PE films (Sample 4, Sample 5, and
Sample 6)

The bonding energy of a C–C bond changes with substituents on the C atoms,
and thus the ¢-¢* transition is very sensitive to the substituents. Thus, FUV spectra
of substituted hydrocarbon compounds also change with the kinds and the number
of the substituents. In other words, FUV spectroscopy holds considerable promise
as a qualitative analysis method of polymers. It is important to note that the six
kinds of polymer films are clearly discriminated by using the raw data in the 120–
300 nm region. In this paper, I do not mention thickness dependences of polymer
thin films on far-UV spectra, but FUV spectroscopy may be used to determine the
film thickness. The spectral region of FUV spectroscopy is so wide (100–300 nm)
that polymer films with a wide variety of thickness may be subjected to spectral
measurements. The observations in Fig. 5.14 suggest that the FUV spectra in the
120–300 nm region may be used as a highly sensitive and selective tool for polymer
film analysis, in general.

5.4.2 Comparison of Far-Ultraviolet Spectra of Three Types
of Polyethylene Films and Two Types of Polyvinylidene
Chloride Films

It is important to compare the FUV spectra of three types of polyethylene films.
Note that the three types of PE films can be clearly differentiated (Fig. 5.14). The
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Fig. 5.15 (a) Far-UV spectra in the 120–300 nm region of three types of polyethylenes
(high-density polyethylene (HDPE), low-density polyethylene (LDPE), and linear low-density
polyethylene (LLDPE)). (b) Far-UV spectrum of PVC

intensity of the band near 185 nm differs significantly among the three film types.
PE wrap films are usually made from LLDPE or LDPE, which have branches on
the PE chains to control density; number and types of branches may differ among
PE film type. It is thus highly likely that small differences in the types and numbers
of branches cause significant variations in FUV spectra. Figure 5.16 shows second-
derivative FUV spectra of three types of PE film. Comparing these spectra shows a
slight difference in the inflection point of the FUV curves among Sample 4, Sample
5, and Sample 6.

Figure 5.17 shows first-derivative FUV spectra of two types of PVDC films
(Sample 1 and Sample 2). These spectra demonstrate sigmoid curves, so second-
derivative spectra could not be used for the spectral analysis, which shows that
inflection points of the FUV spectra are slightly different between Sample 1 and
Sample 2.

This study has revealed the usefulness and unique properties of FUV spec-
troscopy in polymer film analysis. This methodology is still developing and holds
considerable promise for various forms of polymer analysis. In summary, it offers
the following advantages: (1) nondestructive and in situ analysis, (2) easy spectral
measurement and analysis, and (3) high sensitivity and high selectivity.
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Chapter 6
Electronic Structure of TiO2 Studied
by Far-Ultraviolet and Deep-Ultraviolet
Spectroscopy

Ichiro Tanabe

Abstract The electronic structure and photocatalytic activities of TiO2 and metal-
nanoparticle-modified TiO2 were investigated by far-ultraviolet and deep-ultraviolet
spectroscopy and photodegradation reaction of methylene blue. First, spectra of
naked anatase TiO2 (Sect. 6.2) and metal (Au, Pd, Pt)-nanoparticle-modified TiO2

(Sect. 6.3) were measured. The naked TiO2 spectrum corresponded well with
the previously reported reflection spectrum and theoretical calculations. Then, the
deposition of metal nanoparticles substantially changed the spectral shape, which
indicates changes in the electronic states of TiO2, and the degree of spectral changes
strongly depends on the work function of the modified metal. In addition, consistent
changes of photocatalytic activities were also observed. Next, two crystalline types
of TiO2 (anatase and rutile) were compared (Sect. 6.4), and a larger enhancement
of the photocatalytic activity of rutile TiO2 upon Pt nanoparticle deposition was
revealed. Subsequently, size effects of modified Au nanoparticle on electronic
structures and photocatalytic activities of TiO2 were discussed (Sect. 6.5), and it
was made clear that the smaller Au nanoparticle induced the larger electronic-
state changes and the higher photocatalytic-activity enhancements. These results
demonstrated that the novel far-ultraviolet and deep-ultraviolet spectroscopy is a
considerable promising method to investigate the electronic states of materials, lead-
ing to the development of high-efficiency optical materials such as photocatalysts
and solar cells.
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6.1 Introduction

6.1.1 TiO2 and Metal-Nanoparticle-Modified TiO2 as
Photo-Functional Materials

TiO2 is considered one of the most attractive materials in a wide range of fields
[1–6] and may find application as a photocatalyst [1–3] and next-generation
solar-cell material [4–6]. It shows photocatalytic activity under ultraviolet (UV,
<400 nm), deep-UV (DUV, <300 nm), and far-UV (FUV, <200 nm) irradiation,
as its bandgap is �3.2–3.0 eV [7]. Under irradiation with these lights, the electrons
in the valence band of TiO2 are promoted into the conduction band, and, at the same
time, corresponding holes are generated in the valence band. This photoinduced
charge separation is the main cause of its photocatalytic activity; the enhanced
electrons and generated holes are then consumed by reduction and oxidation
reactions, respectively. Several studies have confirmed that a variety of reactions
can be promoted in the presence of TiO2 and UV light, such as alcohol dehydration
[8], oxidation of organic materials [9], and reduction of nitrogen oxide [10]. TiO2

can even promote water splitting, which produces hydrogen and oxygen [11].
Therefore, it can be applied for the purification of water and air. In addition,
TiO2 is expected to be also suitable for solar cells based on photoinduced charge
separation [4–6].

However, the quantum yields of most photocatalytic reactions and incident
photon-to-current conversion efficiency of naked TiO2 are extremely low (<1 %)
[12]. To address this issue, a number of studies have been proposed for enhancing
the charge-separation efficiency of TiO2 [13–15]. For example, doping TiO2 with
various transition metal cations (Fe3C, Ru3C, V4C, etc.) [13] and anions such as F�
[14] can increase its photocatalytic activity. The modification of TiO2 with quantum
dots [6] and dye molecules [4, 5] expands its wavelength range to the visible region;
quantum-dot and dye-sensitive solar cells are thus considered promising candidates
as the next-generation solar cells.

Among other systems, the combination of TiO2 with metal nanoparticles has
been extensively investigated in recent decades by many research groups [1, 16–21].
Loading TiO2 with Pt nanoparticles increases its activity for hydrogen-production
reactions from water and other photocatalytic reactions [16, 17]. The deposition of
other metal nanoparticles (e.g., Ag, Au, Pd, and Ir) [18] also improves the pho-
tocatalytic activity of TiO2. These metal nanoparticles function as a photoexcited
electron sink, as the electron transfer from TiO2 to metals shifts the Fermi level
of TiO2 to negative potentials, thus enhancing the photoinduced charge-separation
efficiency [20, 21].
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6.1.2 Attenuated Total Reflectance (ATR)–DUV–FUV
Spectroscopy

As mentioned above, naked TiO2 can be activated by UV, DUV, and FUV irradia-
tions. However, the measurement of the optical properties of TiO2 in these regions is
complicated by its very large absorption (in the 200–300-nm region, the absorbance
index ’ is �106–107 cm�1) [22]. Irradiation in the DUV–FUV region can provide
critical information about the electronic states of materials and is typically employed
for research activities and a diverse range of applications [23–25]; therefore,
the investigation of TiO2 and modified TiO2 materials in this region is very
important. However, only a few studies provide systematic information about the
modification of TiO2 through spectrum observations in the DUV–FUV region. Most
spectroscopic investigations in this region have been carried out only by reflectance
or diffuse reflectance spectra measurements, and the measurement ranges were
mostly limited to the DUV region (>200 nm) [26]. Moreover, the effects of surface
modifications such as metal nanoparticle deposition on TiO2 electric states cannot
be easily estimated; thus, many studies on the enhancement of the charge-separation
efficiency of TiO2 are performed using polycrystalline TiO2 powders and films [18–
21]. Therefore, a versatile DUV–FUV measurement method that can be applied not
only to single crystals but also to polycrystalline forms is needed.

We have recently developed a completely new DUV–FUV spectrometer based
on ATR [23–25] that enables the measurement of the spectra of liquid and solid
samples such as water [27], aqueous solutions [28, 29], and organic molecules [30–
32] in the 140–300-nm region. During the ATR–DUV–FUV measurement, samples
are typically placed on a sapphire internal reflection element (IRE), and ATR
spectra are measured using the evanescent wave as a probe light [27]. This method
allowed us for the first time to successfully observe the entire first electronic-
transition absorption band of water and aqueous solutions without band saturation
[27–29]. Moreover, a comparison of the observed spectra of organic molecules such
as alkanes [32], alcohols [30], and ketones [31] with the corresponding quantum
chemical calculations revealed the existence of Rydberg transitions in the liquid
states. The more detailed description of the instrument is described in Chap. 2
Instrumentation for FUV spectroscopy.

6.2 Electronic States of Anatase TiO2 Studied by DUV–FUV
Spectroscopy [33]

Figure 6.1a shows a typical DUV–FUV spectrum in the 150–300-nm region of
a commercial anatase TiO2 particle (diameterD�5 �m, ST-41, Ishihara Sangyo
Kaisha, Ltd.). As the refraction index at 250 nm of anatase TiO2 (�2.5) is higher
than that of sapphire (�1.8), ATR does not occur at their interface. However, the
contact area between TiO2 and the sapphire IRE is very small (point contact, ide-

http://dx.doi.org/10.1007/978-4-431-55549-0_2
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Fig. 6.1 (a) A typical DUV–FUV spectrum of TiO2 and (b) the ATR-spectrometer measurement
scheme

ally), because a spherical TiO2 particle was used. Therefore, the absorption spectra
of TiO2 in the evanescent wave range were successfully measured (Fig. 6.1b). In
this case, the penetration depth of the evanescent wave is less than 50 nm, with
an incident angle of 70ı and a measured wavelength region of 150–300 nm in air
(nD 1).

In a previous study of Hosaka and coworkers [34], the reflection spectra of
anatase TiO2 single crystals were measured in the 40–620-nm wavelength range
using synchrotron orbital radiation. According to these studies, the measured
reflection spectra of anatase TiO2 have three peaks in the 150–300-nm region (at
�155, 200, and 260 nm), in agreement with the absorption spectrum discussed here.
The measured spectra were interpreted based on electronic-structure calculations
performed by these authors [34, 35] and other research groups [36]. Hosaka and
coworkers calculated the electric states of anatase TiO2 using the linear combination
of atomic orbital (LCAO) approximation with a discrete variational (DV)-X’

method based on the TiO6 cluster model. By comparing the experimental and
calculated spectra, they assigned the spectra in the 120–400-nm range to the
transition from O(2p) to Ti(3d) states.

In addition, Sério and coworkers [37] measured the DUV–FUV absorption
spectra of TiO2 using a synchrotron-radiation facility; however, as they reported,
only the data obtained in the DUV region (>200 nm) were considered to be reliable
because of a strong influence of the adsorbed water. In line with their results, in
our study we observed very weak and broad absorption bands at �200 and 260 nm
(Fig. 6.1a). Sério and coworkers assigned these two bands to the eg(¢)! t2g( *)
and t2g( )! t2g( *) transitions, respectively, based on a molecular orbital energy-
level diagram [19] and band structures [19, 36] calculated by other groups. The
comparison of the present DUV–FUV spectrum with these calculations suggests
that the clear peak at 160 nm may be assigned to the t2g( )! eg(¢*) transition
(inset in Fig. 6.1a). It should be noted that the upper t2g( *) and eg(¢*) and lower
t2g( ) and eg(¢) orbitals mainly consist of Ti(3d) and O(2p) orbitals, respectively.

The present spectral shape in the 150–180-nm region clearly differs from that
of water, and thus the measurement of the absorption spectrum of TiO2 in the
150–300-nm region, including the FUV region, was successfully achieved. The
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assignments of the three bands to these electric states were confirmed by the
reported theoretical calculations. Notably, this DUV–FUV spectrum was obtained
using a 30-W deuterium lamp and commercial TiO2 powder, instead of synchrotron
orbital radiation and a TiO2 single crystal.

6.3 Consistent Changes in the Electronic States
and Photocatalytic Activities of TiO2 upon Metal (Au,
Pd, Pt)-Nanoparticle Deposition [33]

6.3.1 TiO2 Spectral Changes upon Metal-Nanoparticle
Deposition

TiO2 and metal (Pt, Pd, Au) colloids were mixed in an agate mortar until the solvent
completely evaporated. The DUV–FUV spectra of TiO2 with Pt nanoparticles
(diameterD 1–6 nm) were then measured. Figure 6.2 compares the DUV–FUV
spectra of the TiO2–Pt nanoparticles with that of TiO2. When the amount of the
mixed Pt nanoparticle is 0.04 wt% (green line in Fig. 6.2), the absorption intensity
at longer wavelengths decreases, while that at shorter wavelengths increases upon
Pt-nanoparticle deposition. The amount of the mixed Pt nanoparticle was changed
from 0.02 to 0.12 wt%. The DUV–FUV spectrum of TiO2 mixed with the 0.04 wt%
Pt nanoparticle showed the largest increase in the shorter-wavelength region; when
the amount of the Pt-nanoparticle was larger than 0.06 wt%, the absorption intensity
was suppressed in the entire wavelength range. This indicates that the increase in the
shorter-wavelength region is not due to the absorption of Pt nanoparticles.

If TiO2 comes in contact with a metal with a higher work function, the electrons
in TiO2 flow into the metal until the Fermi levels become equal [1]. In this study, we

Fig. 6.2 DUV–FUV spectral changes of TiO2 with various concentrations (0.00–0.12 wt%) of Pt
nanoparticles
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Fig. 6.3 (a) DUV–FUV spectra of TiO2 (blue) and Au (red)-, Pd (green)-, and Pt (purple)-
modified TiO2. (b) Integrated intensity ratio between the absorption in the 150–180-nm region
and that in the 270–300-nm region vs. the work-function difference between TiO2 and each metal

determined the work functions of TiO2 and Pt to be �4.0 and 5.7 eV, respectively;
thus, the electrons transfer from TiO2 to Pt. As a result, the number of electrons
in the relatively high-energy levels (i.e., electrons that can be excited at a relatively
longer wavelength) is decreased, leading to a suppression of the absorption intensity
at longer wavelengths. However, a Pt nanoparticle on TiO2 can act as a sink for the
photoexcited electrons [20, 21], which can enhance the charge-separation efficiency
as described in Sect. 6.1.1. This results in an increase in the absorption intensity
at shorter wavelengths. This enhancement may also occur at longer wavelengths;
however, in this case, the total change of the absorption intensity is affected by both
the enhancement and the decrease in the electrons upon contact of TiO2 with Pt.

In addition, we also used Pd and Au instead of Pt nanoparticles on TiO2 and
measured the DUV–FUV spectra of the resulting systems (Fig. 6.3a). In all the
studied cases, the absorption intensity at longer wavelengths decreases, while that at
shorter wavelengths increases. The absorption intensity over the entire wavelength
region changes by several percentage points depending on the sample, because the
TiO2 particle is not a perfect sphere; as a result, the amount of TiO2 in the evanescent
wave changes, but the spectral shapes of each sample are virtually the same. In
order to provide an in-depth description of the degree of the spectral changes, we
calculated an integrated intensity ratio between the absorption in the 150–180-nm
region and that in the 270–300-nm region.

The integrated intensity ratios of TiO2, TiO2–Au, TiO2–Pd, and TiO2–
Pt were determined to be 0.133˙ 0.018, 0.252˙ 0.025, 0.295˙ 0.030, and
0.423˙ 0.035 nm (average˙ standard deviation, nD 15), respectively. Figure 6.3b
displays the plots of the obtained ratios as a function of the difference in the work
function between TiO2 (�4.0 eV) and each metal (Au, Pd, Pt �4.7, 4.9, 5.7 eV,
respectively). Notably, a strong positive correlation between the intensity ratio and
the work-function difference was found, indicating that a larger work-function
difference results in a larger number of electrons that flow from TiO2 into the metal
as well as stronger enhancement of the charge separation.
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Fig. 6.4 (a) DUV–FUV spectra of TiO2–Pt nanoparticles before (purple) and after (pink) heating
(at 200 ıC for 1 h, to remove the protecting agent PVP). (b) ATR–FUV spectra of TiO2–Pd
nanoparticles before (green) and after (deep green) heating (200 ıC, 1 h). (c) ATR–FUV spectra
of TiO2–Au protected by PVP (red) and citric acid (brown) nanoparticles

To confirm the effect of the protecting agent (PVP) of the metal nanoparticles, it
was removed by heating TiO2–Pt (Fig. 6.4a) and TiO2–Pd (Fig. 6.4b) at 200 ıC for
1 h [38]. The DUV–FUV spectra did not change; in addition, a comparison of the
DUV–FUV spectra of TiO2–Au protected by PVP and citric acid (Fig. 6.4c) hardly
differed. These results clearly suggest that the protecting agents have no substantial
effects on the DUV–FUV spectra.

6.3.2 Photocatalytic-Activity Enhancement of TiO2 upon
Metal-Nanoparticle Deposition

The photocatalytic activities of TiO2 and TiO2 modified with Au, Pt, and Ad
nanoparticles were estimated by the photodegradation reaction of methylene blue.
Methylene blue was purchased from Wako Pure Chemical Industries, Ltd. A Hg–Xe
lamp (Luminar Ace LA-300UV, Hayashi Watch Works) equipped with a UV-pass
filter (wavelengthD 300–350 nm, UTVAF-50S-34U, CVI Laser, LLC.) was used as
the UV-light source. Methylene blue aqueous solution (10 �M, 10 mL) was mixed
with TiO2, TiO2–Au, TiO2–Pd, and TiO2–Pt powder (5 mg) using a magnetic stirrer,
followed by UV irradiation (�10 �W cm�2) for 60 min. After the irradiation, TiO2
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Fig. 6.5 (a–d) Absorption spectra of methylene blue aqueous solution before (black) and after
(color) UV irradiation with (a) TiO2 and (b) Au-, (c) Pd-, and (d) Pt-modified TiO2. Inset values
represent the absorption at 665 nm. (e) Photocatalytic activity (1� [I/I0]) plotted against the work-
function difference between TiO2 and each metal

was separated from the solution by centrifugation (15,000 rpm, 1 min). Before and
after the UV irradiation, absorption spectra of the methylene blue aqueous solution
were measured; the results are shown in Fig. 6.5a–d. The photocatalytic activity of
each sample was estimated using Eq. (6.1), where I0 and I represent the absorption
intensities at 665 nm before and after the photodegradation reaction, respectively:

Photocatalytic activity D 1 � I=I0 (6.1)

Figure 6.5e shows the relationship between the photocatalytic activity and work-
function difference between TiO2 and each metal. Notably, a strong positive
correlation, similar to that of the degree of spectral changes shown in Fig. 6.3b,
was found.
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This strong positive correlation indicates that the larger work-function difference
results in an increased electron inflow from TiO2 to the metal and, therefore,
in a stronger enhancement of the charge separation, thereby increasing the TiO2

photocatalytic activity (Fig. 6.5). This finding is in agreement with previous studies
[18, 39] that reported a clear correlation between the work function of the metals
and the photocatalytic activity assessed in other reactions such as the generation of
NH3 from N3

� [18] and H2 from the dehydration of 2-propanol [39]. These results
indicate that the photocatalytic activity of modified TiO2 can be systematically
estimated by simple spectral measurements.

6.4 Significant Enhancement of the Photocatalytic Activity
of Rutile TiO2 Compared to That of Anatase TiO2 upon
Pt-Nanoparticle Deposition [40]

6.4.1 Two Types of Crystalline TiO2: Anatase and Rutile

The two types of readily available varieties of crystalline TiO2, anatase and rutile
(Fig. 6.6), exhibit different chemical, physical, optical, and photocatalytic properties
[19, 26, 41]. The bandgap energy of anatase TiO2 (�3.2 eV) is higher than that of
rutile TiO2 (�3.0 eV) [19]; the reflectance spectra of anatase and rutile TiO2 in the
DUV region have also been reported [26]. However, until quite recently, several
difficulties have limited the measurement of the optical properties of TiO2 in the
FUV region; thus, it has not been possible to clarify the differences in the optical
properties of anatase and rutile TiO2 in the FUV region, despite the fact that this

Fig. 6.6 Schematic representation of (a) anatase and (b) rutile structures
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region potentially provides substantial information about the electronic states of
these materials. TiO2 is activated upon UV irradiation (<390 nm and <410 nm
for the anatase and rutile phases, respectively); therefore, the investigation of the
optical properties in both the DUV and FUV regions is important.

In addition, the differences in the electronic state and photocatalytic activ-
ity between anatase and rutile TiO2 upon surface modifications such as metal-
nanoparticle deposition are not well understood. A simple and systematic method to
measure these differences for material design is thus needed. Herein, we measured
the DUV–FUV spectra of anatase and rutile TiO2 particles with a 5-�m secondary
particle diameter and 200- and 40-nm diameters, respectively. Subsequently, the
DUV–FUV spectra of TiO2 with Pt nanoparticles were also obtained, and the
spectral changes and photocatalytic activities of all TiO2 species were investigated.

6.4.2 DUV–FUV Spectra of Various Sizes Anatase and Rutile
TiO2

The DUV–FUV spectra in the 150–300-nm wavelength region of commercial
anatase and rutile TiO2 particles with a 5-�m secondary particle diameter and 200-
and 40-nm diameter, respectively, were measured. The spectra of the anatase TiO2

particles showed a broad band at �160 nm, regardless of the particle size, which,
as mentioned in Sect. 6.2, is assigned to the t2g( )! eg(¢*) transition (Fig. 6.7a).
In addition, the spectral intensities of rutile TiO2 particles were found to be lower
than those of anatase TiO2 (Fig. 6.7b), and the spectra showed no clear peak in
the FUV region. Figure 6.8a–h displays the SEM images of the TiO2 particles.
Commercial TiO2 nanoparticles have definite diameters for both the anatase and
rutile phases (200 and 40 nm, respectively); however, for TiO2 particles with 5-
�m secondary particle diameters, the original particle diameters of the anatase and
rutile phases vary by several dozen and several hundred nanometers, respectively.
Absorbance of the DUV–FUV spectrum of anatase TiO2 with a 5-�m secondary
particle diameter is similar to that of anatase TiO2 with a 40-nm particle diameter
(Fig. 6.7a). Likewise, the intensity of rutile TiO2 with a 5-�m secondary particle
diameter is similar to that of rutile TiO2 with a 200-nm particle diameter (Fig. 6.7b).
These results suggest that the intensity of the TiO2 spectra is largely dependent on
the particle size. This is because the amount of TiO2 with 40-nm-diameter particles
in the evanescent wave range (Fig. 6.8i) is larger than that of TiO2 with 200-nm-
diameter particles (Fig. 6.8j).

6.4.3 DUV–FUV Spectral Changes of Anatase and Rutile TiO2

upon Pt-Nanoparticle Deposition

The DUV–FUV spectra of TiO2 modified with Pt nanoparticles were also measured.
The Pt nanoparticles (1–6 nm in diameter) were deposited by mixing TiO2 particles
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Fig. 6.7 DUV–FUV spectra of (a) anatase and (b) rutile TiO2 particles with diameters of (blue)
5 �m, (red) 200 nm, and (green) 40 nm

(1 g) with commercially available Pt nanoparticle colloids (200 �L, 10 mM in
water/ethanol solution, protected by PVP, Wako Pure Chemical Industrial, Ltd.) in
an agate mortar until the solvent completely evaporated. Figure 6.9a–f compares the
ATR–FUV spectra of TiO2–Pt nanoparticles (red lines) with those of TiO2 (black
lines). The ATR–FUV spectra of rutile TiO2 particles modified with Pt nanoparticles
and those of anatase TiO2 particles show bands at �170 nm and �160 nm,
respectively. This behavior results from the differences in the electronic structures of
the anatase and rutile phases, as shown by previous calculations [42]. The spectral
differences between the anatase and rutile phases in the DUV (>200 nm) region
have been previously reported [26]; according to this study, the band wavelengths
of rutile-phase TiO2 are longer than those of anatase-phase TiO2. By employing an
ATR–FUV spectrometer, we can compare for the first time the optical spectra of
anatase and rutile TiO2 in the FUV region.

Upon Pt-nanoparticle deposition, the spectral intensity of the anatase-TiO2

particles (Fig. 6.3a–c) at longer wavelengths decreases, while that at shorter
wavelengths increases. As described in Sect. 6.3, the decrease in the intensity in
the longer-wavelength region is due to a charge transfer at the TiO2–Pt interface,
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Fig. 6.8 SEM images of (a–d) anatase and (e–h) rutile TiO2 particles with diameters of (a, b, e,
and f) 5 �m, (c and g) 200 nm, and (d and h) 40 nm. (i and j) Scheme of ATR–FUV spectrometer
measurement of TiO2 particles with diameters of (i) 40 nm and (j) 5 �m

and the increase in the shorter-wavelength region is due to the enhancement of
the charge-separation efficiency upon the deposition of the Pt nanoparticles. The
work function of TiO2 (�4.0 eV for anatase-phase TiO2) is smaller than that of
Pt (�5.7 eV). Therefore, when TiO2 contacts the Pt nanoparticles, the electrons
in TiO2 flow into the Pt nanoparticles until the Fermi levels are equalized. As a
result, the number of electrons in the relatively high-energy levels (i.e., electrons
that can be excited at a relatively longer wavelength) is decreased, resulting in the
suppression of the spectral intensity in the longer-wavelength region. In contrast, Pt
nanoparticles on TiO2 can act as a sink for the photoexcited electrons, resulting
in an enhancement of the charge-separation efficiency and an increase in the
spectral intensity in the shorter-wavelength region. This process may also occur
in the longer-wavelength region; however, the total change in the spectral intensity
depends on this enhancement and the decrease in the number of electrons upon
contact between TiO2 and Pt nanoparticles.

In contrast, the spectral intensity of the rutile-TiO2 nanoparticles (Fig. 6.9d–f)
increases over the entire region upon deposition of Pt nanoparticles. When anatase
TiO2 is modified with Au nanoparticles, the intensity in the longer-wavelength
region decreases, as it does for the anatase TiO2–Pt nanoparticles based on



6 Electronic Structure of TiO2 Studied by Far-Ultraviolet and Deep. . . 111

Fig. 6.9 DUV–FUV spectra of (a–c) anatase and (d–f) rutile TiO2 particles with diameters of (a
and d) 5 �m, (b and e) 200 nm, and (c and f) 40 nm, before (black) and after (red) the deposition
of Pt nanoparticles

the electron transfer described above. The work function of Au (�4.7 eV) is
approximately 1.0 eV lower than that of Pt, while that of rutile TiO2 is 0.2 eV lower
than that of anatase TiO2 (at most) [19, 41]. Therefore, if the magnitude of the effect
of the charge-separation enhancement for rutile TiO2 is the same as that for anatase
TiO2, the intensity in the longer-wavelength region should decrease. However, in
practice, the spectral intensity of rutile TiO2 increases even in the longer-wavelength
region. In this regard, the increase in the spectral intensity implies an enhancement
of charge separation, as ascribed in Sect. 6.3.1. Therefore, these results indicate
that the magnitude of the effect of charge-separation enhancement for rutile TiO2

is higher than that for anatase TiO2. In order to estimate this enhancement, we
investigated their photocatalytic activities.
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6.4.4 Photocatalytic-Activity Enhancement in Anatase
and Rutile TiO2 upon Pt-Nanoparticle Deposition

The photocatalytic activities of TiO2 particles with and without Pt nanoparticles
were estimated based on the photodegradation reaction of methylene blue. A
methylene blue aqueous solution (20 �M, 20 mL), including TiO2 particles
with/without Pt nanoparticles (5 mg), was irradiated with UV light (300–350 nm,
�10 �W cm�2) for 30 min, and the absorption spectra before and after UV
irradiation were measured (Fig. 6.10). The photocatalytic activity of each sample
was also estimated using Eq. (6.1).

Figure 6.11(a) (anatase TiO2) and (b) (rutile TiO2) show the plots of the
photocatalytic activities of TiO2 (black) and TiO2 with Pt nanoparticles (red) as a
function of the particle diameter. For a 5-�m secondary particle diameter and 200-
nm-diameter TiO2 particles, the photocatalytic activity of anatase TiO2 is higher
than that of rutile TiO2 of the same size, in agreement with previous studies [3]. For
rutile TiO2, a smaller TiO2 particle shows a larger photocatalytic activity, and TiO2

with a 5-�m secondary diameter shows the smallest photocatalytic activity. These
trends are a result of the smaller particle size and the consequent larger surface area
[43].

The anatase TiO2 particles with 40-nm diameters show an exceptionally low
photocatalytic activity, probably because of the synthesis of small anatase TiO2

nanoparticles, which requires a lower temperature than that of large anatase particles
and rutile particles [44]. In addition, anatase TiO2 particles with 40-nm diameters
are characterized by a larger number of lattice defects, which may decrease the
photocatalytic activity [45]. The photocatalytic activities of all TiO2 nanoparticles
are enhanced upon deposition of Pt nanoparticles. The photocatalytic activities
of anatase TiO2 were determined to be 0.47, 0.53, and 0.33 (5-�m-, 200-nm-,
and 40-nm-diameter particles, respectively) and increased to 0.52, 0.62, and 0.36,
respectively, upon the deposition of Pt nanoparticles. The photocatalytic activities
of rutile TiO2 were found to be 0.13, 0.23, and 0.44 (5-�m-, 200-nm-, and 40-nm-
diameter particles, respectively) and increased to 0.18, 0.28, and 0.55, respectively.
The “enhancement factor” was calculated for each TiO2 particle as the ratio between
the photocatalytic activity of TiO2 modified with the Pt nanoparticles and that of
TiO2 alone [46, 47]. As shown in Fig. 6.11c, the rutile TiO2 particles (open circles)
show a higher photocatalytic-activity enhancement than the anatase TiO2 particles
(filled circles). Several research groups have reported that the photocatalytic activity
of TiO2 is improved upon the deposition of metal nanoparticles [1, 16–21, 48].
However, most of these groups have focused on either anatase TiO2 or a mixture
of anatase and rutile TiO2 [16–21], because both these systems show a higher
photocatalytic activity in many reactions than bare rutile TiO2. Rutile TiO2 has
been primarily used for the investigations of reaction mechanisms. For example, Li
and coworkers showed that the (110) surface of rutile TiO2 can be more selectively
deposited with Pt nanoparticles than the (001) surface and that the photocatalytic
activity is improved by Pt deposition [48]. However, no studies are available about a
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Fig. 6.10 Absorption spectra of aqueous methylene blue before (black) and after (color) UV
irradiation with (a–f) anatase or (g–l) rutile TiO2. TiO2 particle size and state (i.e., with/without Pt
nanoparticles) are displayed in each graph
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Fig. 6.11 Photocatalytic activities (1� [I/I0]) of (a) anatase and (b) rutile TiO2 particles (black)
before and (red) after the deposition of Pt nanoparticles. (c) Enhancement factors of (filled circle)
anatase and (open circle) rutile TiO2 particles. TiO2 particle diameters are 5 �m, 200 nm, and
40 nm

systematic comparison of anatase and rutile TiO2 in terms of their optical and/or
photocatalytic property changes upon metal deposition. In our study, we have
systematically compared the electronic-state changes and photocatalytic activity
of anatase and rutile TiO2; based on the DUV–FUV spectral measurements and
estimations of the photodegradation reaction activity, we have shown that the
enhancement of the charge-separation efficiency upon Pt-nanoparticle deposition
is higher for rutile TiO2 than for anatase TiO2.

6.5 Size Effect of Modified Au Nanoparticles on TiO2

Electronic States [49]

6.5.1 Size Effect of Modified Au Nanoparticles on the TiO2

Photocatalytic Activity Under UV- and Visible-Light
Irradiation

The effects of the Au-nanoparticle size on the photocatalytic activity of TiO2–
Au nanoparticles have been reported. For instance, Idriss and coworkers estimated
the photocatalytic activity of TiO2 modified with Au nanoparticles, whose size
ranged between 3 and 30 nm, based on the photocatalytic hydrogen production
from ethanol under UV-light irradiation [50]. When they adopted anatase TiO2, the
photocatalytic-reaction rate was not affected by the Au-nanoparticle size over the 3–
12-nm range. When the size was increased to 16 nm, the reaction rate of the anatase
TiO2–Au nanoparticle was considerably reduced. In the case of rutile TiO2 with Au
nanoparticles with a diameter of 20–35 nm, the photocatalytic activity was found to
be virtually independent of the Au-nanoparticle size.

Tatsuma’s group has reported that the responsible wavelength range of TiO2

can be expanded into the visible region by decorating TiO2 with Au nanoparticles
that absorb visible light via the localized surface plasmon resonance (LSPR)
[51–53]. They used the deposited Au nanoparticles with different sizes (e.g., 15, 40,
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Fig. 6.12 SEM images of (a) TiO2 and Au-modified TiO2 with Au-nanoparticle diameters of (b)
5 nm, (c) 10 nm, (d) 20 nm, and (e) 60 nm

and 100 nm) and found that the quantum efficiency proportionally increased with
the particle size, while the maximum photocurrent decreased under visible-light
irradiation [53]. Ohtani et al. [54] measured the visible-light-induced photocatalytic-
reaction rate of the oxidation reaction of 2-propanol. In their study, the Au-particle
size on TiO2 was varied in the 10–60-nm range, and a positive relationship was
found between the particle size and the photocatalytic activity under visible-light
irradiation.

Heretofore, only a few studies about the electronic-state changes of TiO2–Au
nanoparticle as a function of the Au-nanoparticle size have been reported. Kamat
and coworkers measured the Fermi levels of TiO2–Au nanoparticle samples (the
diameters of the Au nanoparticles were 3, 5, and 8 nm on average) under UV-light
irradiation [55]. However, the particle-size range was strictly limited to 3–8 nm,
and no information about the shape of the Au nanoparticles was provided. The
photocatalytic activity is strongly related to its electronic states, and, therefore,
insight into the electronic states may help understand the mechanism of the
photocatalytic enhancement and develop high-efficiency optical materials such as
solar cells.

6.5.2 Size Effect of Modified Au Nanoparticles on TiO2

Electronic States

Spherical Au colloids (diameters of 5, 10, 20, and 60 nm, aqueous solution,
protected by hexadecyltrimethylammonium bromide, CTAB) were purchased from
Tanaka Kikinzoku Kogyo. Anatase or rutile TiO2 powder (5-�m secondary particle
diameter) and Au colloids were mixed in an agate mortar until the solvent
completely evaporated. In this study, the amount of colloids was regulated to obtain
a similar number of Au nanoparticles (�3.8� 1010 per 1 g TiO2). Figure 6.12 shows
the typical SEM images of Au nanoparticles on rutile TiO2 (5-�m secondary particle
diameter; the original particle diameter is several hundred nanometers).

Then, the DUV–FUV spectra of the TiO2–Au nanoparticles were measured.
Upon the deposition of Au nanoparticles on anatase TiO2, the spectral intensity at
longer wavelengths (> about 210 nm) decreased, while that at shorter wavelengths
(< about 210 nm) increased independently from the size of Au (Fig. 6.13a); these
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Fig. 6.13 DUV–FUV spectra of (a) anatase and (b) rutile TiO2 with/without Au nanoparticles (5,
10, 20, and 60 nm)

Fig. 6.14 DUV–FUV
spectra of anatase TiO2

with/without Au nanospheres
(5, 20, and 60 nm). The
weight of the Au nanospheres
is regulated to be
approximately the same

spectral changes are a result of the electron transfer from TiO2 to the metal and the
enhancement of the charge separation, respectively, as discussed in Sect. 6.3.1. In
addition, the degree of the spectral changes at both longer and shorter wavelengths
increased as the size of the deposited Au nanoparticles decreased. When rutile
TiO2 was used (Fig. 6.13b), the spectral intensity after the deposition of the Au
nanoparticles increased over the entire wavelength region, similarly to the effect
of the deposition of the Pt nanoparticles (Fig. 6.9d–f). The degree of the spectral
changes also increased as the size of the deposited Au nanoparticles decreased.

Even with a similar weight of the deposited Au nanoparticles (�1.3� 10�4 g
on 1 g TiO2), the amount of spectral changes decreased as the size of the Au
nanoparticles increased (Fig. 6.14).

These results suggest that smaller Au nanoparticles lead to larger electronic-
state changes, which in turn may exert a strong effect on the photocatalytic
activities. Therefore, these were measured based on the photodegradation reaction
of methylene blue. The experimental details are described in the Sects. 6.3.2 and
6.4.4.

The photocatalytic activities of TiO2 alone and TiO2 with Au nanospheres of
size 5, 10, 20, and 60 nm were determined to be 0.30˙ 0.030, 0.51˙ 0.031,
0.41˙ 0.024, 0.37˙ 0.043, and 0.33˙ 0.058, respectively (average˙ standard
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Fig. 6.15 Photocatalytic
activities (1� [I/I0]) of
anatase TiO2 with/without Au
nanospheres of various sizes

deviation, nD 3). As shown in Fig. 6.15, the photocatalytic activity strongly depends
on the Au size, i.e., TiO2 with smaller Au nanoparticles shows a higher photocat-
alytic activity. Our results are in agreement with those of Wei and coworkers, who
reported that the photocatalytic activity of TiO2 with �5-nm Au is larger than that
of TiO2 with �40-nm Au under UV-light irradiation [56]. From the results obtained
from the DUV–FUV spectra (Figs. 6.13 and 6.14) and photocatalytic activities
(Fig. 6.15), we concluded that the electronic state changed significantly and the
photocatalytic activities increased as the Au size decreased, confirming that these
strongly depend on the Au-nanoparticle size.

We then measured the DUV–FUV spectra of TiO2–Au nanorod samples with
various aspect ratios. All Au nanorods have the same diameter (25 nm), and their
lengths are 34, 47, and 60 nm, with the corresponding aspect ratios being 1.36,
1.88, and 2.40, respectively. The SEM images of the Au nanorods are shown in
Fig. 6.16. Au nanorods (purchased from Sigma-Aldrich Co. LLC.) were dissolved
in the aqueous solution with CTAB used as a stabilizer. The number of Au nanorods
was chosen to be �3.8� 1010 per 1 g TiO2 (as for the Au nanospheres). As shown
in Fig. 6.17, no significant changes in the DUV–FUV spectra of TiO2 modified
with these three types of Au nanorods were observed. This result suggests that the
electronic state of TiO2 may mainly depend on the diameter of the modified Au
nanoparticles, with the length (i.e., aspect ratio) of the nanorods exerting only a
small effect.

In addition, we synthesized Au nanocubes (Fig. 6.18, �60 nm length) [57]
and measured the DUV–FUV spectra of anatase TiO2 with these Au nanocubes
(Fig. 6.18). No significant differences between the spectrum of TiO2 with Au
nanocubes and that with the Au nanospheres of the corresponding size (60 nm diam-
eter) were observed, indicating that the electronic-state changes are independent of
the Au-nanoparticle shapes. We discuss reasons why the electronic states of TiO2

with Au nanoparticles strongly depend on the Au size rather than on the Au shape.
As described in Sect. 6.3.1, upon the contact between TiO2 and a metal, the

electrons in TiO2 are transferred to the metal. At the same time, a potential
gradient is generated at the interface between TiO2 and the metal, which prevents
a recombination between the electrons in the metal and the holes in TiO2, leading
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Fig. 6.16 SEM images of Au nanorods on TiO2 with the following sizes: (a) 25 nm� 34 nm, (b)
25 nm� 47 nm, and (c) 25 nm� 60 nm

Fig. 6.17 DUV–FUV spectra of (a) anatase and (b) rutile TiO2 modified with Au nanorods of
various aspect ratios. The sizes of the Au nanorods are (S) 25 nm� 34 nm, (M) 25 nm� 47 nm,
and (L) 25 nm� 60 nm

Fig. 6.18 DUV–FUV
spectra of anatase TiO2

modified with (red) Au
nanospheres or (yellow) Au
nanocubes. The SEM image
of a deposited nanocube is
also shown (inset)

to an enhancement of the charge-separation efficiency. The depth and width of the
potential gradient depend on the Fermi levels, size, electric conductivity, and other
properties of TiO2 and the metal. In the present case, only the Au-nanoparticle size
and shape were systematically changed. However, the width of the Au nanoparticle
was not changed, i.e., the diameter of all the Au nanorods was maintained constant
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at 25 nm. Therefore, the ATR spectra suggest that the width of the deposited Au
nanoparticles may have a strong effect on the electronic states of TiO2. Thus, we
have discussed not only the effect of the size of Au nanoparticles in the wide range
of 5–60 nm but also that of their shape.

6.6 Conclusions and Perspectives

By using our DUV–FUV spectroscopy method, we systematically studied the
electronic states of TiO2 alone and those of TiO2 with metal nanoparticles.

The obtained naked TiO2 spectra were in line with the previously reported reflec-
tion spectra and theoretical calculations (Sect. 6.2). The deposition of metal (Au, Pd,
and Pt) nanoparticles significantly affected their spectral shape, indicating changes
in the electronic states of TiO2. A strong positive relationship was found between the
degree of the spectral changes and the work function of the modified metal. Larger
spectral changes indicate a stronger enhancement of charge separation, which in
turn leads to an improvement of the photocatalytic activity of TiO2 (Sect. 6.3).
Anatase TiO2 and rutile TiO2 showed different spectra and spectral changes upon
Pt-nanoparticle deposition. In particular, the photocatalytic activity of rutile TiO2

showed a stronger enhancement than that of anatase TiO2 (Sect. 6.4). Although
a low shape dependence was observed, smaller Au nanoparticles induced larger
electronic-state changes, leading to a higher photocatalytic activity (Sect. 6.5).

The results illustrated in this contribution clearly demonstrate the potential of
DUV–FUV spectroscopy as a novel investigation method for the electronic states
of various materials. Now, we are applying this method not only to TiO2 but also
to other materials (other semiconductors such as ZnO, organic phosphates, ion
liquids, and so on). It is also important to confirm the electronic changes by other
methods such as X-ray photoelectron spectroscopy (XPS) and ultraviolet photo-
electron spectroscopy (UPS), which is in progress. The application of this method
provides critical information about the enhancement mechanism and supports the
development of high-efficiency optical materials such as photocatalysts and solar
cells.
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Chapter 7
Deep-Ultraviolet Microscopy
and Microspectroscopy

Yasuaki Kumamoto

Abstract Microscopy and microspectroscopy are popular techniques for chemical
analysis of a specimen having a micron to submicron distribution of material
or material properties, such as living cells, drug agents, microelectronic devices,
and nanocarbon materials. Deep-ultraviolet (DUV) light has several advantages
compared to visible or infrared (IR) light for microscopy and microspectroscopy.
DUV imaging techniques have largely advanced since the 1990s, while DUV
microscopy appeared more than 100 years ago. This chapter first looks back at
the early days of DUV microscopy and microspectroscopy to see how the research
fields have grown and why they have advanced in the recent years. The chapter then
describes in detail the recent advances, followed by future perspectives.

Keywords Deep ultraviolet • Ultraviolet microscopy • Ultraviolet microspec-
troscopy • Autofluorescence • Resonance Raman scattering

7.1 Introduction

Microspectroscopy is a popular research field for chemical analysis and imaging
of a specimen having a micron to submicron distribution of material or material
properties. Spectral imaging with such a high spatial resolution, often called
microspectroscopic imaging, is particularly essential for the study of microscale
or smaller specimens such as living cells, drug agents, microelectronic devices, and
nanocarbon materials. A variety of microspectroscopic imaging techniques were
developed in the 1990s and 2000s.

Use of deep-ultraviolet (DUV) light has advantages in microspectroscopy com-
pared to visible or near-infrared(NIR) light. In biology, DUV microspectroscopic
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imaging can provide high sensitivity and selectivity to detect nucleotide bases
and aromatic amino acids in a cell [1]. These molecules have absorption bands
in the DUV range but not in the visible and NIR ranges. Additionally, other
molecules in a cell typically do not absorb DUV light. DUV light scattering is
also useful for measuring these molecules. The scattering efficiency in the DUV
range is enhanced due to the electronic resonance effect by a factor of up to 108

compared to that in the visible and NIR ranges [2]. The general advantage of
using DUV light in microspectroscopic imaging is higher spatial resolution than
visible or NIR light can provide, in accordance with the theoretical resolution
limit of microscopes. Upon a scattering measurement of a luminescent material,
one advantage of using DUV light is that the spectral overlap of luminescence
and scattering, which overwhelms the scattering signal when using visible light,
can be avoided [3]. Apart from the above, DUV excitation is advantageous for
selective analysis of sp3 bonding of carbon and hydrocarbon, while visible or NIR
excitation highlights sp2-bonding structures [4, 5]. The small penetration depth of
DUV light into a material is useful for selective measurements on or near the surface
of a specimen. In a fluorescence measurement, unlike visible-light excitation, DUV
excitation can efficiently excite the intrinsic fluorescence of a material and enable
label-free analysis [6, 7].

Capitalizing on these advantages, a variety of DUV microspectroscopic imag-
ing techniques and applications have been developed. DUV Raman scattering
microscopy was first developed for chemical analysis of chemical-vapor-deposition
(CVD) diamonds without interference of sp2-bonding Raman bands and lumines-
cence [4]. The imaging technique was improved for non-destructive analysis of
Martian meteorites without any labeling [8] and label-free, selective imaging of
nucleotide bases in cells [1]. The Raman technique was advanced as a nanoanal-
ysis technique with tip-enhanced Raman scattering in the DUV range [9]. DUV
fluorescence microscopy has been utilized for label-free bioimaging. Nonlinear
DUV excitation with visible or NIR light in fluorescence microscopy has been
achieved with the use of multiphoton absorption [10]. This technique enabled deep-
tissue imaging with minimal photodamage [11–13]. Single-photon excitation as a
conventional technique has also been used in DUV fluorescence microscopy. The
technique has been enhanced for fluorescence lifetime analysis [14, 15], label-
free nanoimaging [16], and molecular environment analysis [17]. In absorption
microscopy, an advanced imaging technique has been developed for quantitative
mass mapping of nucleic acids and proteins in a living cell [17–19].

While DUV imaging was a popular technique, especially as a bioimaging
technique, for half a century since the first development of a DUV microscope in
1904, interest waned until these recent advances sparked a renewed interest in the
technique. For a deeper understanding of the recent advances in DUV imaging, it
is worth describing why DUV imaging was invented, its rise and fall in popularity,
and why it is attracting attention again. This chapter first reviews the early history
of DUV imaging.
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7.2 History in the Early Days

Basic study of DUV microspectroscopy was initiated more than 100 years ago.
After Abbe’s theory on the resolution limit of microscopes was published in 1873,
scientists attempted to improve the spatial resolution in a practical microscope
by increasing the numerical aperture (NA) of objective lenses or by using a
shorter wavelength of light. Abbe and Zeiss improved the spatial resolution by
implementing high NA objective lenses, while Koehler and his colleagues improved
it by developing a microscope operating in the DUV range. In 1904, Koehler
published the first paper describing a transmission microscope equipped with DUV
light sources at wavelengths of 275 and 280 nm. The DUV microscope was
developed using an objective lens made of quartz and calcium fluoride and DUV
light emission from an electric spark of cadmium and magnesium [20]. In his paper,
Koehler presented a series of the first images obtained using a DUV microscope.
In 1906, American pathologists also developed a DUV microscope and presented
microscopic pictures clearly showing microstructures inside bacteria [21]. Some of
these pictures are shown in Fig. 7.1. Results from these studies revealed the potential

Fig. 7.1 Early DUV microscopy images of (left) Coccidium oviforme, a parasitic protist prepared
from fresh liver showing nuclei-like structures at the center, and (right) Bacillus megaterium
showing internal spores (Figures are reused with permission from the publisher of Ref. [21])
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of DUV microscopy for distinguishing intracellular microstructures that could not
be observed by visible light without any sample pretreatment, such as staining. They
did not mention spectroscopy in the DUV range, but opened the door for DUV
microspectroscopy.

After these pioneering studies, use of DUV microscopes continued to be popular
until the 1950s, mostly for visualizing cellular structures transparent to visible light.
Studies in the earlier days used a DUV microscope to observe microorganisms
without any staining and revealed the bacterial morphology to discuss their growth
[22, 23]. Later studies focused on visualizing detailed microstructures inside
cells. Intranuclear microstructures such as chromosomes, chromomere vesicles,
chromonema, and mitochondria in the cytoplasm of living sperm cells at different
stages in mitosis were visualized due to the remarkable DUV absorbance of
nucleic acids and proteins, and mitotic dynamics were discussed [24]. Intranuclear
microstructures were also observed in dividing cells and nondividing cells to
understand how the growth of intranuclear microstructures differs between the two
[25, 26]. DUV microscopes were also used to visualize bacterial spores including
proteins, which have large DUV absorbance. Bacteria cultured for a varied number
of days were analyzed, and their growing phases were discussed through observation
of spores [27]. Detecting viruses whose diameters are on the order of 0.1 �m was
one of the applications of DUV microscopy in biology [28]. Thanks to its high
spatial resolution, a DUV microscope can better distinguish such small viruses by
size. Caspersson, who made significant contributions to genetics, employed a DUV
microscope for his research. Different from previous researchers, he considered the
DUV absorption spectra of intracellular components to quantitatively discuss their
contents in microstructures. To confirm any evidence of a relation between nucleic
acid metabolism and gene duplication, he and his colleague estimated the nucleic
acid content in some of the chromosome bands through DUV microscopy [29]. They
also conducted quantitative measurements of distributions of aromatic amino acids
in the colloid, cytoplasm, and nucleus in thyroid gland tissues and studied mecha-
nisms of secretion [30]. The abovementioned early studies, except for reference [28]
in which the spatial resolution of microscopes operating with different wavelengths
was discussed, used DUV light in a relatively longer wavelength range (�D 275 nm
or 280 nm). In the 1930s and later, many studies used light with shorter wavelength
ranges of 250–270 nm. Nucleic acids absorb DUV light in this wavelength range
efficiently and dominantly in living organisms; thus, DUV light in this wavelength
range was employed to accurately measure distributions of nucleic acids with high
sensitivity and selectivity [31–43]. These studies include examination of therapeutic
X-rays and gamma irradiation on malignant tumors [32] and DUV radiation to living
cells during DUV imaging [36, 37, 42] by inspecting the dynamics of the nucleic
acid content and distribution.

There were a few applications of DUV microscopy in research fields other
than biology [44–46]. The ability of a DUV microscope to see microstructures
was mostly appreciated by biologists, since most of the biological microscopes
in use today such as the phase contrast microscope, differential interference
contrast microscope, and laser microscope were not invented or standardized at



7 Deep-Ultraviolet Microscopy and Microspectroscopy 127

that time. Only a few techniques including dark-field microscopy and fluorescence
microscopy were available for observation of transparent microstructures inside
cells. Fluorescence microscopy was, however, not at all versatile at that time
since labeling technology was not very advanced and was sometimes seen as an
unreliable imaging technique due to the labeling, which could possibly change
cellular structures and conditions. Dark-field microscopy was preferred for visu-
alizing fine structures in living organisms, but was not suitable for distinguishing
microstructures. A DUV microscope was one of the most reliable, useful devices for
observing the distribution and morphology of microstructures in living organisms as
they live.

All the abovementioned studies utilized single wavelengths. To extend
microscopy to microspectroscopy, where observation at multiple wavelengths is
necessary, the apparatus needed to be improved. In pursuing a brighter light source
with a sharp linewidth [46] and higher spatial resolution with shorter wavelengths
of light [23], the wavelength range in which a DUV microscope could operate was
extended. Additionally, to shorten the acquisition duration, a sensitive picture film
was integrated in the DUV microscope [47]. The sensitive picture film reduced
the photodamage of samples because of the small radiation dose required for
photographing [26]. To avoid the extra exposure of samples to DUV light, a system
for adjusting the DUV focal plane to the sample without using DUV light was
developed [22, 48]. This adjustment system has enabled Z-sectioning [49] and time-
course measurements [25] of living cells. These improvements and developments
overcame the issue of photodamage accumulation in a specimen through repetitive
observation and have enabled multiwavelength DUV microscope imaging of a
single living specimen without fatal photodamage. Additionally, they shortened the
time required for photographing and made DUV microscope imaging practical and
easy.

These advances in the apparatus enabled DUV microspectroscopic imaging in
the 1930s. Anticipating that several different materials could be observed at different
wavelengths, two research teams individually performed DUV microspectroscopic
imaging almost at the same time. Three cancer researchers measured transmission
images of tissues and microorganisms using multiple lines of a mercury lamp
(�D 234–435 nm) and showed that nuclei were highlighted clearly at �D 250–
260 nm but not at other wavelengths [50]. Some of their results are shown in Fig. 7.2.
The authors also studied the wavelength dependence of radiation effects on living
organisms and discussed the influence of secondarily radiated DUV light in cancer
treatment by X-ray or ”-ray radiation. The other group developed a DUV reflection
microscope working at various wavelengths and demonstrated observations of
opaque aluminum alloys with light at wavelengths of 275 and 231 nm [46].

The DUV microspectroscopic imaging technique soon became useful as a
quantitative technique to measure local absorbance in cells at different wavelengths
[51]. With development of a bright light source with narrow, spectrally isolated
emission lines and a high-throughput monochromator, live-cell imaging at multiple
wavelengths in the DUV range (220, 231, 248, 257, 265, 270, 275, 280, 289,
and 297 nm) became possible, and more precise study of wavelength dependence
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Fig. 7.2 The first microspectroscopy images of mouse kidney cells in the (a) UV (�D 313 nm)
and (b) DUV (�D 254 nm) ranges. The cells are almost transparent in the UV light, while the
nuclei of the cells, highlighted as black circles, are opaque in DUV light (Figures are reused with
permission from the publisher of Ref. [50])

in DUV microspectroscopic imaging of cells was conducted [52]. The apparatus
was later improved using a reflecting objective lens, which overcame chromatic
aberration, leading to more accurate, quantitative measurements of local absorbance
in the cytoplasm and nucleus in the DUV and longer ranges [39]. These studies
indicated that DUV microspectroscopy could be a powerful technique for evaluating
distributions of a variety of materials coexisting in a complex sample such as a
biological cell.

All the work described above in this section involved absorption imaging,
but scattering and fluorescence were also utilized in the early days of DUV
microscopy. In fact, the first fluorescence microscope was invented using a DUV
microscope, although current fluorescence microscopes mostly use visible light for
fluorescence excitation. The idea of fluorescence microscopy occurred to Koehler
during his development of the DUV microscope in 1904 [20, 53]. A DUV excitation
fluorescence microscope was developed soon after the first paper on the DUV
microscope was published [53]. DUV scattering microscopy was developed using
dark-field condenser lenses [54]. The merit to using scattering and fluorescence
in microscopy is good image contrast because of dark-field observation. These
techniques in the early studies were, however, presented in only a few papers and
used just as a compensation for transmission observation [28, 55, 56]. Scientists
might not be able to overcome the disadvantages of scattering and fluorescence,
such as low reaction cross sections and complicated image interpretation.
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DUV microscopy and microspectroscopy are still popular in the 1940s and
1950s, but scientists started considering the influences of DUV irradiation on
experimentally obtained images. One hot topic was cellular modification due to
absorbance of DUV irradiation. Loofbourow and Joyce first claimed increases of
DUV absorbance in bacterial cells during DUV imaging and attributed the increase
to the production of nucleic acid-like hormones by cellular photodamage [57].
Brumberg and Larionow further supported the work of Loofbourow and Joyce by
claiming that only injured cells and the nucleoli of uninjured cells absorbed DUV
light; the other intracellular microstructures of the uninjured cells did not [58].
Contrary to these observations, Ludford and his colleagues observed intact living
cells efficiently absorbing DUV light by an intrinsic nature of nucleotides [35].
To address this controversy, Bradfield and Errera measured the DUV absorption
of various types of cells at different exposure durations and found that some types
of cells showed decreases in DUV absorption and some types showed increases
[36]. To explain the controversy more clearly, Walker and Davies examined the
relationship among DUV absorbance and areas of a cell, and DUV irradiation doses,
and found that the DUV absorbance was increased by shrinkage of the cell while
total absorbance of the whole cell was decreased [37]. This result suggests that
the controversy originated from diversities in cell shrinkage and decreases in total
absorbance of irradiated cells.

During discussions of the influences of DUV irradiation on DUV imaging of
living cells, the number of publications on DUV imaging decreased. This was
possibly due in part to complications in interpreting the controversy. Another reason
might be development and commercialization of new types of microscope such
as the phase contrast microscope, differential interference contrast microscope,
and electron microscope. Phase contrast and differential interference microscopes
visualize transparent specimens with visible light. Because a specimen does not
absorb light and the photon energy of visible light is half that of DUV photon energy
or less in these microscopes, no significant photodamage occurs. Use of these new
types of phase microscopes spread quickly in biology. Additionally, they were cheap
compared with a DUV microscope. An electron microscope provides sub-100 nm
spatial resolution, which is not possible with an optical microscope, including a
DUV microscope. Moreover, fluorescence microscopes became versatile tools in
biology because of improvements in labeling techniques. These new microscopes
deprived DUV microscopes of their uniqueness, and use of DUV microscopy fell
by the wayside in the 1970s and 1980s.

7.3 Recent Advances

7.3.1 Overview

After a few decades of little attention from scientists, there was a resurgence of
interest in DUV microscopy and microspectroscopy. In the 1990s, two essential
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techniques related to DUV microscopy and microspectroscopy were developed.
One technique was DUV Raman microspectrometry [59–61], which was achieved
using a nondestructive, continuous-wave (cw) DUV laser developed in the early
1990s [62]. Raman scattering, or inelastic light scattering, is highly sensitive to
the chemical structure of a molecule and is therefore useful for characterization of
molecular structure and material identification. The other technique was multipho-
ton excitation fluorescence microscopy, which became feasible using mode-locked
pulsed lasers with tremendous peak power. Multiphoton excitation of a material
having an absorption band at �1 is induced by light with a wavelength of (n��1)
where n is an integer larger than 1; that is, a material having a DUV absorption band
(�D 200–300 nm) can be excited with a light of �D 400–600 nm and �D 600–
900 nm in a two- and three-photon excitation manner, respectively. The multiphoton
excitation microscope was first developed to achieve 3D spatial resolution for
observing a UV chromophore (having an absorption band at �D 315 nm) with use
of visible light (�D 630 nm) [63]. The multiphoton fluorescence microscope was
then extended for DUV excitation [10]. These two techniques launched new areas
of study in DUV microscopy and microspectroscopy and stimulated improvements
in and development of DUV optical components such as light sources, detectors,
filters, and lenses.

In the beginning decade of the twenty-first century, DUV microspectroscopy
and microscopy emerged as hot topics. This is due partially to development of
the technologies of DUV optics as described and also to demands on DUV
microspectroscopy and microscopy to study materials having absorption in the
DUV range, such as wide-bandgap semiconductors for photocatalysis and light-
emitting devices, metallic nanostructures for plasmonics, and nanocarbon materials
for electronics. The newly developed techniques are based not only on Raman
scattering microspectroscopy and multiphoton excitation fluorescence microscopy
but also on old techniques including absorption microscopy and single-photon
excitation fluorescence microscopy. Absorption microscopy was enhanced to be a
more sensitive and quantitative technique for imaging nucleic acids and proteins
in live cells [17]. Single-photon excitation fluorescence microscopy became more
practical because of improvements in optical components and mature understanding
of DUV chromophores [6]. Additionally, the single-photon technique was com-
bined with advanced technologies such as near-field optical microscopy [16] and
metal-enhanced fluorescence spectroscopy [64]. Advanced technologies were also
integrated into DUV Raman scattering microscopy [4, 9].

In the following subsections, details of recent advances in DUV microscopy and
microspectroscopy are described.

7.3.2 Absorption

As described in the previous section, DUV transmission absorption microscopy
and microspectroscopy have been used to observe intracellular microstructures for
many years. Absorption imaging has some advantages in DUV microscopy. Unlike
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Fig. 7.3 UV absorption spectra of nucleotide bases and aromatic amino acids. All the components
except for guanine were dissolved in water at a concentration of 100 �M. Guanine was dissolved
in water at its saturation concentration. The curve of phenylalanine is displayed at 10 times
magnification, while the other curves are not magnified but vertically shifted for visibility

fluorescence, absorption can be detected from any material that is not totally opaque.
Furthermore, interpretation of a result is easier for absorption than scattering or
fluorescence. Moreover, absorption is typically the most efficient optical response
of a material.

For quantitative understanding of a result obtained with this technique, however,
spectral overlap of absorption bands of different molecular species is an issue.
Figure 7.3 shows UV absorption spectra of nucleotide bases and aromatic amino
acids. These molecular species dominate DUV absorbance of living cells. Although
absorption peaks of nucleotide bases and aromatic amino acids are located at
different wavelengths, the broad spectra overlap each other. Because of this overlap,
nucleic acids and proteins are hard to distinguish in DUV absorption microscopy.

Zeskind et al. recently developed a simple method to solve this issue [17].
They unmixed distributions of nucleic acids and proteins out of DUV absorption
images of living cells to derive the quantitative mass distribution of nucleic acids
and proteins in living cells. In this method, the authors assumed that the measured
optical density in the longer half range of DUV (�D 250–300 nm) should be only
attributable to nucleobases in nucleic acids and aromatic amino acids in proteins.
Based on this assumption, a measured optical density at an arbitrary wavelength in
the DUV range at arbitrary spatial coordinates, OD�(x, y), could be expressed as
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OD� .x; y/ D "�
protein � cprotein .x; y/� L .x; y/C "�

NA � cNA .x; y/� L .x; y/ ;

where � is the measurement wavelength, c is the sample concentration, L is the
path length, and " is the extinction coefficient. cprotein(x, y)�L(x, y) and cNA(x,
y)�L(x, y) represent the cellular mass distribution of proteins and nucleic acids,
respectively. OD�(x, y) was measured, and " was estimated. "NA was estimated
by averaging extinction coefficients of DNA and RNA. "protein was estimated from
the extinction coefficients of tryptophan, tyrosine, and phenylalanine, the dominant
chromophores in proteins in the longer half range of DUV, and the average content
of these residues in proteins. (c�L)NA and (c�L)protein are the only unknown
quantities. To determine these quantities, OD260(x, y) and OD280(x, y) were acquired
in DUV absorbance imaging of a cell at 260 nm and 280 nm. Additionally, "260

NA,
"280

NA, "260
protein, and "280

protein were estimated by the scheme described. Thus,
simultaneous equations of OD260 and OD280 were set up and solved. Derived (c�L)
at all the pixels in the image were used to yield a mass distribution of nucleic
acids or proteins by calculating a product of (c�L) with a corresponding sample
area of a pixel of a measured OD image. Figure 7.4 shows OD images of cells
at 260 nm and 280 nm and yielded mass maps of nucleic acids and proteins at

Fig. 7.4 (a, b) Transmission images of living cells at wavelengths of (a) 260 nm and (b) 280 nm.
(c, d) Calculated mass distributions of (c) nucleic acids and (d) proteins. Scale bars are 10 �m
(Figures are reused with permission from the publisher of Ref. [17])



7 Deep-Ultraviolet Microscopy and Microspectroscopy 133

femtogram concentrations. Two OD images look similar to each other, indicating
that the images show a mixed distribution of nucleic acids and proteins, while two
mass maps show different distributions, indicating distributions of nucleic acids and
proteins are successfully unmixed by the scheme.

The technique was further improved for higher accuracy of unmixing and higher
sensitivity to nucleic acids and proteins [18]. Cheung et al. modified the algorithm
to estimate the extinction coefficients (") through extension of the wavelength
range down to 200 nm using an intense and spectrally flat, broadband DUV light
source [65]. The modified algorithm used ODs at 220 and 260 nm and improved
the accuracy of unmixing proteins and nucleic acids. The study demonstrates
the versatility of the technique for quantitative measurements of not only mass
distribution but also total content of proteins and nucleic acids in cells. Furthermore,
the technique has been applied to measure mass distribution and total content of
proteins and nucleic acids in various types of cells [19].

The abovementioned development of and improvements in DUV absorption
microscopy and microspectroscopy relied largely on improvements in DUV optics
including bright, broadband light sources and highly sensitive detectors. A DUV
absorption image was obtained with the exposure duration of only 100 ms or less at
moderate illumination intensity. Such a moderate exposure has enabled time-lapse
imaging of living cells for hours without any visual photodamage [17]. Live-cell
time-lapse imaging has been demonstrated only at a single wavelength, but the
results are impressive. In the future, time-lapse mass mapping of proteins and
nucleic acids in a living cell will be possible with further development of a DUV
microscope with higher signal collection efficiency.

7.3.3 Fluorescence

In biology, fluorescence microscopy is one of the most popular imaging techniques
along with phase contrast and differential interference contrast microscopy. With
visible-light illumination, a fluorescence microscope typically works with staining
of target molecules with a fluorescence probe such as a dye, a fluorescence protein,
or a quantum dot. Since current staining technology enables highly selective label-
ing of target molecules (even a single kind of molecule), fluorescence microscopy
can distinguish target molecules in a living cell with high selectivity.

DUV excitation can play a different role from visible excitation in fluorescence
microscopy. DUV excitation does not require molecular labeling since intrinsic
chromophores in a specimen are targeted. In biology, the indole ring or its deriva-
tives, such as tryptophan and serotonin, emit fluorescence with DUV excitation
with efficiency similar to artificial dyes excited by visible or longer UV light.
Fluorescence from these chemical structures appears in the longer UV range
(�D 300–400 nm) and is well distinguishable since it is far more efficient than UV
fluorescence of other biological molecules in living organisms. Tryptophan is often
used for label-free study of proteins containing tryptophan residues.
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Fluorescence microscope imaging with DUV excitation has some advantages
over other types of DUV imaging. Compared to scattering imaging, fluorescence
imaging has two essential advantages. The fluorescence signal is easy to detect
because the process occurs more efficiently by several orders of magnitude and
the detection wavelength shifts to the incident wavelength. The other advantage
is molecular selectivity due to the fact that efficient DUV excitation fluorescence
occurs only from some absorbers while resonance scattering occurs from almost
all absorbers. This advantage is adapted also for comparison with transmission
absorption imaging. Another advantage compared with transmission absorption
imaging is being able to obtain images with high contrast due to dark-field
observation. Additionally, fluorescence imaging is applicable to totally opaque
specimens. Furthermore, a fluorescence imaging setup can be easily combined with
advanced microscope technologies such as near-field microscopes. Details of this
combination are described later in this section.

One of the recent achievements in the field of DUV fluorescence microscopy
is multiphoton excitation microscopy. Multiphoton absorption occurs with light at
multiple orders of the wavelength of an absorption band, that is, visible or NIR light
can excite a DUV absorption band. Since the intensity of multiphoton excitation
fluorescence is proportional to the power of multiple orders of the excitation
intensity, the excitation volume is confined to a tightly focused region. Thus,
photodamage can be confined compared with single-photon excitation fluorescence
microscopy. Furthermore, 3D imaging of deep inside a sample is possible, while
3D imaging in single-photon fluorescence microscopy is difficult due to large DUV
absorbance and large scattering efficiency at optical paths in the sample.

Multiphoton excitation DUV microscopy was first reported in 1995 [10]. The
article showed a line intensity profile of quartz luminescence across a quartz cover
slip excited by a 532 nm picosecond laser; that is, the sample was excited at
the energy corresponding to DUV light (�D 266 nm). The authors mentioned
the applicability of the technique to imaging of a variety of biological molecules
such as non-stained DNA and labeling fluorescence probes that have strong
absorption bands in the DUV range. They also mentioned another advantage of
multiphoton excitation—it does not require DUV optics, which usually have poorer
performances than visible or NIR optics. For example, high NA apochromats, which
are impossible to design and produce with current DUV optical technologies, are
used for multiphoton excitation microscopy.

Multiphoton excitation DUV microscopy has been used for several applications
in biological research. Maiti and his colleagues first applied the technique to live-
cell imaging [11]. They focused on the indole group, which has absorption bands
in the DUV range and emits fluorescence in the UV range with high efficiencies.
Serotonin, a neurotransmitter belonging to the indole group, was loaded into rat
basophilic leukemia cells that were then incubated for 6 h. The serotonin distribution
in cells was then observed in the 3D space. An intense, pulsed laser with �D 700 nm
was used for excitation of the DUV absorption band of serotonin via the three-
photon absorption process. Serotonin imaging has been used to study the secretion
process of cells [66]. The distribution of granule containing serotonins in mast
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cells treated with antigen stimulation, which initiates the secretion process, was
imaged with UV fluorescence of serotonin excited by a three-photon process
with �D 740 nm. Serotonin imaging has also been used to evaluate the potential
of multiphoton DUV excitation fluorescence microscopy for high-resolution Z-
sectioning in tissues [12] and to clarify differences between three-photon and
two-photon excitations [67]. In a recent study, tryptophan fluorescence was used as
a native protein marker in cells [13]. Measuring tryptophan fluorescence excited by
the two-photon process with 532 nm pulsed laser, the authors showed Z-sectioning
of mouse skin as deep as 70 �m from the surface. Such depth cannot be reached
by single-photon DUV excitation. These results represented the potential of the
multiphoton DUV excitation technique for deep-tissue imaging.

Single-photon DUV excitation imaging has also been used in recent studies
of DUV fluorescence microscopy [6, 7]. Single-photon excitation has several
advantages compared to multiphoton excitation. One advantage is high sensitivity.
The absorption cross section of the single-photon process is higher than that of the
multiphoton process. Additionally, unlike multiphoton excitation imaging, which
requires tight focusing of the laser beam and scanning of the focused beam (or sam-
ple), single-photon excitation imaging can be used for wide-field imaging and thus is
suitable for observing a wide field of view. The wide-field and highly sensitive DUV
excitation fluorescence imaging has been employed for in situ label-free detection
of a tiny amount of bacteria on the surface of environmental samples [7].

Single-photon excitation fluorescence microscopy has been combined with
other advanced analytical techniques. A DUV fluorescence lifetime microscope
was developed through a time-resolved imaging technique using a picosecond or
femtosecond pulsed laser and time-gating detector [7, 15]. A nanoscale imaging
technique was also developed using a near-field optical microscope technique [16].
The method used DUV (�D 266 nm) near-field light generated at the apex of a fine
optical fiber with a pure quartz core for excitation of fluorescence from polymers
and achieved a spatial resolution of 50 nm. The research also demonstrated DUV
excitation native-fluorescence nanoscale imaging of a cell surface. Near-field optics
using surface plasmons was also combined with DUV fluorescence microscopy
[64]. An aluminum-coated fused silica prism was irradiated by DUV light with the
total internal reflection configuration, and near-field light generated with surface
plasmon polaritons at the metal-air interface was utilized for efficient excitation of
fluorescence of cells cultured on the aluminum film. Another fluorescence imaging
technique utilized tryptophan fluorescence to discuss the microenvironments of
proteins in a cell [17].

Although DUV excitation fluorescence microscopy typically does not require
molecular labeling, the combination with labeling techniques can yield an advanced
imaging scheme. Kikawada et al. demonstrated multicolor imaging of HeLa cells
labeled with multiple fluorescence dyes with a DUV excitation fluorescence imag-
ing technique [64]. The dyes used in the study, MitoTracker, ATTO488, and DAPI,
are usually excited by visible light and require different excitation wavelengths.
However, the authors used DUV light to simultaneously excite all three dyes at
a single-frequency wavelength in the DUV range, at which all the dyes share
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an absorption band. Since each of these dyes labeled a different cell organelle,
they achieved simultaneous imaging of cell organelles with single-frequency DUV
fluorescence microscopy.

As an analogue to fluorescence, cathodoluminescence has also been utilized
for microscope imaging. To characterize materials emitting cathodoluminescence
in the DUV range, a DUV microscope was used. Aluminum nanostructures have
been observed with cathodoluminescence in the DUV range, and their plasmonic
properties such as plasmon modes and resonance wavelengths in the DUV have
been analyzed [68]. Semiconducting materials have also been studied with cathodo-
luminescence in the DUV range [69]. The chemical structures in tiny pieces of
semiconductors were studied.

7.3.4 Raman Scattering

Light scattering is secondary radiation of light as a result of electron oscillations
generated by the electromagnetic field of incident light. When the wavelength of
light is close to or matches the wavelength of an absorption band of a material, light
scattering is amplified by a factor of up to 108 due to the electronic resonance effect,
compared to when the wavelength of light is far from the absorption band. Because
of the resonance effect, light scattering in the DUV range is also useful for the study
of a sample containing materials absorbing DUV light.

Among light scattering processes, a type of inelastic light scattering processes,
Raman scattering, provides many advantages over fluorescence and absorption.
Raman scattering is the result of an inelastic collision of a photon with a molecule
or a phonon. As a result of the collision, a photon is scattered while losing
or gaining vibration energy from a molecule or a phonon; thus, the wavelength
of Raman scattering is shifted from the wavelength of incident light. Since the
wavelength shift is based on the chemical structure of a molecule or crystal,
Raman scattering provides chemical information on specimens without the need
for sample labeling. At first glance, this advantage does not seem special for Raman
spectroscopy but adaptable to fluorescence and absorption spectroscopy. However,
Raman scattering is highly sensitive to chemical structures compared with these
other techniques and thereby is capable of identifying materials and of probing
structural or environmental changes in molecules or crystals with high sensitivity
and accuracy. Such high sensitivity to chemical structure is sustained by the narrow
bandwidth of Raman scattering when a single-frequency laser is used as incident
light. The typical bandwidth of Raman scattering is in the range of 10–100 cm�1

while those of fluorescence and absorption are approximately 1,000 cm�1. Thus,
Raman scattering microscopy is a powerful technique for revealing the distribution
of structures and environments of a sample. Moreover, unlike fluorescence, DUV
Raman scattering can be electronically resonant in almost all the materials absorbing
DUV light. Unlike absorption, a totally opaque sample can be measured because of
scattering.
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Despite these advantages, light scattering microscopy was hardly used in the
twentieth century. The main drawback of light scattering techniques is the weak
scattering intensity. Light scattering efficiency is lower, even in the resonance
condition, than the absorption and fluorescence efficiencies. It was difficult to excite
and collect scattering light efficiently from a sample without lethal photodamage
since the detection throughputs of microscopes and spectrographs were low. A few
reports presented DUV scattering imaging, but they seemed to suffer from weak
signal [28, 54–56].

DUV Raman scattering microscope imaging was achieved at the beginning of
the twenty-first century owing to development of DUV micro-spectrographs in the
1990s. A DUV Raman micro-spectrograph equipped with an intense, cw laser, a
high-throughputmicro-spectrograph, and a sensitive multichannel detector was used
for micro-Raman spectral measurements of single or a small number of cells [59–
61]. With the apparatus, DUV micro-Raman spectra were measured from nuclei
in cells, and nucleotide bases and aromatic amino acids were selectively observed
[59, 61].

After improvements in and development of DUV optics, the first DUV scattering
microspectroscopic imaging was, to the best of our knowledge, presented in
2002 [4]. The report presented a sample-scanning confocal Raman microscope
equipped with single-frequency cw laser emitting at the wavelength of 244 nm.
To demonstrate the performance of the microscope, authors performed Raman
imaging of CVD diamond films grown on a silicon substrate in two dimensions
and compared the results with Raman images obtained with 515 and 633 nm
excitations. Measurements were performed over a 40 �m� 40 �m square area
of the sample with the scanning step of 2 �m. The laser power given to the
sample was set to be as low as 1 mW to avoid sample burning. Obtained Raman
images showed the first-order diamond and graphite band. Results indicated that
DUV excitation could discriminate diamond and graphite in a sample more clearly
compared with visible-light excitations. The reason for the better discrimination is
the absence of luminescent background at DUV excitation. Additionally, Raman
bands of disordered carbon are not observed because the bands are out of the
resonance in the DUV range. Moreover, substrate does not provide any Raman
scattering and luminescence because of the low penetration depth of DUV light into
the silicon substrate. Thus, a quantitative analysis of CVD diamond using Raman
microscopy is possible with DUV excitation.

Similarly, polycrystalline CVD diamond films were studied with DUV Raman
microscopy [5, 70]. With DUV excitation, a defective domain running along a
(111) homoepitaxial film was analyzed. The defective domain was probed through
sp3 C-H vibrations, to which DUV excitation is more sensitive than visible and
NIR excitations. This is partly because the wavenumber range containing C-H
vibration modes is free from photoluminescence and second-order disorder Raman
band with DUV excitation. The authors also analyzed boron-doped films. Doping
can modify chemical structures of diamond and consequently modify optical and
electrical properties. DUV Raman microscopy is a powerful technique for probing
slight structural changes in diamond doped with boron through broadening and shift
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of the diamond band. As a function of the boron concentration, the peak shift of
the diamond band was analyzed. The high sensitivity to the diamond band makes
DUV Raman microscopy a unique and useful technique for probing slight structural
changes in doped diamond materials.

DUV Raman microscopy has been applied for unique analysis of inorganic
samples—Martian meteorites [8]. It is possible to classify meteorites by their
alteration and evolutionary history through mineral analysis. Raman microscopy
is powerful for in situ analysis of such minerals. The high chemical sensitivity is
the advantage of Raman spectroscopy compared with other techniques such as X-
ray spectroscopy and electron microscopy. Additionally, a Raman measurement can
be performed without destroying a sample. Use of DUV excitation makes a Raman
measurement more useful since overlap of luminescence with the Raman spectrum
is avoided. Furthermore, the scattering efficiency is large because of the resonance
Raman effect and fourth-power relationship of the scattering efficiency with the
frequency of light. Because of these advantages, the number of detectable minerals
in Martian meteorites with DUV excitation can be twice or more compared to visible
and NIR excitations.

The application of DUV Raman microscopy is not limited to inorganic material.
In biology, DUV excitation in general can selectively excite nucleotide bases and
aromatic amino acids in a cell, thanks to the resonance effect, while it does not
efficiently excite other molecules such as lipids and aliphatic amino acids because
there is no resonance in these materials. Figure 7.5 shows typical Raman spectra of
mammalian cells excited with DUV (�D 244 nm) and visible (�D 532 nm) light.
The selectivity of DUV excitation to nucleotide bases and aromatic amino acids is
clear, while these species are hardly observed with visible-light excitation. These
species are also observed with NIR excitation, at which none of the biomolecules is
in the resonance condition. However, DUV excitation is more selective than IR to
detect those species.

Kumamoto et al. have realized applications of DUV resonance Raman spec-
troscopy to biological imaging [1]. To achieve DUV Raman imaging of a cell, we
first analyzed spectral evolution of cells during DUV resonance Raman measure-
ments and correlated measurement conditions with biomolecular photodegradation
[71]. Based on the results, we estimated imaging conditions appropriate for cell
imaging and performed DUV Raman imaging of a cell. In this method, we employed
a DUV laser with �D 257 nm to excite resonance Raman scattering of nucleotide
bases and aromatic amino acids in a HeLa cell. Using a well-isolated, sharp band
selectively assigned to adenine and guanine vibration modes of 1,490 cm�1 (see
Fig. 7.5), we reconstructed a two-dimensional spatial distribution of nucleic acids
present in a HeLa cell. Figure 7.6 shows one of the reconstructed Raman images
and a visible light transmission image of the cell for comparison. The comparison
clarifies that the Raman image highlights the nucleoli and the cytoplasm, where
RNA is concentrated.

In DUV resonance Raman microscopy of a cell, the choice of an excitation
wavelength is important. The best wavelength among available cw oscillation
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Fig. 7.5 Raman spectra of HeLa cells excited with (a) DUV light (�D 244 nm) and (b) visible
light (�D 532 nm). A, G, T, C, U, Tyr, Trp, Phe, and Cyt represent adenine, guanine, thymine,
cytosine, uracil, tyrosine, tryptophan, phenylalanine, and cytochrome, respectively

Fig. 7.6 (a) A DUV (�D 257 nm) excitation resonance Raman image reconstructed from Raman
intensity of the adenine and guanine band at 1,490 cm�1 in HeLa cell spectra. (b) A visible light
transmission image of the corresponding cell. The scale bar is 10 �m

lines with sufficiently narrow bandwidth and high output power for performing
a micro-Raman measurement is �D 257 nm. At this wavelength, the excitation
cross sections of nucleotide bases are high, and there is very little overlap of the
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native fluorescence of tryptophan with a Raman scattering spectrum. Additionally,
performances of optics such as a spectrometer, objective lens, and Rayleigh rejection
filter are sufficient. Indeed, the author estimates that 252–253 nm is the best in
considering the large excitation cross section of nucleotide bases and no overlap
of the native fluorescence. Development of a high power and narrow bandwidth
laser and other high-performance optics at these wavelengths are expected.

As another potential application of DUV Raman microscopy, Frosch et al.
reported on its utility for astrobiology in which one of the research interests is to
detect traces of living organisms on the surface of a meteorite and planet [8]. They
also performed in situ DUV resonance micro-Raman analysis of plants for trace
detection of localized aromatic chemicals [72, 73]. Imaging analysis can reveal more
details about these kinds of samples.

Before concluding this section, one important, advanced technique of DUV
Raman imaging must be described. In the first report of DUV Raman imaging,
a DUV scanning near-field Raman microscope was also demonstrated [4]. The
system employed a tapered optical fiber having a 200 nm aperture at the apex
at which DUV near-field light was produced. The sample was situated close to
the apex for near-field Raman excitation. The scattered photons were collected
by an objective lens and guided into a spectrometer. To obtain a near-field DUV
Raman image, the sample stage was scanned horizontally. The spatial resolution of
200 nm was achieved in observation of CVD diamond films. The spatial resolution
is not beyond the theoretical diffraction limit of a conventional confocal DUV
Raman microscope, but it exceeded the spatial resolution in an aberration-limited
conventional DUV Raman microscope. Recently, Taguchi et al. reported on tip-
enhanced Raman scattering with DUV excitation for high scattering efficiency in
nanoimaging [9]. A DUV tip-enhanced Raman scattering microscope will enable
DUV Raman imaging analysis of nanomaterials. Details are described in Chap. 8.

7.4 Conclusions and Future Perspectives

This chapter reviewed the history and recent advancements in DUV microscopy
and microspectroscopy. DUV microscopic and microspectroscopic imaging were
considered powerful analytical techniques particularly in biology to highlight trans-
parent microstructures in the first half of the twentieth century. Interest subsequently
waned but resurged at the end of the twentieth century due to development of a
new type of DUV imaging technique, improvements in and development of DUV
optics, and demands for techniques to analyze materials absorbing DUV light. In
the most recent decade, DUV microscopy and microspectroscopy are becoming
hot topics in microscopy, and a variety of imaging techniques using absorption,
fluorescence, and resonance Raman scattering have been developed. In the future,
further enhancement of DUV optics, especially light sources, detectors, and objec-
tive lenses, and establishment of methods to minimize sample photodegradation
will drive the evolution of current imaging techniques and the development of new
imaging techniques in DUV microscopy and microspectroscopy.

http://dx.doi.org/10.1007/978-4-431-55549-0_8
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Chapter 8
Deep-Ultraviolet Surface-Enhanced Raman
Scattering

Atsushi Taguchi

Abstract Surface-enhanced Raman scattering (SERS) is a technique for ampli-
fying a Raman scattering signal, which is intrinsically weak and therefore hard
to detect. The Raman enhancement factor can be as high as 102–106 and may
even be as high as 1015, which is sufficient to detect Raman scattering from
single molecules. By combining this powerful SERS technique with deep-ultraviolet
(DUV) resonance Raman spectroscopy, ultrasensitive detection and analysis of
molecules by DUV resonance Raman spectroscopy become possible. In this chapter,
recent progress in DUV-SERS is reviewed. Also, the available metals for selection
as SERS substrates are discussed. As an application of DUV-SERS to molecular
nanoimaging, the development of DUV tip-enhanced Raman scattering (TERS) is
also described. Finally, some issues to be overcome and future perspectives are
discussed.

Keywords Deep-UV • Surface-enhanced Raman scattering (SERS) • Resonance
Raman scattering • Surface plasmon • Aluminum

8.1 Surface-Enhanced Raman Scattering

Raman spectroscopy is a powerful technique for optically analyzing molecules.
Information about molecular species, chemical bonds, and crystalline structures
can be obtained from the Raman scattering spectra of samples. However, the Raman
scattering process is extremely weak: a typical Raman scattering cross section
is on the order of 10�30 cm2=molecule [1]. Because of the small cross section,
typically at least �108 molecules are required for detection of a Raman scattering
signal [1]. Meanwhile, Raman analysis of trace amounts of molecules is becoming
increasingly important, especially in the fields of nano- and microscale sciences,
advanced materials, and life sciences.
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In 1974, an unexpectedly strong Raman scattering was observed from pyridine
molecules placed on a metallic electrode [2]. This phenomenon was named surface-
enhanced Raman scattering (SERS). The observed Raman enhancement was shown
to arise from the effect of surface plasmons on the metal [3–5]. A surface plasmon
is a collective oscillation of free electrons in a metal and can be resonantly excited
by an electromagnetic field [6]. The excitation of surface plasmons accompanies
a strong electromagnetic field that is localized on the metal surface. Molecules
placed on the metal surface are strongly excited by this plasmonically enhanced
field. The Raman scattered light from the molecules couples again to the sur-
face plasmons on the metal, strongly boosting the scattering efficiency. Through
these enhancement processes, the detected signal intensity of Raman scattering is
increased. In the initial SERS study, van Duyne reported the Raman enhancement
factor of pyridine molecules on a rough silver electrode to be 105–106 [4]. Various
metallic nanostructures, including roughened metal surfaces, metallic nanoparticles,
and their aggregations and assemblies, have been investigated to achieve stronger
SERS enhancement. Detection of Raman scattering from a single molecule has
been reported using a technique in which resonance Raman scattering is utilized
to achieve higher Raman scattering cross sections in combination with SERS
enhancement [7, 8].

8.2 Metals for DUV Plasmon

Since the discovery of SERS, noble metals such as silver and gold have been the
predominant choice of metals for obtaining SERS enhancement. This is because,
among practically available metals, these metals support strong plasmon resonances
in the visible and near-infrared spectral regions with minimal absorption loss.
However, at deep-ultraviolet (DUV) wavelengths, silver and gold lose their metallic
character and behave as dielectrics, which means that no plasmonic enhancement is
obtained in the DUV region. Thus, SERS has been studied only in the visible region,
and not much attention has been paid to the DUV spectral region.

The first demonstration of DUV-SERS was reported in 2007 [9]. Aluminum
was used as the metal for SERS in place of gold or silver. The dielectric function
of aluminum is shown in Fig. 8.1 [10]. It has been shown that localized surface
plasmon resonance of metal nanoparticles occurs at the wavelength at which the
real part of the dielectric function of the metal becomes less than �2 [12]. In
aluminum, this region lies at wavelengths longer than 140 nm. At the same time,
the strength of plasmon resonance is governed by the value of the imaginary part of
the dielectric function describing absorption loss: a smaller value provides stronger
electromagnetic field enhancement. The imaginary part of the dielectric function
in aluminum becomes smaller at shorter wavelengths. Thus, it is anticipated that
aluminum nanoparticles will provide strong plasmon resonance at wavelengths
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Fig. 8.1 Dielectric functions
of aluminum [10], indium
[11], and silver [10].
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between 140 and 300 nm [13–16]. For reference, the dielectric function of silver is
also shown in Fig. 8.1 [10]. Unlike aluminum, the plasmonics region of silver lies at
wavelengths longer than 350 nm. In the DUV, silver does not meet the criteria (real
part of dielectric function � �2) to support localized surface plasmon resonance.

In addition to that of aluminum, the dielectric function of indium is also shown
in Fig. 8.1 [10, 11]. Indium behaves as a plasmonic metal at wavelengths down to
170 nm. The imaginary part of the dielectric function is reasonably small, similar to
that of aluminum. DUV-SERS using indium has been also demonstrated [17].

In order to examine surface plasmons in aluminum nanoparticles, near-field
enhancement given by aluminum nanorods is calculated and shown in Fig. 8.2a.
The lengths of the nanorods are 10, 20, and 30 nm, and the width is 10 nm. The
nanorods are excited by a plane wave that is polarized parallel to the rod axis.
The spectra are evaluated at the ends of the nanorods (indicated by the stars in the
figure inset). For comparison, field enhancement obtained by silver nanorods having
the same dimensions is also shown. The calculation results clearly demonstrate
that nanorods made of aluminum have plasmon resonance in the DUV, whereas
nanorods made of silver have plasmon resonance in the visible. The difference
in resonance wavelength arises from the difference in dielectric functions between
aluminum and silver, as shown in Fig. 8.1. It is also seen in the calculation results
that the resonance wavelength shifts toward longer wavelength as the nanorod length
increases. This means that the resonance wavelength of localized surface plasmons
can be controlled by selecting the size of the aluminum nanoparticles. Figure 8.2b–
d shows calculated field distributions near the nanoparticles at the peak wavelength
of the plasmon resonance. Electromagnetic fields are localized at the ends of the
nanorods. The calculations were performed using a finite-difference time-domain
method [18], using the dielectric function shown in Fig. 8.1.
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Fig. 8.2 (a) Calculated localized plasmon resonance at the ends (indicated by stars) of a
nanosphere (10 nm diameter) and nanorods (20 and 30 nm long by 10 nm wide) made of aluminum
and silver. The solid and dashed lines represent the spectra for aluminum and silver, respectively.
(b)–(d) Calculated field distributions near the aluminum nanoparticles in the plasmon resonance of
the 10-nm-diameter nanosphere, 20-nm-long nanorod, and the 30-nm-long nanorod, respectively

8.3 Progress in DUV-SERS and TERS

In the experimental demonstrations of single-molecule detection by SERS in the
visible region, dye molecules having absorption in the visible were used as samples
to take advantage of the resonance Raman effect [7, 8]. In the DUV spectral region,
many molecules have intrinsic absorption; that is to say, molecules are naturally
colored. For example, biologically important molecules such as proteins and
deoxyribonucleic acids (DNAs) show characteristic absorption at DUV wavelengths
from 220 to 280 nm. Excited by DUV light, such molecules exhibit the resonance
Raman scattering effect, which can increase the Raman scattering cross section to
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as high as �108 [19]. Because the resonance Raman effect is rather ubiquitous in
the DUV, ultrasensitive molecular detection is anticipated for a variety of molecules
using DUV-SERS. The use of DUV excitation is also useful for selectively sensing
a specific molecule of interest out of a mixture of heterogeneous substances, such
as biological cells [20].

The following sections are devoted to reviewing recent progress in DUV-SERS
and TERS. At present, the number of reports in the literature on DUV-SERS is not
large. Most published papers have been dedicated to proof-of-principle experiments.

8.3.1 DUV-SERS

SERS in the DUV region was first reported by a group led by Popp [9]. Using a
wavelength of 244 nm for Raman excitation, they measured the Raman scattering
of a crystal violet aqueous solution placed on an aluminum thin film. They could
detect two-orders-of-magnitude lower concentration of crystal violet solution on
aluminum compared to one placed on a quartz substrate. Before this report, the
shortest wavelength reported for SERS experiments was 325 nm [21, 22].

The crystal violet used as a sample has an absorption band around 250 nm,
originating from benzene rings in the molecular structure. The wavelength of
244 nm used for Raman excitation nearly matches the DUV absorption of crystal
violet, allowing the resonance Raman spectrum to be measured. They observed a
change in the resonance Raman spectral shape when the molecules were placed
on aluminum, which they attributed to a manifestation of the surface enhancement
effect of aluminum.

Proteins and DNAs have characteristic absorption bands between 200 and
300 nm in the DUV, depending on the molecules. The use of DUV light as Raman
excitation is useful for detecting these biologically important molecules, thanks to
the resonance Raman effect. Detection of adenine molecules using DUV-SERS has
been reported by Taguchi et al. using an aluminum thin film [16].

Aluminum nanoparticles also work as a substrate for DUV-SERS [23]. The
resonance modes of plasmons in isolated nanoparticles are localized modes and
can be excited by an electromagnetic field propagating in free space [6, 12]. The
resonance mode is determined by the size and shape of the nanoparticles. Uniformly
fabricated nanoparticles provide well-defined plasmon resonances. This is the main
difference from the plasmons in continuous films used in the previous experiments:
because the plasmons are excited through surface roughness or grains that are ran-
domly distributed on the film, the resonance mode of the plasmon broadens through
the inhomogeneous size distribution of the grains. A scanning-electron-microscopy
(SEM) image of an aluminum nanoparticle array fabricated by Ekinci’s group using
extreme-UV interference lithography (�D 13:5 nm) is shown in Fig. 8.3a [23, 24].
Such a short wavelength is required to achieve high spatial resolution in lithography
to precisely control the diameter of nanoparticles. A convenient technique to control
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Fig. 8.3 (a) Scanning
electron micrograph of
aluminum nanoparticle array
fabricated by extreme-UV
interference lithography. (b)
Optical extinction spectra of
nanodisc arrays having a
height of 70 nm, a periodicity
of 200 nm, and various
particle diameters. The
vertical dashed line indicates
the laser wavelength for
Raman excitation (257.2 nm).
(c) Raman spectra of a
1-nm-thick adenine film
deposited on fused silica (FS)
and on an Al nanoparticle
array having a diameter of
140 nm (Adapted with
permission from [23].
Copyright 2012 American
Chemical Society)
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the diameter of aluminum nanoparticles has been proposed for controlling localized
plasmon resonance in the DUV [25].

Figure 8.3b shows extinction spectra of aluminum nanoparticles having different
diameters. A nanoparticle having a diameter of 65 nm shows plasmon resonance at a
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wavelength of 320 nm, which is assigned to the dipolar resonance mode. The peak of
the resonance mode shifts to longer wavelengths as the diameter of the nanoparticle
increases. A 110-nm-diameter particle has multiple peaks at 350 and 250 nm. The
former is the dipole resonance, whereas the latter is assigned to the quadrupolar
resonance mode. Strong quadrupolar resonance is observed in a 140-nm-diameter
particle.

Figure 8.3c shows Raman spectra of a 1-nm-thick adenine film deposited
on a 140-nm-wide aluminum nanoparticle array and on fused silica [23]. The
Raman scattering intensity of adenine on aluminum nanoparticles was significantly
increased compared with that on fused silica. The excitation laser wavelength was
257 nm, which matches the observed quadrupolar plasmon resonance in a 140-nm-
diameter aluminum nanoparticle. The adenine sample has absorption at 270 nm (see
also the inset in Fig. 8.6b). The excitation laser wavelength was in the absorption
band of adenine.

As shown in Fig. 8.3b, resonance modes of metal nanoparticles are determined
by the particle size. From the analogy of a microwave antenna, the term “optical
antenna” has been used to describe the resonance properties of nanoparticles [26,
27]. The most fundamental antenna is a dipole antenna. In the microwave range,
the length of a dipole antenna is half the working wavelength. In contrast, at optical
wavelengths, the length of a dipole antenna is determined by the wavelength of
the surface plasmon on metal. The plasmon wavelength on metal is always shorter
than the wavelength of the light propagating in free space [28]. This is the primary
reason why optical antennas have dimensions on the order of nanometers. A nano-
sized particle can confine light in a nanoscale region. The nano-confinement of light
enables the application of SERS to nano-resolution optical microscopy (Sect. 8.3.2).

A nanovoid—a complementary structure of nanoparticles—also works as an
optical antenna. DUV-SERS using an aluminum nanovoid structure has been
reported [29]. The resonance wavelength of a nanovoid is determined by the
diameter of the rim of the nanovoid.

Each aluminum nanoparticle shown in Fig. 8.3a is isolated from neighboring
particles. If the separation between particles is small, the localized plasmons in two
adjacent particles hybridize through near-field coupling [30–32]. A nanoparticle
dimer—a pair of nanoparticles that are nearly touching—is a prime example of
such a system [33, 34]. A strong electromagnetic field is produced in the nanogap
between the two particles. The highly enhanced electromagnetic field provided by
such gap-mode plasmons has been applied to ultrasensitive detection of Raman
scattering and fluorescence from molecules [35–40].

A bow-tie antenna is a pair of triangles whose tips are facing each other across
a nanogap [36, 37, 41, 42]. Similar to the particle dimer, a strong field is localized
in the gap between the two tips. DUV-SERS using an aluminum bow-tie antenna
structure has been reported [43]. A Raman enhancement factor of �104 has been
reported. The field enhancement in a bow-tie antenna is strongly polarized parallel
to the dimer axis. Thus, strong enhancement is observed only for the excitation
polarized along the dimer axis.
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As shown in Fig. 8.1, indium is another promising material for plasmonic
enhancement in the DUV. Judging from the value of the dielectric function, indium
has smaller absorption loss compared with aluminum between 200 and 300 nm. This
makes indium an attractive metal for DUV-SERS. It has been also found that indium
deposited on a fused silica substrate tends to form discrete nanoparticles separated
by several nanometers [44]. The ease of fabricating discrete nanoparticles is another
attraction of indium. In the case of vacuum-deposited aluminum, a continuous
film is usually formed [9, 16]. To obtain discrete aluminum particles, lithography
[13, 14, 23–25, 29, 43] and substrate surface modification either by chemical [45] or
physical [46] treatment have been developed. An SEM image of indium deposited
on fused silica is shown in Fig. 8.4a. Polycrystalline indium particles having an
average size of 95 nm were attached with a separation of several nanometers.
Strong field enhancement is anticipated in the nanogaps. The size of the indium
can be changed by adjusting the deposition mass thickness, and the resonance peak
wavelength can be controlled by the size of nanoparticles. The Raman scattering
spectrum of adenine (thickness 1 nm) coated on indium nanoparticles excited by
266-nm wavelength laser light is shown in Fig. 8.4b. The Raman intensity of the
adenine on the indium nanoparticles was strongly enhanced compared with that on
the fused silica. The Raman enhancement factor was estimated to be �100.

8.3.2 DUV-TERS

As described so far, the origin of SERS enhancement is the localized surface
plasmons generated on a metal surface. It is possible to obtain plasmon resonance
at the tip of a sharpened metallic probe. SERS using a metallic nanotip is called
tip-enhanced Raman scattering (TERS) [47–51]. Figure 8.5 shows the principle
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Fig. 8.4 (a) SEM image of indium-coated quartz substrate prepared by vacuum thermal vapor
deposition with mass thickness of 25 nm. The scale bar is 200 nm. (b) Raman spectra of 1-nm-
thick adenine films deposited on the indium-coated substrate and on a bare fused silica substrate
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Fig. 8.5 The principle of
tip-enhanced Raman
scattering (TERS)
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of TERS. Unlike SERS, in TERS only the Raman scattering from the molecules
located under the metallic tip is sensed with plasmonic Raman enhancement. By
scanning the probe on the sample surface, the molecular distribution in the sample
can be visualized based on the Raman vibrational signature [52–54].

For optical microscopy, the most significant advantage of TERS is its high spatial
resolution beyond the diffraction limit of light: An optical field is spatially confined
into a region several tens of nanometers in size at the tip of the metallic probe
[55, 56]. On the other hand, according to Abbe’s theory, the minimum size � that
can be resolved by a conventional optical microscope is given by [57]

� D 0:61�

n � sin�
; (8.1)

where � is the wavelength of light, n is the refractive index of the surrounding
medium, and � is the half-angle of the lens aperture. The spatial resolution of
optical microscopy is in principle no better than half the wavelength of light.
The use of a plasmonic nanotip provides a way to break through this spatial
resolution limit in optical microscopy [58, 59]. Since the invention of TERS in 2000
[47–51], it has become an important analytical tool in the field of rapidly developing
nanoscience and technology. The great potential of TERS has been demonstrated
through the successful application of TERS to the analysis and imaging of organic
dye molecules [54], carbon nanotubes [51–53, 60, 61], DNA bases [62, 63], single
molecules [64–69], and advanced semiconductor materials, such as strained silicon
[70, 71].

TERS in the DUV was first demonstrated by Taguchi et al. using an aluminum
probe with an excitation wavelength of 266 nm [16]. The aluminum probe was
prepared by thermally depositing aluminum onto a silicon cantilever under high-
vacuum conditions. A SEM image of the prepared aluminum tip is shown in
Fig. 8.6a.The size of the aluminum grains at the tip apex was around 10–20 nm.
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Fig. 8.6 (a) SEM image of aluminum-coated probe, showing a nanoparticle attached at the probe
apex. The deposition thickness was 25 nm. The inset shows a low-magnification image. (b) DUV-
TERS spectra of adenine nanocrystals excited with 266-nm laser wavelength measured with and
without tip. The inset shows the absorption spectrum of adenine nanocrystals

DUV light was focused on the sample surface with an objective lens made of quartz.
The Raman scattered light was collected with the same objective in a backscattering
geometry and delivered to a spectrometer. The apex of the aluminum-coated tip was
set in contact with the sample surface using an atomic force microscope apparatus.

The measured Raman spectra of adenine nanocrystals with and without the tip
are shown in Fig. 8.6b. Strong enhancement of the Raman peaks was observed
when the tip was in contact with the sample. The inset of Fig. 8.6b shows the
absorption spectrum of the adenine nanocrystals. The Raman excitation wavelength
(266 nm) used in the experiment was closely matched to the maximum absorption
peak of adenine nanocrystals. The observed spectra of the adenine nanocrystals were
consistent with the reported resonance Raman spectrum of the deoxyribonucleotides
of adenine (dAMP) for 266-nm excitation [72–74]. This experiment is the first
demonstration of plasmonically enhanced DUV resonance Raman scattering from
biologically relevant molecules. The quartz peaks observed around 500 cm�1

remained unchanged with and without the tip, indicating the localized character
of the tip-enhancement effect. The estimated enhancement factor was 1:3 � 103.

8.4 Summary and Future Perspectives

By using aluminum and indium, it has become possible to obtain SERS enhance-
ment in the DUV spectral region. Several types of aluminum nanostructures have
been used, including rough films, nanoparticles, and bow-tie antennas. At present,
however, only a few different molecules—mostly adenine—have been tested as
samples for DUV-SERS. To push the development of DUV-SERS to the next
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stage, it is desired to perform DUV-SERS experiments using various samples,
including organic materials and inorganic materials such as wide-gap materials.
Photodegradation of the sample induced by DUV light is a major stumbling
block in finding practical applications of DUV-SERS [75]. Achieving higher SERS
enhancement will be beneficial for reducing DUV photodamage because this will
make it possible to reduce the Raman excitation laser power required for detecting
the Raman signal. Issues that remain to be addressed in order to achieve strong
plasmon resonance in aluminum include the effect of the purity of the deposited
aluminum [76], the effect of a native oxidation layer [13, 14], and the design of
efficient nanostructures.
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Chapter 9
Coupling of Deep-Ultraviolet Photons
and Electrons

Yuika Saito

Abstract Recent advances in deep-ultraviolet (DUV) spectroscopy and related
technologies have targeted the observation of photon–electron coupling in wide-
bandgap materials. The energy of a single photon of DUV light is high enough to
excite an electron to the first or higher electronic levels of a material. This is the main
drawback of DUV spectroscopy for soft materials since higher-order excitations
are often followed by photodamage. At the same time, high photon energy can
be an advantage from the viewpoint of energy conversion between photons and
electrons in a wide-bandgap material. DUV spans a marginal range of wavelengths
that can occur under atmospheric pressure in sunlight on Earth. Its high photon
energy and availability are expected to lead to great applications in DUV photonics.
As mentioned in the previous chapter, photons couple with free electrons in metals
at the nanometer scale, exhibiting a localization and enhancement effect known as
localized surface plasmon resonance (LSPR). LSPR has been exploited in many
scientific and industrial fields, such as sensors, optical waveguides, high-sensitivity
optical detection, and high-resolution microscopy (Willets and Van Duyne, Rev
Phys Chem 58:267–97, 2007). In this chapter, I review some important aspects
of DUV photons, mainly focusing on DUV-LSPR applications in, for example,
photocatalysis, photovoltaic devices, and light-emitting diodes (LEDs), including
enhancement mechanisms such as carrier generation, photoexcited lifetime modifi-
cations, emission pattern controls, and coulombic forces.

Keywords Localized surface plasmon resonance • Plasmonic nanostructure •
Photocatalysis • DUV-LED

9.1 DUV Plasmonic Nanostructures

For efficient coupling between a photon wave vector and free electrons in a
material, the specific shape and size of nanostructures, the so-called plasmonic
nanostructures, should be prepared to host LSPR. In order to achieve LSPR in
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the DUV range, we need a metal that has a negative dielectric constant at UV
wavelengths with minimal absorption loss. Poor metals such as aluminum, gallium,
indium, tin, thallium, lead, and bismuth have been found to exhibit plasmonic
properties in the UV range [2, 3]. Among these candidates, aluminum (Al) is the
most frequently used, since it exhibits metallic properties in the full UV range and
is stable, nontoxic, and readily available [4, 5]. Second to Al, indium and gallium
are also used in DUV plasmonics [6–8]. The use of these metals in fabricating
plasmonic nanostructures requires a specific method since the uniformity of the
size and shape of the nanoparticles and having a good isolation between particles
are important for better coupling of electrons with DUV photons [9]. Moreover,
achieving DUV-LSPR requires a particle size as small as a few nanometers [10].
There are only a handful of methods that can be employed to fabricate UV-
sensitive metal nanoparticles capable of meeting these criteria. The best method
might be lithography [11–17]. Ekinci et al. reported the first clear LSPR at DUV
wavelengths, with a peak at 270 nm, from 40-nm-wide Al nanodiscs fabricated by
extreme-ultraviolet (EUV) interference lithography using a wavelength of 13.4 nm
from a synchrotron radiation source [11]. Small particles close to this record have
been achieved by nanosphere lithography (NSL), which is low cost and readily
available [12]. In NSL, colloidal spherical particles of polystyrene (PS) beads were
self-assembled to form a hexagonal close-packed (hcp) monolayer on a quartz
substrate, which was then used as a mask for metal deposition onto the substrate
to produce triangular Al nanostructured arrays. Mask heating was used to modify
the nanosphere morphology, whereby ultrasmall nanostructures (down to 50 nm)
with good size tunability were obtained [15]. Before metal deposition, the aligned
nanoparticles were thermally expanded in a microwave while maintaining their
alignment in the hcp monolayer. By adjusting the heating duration, the size of
the aperture was continuously reduced until it became infinitesimally small, which
enabled seamless size reduction of the fabricated Al nanostructure. An example
of template-tunable NSL for DUV plasmonics was demonstrated by Taguchi et al.
[16]. The size-controlled PS templates are shown in Fig. 9.1 for heating times of 0,
90, 100, and 110 s. Clearly, the size of the gaps between PS beads decreased with
increasing microwave heating time. Control of Al nanoparticle size was achieved
through Al deposition followed by removal of the PS templates as indicated in
Fig. 9.2a–d. Al nanoparticles made from PS beads heated for longer times clearly
produced structures with smaller lateral sizes. These results demonstrated that metal
nanostructures as small as several tens of nanometers can easily be fabricated
by a combination of NSL and the mask heating technique. Figure 9.3 shows the
extinction spectra of the nanostructures fabricated, as measured by a UV–visible
spectrophotometer. The results clearly reveal LSPR peaks for all of the fabricated
samples. The extinction spectra showed LSPR peaks at 342, 314, 295, and 270 nm
for Al structures obtained with masks heated for different durations, indicative of
resonant coupling between the DUV photons and electron oscillations. The shortest
wavelength obtained was 270 nm. A further reduction in the LSPR wavelength to
240 nm was achieved through optimization of the aspect ratio by changing the Al
deposition thickness [17].
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Fig. 9.1 Self-assembled pattern for NSL. SEM images, demonstrating the shrinkage of the gaps
between aligned PS beads upon microwave heating [16]. The size control of nanostructures was
thus obtained. The heating durations were (a) 0, (b) 90, (c) 100, and (d) 110 s. The scale bar is
300 nm (From Ref. [16])

Void nanostructure arrays, e.g., nanoholes and nanocups, are among other types
of system, suitable for LSPR. Extraordinarily optical transmissions have been
reported using Al [18, 19] in the earliest study of DUV plasmonics. In this
effect nanohole array fabricated on a film hosts LSPR to enhance the photons
passing through. Nanoholes or hemispherical nanovoids are able to support surface
plasmons with well-defined cavities [20]. Sigel et al. fabricated aluminum nanovoids
using a modified template stripping technique with a soluble backing layer to
fabricate Al nanovoids [21]. They studied surface-enhanced resonance Raman
spectroscopy (SERRS) on nanovoids and achieved a high enhancement of adenine
molecules an order of � 106.

The advantages of lithographic methods are good size controllability and struc-
tural uniformity. However, since these methods rely on 2D self-assembling array
structures, the enhancements are limited only on surfaces. It is therefore impossible
to observe a sample in a bulk matrix or in a solution. Though the number of
studies remains limited, wet chemical synthesis of Al and indium nanocrystals has
been reported [22–26]. Al nanocrystals 50–100 nm in size have been successfully
fabricated using alane derivatives as precursors and molecules with one or a pair of
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Fig. 9.2 SEM images of Al nanostructures fabricated using the nanosphere masks shown in
Fig. 9.1 [16]. Heating durations: (a) 0, (b) 90, (c) 100, and (d) 110 s. The deposited metal layer
thickness was 30 nm. The average lateral sizes of the nanostructures were (a) 80, (b) 71, (c) 59,
and (d) 50 nm. The scale bar is 300 nm

carboxylic acid groups as surface passivation agents [25]. Size-controlled indium
nanocrystals, i.e., nanowires, octahedra, and truncated octahedra, have also been
synthesized by borohydride reduction of In3C [26].

The simplest way to prepare a plasmonic nanostructure is thermal and electron
beam deposition in vacuum on a flat substrate that is either hydrophilic or
hydrophobic. Even though the roughness of the structure depends on the contact
angle between the metal and substrate, which is less controllable, the method
can be well applied to some metals. DUV plasmonic nanostructures were readily
formed by thermal deposition of indium onto a glass substrate. The size of
indium nanostructures can be controlled from 15 to 50 nm by the evaporation
speed, pressure, and the deposited thickness. The resulting extinction peaks due
to the dipole resonance were tuned to between 260 and 600 nm, which were
used for surface enhancement of Raman spectroscopy by DUV excitation [7].
Self-assembled arrays of hemispherical gallium nanoparticles were deposited by
molecular beam epitaxy on a sapphire support as a substrate for UV plasmonics. The
mean NanoParticle radii of 23, 26, and 70 nm were fabricated at LSPR frequencies
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Fig. 9.3 Extinction spectra
of Al nanostructures
fabricated through PS masks
using different heating
durations [16]. The intensities
of the spectra are normalized.
The spectra show peaks at
342, 314, 295, and 270 nm
for Al structures obtained
with masks heated for
different durations, exhibiting
resonant coupling between
DUV photon and electron
oscillations
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of 4.5, 3.81, and 1.95 eV, respectively. A measured local Raman enhancement factor
of 107 was achieved under excitation at 325 nm [8]. Oblique-angled deposition
(OAD) also extends the capability of vacuum deposition and is used in cases
where parallel deposition does not work owing to the affinity between the substrate
and the deposited materials [27]. Besides the abovementioned approaches, Al
nanoparticles have also been prepared by laser ablation [28, 29] and in gas or plasma
phases [30, 31].

9.2 Photon-to-Electron Conversion

9.2.1 DUV Plasmon-Enhanced Photocatalysis

Under the condition of LSPR, where the incident light field is intensified, a
numerous number of applications exist including surface-enhanced spectroscopy,
which we have mentioned in the previous chapter. One of the most promising
applications of DUV plasmonics in the viewpoint of a conversion from photon to
electron without an optical emission is in the field of photocatalysis [32–35]. A
photocatalyst traps photons to generate electron–hole (e–h) pairs and thus induces
redox reactions [35]. Plasmonics is particularly applicable to photocatalytic systems
since the metal nanostructure serves to accumulate photons at the interface between
the metal and catalyst where the reactions occur. A common photocatalyst that
has been receiving considerable attention is titanium dioxide (TiO2) because of its



164 Y. Saito

strong redox power as well as its physical and chemical stability [36, 37]. TiO2 has
been used in a variety of environmental or green applications such as self-cleaning
surfaces, water splitting, disinfection, and air purification [38–42]. Despite these
applications, the photocatalytic activity of TiO2 needs to be improved in order to
make it a practical, green solution for many energy-related problems. The possible
reaction that can occur on a photocatalyst is determined by its bandgap. Since
the bandgap of TiO2 is in the UV range (3.2 eV) [36], it is expected that the
photocatalytic performance of TiO2 would be further enhanced if the plasmonic
metal used has a resonance wavelength in the UV range as well.

Honda et al. reported an increase in the photocatalytic activity of TiO2 through
DUV plasmonics employing Al nanoparticles [43]. Figure 9.4 illustrates the concept
of plasmon-enhanced photocatalysis. A TiO2 thin film was deposited on a quartz
substrate. Hexagonal patterns of Al nanoparticles were then formed on the surface
of the TiO2 film using NSL. The Al nanoparticle diameter can be tuned within the
range that can be used for LSPR in the DUV region. To determine the photocatalytic
activity, a test sample of methylene blue dye was applied to the substrate. By
irradiating the substrate with UV light from above, an enhanced field is generated in
the vicinity of the Al nanoparticles, exciting the e–h pair in TiO2 with an accelerated
reaction rate. Figure 9.5 shows the observed photocatalytic reaction on TiO2 with
and without Al nanoparticles under UV irradiation in the range of 260–340 nm. The
decay curves plot the residual methylene blue as a function of integrated irradiation
time. The black line represents the results without Al nanoparticles, while the
colored lines represent the results with Al nanoparticles. The red, blue, and green
curves correspond to the rates obtained with Al nanoparticles having lateral sizes of
28, 34, and 80 nm, respectively. The height of the structure was fixed at 30 nm. A
comparison between the decay curves of samples with and without Al nanoparticles
reveals that the photocatalytic reaction rates of TiO2 with Al nanoparticles were
remarkably enhanced. To quantify the enhancement, curve fitting was performed
using exponential functions. The enhancements of the photocatalytic reaction rate of
Al nanoparticles were 9.8, 14.3, and 12.9 times for 28, 34, and 80 nm nanoparticles,
respectively. The results show the dependence of the photocatalytic enhancement
on nanoparticle size. The enhancement of the photocatalytic reaction rate was also
found to depend on the plasmon resonance in the UV region, as supported by
discrete dipole approximation simulation results. These results demonstrate that the
plasmonic enhancement of photocatalysis on TiO2 arises from the Al nanoparticles.
We note that in the case of photocatalysts other than TiO2, the size of the plasmonic
structure needs to be retuned.

The performance of photovoltaic devices was also improved with the aid of
plasmonics such as solar cells or photodetectors [44–48]. Xu et al. used Al
nanoparticles to enhance the optical absorption of dye-sensitized solar cells [44].
They succeeded in incorporating a high concentration of Al nanoparticles into
the TiO2 anodes, thus improving the power conversion efficiency of the solar cell
by nearly 13 %. In their system, the Al nanoparticles not only enhance the light
in solar cells with the LSPR effect but also suppress the quenching process and
reduce the loss of carriers. Butun et al. examined the effects of plasmonic scattering
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Fig. 9.4 Schematic of a plasmon-enhanced photocatalyst. Al nanoparticles are placed on a TiO2

film consisting of 6 nm nanocrystals. Methylene blue was applied to monitor the photocatalytic
performance [43]. A UV lamp illuminates the sample from the top of a methylene blue layer. An
enhanced field is generated in the vicinity of the Al nanoparticles, causing the methylene blue layer
to decompose at an accelerated reaction rate

Fig. 9.5 Photocatalytic
reaction with and without Al
nanoparticles under
irradiation of UV light in the
wavelength range of
260–340 nm [43]. The results
obtained with Al
nanoparticles having lateral
sizes, D, of 28, 34, and
80 nm, respectively. The
photocatalytic reaction rate
was enhanced by a factor of
9.8, 14.3, and 12.9,
respectively
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on absorption and photocurrent collection in a GaN photodetector with size-
optimized Al nanoparticles. At wavelengths of LSPR, incident light scattered by
the nanoparticles enhances absorption in the active layer of the photodetector [48].

In a metal–semiconductor system, when the metal and semiconductor come into
contact, a Schottky junction forms. This band deformation enhances the separation
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of e–h pairs, reduces the chance of recombination, and significantly increases the
lifetime of the photoexcited charge carriers [35]. This effect is not necessarily
classified under plasmonics, but is considered as an important contributor to
enhanced photocatalytic efficiency. Prolonged carrier lifetimes result in an enhanced
photoconductive gain. Thus, in most plasmon-assisted photovoltaic devices, this
effect should be taken into account.

9.2.2 Enhancement of Charge Carrier Generation

The LSPR energy contributes to the catalytic cycle not only by the intensified local
field through the coupling of collective free electron oscillations but also by the
excitation of few high-energy electrons. It has been reported that “hot electrons”
(so called because they are not in thermal equilibrium) generated by plasmonic
nanostructures help to mediate DUV photocatalysis and photovoltaic devices [49–
54]. In the case of metal–semiconductor systems, when a metal is illuminated with
highly energetic photons, electrons from occupied energy levels are excited above
the Fermi energy. Hot electrons with energies high enough to overcome the Schottky
barrier are injected into the conduction band of the neighboring semiconductor [51].
Plasmon effects on hot electrons generating nonradiative relaxation in electronically
quantized systems have started to attract attention since the work done by Neretina
et al. [49]. They report the enhancement of nonradiative electronic relaxation rates in
CdTe nanowires upon the addition of a thin gold nanoshell, especially at excitation
energies overlapping with those of surface plasmon oscillations. They suggested
that localized surface plasmon fields can possibly enhance nonradiative relaxation
processes of electronic excitations.

Transient hot electrons on metal surfaces are usually formed by direct excitation
using short pulse laser illumination. But the excitation in such cases is usually an
inefficient process requiring high incident light intensities to produce any detectable
effect. In contrast, hot electron production through plasmon decay in nanoparticles
is much more efficient. The following work experimentally verified the effects of hot
electrons and the relationship between the product made by photochemical reaction
and the plasmonic effect. Halas and her group reported that surface plasmons excited
in Au nanoparticles decay into hot electrons with energies between the vacuum level
and the work function of the metal [52]. They examined this process by detecting the
formation of HD molecules through the dissociation of H2 and D2 and investigated
the effects of Au nanoparticle size and wavelength of incident light on the rate of
HD formation. In the transient state, hot electrons can transfer into a Feshbach
resonance of an H2 molecule adsorbed on the Au nanoparticle surface, triggering
its dissociation [52]. The more interesting feature of hot electrons is that even
though plasmonic nanostructures are designed for visible or longer wavelengths,
they can be utilized for a reaction involving a wider potential gap. Mubeen et al.
reported significant photosensitization of TiO2 due to direct injection by quantum
tunneling of hot electrons produced during the decay of localized surface plasmon
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polaritons excited in Au nanoparticles embedded in TiO2. This decay of surface
plasmon produces e–h pairs in gold. They proposed that a large fraction of these
electrons tunnel into the semiconductor’s conduction band, resulting in an increased
electron current in TiO2, even when the device is illuminated with light having
photon energies well below the semiconductor’s bandgap [55].

9.3 Electron-to-Photon Conversion

9.3.1 DUV-LEDs

The direct electron-to-photon conversion in DUV wavelength should be discussed
based on the possibility of realizing semiconductor light-emitting diodes (LEDs).
Semiconductor DUV-LEDs have been investigated extensively as substitutes for
conventional vapor lamps because of their reduced energy consumption, nontoxi-
city, convenient mass production, and ease of assemblage in other devices [56, 57].
Recently, DUV-LEDs emitting at 261 nm exhibited an output power of 10.8 mW at
150 mA, and a lifetime of over 10,000 h was achieved [58]. Although UV-LEDs are
about to go on the market, wavelengths shorter than 250 nm are still suffering from
low efficiency.

With the aid of photon localization and enhancement by DUV-LSPR [59–
61] LSPR, the output power of LEDs is expected to improve [62–65]. Huang
et al. demonstrated for the first time that the enhanced emission of DUV-LEDs
coupled to LSPRs generated by Al nanoparticles prepared on quantum wells
(QWs) [66, 67]. Size- and density-controlled Al nanoparticles were fabricated
by OAD (see Sect. 9.1) on the surface of AlxGa1�xN (xD 0.25), used as an
active layer (see Fig. 9.6). Figure 9.7 shows the emitted electroluminescence
(EL) spectra of samples with and without Al nanoparticles and the enhancement
ratio that represents their relative intensities under a 15-mA injection current.
Figure 9.7a, b shows the top emission (epitaxial layer side) and bottom
emission(sapphire substrate side), respectively. A maximum tenfold top-emission
enhancement and a maximum 2.8-fold bottom-emission enhancement were

Fig. 9.6 Schematic of a
plasmon-enhanced
DUV-LED. The active layer
is AlxGa1�xN (xD 0.25), and
Al nanoparticles are
fabricated on the top surface
by OAD (Referred from [66])

Sapphire substrate

AlN buffer layer

n-AlGaN

MQWs

p-AlGaN

p-GaN

Al nanoparticles
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w/o Al nanoparticle

with Al nanoparticle

EL enhancement ratio

a

b

w/o Al nanoparticle

with Al nanoparticle

EL enhancement ratio

Fig. 9.7 Electroluminescence measurements on a plasmon-enhanced DUV-LED. (a) Top-
emission EL spectra from the LED sample without Al nanoparticles and with Al nanoparticles
deposited on the top surface, as well as the enhancement ratio between them. (b) Bottom-emission
EL spectra of the LED samples without Al nanoparticles and with Al nanoparticles deposited on
the top surface, as well as the enhancement ratio between them (Huang et al. Scientific Reports 4,
4380, doi:10.1038/srep04380)

observed at a wavelength of 269 and 291 nm, respectively. They attributed
the increased emission mostly to the light extraction efficiency (LEE) of
the Al nanoparticles, rather than an increase in internal quantum efficiencies
(IQEs) [66].

http://dx.doi.org/10.1038/srep04380
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9.3.2 The Mechanism of Enhanced Photoemission Efficiency

Besides incident field enhancements, there have been additional contributions to
the enhancement of light-emitting devices coupled with LSPR, such as emission
pattern and radiative decay control, enhancement of spontaneous emission rate,
and an image charge effect. This section will discuss the origin of the LSPR-
induced photoemission enhancement to elucidate electron–photon interactions in
DUV plasmonics, where, unlike plasmonics in visible, the absorption and scattering
losses of the supporting media are not negligible.

The emission pattern from an active LED media can be changed by the presence
of plasmonic structures acting as a nano-antenna [68, 69]. In the AlxGa1�xN system,
which we have introduced in the last section, the most dominant emission is
photons with a polarization parallel to the crystal axis. As a result, DUV photons
propagate parallel to the active layers of LEDs [66]. The LSPR on a roughened
metal structure has a broad momentum spectrum, possibly matching the momentum
of all photons generated in the active layer of LEDs. Thus, the light generated by the
recombination of LSPRs can be extracted more easily from the top or bottom side
of the LEDs. The emission directivity can better be controlled by periodic grating
structures. Feng et al. reported a highly directional EL from top-emitting organic
light-emitting devices (OLEDs) by using a two-dimensional periodically corrugated
silver film as a cathode and a europium complex dye as an emissive layer [70]. The
resonant excitation of surface plasmons on the interfaces of silver film contributes to
the light transmission through the silver cathode and to the directional emission. The
device shows a beam divergence of less than 4ı; at the same time, the beam direction
was controlled by periodicity of the grating structures. The additional requirement
for such a sharp directivity is a narrow spectral emission from the active media,
because the nanodesign for LSPR usually targets a specific wavelength.

The IQEs of LEDs arise from the recombination of e–h pairs at a P–N junction.
LSPR helps to accelerate the recombination by an order of magnitude, owing to the
Purcell effect resulting in a faster photoemission cycle [71–74]. The spontaneous
emission for a radiation dipole is given by Fermi’s golden rule, which is determined
by the photon density of state (DOS) and the dipole emission matrix element of a
material. Thus, it is possible to control spontaneous emission by altering the photon
DOS. A LED quantum well (QW) can experience strong quantum electrodynamic
coupling to a surface plasmon mode if it is placed within the near field of metal
nanostructures. An e–h pair in a QW recombines and emits a photon into a
plasmon mode, rather than into free space. The degree of spontaneous emission
rate modification for a given wavelength depends on the surface plasmon DOS at
the wavelength. A strong enhancement occurs near LSPR, where the DOS is very
high [74]. The enhancement factor can be measured by comparing the luminescence
decay rates from the photoexcited QW on metal-coated and uncoated samples.

We note that plasmonic enhancement accompanied by a strong decrease in
excited lifetime has also been observed in a molecular fluorescence system in the
vicinity of metal nanoparticles [75]. The phenomenon is called metal-enhanced



170 Y. Saito

fluorescence (MEF) and has been intensively studied by Lakowicz et al. [76–78].
DUV-MEF is often applied to biological studies for molecular-specific imaging
[79]. Since radiative and nonradiative processes exhibit different distance depen-
dences, the separation between a fluorophore and metal explains the enhancement
and quenching of photoluminescence in MEF [80]. This mechanism is experimen-
tally verified using scanning probe technology, positioning the Au nanoparticle in
front of the molecule with nanometer precision [81].

Surface plasmons also provide coulombic forces to attract the e–h pairs at the
surface of the metal nanoparticles, increasing the local concentration of charge
carriers and thus resulting in the enhancement of recombination rates. The latter
effect can be obtained for a wider frequency range and can therefore be used
to improve the efficiency of broadband light emitters, not limited at the LSPR
wavelength. Llopis et al. propose an electrostatic mechanism for carrier–metallic
nanoparticle interactions, comparable in effect to plasmonic interactions [82].
Arising from the coulomb attraction of electrons and holes to their image charges
in a metal produces large carrier concentrations near metallic nanoparticles. These
charge drifts are often influenced by the temperature and incident photon density.
An increased concentration enhances the rate of e–h recombination and manifests
itself as an emission enhancement in the QW.

9.4 Summary and Future Applications in DUV Spectroscopy

In this chapter, the efficient coupling between photons and electrons in wide-
bandgap materials was discussed on the basis of DUV plasmonics. In order to
realize LSPR in the DUV range, fabrication methods of metal nanostructures
specifically designed for the target wavelength were reviewed. With the aid of DUV
plasmonics, the efficiency of photocatalysts as well as photovoltaic devices such as
solar cells and UV photodetectors has been remarkably improved. This growing
research field holds promise for the next-generation green and environmental
technology. The usefulness of DUV plasmonics has also been demonstrated by
the enhanced emission rate of DUV-LEDs, which have been intensively studied in
order to replace conventional UV light sources and ultimately realize a DUV solid
laser. The development of semiconductor-based DUV lasers and photodetectors
would be a tremendous advantage for DUV spectroscopy. Moreover, fundamental
research on photon–electron coupling in DUV plasmonics, e.g., emission pattern
controls, excitation lifetime modulations, photon localizations, and enhancement,
is expected to lead to significant advances in spectroscopic analysis, such as MEF,
nonlinear spectroscopy, surface-enhanced Raman spectroscopy, and tip-enhanced
Raman imaging. We would like to conclude by emphasizing that photon–electron
coupling at DUV wavelengths has the potential to shape the future of spectroscopy.
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