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Introduction

Asymmetric Digtal Subscriber Line (ADSL) use is one of the general Digital Subscriber Line (xDSL)
techniques. While it has been around in the laboratory for about ten years, this particular technique has
since shifted to the special evaluation site to the beginnings of consumer access. By the time this book is
available, some mass provision of ADSL to the general consumer market will be available.

Digital Subscriber Lineisjust that—use of digital transmission methods on the carrier line that
commonly exists between alocal switching location and the home subscriber. Arguments can be made
that XDSL, by definition, includes the common modems that have been in use for the past 20 years, as
well as new techniques such as cable modems which make use of subscriber lines—but not the same
subscriber lines as are used by ADSL and its close relatives.

Most definitions, however, include only the techniques used over the ubiquitous lines that have been
used for Plain Old Telephone Service (POTS) over the past century. This definition limits the number of
protocols to be considered, as well as ensuring that the limitations that have entered into the telephone
network are taken into account with the use of the newer methods. If new lines, including fiber optics,
are used for new services then the physical plant (wiring, connections, junctures, etc.) can be architected
for the most optimum use with the service.

The existing twisted-pair copper wiring exists worldwide as part of the gradually constructed
infrastructure used to support speech communication. Since this slowly expanding system has devel oped
over the past 100 years, it is not surprising that the needs of speech have been the main criteria of
network design. This has helped to improve the quality of speech services over the network and allowed
interpersonal communication on aglobal basis.

Communications techniques are always changing—primarily to be able to communicate faster and over
greater distances. Using a system in the same way for 100 years might now be considered to be along
time, however, previous systems lasted many hundreds, even thousands of years. Today we are faced
with steadily decreasing cycles of time where the needs of the network will have greatly different
requirements.
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This doesn’t mean that the old communication techniques will ssmply disappear. People will still talk,
write, telegraph, and use “regular” speech phone service. The same is true about the infrastructures that
are put into effect to support those services. It is not economically (or, in some ways, socially or
politically) possible to yank out all of the old wiring and replace it with the current “best” method or
replace the old equipment with new.

So, the new techniques must coexist with the old and leverage the ability to make use of the existing
structures to support the new. It is within this context that we will examine xDSL and ADSL.

The existing switched network was engineered specifically for use in supporting speech communication.
The development of facsimile (fax) machines to make use of the same network for graphic data
transmission didn’t change the general criteriatoo much. Modem use, however, did make a difference by
changing the duration of average calls. Still, this was not a significant difference as only arelatively
small percentage of people did lengthy Bulletin Board System (BBS) or other electronic message system
access.

The big danger, indicating potential overwhelming of the existing switched networks, arose out of speed
and multi ple-access mechanisms such as the Internet. A 1200-bits per second (bps) modem takes so long
time to transfer data that physical transfer via express shipping companies continued to be avery
competitive choice. At 38,600 bits per second, however, transfer times start to make electronic
distribution (for relatively small files) economically practical and this means that the speech network’s
traffic distribution criteria starts to go awry. 56K Modems and Base Rate Integrated Services Digital
Network (ISDN) shift the formula more and more. The result is “brown-outs” where transmission
systems are overwhelmed and line busy signals become more frequent.

The dilemma becomes how to make use of the existing (and very difficult and expensive to replace)
infrastructure without causing these massive problems. The solution isto use the part that is the most
difficult to replace and use new partsin the areas where it is more feasible. ADSL attempts to do this by
utilizing the existing wiring between the home, or business, and the switching network and avoiding the
existing network used for making speech calls.

Thefirst item, therefore, isto make use of the existing twisted-pair copper wiring. Thisline (consisting
of the wire and all equipment on the wire) has been engineered to efficiently support high-quality speech
transmission. Some of these design criteria directly affect the ability to carry other types of data over the
same wires. These conflicting criteria, and other difficultiesin using the existing lines for new services,
will be examined in Chapter 1 of this book.

In Chapter 2 we will discuss the various methods that can be used to make faster high-quality use of
existing wiring. Earlier, we mentioned 56K modems and Basic Rate ISDN. The architecture of ISDN
will be discussed in greater depth as well as the existing standards organizations and the various types of
Digital Subscription Line (xDSL) transmission methods.
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Chapter 3 deals with the specific physical transmission needs of ADSL. Since ADSL was invented in the
laboratory, it has been necessary to conduct “trials’ of different ADSL configurations and equipment to
consider “real-life’ infrastructure situations. These trials have helped to make equipment available for
network and user equipment. It isunusual for equipment to “disappear” once it has been developed. This
leaves us with new “legacy” equipment and other equipment which isin the winner’s circle (agrees with
the developed international standards). They will all continue to exist, at least for the time being, as new
equipment evolves from laboratory experiment to everyday application.

Placing a new physical protocol on existing wiresis only one step in new service capability. Equipment
must be produced to support the protocol on both ends of the wire. This means that software and
hardware must be created to work together. Although the existing network is circumvented with the use
of ADSL, the ability to connect to something el se—end-to-end connectivity, must be there. Finally, the
user must have access to the datain away that they can use it productively. These issues are introduced
in Chapter 4.

Hardware access is the topic of Chapter 5. In theory, it is possible to do any type of physical, or logical,
protocol with a general microprocessor and the ability to control the physical characteristics of the signal.
In practice, it is neither economical nor practical to do physical layer transmission in thisway. Instead,
specialized semiconductor chips are designed to allow data access without microprocessor concerns over
specific physical line content. Low-Level Drivers (LLDs) allow the higher-lavel protocolsto control the
semiconductor devices.

Signaling, or the control of how the network makes connections, is the introductory topic in Chapter 6.
The main areas that are considered are cell and frame relay, although some comparisons are made to the
existing circuit-switched systems that are used in speech networks.

Asynchronous Transfer Mode (ATM), aform of Broadband ISDN, and cell relay switches are covered in
Chapter 7. Cells are small units of data that can be switched rapidly on an individual basis. ATM allows
these cellsto be used as a set of data. As part of this, a set of signaling protocols have been defined to
direct the cell relay network to set up connections on a semi-permanent or transient basis. Finally, the
recommendations of the Service Network Architecture Group (SNAG) concerning the use of ATM (and
PPP) over ADSL are discussed.

Framerelay issimilar to ATM except that the frames are generally much larger than the cells. This
lowers overhead but increases the size, and quantity, of buffers needed for practical routing of the
frames. Transport Control Protocol/Internet Protocol (TCP/IP) isthe underlying network control protocol
used within the Internet. Since the Internet is one of the strong driving factors for development of higher
speed connectivity, it makes sense for TCP/IP to be part of any discussion about possible architectures. A
discussion of various proprietary methods of connecting ADSL endpoints to services completes Chapter
8.

An ADSL service has now been set up. The equipment has access to data at up to (perhaps) 8,000,000
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bits per second. How isthis transferred to the processors/applications that will make proper use of it?
Thisisdiscussed in Chapter 9. Possible data transfer ports include older methods such as Ethernet, newer
standards such as the Universal Serial Bus (USB), protocol-specific methods such as ATM-25, and the
potential redesign of the motherboards on general purpose computers to allow direct accessto ADSL (or
other protocol) ports.

In the final chapter, Chapter 10, we bring together all aspects of ADSL use as they concern software
architecture issues. These include assembling multiple-layer protocol stacks,—*nesting” one protocol
within another; coordinating signaling control with data processes; examining special real-time issues
dealing with protocol stacks; and, in closing, alook at migration strategies to ADSL and beyond.

As acollection of topics, one leading to the next, this book will endeavor to explain why and how ADSL
will take its place within the family of data transmission protocols used around the world.

Table of Contents
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Chapter 1
Analog and Digital Communication

Communication is the process of sending and receiving information. In the non-computer world, it is the
process of providing information in aform that others can understand. It may be via voice, sound signals
(drums, music, alert sounds, etc.), writing, sign language, body language, flashing lights, (or smoke
signals), or something else. It is communication, however, only if someone else can understand. Voice
(or sound signals) will not work to communicate with someone else if they don’t know the meaning of
the signals or if they are physically unable to capture the information.

The same situation occurs in the computer world. The process of communication is broken down into the
tasks of transmission and reception. Similar to the non-computer world, both sides must be able to make
use of the same physical medium. The physical medium is manipulated into signals and both ends (or,
with broadcast signals, multiple-receiving ends) must know the meaning of the signals being used.

We therefore have a situation where there are two parts that must be compatible in order to
communicate: physical and coding. The physical part refers to the medium and the coding pertains to
how the medium is manipulated in order to make recognizable signals. A third level is protocol whichis
how the signals that are used are understood.

An analogy to the non-computer world can be made with speech. Sound waves are the basis of the
physical medium. The codes are based on how those sound waves are changed. This might be in degrees
of loudness, pitch, sub-tones, and so forth. The “protocol” would be alanguage (i.e., English). The
protocol has two aspects which, in non-computer terms, may be called grammar and context. Grammar
says that the symbols are formed correctly and context says that the symbols are used correctly. In the
computer world, these aspects of protocols are considered to be syntax and semantics (the same can be
used for human languages in aformal study).

Thefirst part of this chapter will discuss the possible physical layers and the coding mechanisms
available. It will then proceed to discuss those el ements that make the medium more useful and easier or
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cause difficulties.

1.1 Communication Forms

A communications signal can take many forms depending on the medium used. If fiber optics are used
then the medium will be light. Radio waves can be used or infrared waves can be used for short
distances. Most of the documentation, however, addresses electrical transmission media, since thisisthe
most prevalent form found in residential and business use. Even Fiber To The Curb (FTTC) often does
not have the last lap as something other than electrical.

Itis, therefore, reasonable to limit the discussion to electrical forms, and that will be the primary focus of
this book. Most transmission media have two categories of signaling: analog and digital. Aswe will see,
in the electrical transmission world, both are continuous signals. The difference isin the method of
Imposing signal meanings on the medium.

1.1.1 Analog

Analog signals are a continuous form with an infinite number of possible values. Thisis similar to that of
sound, which in theory can take on any strength (amplitude) and pitch (frequency). This can be seen in
Figure 1.1. Although the signal can take any of an infinite number of values, the equipment may not be
able to produce, or receive or understand, all possible values. The human ear cannot perceive sounds of
less than a certain volume or greater than another volume (although this range will vary from person to
person). Similarly, the ability to create and receive different frequencies varies from person to person
(and even more between species).

The first forms of electrical communication occurred in avery simple form: “off” or “on” coupled with
duration. Morse code was devel oped to take advantage of this simple signaling form (see Figure 1.2). A
“dot” was an “on” with ashort duration. A “dash” was an “on” with alonger duration. The “off” was a
period when the current was not applied. The signal was not necessarily continuous, and (today) it could
certainly be considered to be digital as we will seein the next section.

However, the next signaling form to be widely used was continuous—the transmission of sound via
electricity. By the use of mechanical components very similar in form and function to the human ear, the
signal form was translated from audible to electrical, giving asignal that, once again, looked very similar
to that shown in Figure 1.1 except that the change in signal occurred via current or voltage
manipulations.
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Figure 1.1 Analog speech/electrical example.

Figure 1.2 Morse code as an example of digital signaling.

Carrying a potentially infinite number of signalsis a great advantage, but transmission media have some
common problems. They are the problems of degradation and attenuation. Degradation means that the
signal losesits form. This usually occurs because of interaction with other signals of asimilar nature. For
example, avoice in acrowd will rapidly merge with those of other people and, at a certain distance, will
be unintelligible. An electrical signal carried over wire, that iswithin abundle, will be affected by other
signals from other wires. It will also be affected by the imperfection of the medium—iflawsin the wire
and insulation.

Attenuation is associated with power. An analog signal is created at a certain point in time and space. As
it moves from the point of origination (once again, moving either in time or space), the strength of the
signal will fade asit gets further from the originating point of creation.

Aswe will see in the section on infrastructure limits, both degradation and attenuation can be managed
by recreating the signal. However, analog forms, with their potentially infinite number of signals, are
more difficult to recreate correctly and can only be recreated within certain tolerance levels. Asthe
number of times that the signal is recreated increases, the chance of significant compounded errors
(errorsthat are problems with recreating signals that have already had errors introduced) also increases.

So, analog transmission forms have the strength of being able to carry potentially infinite numbers of
signals, but the problems of degradation and attenuation cause this strength to become aliability for the
transmission of complex datarequiring alow error rate. This leads us to a greater discussion of the
second category of signal types: digital.

Previous | Table of Contents Next
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1.1.2 Digital Transmission Coding

As mentioned above, the first form of electrical transmission may be considered to be digital. Digital
means able to be counted (often considered to be on one's “digits,” implying a base 10 scenario). Binary
isthe simplest form of digital coding—on or off, high or low. The main difference is that the signals are
discrete; specific values from afixed set are passed rather than a continuous set of potentially unlimited
values. More generically, digital information consists of a set of limited values which vary at afixed rate.

In theory, digital values are digoint, as can be seen from the sample Morse code digital signal in Figure
1.2. When using €electrical transmission media, however, it is better to use alternating voltages to reduce
power consumption. This means two things: the “ideal” coding scheme would have an average electrical
level of “neutral” and the variance will actually be continuous.

Figure 1.3 shows amore “real-life’ electrical digital signal. Note that this signal form is continuous. It is
also designed so that it can convey an infinite number of signal values. In the electrical transmission
world, there is no explicit difference between the analog and digital forms; the difference liesin how the
signal forms are used.

A continuous electrical signal is used digitally by the process of sampling. The signal is sampled, or
tested, at precisetime intervals. Thisvalueisinterpreted according to a set of criteria, called the
transmission code. For many simple transmission codes, this amounts to being a number of ranges. A
value of +/-0.5 voltsto +/-1.5 volts, for example, may be interpreted as the value 1, while avaue
between -0.5 and +0.5 voltsisinterpreted as the value 0. The actual differencesin subvalues (such as
between -0.4 and -0.3 volts) are ignored. This converts the continuous (potentially analog) form into
digital.

Both negative and positive voltage levels were used in the above coding scheme. Thisis done for
electrical reasons, to save power on the line (and to help prevent steadily increasing distortion as the
physical medium is changed by the continued voltage) it is“ideal” if the average voltageis closeto O.
This can be done by balancing the sample codes over the positive and negative ranges of potential values.

The sampling interval is aso called the clock rate. The clock rate determines the amount of data that can
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be transferred over a period of time. The faster the clock rate, the greater the amount of data transferred
in the time period. However, as the intervals decrease, it starts to approximate continuous analog signal
interpretations and the potential error rate increases. Nyquest’s Sampling Theorem states that the
information transfer rate can only be 1/2 the speed of the sampling rate. In other words, if you want to
send 10 data values per second, the data source must be sampled 20 times per second. Two sequential
samples with the same interpreted value is considered usable. If the sampling does not have two identical
valuesin arow, it means that the physical transmission isfluctuating in anillegal pattern and no usable
data can be obtained.

Figure 1.3 Digitally interpreted continuous signal.

The above example has the signal interpreted as possessing one of two possible values. It is certainly
possible for there to be four potential values (or five, or nineteen). Because of standardization of digital
computers on the binary data form, most coding schemes will involve valuesin powers of two (2, 4, 8,
16). Some example coding schemes can be found in Figure 1.4.

It is also possible to treat the electrical signal in athree-dimensional manner. While the above scenario
has two dimensions, voltage and time, it is possible to have three dimensions: voltage, time, and phase.
This alows for much greater information transfer rates with awider separation of interpreted values.
Thisis one of the methods used within ADSL coding schemes.

Note that, in both the two- and three-dimensional coding schemes, it is necessary to have a baseline
against which to compare values. With atwo-dimensional voltage scheme, the value of 0 isanatural
baseline; with athree-dimensional method, either an explicit baseline form must be sent along with the
coded signal or an implicit (such asthe value O for two-dimensional schemes) must be used.

1.2 Transmission Media

As stated earlier, copper wiring used for electrical transmissions will be the primary focus of physical
level discussions. However, in along-distance network, many different mediaare likely to beinvolved in
transmission. A brief discussion of the various transmission mediafollows.
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Figure 1.4 Examples of digital codes.

1.2.1 Copper Wiring

Some of the early wiring for electrical transmissions made use of metals other than copper (e.g., iron and
steel). It was soon determined that copper served as a good mixture of capabilities and cost-effectiveness.
Copper has good conductivity and is sufficiently malleable to be able to be formed into wires of different
sizes, bent, cut, and shaped into needed configurations. Gold provides an even better medium (and is thus
used to a great extent for electrical connectionsin critical areas such as within electronic parts), but is
cost-prohibitive for extensive use.

Thefirst wires were simple single strands. However, when bundled with other wires, the signals tended
to interfere with one another (called crosstalk). Using two wires as a pair and then twisting them together
improved the resistance to crosstalk and also improved attenuation characteristics. Coating the wires
before twisting further enhanced performance. To prevent each twisted pair from interfering with other
pairsin abundle, it would have been further useful to shield the pairs from each other but this was not
done for standard wiring as it added to the expense.

The thickness of the wire is usually specified in North America according to the American Wire Gauge
(AWG) standard. These numbers are basically reciprocals of diameter units so athickness of 0.03589
(about 1/28) inches (0.9 mm) is called gauge 19, 0.02535 (about 1/39) inches (0.63 mm) is called gauge
22, and so forth. A higher number indicates a smaller diameter. The international metric community uses
adirect metric measurement for standard wire sizes. Note that using wires of different thicknesses will
change the electrical characteristics of the wire and using different thicknesses on the same line may
cause problems. Generally, athicker line will be able to carry aclearer signal for longer distances (but
will cost more per foot/meter).
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This unshielded twisted pair thus evolved as the primary medium used for building the international
infrastructure for electrical communications. Asis true for most developments of thiskind, it was aresult
of sufficient technical capability with a cost low enough to be marketable. The important point is that it
was devised with a specific set of criteria and those criteria have changed over the years. Using the old
infrastructure within a new framework poses problems for both the devel oper and the manufacturer.

1.2.2 Other Transmission Media

Transmission media are devised in accordance to the changing needs of the environment. They may be
economic or technical (though the actual research may be largely theoretical and done for curiosity or
challenge). Most of the time, the physical medium (or signaling methods imposed thereon) is devised,
tested, improved, and then manufactured when it meets market needs. Thiswas true of ADSL, which was
devised as a research project within various research laboratories, including Bellcore.

Fiber optics are often considered to be the “best” medium to use with the current technology. If the
current infrastructure were not already in place, it would likely be the medium of choice for ground-
based transmission systems. In order to reach this point, it was necessary to solve a number of problems
and have the ability to use supportive technologies with it. The laser was needed to provide sufficiently
controllable light to provide signaling methods. In the early days of using fiber optics, methods of joining
one fiber to another were very difficult (and therefore expensive). This had to be solved. Currently, fiber
optics are cheaper to install and maintain, and provide a medium which supports greater speed than
copper. However, ripping out the existing copper lines to residences and businesses “just” to replace it
with fiber opticsis not cost-effective. Many new long-distance lines (trunks) are being configured with
fiber optics.

Regardless of how good fiber optics may be as a physical medium, they still require a continuous line
between endpoints. It may be practical to put aline between Paris and Berlin or even between New Y ork
and London (submerging the line at the bottom of the Atlantic Ocean), but it isn’t practical to have aline
between Denver and the moon; nor isit the most cost-effective. Making use of satellite transponders, or
microwave towers, to relay signals over difficult physical obstructions such as mountain ranges may be
more useful.
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Broadcast media, such as microwave transmissions, eliminate the need for a continuous link between the
transmission and reception points. The “tighter” frequencies are easier to direct and control and suffer
less from attenuation. However, since all signals commingle in the same physical area, thereisa
limitation to how many transmission “lines’ can bein the same area.

Thisiswhy microwave and radio wave transmissions are regulated in terms of frequencies and power
output. It would otherwise be impossible to distinguish between signal sources as they might overlap
other sources. A radio transmitter may have a frequency of 530 KHz and an effective range (based on
power) of 50 miles (80 km). With these limitations, it is permissible to have another station at a distance
of 150 miles (240 km) to have the same frequency and power rating and not overlap. However, if they
both had a range of 100 miles (160 km), there would be a region where receivers would be getting two
separate signals on the same frequency, causing interference and making the signal unintelligible.

On the other hand, Personal Communication Systems (PCS) takes advantage of range limitations very
effectively. By having roaming areas that are severely limited in range, it is possible to make use of a
wide frequency range (spectrum) without significant interference from other devices. When the
transmitter goes out of range from one area, the signal is picked up by another device. Thisis ahybrid
method where the link is not continuous, but still provides uninterrupted transmission services (actually,
disruptions do occur frequently, but the transfer period from one receiver to another is sufficiently short
so they usually go unnoticed).

1.3 Switching and Routing

Given the fact that it isimpractical to use the broadcast medium for al transmissions, it is necessary to
ensure that the appropriate endpoints are connected. This connection is called a circuit. The endpoints
form acircuit; the path along which the physical connection existsis called aroute.

Theoretically, it would be possible to have all endpoints directly connected to one another. In aset of five
endpoints, this would require 10 distinct lines (as shown in Figure 1.5) to allow each to have a
connection to all the others. However, this progresses with the number of endpoints. To connect 10
endpoints directly to each other, 44 lines are needed. Obvioudly, thisisimpractical when the endpoints
reach into the hundreds, thousands, or millions.
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1.3.1 Basics of Switching

The method of connecting the endpoints together without dedicated linesis called switching. Thisis
accomplished by making the final connections only when needed. The first switches were human-
operated “switchboards.” Every subscriber had aline from their location to a central location; support of
10 locations required 10 lines. At the central office, the attendant was given the name of the party they
wanted connected and the two lines were bridged together (using a* patch cord”). There now was a direct
connection between the two endpoints. A switchboard of this type was practical for hundreds of lines. It
would even be possible to “ conference” more than two endpoints together at the central |ocation.

The technology of switches has changed over the years. The last switchboard in the U.S. was retired in
the late 1970s. In rural areas, there are still many “cross-connect” switches which provide an electro-
mechanical method of “patching” connections together. However, most switching (and probably all long-
distance switching) is now provided by some form of “electronic switch”— basically, a computer that is
specialized to connect endpoints together.

For long-distance service, long-distance “trunks’ were used. Although trunk lines are considered to be
large-capacity connections, it is not an absolute requisite. Let’s say for example, that one central office
controlled 1,000 endpoints. If a subscriber wanted to talk to someone who was serviced at a different
central office it would require two connections to be made—if aline existed directly between the central
offices. Subscriber A would have aline to Central Office (CO) 1. Thiswould be patched to the line from
Central Office 1to CO 2. At CO 2, the line would be connected to the line for Subscriber B. Note that it
would require 1,000 lines between CO 1 to CO 2 to allow all of the subscribers at one CO to talk to all of
the other subscribers at CO 2.
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Figure 1.5 Full connectivity.

This additional set of connections, asistrue for direct connections at any time, becomes impractical as
the size of the network increases. So, what is done is that traffic statistics are taken. This might indicate
that no more than 40 subscribers at CO 1 want to talk with subscribers at CO 2 at the same time. Thus,
only 40 lines are needed between the COs.

The process of deciding just how many lines are needed between locations is called traffic engineering.
This has two main components. numbers and duration. During a 24-hour period, it might be possible that
400 subscribers want to talk with 400 other subscribers serviced by adifferent CO. However, if only 40
want to talk to others at the same time, only 40 lines are needed. As the duration of each call increases,
the need for more lines also increases. |f each of the 400 subscribers wanted to talk for 24 hours, then
400 lines would be needed.

Thisisthe problem networks are presently facing. The infrastructure was designed based on a certain
number of subscribers with a certain average call duration. The number of subscribers has increased
primarily because almost everyone now has telephone access, but also because of the large increase of
lines per person with the use of fax lines, “second lines,” and dedicated lines for other purposes) but,
more importantly, the duration continues to increase. New communication technologies which make use
of the existing infrastructure cause problems for the operating companies in providing the same levels of
service. This can cause “brown-outs’ because there are not enough connecting lines to handle the
demand for calls.

We are now faced with a situation where the existing infrastructure is insufficient to provide
continuously increasing service at the new traffic levels. The long-range solution to the situation is to
engineer new networks capable of supporting the increased traffic. The short-term solution, however, is
to divert the new traffic (conforming to the new traffic duration needs) to a different network and
eventually have that new network take over the duties of the old (or, perhaps, continue to exist in tandem
but only for old services).

1.3.2 Circuit-Switches and Packet-Switches

We said that a circuit is the connection which exists between two endpoints. However, it isonly
necessary to have the connection in place during the period in which it isin use. At other times, it would
be preferable to use the connection for other purposes. This can be done only when the traffic is
intermittent. Non-voice data transport falls into this category.

Data are often collected together into bunches called packets. The packet, like a piece of mail, has
sufficient information within it to be distinguished from other pieces of mail. Also, like pieces of mail, it
Is possible for two (or more) pieces of mail to have the same address, and yet be from different senders.
When packets have the same destination address (no matter the originator), they may be packet-switched.
Say that two people want to send data to the same address. They must each have a separate line to the
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central switching office but, since they are both going to the same address, it is possible to use asingle
line to the destination. Three lines are used rather than four. This would not be possible if the data were
continuous, but being packetized allows the line to be used for different end-to-end connections as long
as the total amount of data does not exceed the capacity.

This aso applies to subsets of the connection. For example: user A of Company B wants to send data to
user Y of Company Z; user C of Company D wants to send datato user X of Company Z. It is possible
(assuming the total data amount does not exceed capacity) for both packets to share the same line
between the central office which services Companies B and D and that which services Company Z.
However, at both ends, the packets must have their own lines to reach the final destination. Figure 1.6
shows that five connections are needed (to/from A, C, Y, X, and from CO B/D to CO Z) but onelineis
shared. This reduces the distance needed for the separate lines and reduces the infrastructure size (and,
hopefully, the cost to the users).

F 2! ¢
(=H _’| M)

PN
Figure 1.6 Central office line sharing.

An important point to notice in these shared connections is that it works only if the average data need is
less than, or equal to, the capacity. “On average” is aterm which requires some technical support. In
cases where both users have data available at the same time, or when one (or both) user temporarily is
using alarger amount of data than can be transported, something must be done to keep the present data
load to the capacity of theline.
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Thisis done primarily with buffers. Only one packet can be transmitted at atime. If two packets arrive at
the same time, one must be stored until the other has been transmitted. Whenever the total amount of data
arriving from the multiple endpoints exceeds the capacity of the connection, the number of buffersin use
will continue to increase. If this never decreases, it is an indication that the network is under-engineered;
the average data rate exceeds the capacity. However, if it is sufficiently well-engineered, the buffer pools
will decrease once the total amount of datafalls below the capacity.

We see now that a circuit-switched connection is dedicated between endpoints. A packet-switched
connection can have parts of the connection shared between users wanting to transmit data between the
same locations. The next subsection will discuss the degree of isolation between endpoints and the
connection by the use of routers.

1.3.3 Routers

A circuit is defined by the endpoints. A route is defined by the path that is taken between endpoints.
Switching is the process of making a path available for use by acircuit. A router shifts data from one
route to another.

In our general communications example, it would be possible to have a single line connecting all 1,000
subscribers. Use of such aline could be regarded as a“party line” where more than one subscriber is
capable of using the line at the same time. However, if the data has been packetized, it is then possible
for each subscriber to put data onto the line—just not at the exact same time.

1.3.3.1 LANs and WANSs

Such asituation is known as a Local Area Network (LAN). While it is more likely to be found within a
corporate environment, it may also be encountered in residential use where more than one device wants
to access common resources. For example, two computers both want to share a printer. If both computers
and the printer are on the same LAN, then the printer can be accessed by both computers (or the
computers could share file systems located on their local storage) by making use of the LAN and
packetized data.
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Routers become useful when multiple networks are in effect. Routes may be permanent or temporary. A
LAN which is always operational provides a permanent route. A route which may be set up when needed
and torn down when no longer needed is temporary. A switched (circuit or packet) connectionisa
temporary route on a Wide Area Network (WAN).

The difference between LANs and WANSsi s primarily one of distance, but it is also one of topology. A
WAN has varying routes depending on present network circumstances and needs. For example, auser in
Denver needs a connection to Buenos Aires. At one time, the connection might be from Denver to Dallas
to Mexico City to Buenos Aires. Another time, the connection might go from Denver to New Y ork then
by satellite directly to Buenos Aires.

The LAN, therefore, is usually a permanent, fixed route while the WAN provides a varying set of routes
based on present needs and availability of resources.

1.3.3.2 Functions of the Router

A router must have address information associated with each packet. One of two general situations must
occur; either each packet contains full origination and destination information or a special identification
Is set up for a particular origination/destination set on atemporary basis. The router will have “address
tables’ or arouting directory, which enablesit to determine the path needed for the data. If User A wants
to communicate with User B and they are both on the same LAN, the router does nothing (except to
examine the packet). If User A wants to communicate with User F and they are on different LANSs but
the router has adirect connection (called a node) on both LANS, then the LAN has the duty of grabbing a
copy of the packet from the first LAN and putting it onto the second LAN. Note that the data still exists
on thefirst LAN but should be ignored by all nodes which do not have the destination address.

Routers are deemed particularly useful when they have access to WANS. User A wants to communicate
with User Q. User A ison LAN 1. User Qisnot even on a LAN. A router on LAN 1 can make a
connection, through aWAN, to User Q (or vice versa) and provide atemporary access route. Figure 1.7
shows a variety of possible access routes.

To summarize, routers allow accessto various fixed, or temporary, routes. They do this by recognizing
how to get to specific destination addresses and copying data from one route to another. Thisis
particularly useful in Internet applications and is also very useful when data of varying amounts must
make use of limited resources.

1.4 Multiplexing

Multiplexing is the process of putting more than one stream of information on a physical circuit at the
same time. The two primary methods of doing thisin transmissions are Frequency Division Multiplexing
(FDM) and Time Division Multiplexing (TDM) (see Figure 1.8). The earlier radio example is agood one
of FDM. Within a certain range, one broadcaster may transmit at a frequency of 500 KHz (+/-3 KHz
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probably). Another broadcasts at 510 KHz. Both signals can take place over the same medium (air
waves) because there is no overlap.

The packet-switched network above is a good example of TDM. In this situation, a packet meant for one
recipient is followed by another meant for someone else. Aswe will see in discussion on the various
“flavors’ of xDSL in the next chapter, this can also be more tightly delineated.

FDM and TDM can be used separately or in combination. Frequency multiplexing requires * guard
bands’ allowing for imprecise (or mildly distorted) transmissions. TDM is amore precisely defined
algorithm: defined at the micro or macro levels. At the micro level, each bit (determined by the sample
taken at the defined clock rate) is routed to a specific physical or logical destination. At the macro level,
the contents of the packet can be examined and routed according to the information content.

ey
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Figure1.7 LAN and WAN routing.

Multiplexing is also used to a great extent for long-distance lines (“trunks’). FDM works very well for
separating circuits over the same physical medium and TDM contributes when packets are being routed
over the line. The amount of multiplexing is used to determine the capacity and category of the long-
distance trunks.
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1.5 Infrastructure Limits

Every infrastructure—regardless of whether it isa highway system, atelephone system, a power system,
or something else—has a set of design criteria. These criteria say what is needed. The system may be
designed to exceed the stated criteria, but there will still be limits.

In the case of the Public Switched Telephone Network (PSTN), these criteriawere devised in accordance
with the needs of using copper wiring to transmit speech. The first criterion is to have the necessary
bandwidth. Human speech and hearing is able to utilize information of about 20 Hz to 20,000 Hz (a
Hertz [Hz] isaunit indicating a cycle per second, in this case applied to sound waves). However, it is not
necessary to use this entire spectrum for speech. Except for afew rare individuals, most human voices
cannot generate speech signals greater than about 3,700 Hz (note that the criteria might have been a bit
different if they were designed specifically for music). There is a difference between what is possible and
what is necessary.

T
L _LE

Figure 1.8 Frequency and time division multiplexing.

Thus, the wiring from the residential or business user to the central offices has been designed around a
passband of 300 Hz to about 3.3 KHz (3 KHz range). For general use, it can be defined as between 0 Hz
and 3.7 KHz. This alows a guard band above it for FDM purposes and keeps each channel to 4 KHz.

This 4-KHz number is very important in other design criteriafor later, digital, uses of the network. Aswe
saw above, Nyquest’s Sampling Theorem says that we must sample at twice the rate of the signal change
(or information rate). This means that 8,000 samples per second must be taken to digitally sample voice.
If we say that we can define the sample’ s value with 8 bits of data, then a voice signal can be represented
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digitally in a data stream of 64,000 bits per second.

Since the transmission infrastructure was designed with speech in mind, the primary criterion wasto
carry speech signals clearly. This meant that various methods were devised to ensure that the problems of
degradation and attenuation were addressed. This meant that loading coils and repeaters were designed
with the 3.3 KHz spectrum in mind, as described in the next subsections. Also, to allow full use of the
lines, bridged taps and Digital Loop Carriers (DL Cs) were implemented for use on the local line (or
“loop”).

1.5.1 Distance Limitations on Local Loops

Thelocal loop, as discussed in Section 1.2.1, is limited by problems with degradation and attenuation.
Thisis caused by a combination of factors: thickness, impurities, bridged taps, etc. The electrical factors
which come into play most often are called resistance, inductance, capacitance, and admittance. In
electrical formulas, the symbols used for these factorsare R, L, C, and G, and the factors are therefore
referred to as RLCG parameters.

In non-mathematical terms (therefore not precise) capacitance is the ability to store electricity within the
material. Capacitance tends to vary most depending on the material (gold less than copper, for example).
Resistance isthe “stickiness’ of the material, the tendency to prevent the electricity from flowing through
the material. Resistance tends to vary depending on the frequency (with greater resistance at higher
frequencies). Inductance is concerned with the tendency of the material to convert the energy into
magnetic fields and is a combination of material composition and thickness. Admittance is the reciprocal
of impedance and is the ratio of voltage to current.

These factors are important in determining transmission characteristics for electrical lines. They are also
important in determining just what needs to be done to the line in order to improve performance for
specific needs. The precise methods of use, however, are beyond the scope of this book.

The important aspects pertaining to this discussion are that the wire gauge, purity of material, frequencies
transmitted, and manipulations of the physical medium (twisting, shielding, devices to shift
characteristics) act to limit the distances various lines can be used. Distances supported range from 1,000
feet for VDSL to 18,000 feet for most lines running at 128 kbps or less. Aswill be discussed in the next
subsections, loading coils and repeaters can extend this range, but do so by shifting the transmission
capability toward the voice spectrum (thereby causing problems with xDSL techniques seeking to use
spectrums above 4 KHz).

1.5.2 Loading Coils
Loading coils are useful in reducing attenuation because capacitance and inductance interact with each

other causing shiftsin the voltage and current phases for the passage of electrical signals. The
capacitance cannot readily be changed, however the inductance can be increased to better synchronize
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the current and voltage phases (thereby reducing power requirements and decreasing attenuation).

The devices used for this purpose are called loading coils (usually iron rings). When the loading coils are
wrapped with the Unshielded Twisted Pair (UTP), thereis an increase in the inductance in theline. The
effect varies according to the spacing and number of the wraps. They are designed with specific
frequency bands in mind and although they increase the potential transmission distance for the spectrum
for which they are designed (normally speech), they decrease the capability to transmit over other
spectrums.
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1.5.3 Repeaters, Amplifiers, and Line Extenders

Degradation and attenuation can be improved by changing the physical characteristics of the
transmission line. They can also be changed by treating the extended line asif it was a series of shorter
lines. In the analog world, thisis done by using line extenders. A line extender is basically an amplifier
(similar to aloudspeaker used for a human voice). It takes the signal and adds power to it, effectively
resetting the distance marker back to 0.

However, since analog signals are continuous, there is no effective way to recognize errorsin the signal
and it isimpossible to eliminate them once the signal has been carried further along. An extended line
can only cause the length to be increased, but any errors that enter into the signal will continue to be
compounded. Loud music can be heard at a much greater distance than soft music, but the clarity and
ability to be understood will continue to degrade with distance.

A repeater isadigital, or hybrid digital/anal og, device which attempts to recreate the signal. It can only
be designed for known signal patterns since it must have the “knowledge’ of what parts of the signal are
likely to be in error. Repeaters are generally used with DL Cs (discussed later). Sinceit isdesigned in
terms of specific requirements, it must often be replaced when the line isto be used for new protocols
and line extenders must be removed or replaced with appropriate repeaters.

1.5.4 Bridged Taps

We have been discussing local loops as if they were a single uninterrupted line extending from the
residence or business directly to the central office. While thisis sometimestrue, it is also quite possible
for there to be a number of placeswherethereisa ‘T’ junction in the line. This may be because the line
was formerly (or currently) used as a party line, or it could be aresult of extensions of the line within the
environment.

Similar to matching mixed wire gauges, a bridged tap can cause echoes and other transmission
difficulties. With modern electronic solutions and adaptive physical protocols, this can usually be solved
for xDSL, but it is aconcern for equipment design as well as standardization.
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1.5.5 Digital Loop Carriers (DLCs)

Use of Digital Loop Carriers (DLCs) addresses two problems within the area served by the central office:
thefirst is distance and the second is better use of limited facilities.

Almost all long-distance trunk activity isdigital in nature. Asimplied in earlier discussions, it is much
easier to carry digital signals for long distances without severe degradation of signal quality than itisto
transport analog signals. A DLC takesthis digital link and bringsit closer to the residence or business
subscriber. This reduces the analog distance requirement allowing for better rural service.

Currently, a set of four wires (two twisted pairs) can be used for larger capacity digital transmission
(discussed more fully in Chapter 2). Thus, DLC can also be used to reduce the total number of twisted
pairs required for additional line service. Two twisted pairs can service 24 lines, giving a net reduction of
22 twisted pairs for the areathat the DLC is used.

Whatever the reason or benefit for using DLCs, it creates a problem when the lineisto be used for a
specific subscriber xDSL. The DLC expects analog and will be converting into a specific digital signal.
Thisisaproblem. Estimates run as high as 30% use of DL Cs on the present network.

1.5.6 Summary

Analog transmission makes use of loading coils and line extenders, or amplifiers, designed for specific
frequency use. Analog or digital lines may have bridged taps into the line which cause extra
complications for signaling protocols. Finally, use of DCLs can prevent use of arbitrary xDSL protocols
on subscriber lines. All of these factors can preclude use of XDSL protocols on the line, but are very
useful for analog transmission purposes.

1.6 Bottlenecks

A bottleneck is areduction in size causing a limitation on flow. In fluid mechanics, areduction in size
with a constant pressure may cause the speed of the contents within a pipeto increase. That is, if one unit
value per second is being forced through a pipe, the reduction in size of the pipe causes the distance per
unit time to increase to accommodate the net volume. This doesn’t work in the area of data transmission.
The speed of transfer will be limited to the slowest part of the connection.

There are a number of areas that affect transmission capabilities. These can be further broken down into
subareas, but the major areas are sufficient for purposes of this discussion. These areas include: host 1/0
capacity, access line capacity, long-distance capacity, network saturation, and server (or far-end peer)
access line and performance. Figure 1.9 shows the components of the end-to-end transmission line.

1.6.1 Host I/O Capacity
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Host I/O capacity isthe ability of the host (local computer) to transfer and manipulate data. This capacity
is affected by several components including processor clock speed and instruction processing ability,
amount of RAM available, disk 1/0O transfer times, data bus or I/O port capability, and xDSL access
device efficiency. A slow processor may be unable to utilize large data transfer rates. RAM limitations
may prevent applications (such as a browser) from operating to speed. Disk 1/O transfer time is important
when files are being transferred from one file system to another. A data bus, or I/O port, has a specific
designed transfer rate. The old RS-232C “serial ports’ are often limited to no more than 56 kilobits per
second (kbps). Newer serial ports may have transfer rates greater than 300 kbps (still slow in comparison
to potential xDSL transfer rates). Finally, the device (often referred to asa“digital MODEM”) which
provides XDSL access to the subscriber line must be capable of handling the data rates.
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Figure 1.9 Potential bottleneck locations.

What this meansis that in order to make use of faster data transfer technol ogies, an upgrade may be
necessary. If you are using a 780 kbps access technology and your computer can only handle 128 kbps,
you will not see any improvement over that provided by a 128 kbps access technol ogy.
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1.6.2 Access Line Capacity

Access line capacity isthe primary focus of this book. The various Digital Subscriber Line (xDSL)
protocols give a specific range of possibilities for access speeds. The condition of the line between the
subscriber and the central office (or central data server location) will affect capacity in one of two ways.
It will either change the error rate—the need to retransmit data corrupted by line conditions—or it will
reduce the amount of data that can be transmitted. Many of the xDSL technologies have rate adaptive
variants to allow the use of the line to be changed according to current line conditions.

The choice of access technology will affect total transfer capability. Use of analog limits transfer to 56
kbps of uncompressed data at present (but will normally be less). Digital protocolswill alow greater
speeds depending on the line conditions; e.g., cable modems make use of shared coaxial to multiplex
access to Internet Service Providers (1SPs). If there is one user on this shared medium, the speed may be
very fast. If many users are sharing the medium, speed may be less than that available with analog
technologies. xDSL Technologies which map directly into speech circuits are less likely to be influenced
by line conditions (because the infrastructure was designed for speech). Others, however, are directly
affected.

1.6.3 Long-distance Line Capacity

In most cases, the subscriber will be connecting to an endpoint that is not serviced by the same central
office. This means that long-distance trunks will be in use. Some of the design aspects of ADSL and
other xDSL technologies take this into account by incorporating high-speed signaling protocols within
the stack used over ADSL. Discussion of the DSL Access Module (DSLAM) will focus on different
methods to gain access to sufficiently high-speed networks, allowing for a more productive use of the
access line speed. At any rate, the long-distance network must have at least the same transfer capacity to
not limit the throughpui.

1.6.4 Network Saturation

If we are entering into a packet-switched (or routed) network, the total amount of traffic will determine
the amount of data capacity available to each subscriber. The World-Wide Web can easily turn into the
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“World-Wide Wait” when many users are trying to make use of the network at the same time.
1.6.5 Server Access Line and Performance

Performance factors involved with the server are very similar to that of the host, with one addition. The
server islikely to be providing access to multiple subscribers at the same time. Thus, the performance of
the server, combined with number of access lines and the number of presently active subscribers,
determines the capacity of the server.

1.6.6 Summary

At present, the Internet access network is primarily limited by network congestion and server capacity.
Thislimit is often less than the access line capacity. (It is variable, depending on the number of active
connections and the specific server being accessed.) XDSL Technologies primarily provide avehicle for
future capacity. There will always be a bottleneck in a data flow system. The throughput is increased by
improving each segment so that the capability of the lowest isincreased.

In Chapter 2, we will introduce the various current flavors of xDSL technology. It will also give a certain
amount of history of both technologies in use and the standardization needed to allow use of new
protocols, such as ADSL, within an international network.
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Chapter 2
The xDSL Family of Protocols

The Digital Subscriber Line (DSL), as discussed in the introduction, utilizes digital information as the
primary data form over the lines from the residential or business user to the central office (or central-line
endpoint). The ADSL Forum indicates that the terminology, originally defined by Bellcore, is meant to
apply only to the devices used on the line and, thus, DSL is meant to refer to a particular DSL device
(often BRI ISDN, the first UTP technology applied to DSL use).

Whether thisis historically true, DSL can be used to describe the line. The protocol, however, will be
described by applying an adjective to the line type. Thus, Asymmetric Digital Subscriber Line (ADSL)
and High-speed Digital Subscriber Line (HDSL) are part of the xDSL family. Some DSL technologies do
not have DSL as part of their name. Examples of this are high-speed “analog” Modulator-Demodulators
(MODEMSs, often just referred to as modems) and earlier DSL technologies such as Basic Rate Interface
Integrated Services Digital Network (BRI ISDN). A physical line protocol which provides digital data
transmission to and from the residence or business local connection is part of the xDSL family.

2.1 From Digital to Analog

In the previous chapter we discussed the differences between analog and digital data communication. In
the form of electrical signals, the two are closely related, with digital being a subset of analog. It isan
important difference, however, as the discrete sampling techniques used for digital data transmission
enable the use of methods which allow for long-distance, relatively error-free communication. The same
IS true of modems.

The first modems were a (relatively) ssmple trandation of digital information to analog form (and back)
so that the same 3-KHz speech bandwidth could be used for the transmission of data. The techniques and
available hardware were rather “loose,” allowing a greater amount of bandwidth than was theoretically
needed for the data transmission speed. As modems improved, the mechanism shifted from tranglation to
use of protocols. The Link Access Protocol for MODEMSs (LAPM) provided aframing technique that
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allowed for better error detection and correction. At present, a combination of digital and analog
techniques are used for “56K MODEMS.” In actuality, it israre for 56K modems to be able to provide
full bandwidth.

Most subscriber lines are used for bidirectional information—data sent to from one end and received on
the other end. Because of interference in the wiring within a home or business, as well as afew other
physical factors, reception is usually better than transmission (thisis also acknowledged in the setup of
ADSL aswe shall seelater). A 56K modem is designed to allow for this, aswell as the fact that almost
all long-distance trunks make use of digital transmission. Received data that has been sent digitally to the
place where the local loop starts (or even the end of the DL C) can take advantage of the digital
transmission capabilities and the 56K modem can then trangdlate this data with relatively few errors.

If an analog-to-digital conversion takes place over the line before the local 1oop, 56K communication is
not possible. In the direction of the subscriber to the network, 56K communication is almost never
possible. However, thisisthe best (due to limitations arising from the repeatedly mentioned Nyquest’'s
theorem) that can be done on the 3-KHz voice band.

We see that, in several ways, analog merges into digital. Use of specific digital techniques aswell as
reliance on digital long-distance trunks provides a merging of coding schemes and can place high-end
“analog” modemsinto the DSL class of protocol families.

2.2 Digital Modems

The above 56K modems are still primarily analog. Digital “modems” do not actually provide

modul ation/demodulation of the digital information into analog wave forms. They preserve the digital
form. They are primarily called modems to make the technology more comfortable to people who are
accustomed to MODEMSs. From a“purist” point of view, however, they are not modems. From another
“purist” point of view, neither are 56K modems. The transition is a gradual one.

A digital modem can aso be called a Terminal Adaptor (TA). A TA acts as an interface between a host
computer system and the access line. There are two categories of TAs. Thefirst isthe “traditional” TA.
This enables older types of equipment to make use of faster, newer, access methods. Usualy, thisis
limited to serial ports (just like the analog modem is attached to the computer). A number of different
protocols are available to transfer the asynchronous data through the serial port across the digital access
line. The precise protocol is not important (except for speed limitations associated with the protocol) but,
asistruefor al other communication methods, it isimportant that both endpoints expect to make use of
the same protocol.

The second type is more often called Terminal Equipment (TE). Although it serves the same function as
amodem—yproviding host connectivity to servers—it is not really doing an adaptive protocol to allow
old-style (analog expectant) terminal equipment to a new access line. TEs will often make use of direct-
host connections by either using the system data bus or by a high-speed LAN interface.
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2.3 The ITU-T, ADSL, and ISDN

Some descriptions of ADSL in the mediaaludeto “ADSL is the replacement technology for ISDN.”
Statements such asthis are only partially true. The ISDN to which these articles refer are for the lower
speed Basic Rate Interface access method for Integrated Services Digital Networks (BRI ISDN). Aswe
will see later in the book, BRI ISDN does provide alower speed connectivity (at least, in the network to
user direction) over the DSL than does ADSL. However, the use of ISDN to refer only to BRI is
misleading.

Some books and media articles have reported that ADSL and ISDN are two different things. At the same
time, these books and articles will indicate that Asynchronous Transfer Mode (ATM, known also as
“Broadband ISDN") is arecommended part of how to use ADSL. Aswe will seelater, ADSL was also
designed to alow the possibility of carrying of BRI on top of ADSL. It can be very confusing to a
technical user—as well asto the technical manufacturer! Thefact is, (aslisted in the ADSL forum for
XxDSL technologies and other places) that ADSL fitsinto the ISDN architecture, but with a significant
difference which has primarily come about from the evolution of the Internet and the use of routers and
the TCP/IP protocol. This difference will be discussed in this section, as well as the reasons why ADSL
can reasonably be considered part of ISDN.

Long-distance trunk lines are aimost always digital, and have been for quite awhile. However, there have
been upgrades to the network in recent years to increase data rates from 56 kbps to 64 kbps. ISDN
evolved as an architecture to extend the digital network all the way to the home or business. The basic
idea was that, for the highest data throughput, keeping the data in digital form from one endpoint to the
other was very important. It was also felt that keeping “backwards-compatibility” was arequirement for
such an upgrade to the international transmission infrastructure.

The International Telecommunications Union Telecommunication Standardization Sector (ITU-T,
formerly referred to as the International Telegraph and Telephony Consultative Committee or CCITT) is
a standing committee of the United Nations. The role of the ITU-T, in addition to other North American
and European standards bodies, with respect to ADSL will be discussed in the next section. At this point,
we will discussthe part ITU-T played in putting together the architecture for ISDN.
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Figure 2.1 isfrom the ITU-T'srecommendation 1.325. As “the basic architectural model of an ISDN” it
allows for various methods of access—both newer and older methods. Note that the figures are divided
into three categories: 64-kbps capabilities, greater than 64 kbps capabilities, and signaling and
specialized switching capabilities. Depending on its specific configuration, ADSL can be considered to
be either>64 kbps nonswitched,” “>64 kbps switched,” or “>64 kbps nonswitched” in conjunction with
“packet switching,” “common channel signaling” or “user-to-user signaling.”

The difference between the use of ADSL and the ISDN is not one of exclusion—rather it is one of non-
specific inclusion. As can be seen from Figure 2.1, nothing in ADSL is excluded from ISDN, however,
the use of routersis not indicated as part of the architecture. “Signaling” indicates that a connection is to
be set up. A router already has the transmission path (or paths) in place and uses the address information
included as part of the packet to route it to the proper destination. Thus, ADSL can be seen as “>64 kbps
routed capabilities.” Aswe will seelater, ADSL can, however, certainly be switched and contain
signaling information, for a part of its transmission path.

Figure 2.1 I1SDN Basic architectural model. (From ITU-T Recommendation 1.325.)

ADSL can therefore be considered to be a part of the ISDN architecture and its use certainly can
incorporate other ISDN data and signaling protocols. Unlike the general ISDN architecture, however, it
does not have to contain signaling information from the TE to the network. The dashed line from the TE
to the service provider can be interpreted as the type of link provided from an ADSL unit to the DSLAM.

2.4 ADSL Standardization

The physical layer, and higher protocols, must be coordinated between endpoints. However, this can be
standardized within the company’ s manufacturing equipment or in an organization providing access
services. Physical layer specifications for ADSL will be examined in Chapter 3. There is no requirement
for a standard other than for matching within atransmission line’ s endpoints. A standard is useful so that
companies can manufacture and use equipment that work with equipment of other companies. This
solves the problems of localization of service (ie., you buy equipment that works in one location but, for
very similar service, you find you have to buy different equipment if you moveto a different locale). It
also alows consistent access to public networks and services.
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2.4.1 Standards Bodies

There are four groups that contribute to standards. Thefirst is at the corporate level, where a product is
developed in accordance to perceived market needs. This standard can be proprietary, so that only the
company devising the standard can make equipment based on the standard. It can also be open, which
means that anyone who wants to make use of the standard is able to do so. Sometimes, the standard is so
widely accepted by the public that the company’ s standard becomes an industry standard. Thisiscaled a
“defacto” standard. The ‘AT’ command set formulated by Hayes is one such standard.

Sometimes, the percelved market is large enough that companies, universities, and other interested
parties will group together. This allows them to use the abilities and experience of all of the membersto
create a standard that is more flexible and, with the endorsement of the entities involved, more likely to
make an impact on the general industry. The ADSL Forum and ATM Forum are examples of this
category.

The next level of committee is at the national, or regional, level. The American National Standards
Institute (ANSI) is one such body in the United States. The European Technical Standards Institute
(ETSI) isasimilar body in Europe.

Thefinal level isthat of the ITU (or, for things other than telecommunications, some other body of the
United Nations). The ITU does not have the authority to mandate standards to the various countries and
companies that may eventually make use of the protocols. Rather, they issue recommendations and these
recommendations are adapted by the various national, and regional, committees which do have the ability
to make sure that products meet their standards. In unregulated markets, such as the United States, the
final version is that adopted by the specific manufacturer.

2.4.2 ADSL Standards Bodies

Four groups are the most active in setting up ADSL standards. At the first level, semiconductor and other
device manufacturers have been involved in worldwide test trials. The most active manufacturers have
joined together as members of the ADSL forum (http://www.adsl.com). Some of them have also created

a subgroup of the ADSL forum called the Universal ADSL Working Group (UAWG) which is concerned
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with simplifying ADSL to make it a more consumer-friendly product.

The next groups are at the national level. They are ANSI and ETSI. ANSI has published the primary
ADSL documentsto date, with input from ETSI. Finally, the ITU has become involved to coordinate
international use of ADSL so that it can be properly integrated into global infrastructure changes. Table
2.1 givesalist of standards and the standardization bodies involved. The following sections describe the
contributions made by each group.

Table 2.1ADSL Standards Bodies and Standards

Standards Body Working Group Standard Purpose
ADSL Forum  Many, including UAWG  TR-00x Industry Advisory Papers
SNAG
ANSI T1 T1E14 T1.413, Issue 2 Basic ADSL Standard
ETSI TM6 Close interworking with ANSI
ITU-T Study Group 15 G.992.1 International Standards
G.992.2
G.994.1
G.99%5.1
G.996.1
G.997.1

2.4.2.1 ADSL Forum and UAWG

The ADSL Forum (http://www.adsl.com/), formed in 1994, has been in the forefront in publicizing

ADSL and acting as aworking group to explore architectural issues not yet covered by the standards
bodies. It also actsasa*“prod” to the standards bodies to get them working on standards. Most of the
technical issues, addressed by the industry participants of the forum, deal with interworking. There are
four subgroups that are particularly active. These are the UAWG (mentioned above), the System
Network Architecture Group (SNAG), the Management Information Base (MIB) group, and the test
group which coordinates test environments between forum participants and other manufacturers of
equipment. Many of the issues being looked at by the ADSL Forum are also of interest to the
Asynchronous Transfer Mode (ATM) Forum (http://www.atmforum.com/).

2.4.2.2 ANSI
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The American National Standards Institute (http://web.ansi.org) oversees various committees composed
primarily of industry technical people. The committee T1 and, more specifically, the subcommittee T1E1
Is associated with ADSL standards. The T1E1 subcommittee has the responsibility of overseeing
standards work for interfaces, power, and protection for networks.

Each subcommittee may be broken down into working groups. The T1E1.4 working group is actually the
group responsible for DSL access, including ADSL. DSL access includes physical layer standards and
transmission techniques for interfaces. The T1E1.4 working group was responsible for the T1.413 ADSL
standard, which will be covered in detail in the next chapter. T1.413 was published in 1995.A new
version (T1.413, release 2) is now available, in draft form, which incorporates some of the UAWG
simplification issues.

2.4.2.3 ETSI
ETSI (http://www.etsi.fr) is also broken down into groups and subgroups. The Transmission and

Multiplexing (TM) group contains the working subgroup TM6 which roughly correspondsto T1E1A.
TM6 often works with T1E1.4, making sure that international issues are addressed.
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2.4.2.41TU-T

The International Telecommunications Union (ITU, http://www.itu.int) is sometimes the last body to get

involved with a new technology. However, the fact that the ITU-T did join ADSL standardization efforts
In 1998 is an indication of the growing international desire to incorporate such services. The ITU-T
generates technical recommendations, such as 1.325 mentioned above. The present set of ADSL -related
recommendations being worked on by the ITU-T arenamed by ‘G’ prefixes, asthey fal into physical
layer protocol categories. Recommendations currently under study are G.DMT which islargely arewrite
of T1.413, G.lite which incorporates much of the work of the UAWG, G.test which concerns test
specifications for xDSL, G.OAM concerning operations, administration, and maintenance aspects of
xDSL and G.HS for handshaking protocolsto allow startup negotiation.

G.lite has now been informally accepted by the ITU-T and will be voted on during the next meeting of
ITU-T Study Group 15 to be held in Geneva, Switzerland in June 1999. It is currently available via
special user’ s groups, such asthe ADSL Forum. The standard is not expected to change much in that
process although nothing is guaranteed. The versions of G.DMT, G.OAM, G.HS, and G.lite will be
released as G.992.1, G.992.2, G.994.1, G.995.1, G.996.1, and G.997.1. Specifically, the ITU-T
recommendations at present are:

G.992.1 (G.dmt) Asymmetrical Digital Subscriber Line (ADSL) Transceivers

G.992.2 (G.lite) Splitterless Asymmetrical Digital Subscriber Line (ADSL)
Transceivers

G.994.1 (G.hs) Handshake procedures for Digital Subscriber Line (DSL)
Transceivers

G.995.1 (G.ref) Overview of Digital Subscriber Line (DSL) Recommendations

G.996.1 (G.test) Test procedures for Digital Subscriber Line (DSL) Transceivers

G.997.1 (G.ploam) Physical layer management for Digital Subscriber Line (DSL)
Transceivers

2.5 The xDSL Family of Protocols
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The ADSL Forum refers to the protocols covered in this section as “ Copper Access Technologies.”
Although pure analog modems are also included in this category, we will stay with the primarily digital
access devices, starting with 56K modemsto Very-high datarate DSL (VDSL).

Table 2.2 shows the various protocols and their important attributes. Most media articles focus on data
rate, but signaling and infrastructure are also very important to the consumer and the manufacturer. This
is because these give an idea of the flexibility of the physical interface. The “best” interface will vary
depending on the needs of the application (as well as the cost structure associated with the service).

Thisisagood time to discuss one of the most frustrating and uncertain aspects of all of the xDSL
technologies: cost. Use of 56K MODEMS has the greatest advantage because it uses the same
infrastructure, and rate mechanisms, as does speech. In North America, and other regulated locations,
speech serviceis usually kept at alow cost level to help provide “universal” accessto the service.

However, anything other than “regular” speech linesis an opportunity to ask for special usage rates from
local, or national, regulatory committees for telecommunications network providers. On the one hand,
telecommunications network providers (call them RBOCs as a shorthand, although thisis not really
applicable outside of North America) have agreat need to be able to expand their infrastructure and
profitably be able to support a network with a rapidly skewed traffic specifications. Thus, they will
request high rates for any xDSL which makes use of existing infrastructure (BRI ISDN, PRI ISDN, some
SDSL). These rates are able to subsidize losses from over utilized (ie., not within the traffic engineering
duration guidelines) analog speech lines. Unfortunately, such rates do not provide a good cost basis for
use of the xDSL technology. If aBRI ISDN provides three times the bandwidth of a POTS analog
circuit, then the user will not want to pay more (preferably less) than three times the cost of a POTS
analog circuit. Unfortunately, thisis not the case—BRI ISDN may cost much more than that multiplein
one state and barely more than a single analog line in another state.

So, here comes the other category of XDSL protocols—those that don’t make use of the existing speech
network infrastructure. The RBOCs can argue for an access cost which is less than the cost of an analog
line because it does not cause any loading on the existing infrastructure. Any fee basically becomes a
rental fee on the local loop. The RBOC may also provide the data service so that the total cost may be a
multiple of analog service costs—or the “bare copper” may be leased by an Internet Service Provider
(ISP) and the user recharged for the local loop line “rental” as part of their Internet access fee. Both of
these techniques allows the RBOC to keep the load off of the infrastructure and to make a higher profit
on the XDSL service than can often be negotiated with regulatory bodies on traffic that is carried on the
PSTN.

Thus, the final answer on cost versus value for the various XDSL is abig question mark. Many of the
user newsgroups are indicating that price is the biggest component in residential decisions—more than
value represented by price versus speed. The decision to use ADSL, or one of the other xDSL protocals,
will depend on the specific service and global connectivity needs plus the costs of the various servicesin
the consumer’ s specific area.
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2.5.1 56K Modems

56K Modems were designed to squeeze the last of the bandwidth out of the 3 to 4 KHz bandwidth
available from the speech. To do this, they had to make assumptions. The major assumption was that the
long-distance network was all digital. This assumption meant that the only part of the loop that had to be
optimized was the local oop from the Customer Premise Equipment (CPE) to the connection into the
central office loop (whether at the central office or the end of aDLC).

The other major assumption, mentioned previoudly, is that the network-to-user direction (reception) was
clearer than the transmission direction. This allowed for the possibility of 56,000 bps reception and 33.6
kbps transmission (according to I TU-T Recommendation V.34).

In order to achieve the 56,000 bps reception/download rate, a protocol was needed to map the Pulse Code
Modulation (PCM) signal used over the digital network to a range of analog signals that could be carried
over the local loop and be reconverted to digital at the user’ s equipment. Two major standards devel oped
called K56 Flex and x2. These standards are incompatible, and give a very good analogy to what has
been happening in the ADSL market.

Thefirst step in bringing a new technology to market isto make it work. Thisisusually done within a
research environment. It may also be tested in various locations to give the technology a chance to be
used in “real” situations. The second step is to bring the (usually proprietary) protocol or product to the
general commercial market. The final step isfor the product to reach either a“de facto” standard level or
for the national, regional, and international standards bodies to determine that the technology is
sufficiently important that a general open standard is needed. ITU-T Recommendation V.90 is presently
the international standard for 56K sup-porting modems.

Note that 56K modems only address speed. They don’t offload the switching system or improve traffic
engineering situations. Also, the assumptions under which 56K modems have been set up can be
misleading. Thus, a downstream (from the network to the user) speed of about 41 kbpsis more typical
for the user. In order to achieve more robust line speeds, it is necessary to bring the digital information
stream all the way from one endpoint to the other.
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2.5.2 BRI ISDN (DSL)

Thefirst digital subscriber line technology devised for consumer access was that of Basic Rate Interface
ISDN. Asistrue with the other xDSL technologies (even 56K Modems with their digital transmission
line assumptions), the line must be capable of passing information on a bandwidth greater than that
designed for the speech network. The process of making the local 1oop acceptable for more than speech
Is sometimes called “line conditioning.” This process may include removal of loading coils, change of
line-extender equipment, and removal of DL C segments. About 80% of the local loopsin North America
are expected to be able to be digitally usable.

The objective of BRI ISDN wasto bring the digital part of the long-distance network, over asingle
twisted-copper pair of wires, al the way to the business or residence. A side benefit of bringing digital to
the user was to have access to greater bandwidth (up to 144 kbps aggregate on BRI ISDN) for data
transmission. Since both data (previously primarily MODEM coded data) and speech occupy the same
physical mediain the long-distance network, this meant that the user had access to both data and speech
capabilities. These capabilities are referred to as “ Bearer Capabilities’ and the network has the
opportunity to know the capabilities of each piece of equipment on the WAN and to allow, or disallow,
connections between pieces of equipment based on tariff or compatibility issues.

Thisimportant point is worth restating: BRI |SDN provides the same capabilities as current analog
service with the addition of greater bandwidth access. A BRI ISDN Termina Adaptor can also provide
one or two POTS ports, which allows use of the same phones, faxes, and modems that a user already has.
The effect of the POTS port isto shift the analog-to-digital conversion from the central office to the
customer’ slocation

The only significant physical difference is the equipment used at the customer premise and the “line
card” (acomputer circuit board which supports one, or more, physical lines) in the switch. Thisis
significant largely because of compatibility issues and cost issues. (Any change in the existing physical
configuration requires capital outlay.) A person using BRI ISDN can place a call to anyone that they can
presently connect to with analog service. (However, enhanced capabilities require both endsto be
digital.)

This same service cannot be provided by ADSL as it does not connect into the same switching system.
Aswe will see shortly, it may be possible to give the same type of global access using HDSL 2 or SDSL
with the same twisted pair.

Thisisthe great advantage, and disadvantage, of BRI ISDN (and PRI ISDN, serviced by HDSL2 or
SDSL). Using the same switching system provides equivalent global access, but also increases the
burden on the current infrastructure. It will be possible to have the same type of access, and service, with
ADSL by using adifferent switching system and parallel infrastructure, but probably not for many years.
At present, only the technologies referred to as ISDN interfaces (BRI and PRI) allow for global
connectivity to all existing, and new, telecommunications users.
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2.5.2.1 Physical Layer

All of the ITU-T ISDN (including ADSL) refers to access points of the network. As seenin Figure 2.2,
these access points are referred to by letters. The U’ interface point is the place where the twisted pair
enters into the business or residence. The ‘R’ interface point alows access of analog (non-1SDN)
equipment to theline. The‘S and ‘T’ interface points (often referredtoas*S'/*T’) give access to the
publicly defined physical interface. The ‘U’ interface, for BRI ISDN, can vary from one country, or
region, to another (this allowed the RBOCs to provide the physical interface best for their existing
networks). Therefore, we will concentrate onthe ‘S /* T’ interface.

In Chapter 1, we discussed analog and digital coding mechanisms. On the line leading from the central
officeto the ‘U’ interface point, a coding mechanism known as 2B1Q is used on the line. This gives
guaternary (‘Q’) coding on the line and helps to reduce the spectrum needed on the physical line. On the
publicly defined interface (betweenthe ‘S /* T’ interface and the user’ s digital equipment), a method
known as “ pseudoternary” is used (where the null voltage level isinterpreted as ‘1’ and the high and low
levelsare ‘1’ but are alternated to help balance the electrical characteristics. 2B1Q and pseudoternary
coding are shown in Figure 2.3.

e ¢ — —

Figure 2.2 1SDN reference points. (Adapted from ITU-T Recommendation 1.411.)

The next step isto organize the bits on the physical line into logical frames. For BRI ISDN, these are as
shown in Figure 2.4. The use of ahigh-level ‘1" or alow-level ‘1, as defined within the pseudoternary
coding mechanism, helps to determine the beginning and end of the frame. (Note that a frame and packet
can often be used equally; aframeisreally more of a physical encapsulation while a packet isalogical
grouping within a physical environment.)

The full rated speed of the BRI ISDN betweenthe ‘S /* T’ interface and the user equipment is 192,000
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bps. Note, however, that the datarate of the’U’ interface lineis only 160,000 bps—allowing for the
144,000 bps of D- and B-channel data plus some ssimpler framing and maintenance bits. Since the ‘U’
interface line uses a quaternary coding method, however, the needed bandwidth is halved.

For the exact uses of the various bits on the BRI ISDN frame, the interested reader isreferred to the non-
ADSL ISDN books mentioned in the references. For our discussion, the only remaining point of interest
in the physical layer isthat of the TDM channels. These are referred to as the D-channel and B-channel 1
and B-channel 2. The 16,000 bps D-channel is used for signaling and for some data service (presently
only X.25 is defined) provided directly by the network. The B-channels (often referred to as B1 and B2)
each provide a 64,000 bps data channel through the network (although whether it makesit al the way
depends on the far-end’ s equipment).

e pr—
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Figure 2.4 BRI ISDN framing from ‘S/T’ reference points. (Adapted from ITU-T Recommendation
1.430.)

2.5.2.2 Switching Protocol

The switching protocol used for BRI-ISDN is primarily defined by two ITU-T recommendations. These
are Q.921 and Q.931. These define the protocols used for Open Systems Interconnection (OSl) levels
two and three. The OSI model is one that is used for most modern protocols to foster interworking
(access from one protocol, or network, to another). Thisis sometimes referred to as internetworking and,
as you can easily guess, thisis how the Internet was named. The OSI model will be discussed in more
detail in Chapters 4 and 10.

The Q.921 protocol isreferred to asthe “Link Access Protocol for the D-channel” (LAPD). Thisisa
High-level Data Link Control (HDLC) protocol and, as such, has five main components as seen in Figure
2.5. These are the “flags,” an address field, a control field, an optional set of data carried by the frame,
and afield which provides alimited degree of error detection and correction.

The“flag” is sent to mark the beginning (and end) of aframe. For HDLC, this pattern is 01111110’ (hex
Ox7E). Between the ending flag of one frame and the beginning flag of another flag, there may be either
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afixed data value (continuous ‘1's are common) or arepetition of HDLC flags. The address field
indicates the logical entity of the intended frame. The control field indicates frame type and, for some
control types, indicates that a set of data may follow the control field. The final field before the “closing
flag” isthe Frame Check Sequence (FCS) which isageneric term for a numerical method that uses the
remaining data to calculate a number to help verify integrity of the data. For LAPD, the FCSisdone by a
2 byte Cyclic Redundancy Check (CRC).

|||||

e

Figure2.5 Q.921 (LAPD) general frame format. (Adapted from ITU-T Recommendation Q.921.)

Within the LAPD frame can be contained signaling information or specific protocol data. When it
contains signaling information, it will be of the form specified in ITU-T Recommendation Q.931. The
general message format is shown in Figure 2.6. The first byte, the protocol discriminator, allows
mixtures of protocols within the D-channel. For Q.931, it is defined to have the value of 8. Using the
value of 8 for the protocol discriminator defines the syntax of the rest of the contents of the frame.

The next byte will indicate the length of the Call Reference Vaue (CRV). The CRV will either uniquely
identify a specific data or speech call (active or in the process of being connected) or will be “global”
(specified by a zero-length CRV or avalue of ‘0"). The CRV, if any, follows and then the message type
is defined. The rest of the packet depends on the value of the message type.

The message types involved with Q.931 are of three categories. These are call setup, call teardown, and
informational messages that may occur at any time. For example, the message types SETUP,
SETUP_ACKNOWLEDGE, CALL PROCEEDING, CONNECT, and CONNECT ACKNOWLEDGE
are the most important in call setup. DISCONNECT, RELEASE, and RELEASE COMPLETE are the
important messages during call teardown. INFORMATION and PROGRESS INFORMATION are
important during the lifetime of the call. Other details about call processing are important within the
equipment and the interested reader is referred to | SDN-specific books such as those listed in the
references.

Figure 2.6 Q.931 message packet header. (From ITU-T Recommendation Q.931.)
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2.5.2.3 Data Protocols

Signaling is useless unless some form of datais transmitted after the connection has been made (or, in
some special cases, while the connection is being made). Support of various data protocols falls into two
categories. We can call them “old” and “new.” The “old” data protocols existed pre-ISDN and it may be
necessary for the ISDN equipment to support them viathe ‘R’ interface. One group of these protocolsis
the “modem protocols’ which use an asynchronous series of characters with data and command modes.
Old communication programs made use of defacto ‘AT’ command sets to control the modem and make
sure that the modem was in the proper “phase”— data mode to transmit and receive data and command
mode to change the characteristics of the modem or to perform call signaling.

Two of the popular asynchronous “adaptive” protocols, used with asynchronous character streams, are
called V.110 and V.120. Both of these are ITU-T Recommendations. V.120 is used primarily in North
Americawhile V.110 is often used in Europe. A more popular protocol of late (due to the rapid ascension
of the Internet) isthat of MultiLink Point-to-Point (ML-PPP) protocol. This encapsulating protocol is
very helpful in interworking and in helping to aggregate the bandwidth on multiple B-channels.

The faster frame-oriented protocols require either direct OS access or redirection to a LAN. Thistype of
protocol includes X.25, Frame Relay, and ML-PPP (there are two main flavors of ML-PPP,
asynchronous viaa serial port and synchronous viaa host OS application process). X.25 is an older
protocol with many established global networks and is particularly used in Europe. In North America,
Always On/Dynamic ISDN (AO/DI) hasincreased interest in X.25 because the networks may offer
dedicated X.25 access on the D-channel. This allows a user to have a continuous connection to the
Internet but does not occupy a B-channel (within the switched network) unless the additional bandwidth
IS needed.

Frame Relay and synchronous ML-PPP allow use of either broader “pipes’ or aggregated B-channel data
bandwidths. Many of the same techniques are useful with ADSL, depending on the exact configuration
chosen.

2.5.3 IDSL
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ISDN Digital Subscriber Line (IDSL) isamisnomer since BRI ISDN isaDigital Subscriber Line
technology. However, since ISDN really appliesto the digital network architecture, we can pretend that
the term was created with the architecture in mind rather than the access method.

The ideabehind IDSL is asimple one: make use of the slowly advancing ability of the Regional Bell
Operating Companies (RBOCs, for North America) or PTTsto provide BRI ISDN service, but take the
dataload off the older infrastructure (and, in some areas, provide a cost relief to the consumer) by not
requiring access to the PSTN at the central office.

The user is ableto purchase aregular BRI ISDN piece of equipment. They then connect it to their ISDN
line asif they were going to do afull BRI ISDN connection. However, at the central office, any
switching messages on the D-channel are intercepted and responses, if needed, are “spoofed” such that
the user equipment remains satisfied. The BRI ISDN equipment is thus able to make use of 128 kbps
(both B-channels, either aggregated by the hardware or software combined by ML-PPP) or 144 kbps
using both B-channels and the D-channels. Note that use of a non-standard BRI ISDN data combination
means that the BRI ISDN equipment will have to be matched to the IDSL, however, 128 kbps should be
able to be supported by most consumer BRI ISDN equipment.

Figure 2.7 shows the basic configuration of a BRI ISDN to IDSL connection. Note that, like all xXDSL
technologies, the physical interface and protocol must be matched at both ends of the physical line. The
main differenceisthat the BRI ISDN equipment does not necessarily expect the protocol to be
terminated at the central office. Some loss of BRI ISDN services will certainly happen but it provides a
mechanism to use widely available standard BRI ISDN equipment in a potentially lower cost situation.

2.5.4 HDSL/HDSL?2

There are two categories for High-speed Digital Subscriber Line (HDSL). As aphysical transmission
technology, it can be used for general access (same as ADSL), however, it ismost popularly used as the
physical layer for digital trunk transmissions. In North America and Japan, this transmission typeis
called T1 and allows transmissions speeds of 1.544 Mbps bidirectionally. In Europe, and many other
parts of the world, the E1 standard is used which provides a speed of 2.044 Mbp. Note that specific
country usage varies depending on equipment and network choices.

The T1 and E1 framing structure, as shown in Figure 2.8, consist of either 24 or 32 B-channel TDM
slots. Each frame is transmitted in 125 microseconds, giving 8,000 frames per second and 64,000 bps for
each B-channel. The HDSL frames are transmitted using the same 2B1Q physical coding asthe BRI ‘U’
interface line. However, the transmission speed is multiplied by five, giving a possible usable speed of
800 kbps on a single-twisted pair.
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Figure 2.8 T1/E1 framing structure for PRI. (Adapted from ITU-T Recommendation 1.431.)

Thisindicates the real difference between T1/E1 and the underlying physical transmission medium
(HDSL or HDSL2 or SHDSL). The framing structure shown in Figure 2.8 (taken from the ITU-T
Recommendation) expects a single transmission line and the figure shows alogical frame for either T1 or
E1 framing. The real HDSL framing is broken into HDSL frames rather than 64 kbps channels (often
referred to as DS-0 channels) plus overhead. As seenin Figure 2.9, each HDSL frameis repeated every 6
milliseconds. Note that thisfigure indicates that it is impossible to have an integral number of HDSL
frames per second (the number is 166 2/3 times per second). HDSL framing adjusts to this by the end
“stuffing quats’ (four-value quaternary units, as opposed to binary value bits) being determined
according to the needs of the overall frame. This means that about every other frame, a 4-bit (2-quat)
stuffing unit is added to the HDSL frame.
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The HDSL frame, itself, has four logical units. These are the forward overhead units composed of a
synchronization unit (14 bits or 7 quats) plus aforward HDSL overhead unit (2 bits or 1 quat), followed
by twelve data groups (group 1 or group 2, depending on the twisted wire number—for T1 uses), a group
HDSL overhead unit (10 bits or 5 quats), then the twelve data groups/HDSL group overhead repeated
twice more, finished up with one more set of twelve data groups and the variable stuffing quats. This
gives 4,608 bits of datafor each HDSL frame with 94 to 98 bits of overhead (depending on stuffing quat
needs). Another way to put it isthat an HDSL line can transport 768 kbps of data (or twelve 64 kbps data
channels) plus about 16 kbps (96 times 166 2/3 frames per second) overhead.

L L
.....

Figure2.9 HDSL DS-1 framing.

We indicated that a T1 frame has a transmission speed of 1.544 Mbps and E1 a speed of 2.044 Mbps. The
HDSL technology handles this by using multiple twisted pairs. T1 makes use of two pairs and El uses
three pairs. This enhances the idea of DSL technology making use of the same twisted pair as
conventional analog transmission wiring. By using multiple pairs, greater bandwidth can be achieved.
The sameistrue for analog lines—using two analog lines at a 33.6 kbps speed allows an aggregate of
67.2 kbps. Depending on the specific equipment and tariff structuresin alocale, it may be cheaper for the
consumer to use two analog lines than to invest in single B-channel BRI ISDN.

2.5.4.1 Signaling Using Channel Associated Signaling

In order to provide access to the PSTN, some type of signaling must be available on an HDSL line (or
lines). There are two major flavors. The older networks make use of asignaling form called Channel
Associated Signaling (CAYS). This means that a bit is associated with a specific B-channel and is used for
genera signaling purposes over extended periods of time.
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For the T1 transmission system, The CAS system is more specifically referred to as “ Robbed Bit”
signaling. Thisis because each of the 8-bit time slots for each channel has one bit (the low-order bit)
dedicated for signaling purposes. This leaves only 7 bits for data and 7/8 of a 64,000 bps channel |eaves
56K data possible (not a coincidence concerning 56K modems). In conjunction with the section on bottle-
necks, we can see that use of a Robbed Bit T1 transmission medium in acircuit will thus reduce possible
speed to 56K. Thisisamajor differencein ISDN use between North America and Europe.

In Europe, with the El transmission system, one of the channelsis devoted to signaling, with 1/4 of a bit
allocated to each channel for signaling purposes. We say 1/4 because what is done is that it takes four
frames to carry the signaling bits for all of the channels. This slows down signaling speeds but means that
each of the remaining 30 data channels (remember that one channel of the El frame was used for framing)
still can carry afull 64,000 bps of data. Thus 64K/56K interworking is not a problem in European ISDNs.

2.5.4.2 Signaling Using Primary Rate Interface ISDN

It is also possible to use the same (dlightly varied in content because of physical medium needs) signaling
protocols asis used with BRI ISDN. The time slot used for CAS can be used for Q.921/Q.931 message-
based signaling instead. A T1 line used with PRI signaling will use the same method as E1—allocating
one of the timeslots for signaling information. Thus, aT1 PRI line will still give 64,000 bps transmission
capability per channel.

This 64-kbps channel controls the signaling needs for 23 (or 30) B-channels. This gives an average of
2.78 (or 2.13) kbps signaling associated with each data channel. BRI ISDN provides 8 kbps (16 kbps D-
channel supporting 2 B-channels) per data channel. With this reduced amount of bandwidth available for
signaling purposes, the D-channel for PRI is normally dedicated to signaling (no multiplexed data
packets supported).

It is also possible for Network Facility Associated Signaling (NFAS) to be supported on a PRI ISDN.
This allows asignaling channel on one T1 HDSL to control the data channels on other (associated) T1
HDSLs. This further reduces the signaling bandwidth per data channel, but signaling isreally fairly
sporadic and the time requirements are pretty slow for the protocols.

2.5.4.3 HDSL2 or SHDSL

HDSL 2, or Single-pair High-bit-rate Digital Subscriber Line (SHDSL ), technology takes the TL/E1
transmission mapping but seeks to increase the bandwidth on a single-twisted pair to the point that the
service can be provided on asingle pair. This concept was introduced into the ANSI T1E1.4 groupin
June 1995. Similar to ADSL, various coding standards have been proposed to achieve these speeds. Also
similar to ADSL, the ability to reach these speedsis highly dependent on the condition and length of the
local loop. Generally, adistance of 10,000 feet is considered to be the maximum supportable length for
SHDSL. Please also note that, although a data group size of 12 DS-0 unitsisthe “normal” HDSL frame
definition, by increasing the number (say to 16), it is possible to use only two-twisted pairs for support of
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El—or asimilar increase in SHDSL. Since the frames are defined to be transmitted per unit time,
increasing the number of DS-0 groups per 6 milliseconds will increase the total bits per second
transmitted (and also increase the frequency spectrum needed and likely decrease the serviceable length).

2.5.5 SDSL

Sometimes it seems like the acronyms used for xDSL technologies are more in the realm of guesswork
than definition. Some references will indicate that SDSL is the same as SHDSL. Others will indicate that
itis1l/2 of aT1 using HDSL. In other words, there is no clear unique definition. We will use SDSL as
indicating Single-pair Digital Subscriber Line, or a single-twisted pair using the HDSL technology. This
provides the same distance limitations as HDSL technology (about 18,000 feet),but making use of only a
single twisted pair.

Signaling for SDSL will often beindicated asa“fractional T1” (or E1) and either PRI or CAS signaling
may be used, but with a limited number of data-bearer channels.
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2.5.6 ADSL/RADSL

Asymmetric Digital Subscription Line (ADSL) and Rate-adaptive Asymmetric Digital Subscription Line
(RADSL) can be regarded as the same technology. That is, there is no significant difference on the
physical, or protocol, level between the two. The only real differenceisthat RADSL “calls out” a
function often done with both—dynamic changes to the bandwidth (usually only in the “downstream”
direction) based on line conditions and other needs.

ADSL, like HDSL, provides a specific physical mechanism for transmission and reception but, does not,
in itself, indicate how the serviceisto be used. The ADSL frame will implicitly define the low-layer use
and thiswill be discussed in detail in Chapter 3. It is not well suited for direct use of Q.921/Q.931
signaling methods, but can be used with Asynchronous Transfer Mode which may have Q.921/Q.931
signaling as part of the protocol.

ADSL equipment primarily follows Carrierless Amplitude/Phase (CAP) modulation, Quadrature
Amplitude Modulation (QAM), or Discrete MultiTone (DMT) technology as the coding mechanism for
the physical layer. Each relies on separating bands for “upstream” and “downstream” data paths. DMT
has been accepted as the primary mechanism in the ANSI T1.413 specification for ADSL. Since ADSL
is not well suited as along-distance technology but must connect into a WAN for wide access, it doesn’t
much matter which technology is in use as long as both endpoints are compatible.

Since no signaling channel isimplied by the low-level frame structure, it is left to the application to
decide just how it needs to connect to the other end of the data path. These options include connection
directly into a*“nailed-up” (or semipermanent) data line connection (likely T1) to an ISP or other data
service provider. Other options bring routers into the central office, so the the data can be distributed to a
higher bandwidth LAN, perhaps operated by the switching office. The third set of options carry
broadband signaling protocols “piggybacked” onto the ADSL frame structure. ATM signaling is agood
possibility for this. The DSL Access Module (DSLAM) existing at the central office, or network,
endpoint has the vital requirement to route the data appropriately to and from the ADSL local loop.

With all the available connectivity options, it is extremely important that “classes’ of ADSL access units
be defined so that equipment can be used with specific services. For example, a specific “class’ may be
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defined for ADSL equipment which is going to connect to a central office provided I SP. Such aclass
may entail use of TCP/IP within PPP HDLC frames. Another class may require access to the long-
distance network and this might mean ATM with AAL 5. These protocols will be covered later in this
book. The point, at present, is that different needs require different protocols. BRI and PRI ISDN access
methods as well as 56K Modems have specific protocol needs and expectations. The ADSL Forum, in
conjunction with other special interest groups, will continue to research these items. The System
Network Architecture Group (SNAG) is particularly active in these matters.

2.5.7 CDSL/ADSL “lite”

One of the special features of ADSL isthat it is designed to allow the 4-KHz baseband areato remain for
use with POTS. This allows “two accessesin one.” Although thisis also true with BRI ISDN (with
POTS ports), it isdightly different with ADSL. In BRI ISDN, the convergence of the POTS signalsto
the digital accesslineis performed at the customer’ s equipment. For ADSL, there are two access groups
provided over the same local loop as seen in Figure 2.10.

Since these are two separate access technologies, it is necessary to “split” them before use. The original
ADSL specifications basically said that the line would carry both access groups and, prior to entering the
central office or residence, be split into the two technologies, as seen in Figure 2.10. This meant that the
ADSL equipment would be concerned only with ADSL and the POT S equipment (including switched
network) would be solely concerned with the analog voice spectrum.

Keeping the paired technol ogies together only over the shared medium is a good architecture. However,
there were two problems: the main problem isthat it required installation of the splitter at the access
points for the line (where the local 1oop entered the building or where it entered the central office). A
secondary concern was the need for two different wiring networks (one for existing voice use and a new,
separate network for use with ADSL). Both add to total cost for the consumer and the first leads to delays
as the operators at the central office must have the remote equipment installed. Delays and added cost
both lead to slower deployment of new technologies.

§ e i

Figure2.10 ADSL and ADSL “lite” line configuration.

Consumer Digital Subscriber Line (CDSL) or ADSL “lite” says basically that it should be possible to
make use of the existing wiring within the premise for both ADSL and POTS. This approach does
require multiple splitters—low-pass (allowing the baseband 4 KHz to pass through to the equipment)
filters on each analog port and high-pass for ADSL equipment. However, new wiring is not needed and
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the final costs will be based on the equipment the consumer really needs (how many phones, faxes,
extensions, ADSL access modems, etc.).

Recalling our discussion about the effect of bridged taps on the ability to carry high-bandwidth data, we
should ask whether the architecture affects the ability to carry the ADSL data stream? It does. So, the
idea of ADSL “lite” has two components. It allows greater use of existing wiring with less intervention
by network personnel but, in turn, it reduces the access speed available over the line. Reduction of line
speed also allows the central office to tariff asingle service, rather than basing fees on distance from the
central office (which affects maximum speed) and line conditions.

In other words, it is possible with full RADSL (using the Rate Adaptive term to emphasize the use of rate
adaption) to have different levels of service. Certain neighborhoods might have access to full 4 Mbps
downstream speeds while others might only be able to support 800 kbps downstream access. It wouldn’t
be fair to charge equally for both services and, yet, it's hard with RADSL to pre-determine the level of
service before it isinstalled. CDSL allows alower, “least common denominator,” service to be provided
that requires little physical intervention and can provide equal service provisioning.
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2.5.8 VDSL

Very high-speed Digital Subscriber Line (VDSL) is considered to be the “next” speed progression in the
link from BRI ISDN (to PRI ISDN or SDSL/HDSL) to ADSL to VDSL. ADSL provides greater speed,
but requires a new architecture (not yet finalized) to get non-fixed (switched or routed) endpoint access.
However, the same lines that can be used for other xDSL services (such asHDSL T1 or BRI ISDN) can
be used with ADSL.

VDSL requiresthe limit on length to be reduced, probably to alimit of only 1,000 to 2,000 feet (0.3 to
0.6 kilometers) and the speed increased to 30 to 50 Mbps. Use of VDSL technology is expected to be
tightly linked to the deployment of Fiber-To-The-Curb (FTTC) because, in order for it to be practical for
many VDSL unitsto bein use, a“hub” system islikely to be used. These hub units will shift the local
loop to concentrated bundles of fiber optics which will then lead into the switched, or routed, or
redirected high-speed links.

This step says that the current infrastructure will be slowly replaced starting from the long-distance
networks and making its way to the final residence or business. The long-distance networks are largely
high-speed ones but T1/E1 (and higher capacity bundles labeled T3) copper-based trunks are still in
dominant use. The long-distance network for new services will need to have gigabit transmission
capabilities which implies a probable fiber optic situation. Bringing that fiber optic linkage to the
neighborhood hubs will allow only the existing wiring within homes and residences to remain the same.
Use of VDSL and possible migration strategies will be discussed in greater detail in Chapter 10.

2.6 Summary of the xDSL Family

A wide deployment of xDSL technologies already existsif we consider the digital influence on existing
higher speed analog modems. These are actually hybrid technologies. The BRI and PRI ISDN access
methods allow digital replacement for entry into the long-distance network. This provides direct Wide
Area Network (WAN) system control and information passage as well as maximizing the possibility of
using the digital data channel capacities. HDSL and HDSL2/SHDSL provide a framing mechanism to
help support these technologies. SDSL gives medium-speed access possibility without needing to change
use of single-twisted pairs.
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ADSL provides the access method to start the separation of equipment use from the existing
infrastructure, but retains most of the local loop intact. VDSL requires replacement of the infrastructure
and migration of such closer to the neighborhoods. Thus, in total, xDSL technologies provide a migration
strategy from the networks of the 1800s to the desired systems of the 2000s.
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Chapter 3
The ADSL Physical Layer Protocol

The Asymmetric Digital Subscriber Line (ADSL) technology was originally devised in the laboratory to
solve “Video on Demand” requirements. (A 1.5 Mbps data stream is sufficient for MPEG-I video
streams, although about 8 Mbpsis used for MPEG-II and DVD/HDTV.) However, since then, the
Internet has probably developed into the primary application for the service. Originally designed to
provide up to 8 Mbps in the downstream direction (from the central office or data service provider to the
user equipment) and 64 to 128 kbps in the upstream direction, various experimental deployments have
indicated that thisis not practical for most real-life local 1oops.

The development of ADSL, and most of the xDSL technologies, has been highly dependent on the ability
to have very complex adaptive circuitry utilizing Very-Large-Scale Integrated circuit (VLSI). This
allows very fast processing of data units and the ability to change algorithms and organization rapidly
based on changing line conditions.

It was possible to use 2B1Q line coding for ADSL, in fact, SDSL is amost the same transmission speed
asthat decided on for CDSL. However, there are variations in line conditions that make a 2B1Q
approach less sturdy. Instead, mechanisms which allowed the frequency spectrum to be easily broken
into subunits were investigated—very useful for rate adaptive situations. These were Quadrature
Amplitude Modulation (QAM), Carrierless Amplitude/Phase modulation (CAP), and Discrete MultiTone
(DMT). In each case, there is the ability to transmit a higher density of information per cycle by using 3D
coding or “chord’—multiple single codes—systems.

3.1 CAP/QAM

CAP isactually a subset of Quadrature Amplitude Modulation (QAM). QAM makes use of three
dimensions to provide values. These dimensions are amplitude, phase, and frequency. Generally, one of
these dimensions—frequency—is held at a constant value while the amplitude and phase are modulated
(asinthe AP part of CAP).
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In this type of coding system there are two separate signals generated (three for non-carrierless): asine
wave and a cosine wave. Normally, the sine wave and cosine wave are 90° apart, as shown in Figure 3.1.
The sine wave and/or cosine wave can be phase shifted within the same frequency. It is now possible that
the sine wave and cosine can be 180° apart (one is starting the positive portion while the other is starting
to go negative), or phase-shifted to any other relationship. Each wave can also have multiple amplitudes.
So, it would be possible for each sine/cosine wave to be in one of four different phase positions and each
wave to have one of two different amplitudes. These four phase positions times two amplitudes (sine)
times two amplitudes (cosine) gives the possibility, aslisted in Table 3.1, of 16 separate, distinct, values.
Note that these are not necessarily the values used for the specific QAM system in use by the
equipment—it isonly an example of a QAM system.
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Figure3.1 Sine and cosine wave forms.
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The amount of phase offsetting is really only possible to look at from the point of view of an “ideal” sine
or cosine wave. Thus, with a general QAM encoding/decoding system, it is possible to send an
unmodulated carrier along with the signal as areference. However, if it isacarrierless system, then the
original baseline signal is superimposed by logic channels (no physical carrier is present but a “pseudo-
carrier” can be inferred).

It isalso possible for a16 QAM to be generated by keeping the sine/cosine phase shift locked (say at the
“normal” 90° separation) and have each sine/cosine wave have one of four values. Thus, with four
possible amplitudes (sine) times four amplitudes (cosine), we once again have sixteen possible values for
each wave cycle.

Table 3.1Example 16-V aue Phase/ Amplitude Chart

Sine/Cosine
Phase L ow/L ow Low/High High/L ow High/High
0° 0000 0001 0010 0011
90° 0100 0101 0110 0111
180° 1000 1001 1010 1011

270° 1100 1101 1110 1111
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Carrierless Amplitude/Phase Modulation is a variant of QAM that does not have a specific carrier wave
set up for the baseline comparison. It is sometimes referred to as “ carrier suppressed.”

The matrix associated with a QAM system may also be referred to as a“constellation.” Thisis because
thereis no requirement for all values to be used, which means that it is not necessarily able to be put into
asimple matrix form, or. if so, into a sparse matrix.

3.2 Discrete Multitone

Discrete MultiTone (DMT) is often discussed with CAP as being a conflicting technology. In actuality,
DMT makes use of variations of the QAM/CAP coding method. However, the primary technical
difference, pioneered at Bell Laboratories, isthe idea of breaking up the frequency spectrum into equally
spaced subchannels. Sometimes these are considered to be subcarriers, meaning that different carrier
waves (explicit or suppressed/extrapolated) are used to base the coding for each subarea of the frequency
spectrum.

The spectrum, considered reasonably usable, extends from the base (0 Hz) to about 1.1 MHz. By
dividing the spectrum evenly into 4.3125 KHz bands, it is possible to have 256 subchannels available for
information—channels 1 through 256. (Note: when doing the arithmetic, it is discovered that 1.104 Mhz
is actually used.) Splitting the spectrum does not add any information-handling capability. What it does
doisalow for interference and “automatic” rate adaption by eliminating subchannels from a data path
(upstream or downstream—although it is most likely to be a downstream subchannel).
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Let’ s say that each 4-Khz subchannel can support 64 kbps of data (4,000 cycles per second with 16
values per cycle using 16 QAM). The 256 subchannels can then provide a theoretical capacity of greater
than 16 Mbps. In actuality, such speeds are not often feasible (except in the laboratory or tightly
controlled situations. First, many coding schemes only do an 8 QAM, reducing the possible bandwidth to
8 Mbps. Next, it isimportant to keep the low baseband of 0 to 4 Khz free for voice. To prevent “ seepage”
from the ADSL frequencies to the speech bands, subchannels 1 through 6 are often reserved to preserve a
“guardband” between the active channel for speech and the first active channel for ADSL.

Whenever the same frequency is used for bidirectional traffic (such as speech), some type of echo
situation is going to occur. This happens when the transmitted signal is reflected ("echoed") back the
same as the originating direction. There are various echo cancellers which basically “subtract” the
diminished form of the originating signal after certain delay times. If aperson says“HELLO” into a
canyon, then they must subtract the “hello” that comes back a bit later to understand properly what
someone elseis saying at that time.

However, echo cancellation becomes a mostly moot point (there can still be problems with cascading
echoes causing signal degradation) if different subchannels are used for different directions. Thus, the
UTP becomes three access points: one for speech, one for data from the user to the central office
(“upstream™), and one for data from the central office to the user (“downstream”). Since the channels are
fully separated, thereis little problem with echoes.

3.3 ANSI T1.413

Until the ITU-T Recommendations are released later in 1999, the ANSI T1.413 specification isthe
primary public document for ADSL. Note, however, that thisisn’'t necessarily abad point. First, since so
much extensive testing, and experimental work has been done with ADSL based on work incorporated
into the ANSI document, the ITU-T Recommendation(s) are likely to be very similar to those already
published. Second, the ADSL “lite” requirements will be “lessthan” types of requirements. In other
words, certain possibilities and services will be eliminated, maximum allowable data rates will be
reduced, and required equipment at the customer’s premises will be avoided. Study of ANSI T1.413 as
the base document is, therefore, very reasonable. Issue 1 has been used as the implementation base for a
wide variety of equipment and, although de-emphasized, Issue 2 still allows equivalent equipment to be
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designed and implemented.

Issue 2 of ANSI T1.413iscurrently in draft form and, therefore, may still be subject to change. There are
guite afew changes between Issue 1 and Issue 2 (more than are listed in Annex N of Issue 2). The main
differences are a de-emphasis on unstructured use of ADSL (now referred to as being part of
Synchronous Transfer Mode, STM) and a greater emphasison ATM. Probably in preparation for CDSL,
agreater flexibility has been added for STM ADSL such that it is more flexible in bearer capacities (see
the next section). Where not confusing, both Issue 1 and Issue 2 aspects of ADSL will be discussed.

The major portions of T1.413 (Issue 1 and 2) will be discussed in this section, but the details will not
attempt to duplicate the contents of the ANSI document. In the first place, afull expansion of the
document would fill alarge book and would really serve no useful function; examining the most recent
ANSI specifications will be more accurate and concise. Another thing, however, is that most specific
electrical manipulations must be done by some type of semiconductor device. Thiswill be examined in
more detail in Chapter 5. As mentioned at the beginning of this chapter, only VL SI technology has
enabled the possibility of high-speed, error-correctable transmission line technologies. It is necessary to
support the speed of the line and to be able to react appropriately to changing line conditions and needs.
This section will explain the general purposes and structure of the ADSL superframe, frames, and special
bytes to be used as a quick and direct reference against the interfaces supplied by the semiconductor chip
manufacturers.

The document T1.413 istitled “Network and Customer Installation Interfaces—Asymmetric Digital
Subscriber Line (ADSL) Metallic Interface.” In other words, the document is intended for both central
office and user equipment and is oriented toward copper electrical circuits. The general system reference
model, seen in Figure 3.2, gives the general functional blocks needed to provide ADSL service. The
difference between this diagram and CDSL is primarily the removal of the splitter (at least at the ADSL
Transceiver Unit-Remote terminal end [ATU-R] with the requirement of a low-pass filter before any
POTS equipment attached to the line and a high-pass filter before the ATU-R. (The high-pass filter may
be incorporated into the ATU-R equipment, but the low-pass filter for POTS equipment islikely to bea
separate box.)

Figure3.2 ADSL system reference model. (From ANSI T1.413.)

Figure 3.3 showsthe ADSL Transceiver Unit-Central office end (ATU-C). The ATU-R (Remote end)
looks the same except that only the three Lsx channels are going upstream and x,, and Z; variable ranges
change. Issue 2 adds a Network Timing Reference (NTR) input on the ATU-C side—for what is now
called the STM transport reference model. Note that there are only two differences. The ATU-R
transmits only on the LSx “duplex” subchannels while the ATU-C potentially transmits on both the ASx
simplex channels and L Sx duplex channels. Also, the ATU-R islimited to the first 32 (k) subchannels
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(actually, probably both sides will be limited starting at higher than O for the lower order) and the ATU-C
has access to al 256 subchannels. Otherwise, both are the same. Basically, the ATU-C may transmit
more datato the ATU-R than vice versa

Figure 3.4 shows the ATU-C transmitter reference model for ATM transport. (ATU-R Remote end has
similar differences to the ATU-C asfor the STM model.) The main differences between the STM and
ATM modelsisthat only ASO (and optionally AS1) are used for downstream transmission with the ATU-
C. Each ATMx transport line passes through a Cell Transmission Convergence (TC) layer before being
passed through the ASO or AS1 bearer channel. On the ATU-R side, the ATMx streams proceed through
the LSO or LS1 bearer channels.
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3.3.1 Bearer Channels

ADSL has the same concept of bearer channels, however, they are broken down into two parts. These are
“samplex” and “duplex” channels allowing for multiple upstream and downstream channels. In what
Issue 2 calls the STM mode, there are four possible simplex bearer channels (for NA applications), called
“ASX” that are divided into multiples of 1.536 Mbps.
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Figure 3.3 ATU-C transmitter reference model for STM transport. (From ANSI T1.413.)

Figure 3.4 ATU-C transmitter reference model for ATM transport. (From ANSI T1.413.)

Issue 1 of T1.413 discusses the aggregate data traffic according to “transport class.” Issue 2 keegpsthe
genera ideas of the same ranges but considers Issue 1’ s transport classes as “ maximum” values with a
minimum of asingle DMT subchannel (32 kbps) as possible.

Transport class 1 has atotal aggregate data rate of 6.144 Mbps. Class 2 has 4.608 Mbps. Class 3 has
3.072 Mbps and class 4 has 1.536 Mbps capacity. These classes are basically arranged according to
shortest distance/highest capacity to longest distance/lowest capacity. The ASx (ASO, AS1, AS2, and

A S3) duplex bearer channels can have amultiple of 1.536 Mbps per channel with the total depending on
the transport class. ASO at transport class 1 can have 6.144 Mbps with AS1-AS3 having no capacity. Or
A SO might have 3.072 Mbps, AS1 have 1.536 Mbps and AS2 have the last 1.536 Mbps available. Table
3.2 gives asummary of possibilities.

The same type of categorization happens with European/E1 types of lines. The total possible aggregateis
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still 6.144 Mbps. However, transport classes 2M-1, 2M-2, and 2M-3 have possible totals of 6.144 Mbps,
4.096 Mbps, and 2.048 Mbps respectively and there are only AS0-AS2 subchannel designations. T1.413
further breaks this possible throughput into Asynchronous Transport Mode (ATM, a broadband ISDN
system, will be discussed in greater depth in Chapters 6 and 7) data cell bit rates.

Table 3.2Bearer Channel Options by Transport Class for Bearer Rates Based on Downstream Multiples
of 1.536 Mbit/s.

Transport Class: 1 2 3 4

Downstream Simplex Bearers:

Maximum capacity 6.144 Mbps 4.608 Mbps 3.072 Mbps 1.536 Mbps
Bearer channel 1.536 Mbps, 1.536 Mbps, 1.536 Mbps, 1.536 Mbps
options 3.072 Mbps 3.072 Mbps, 3.072 Mbps
4.608 Mbps 4.608 Mbps
6.144 Mbps
Maximum active 4 (AS0O, ASL, 3 (AS0O, ASL, 2 (A0, AS1) 1 (ASO only)
subchannels AS2, AS3) AS2)
Duplex Bearers:
Maximum capacity 640 kbps 608 kbps 608 kbps 176 kbps
Bearer channel 576 kbps, 576 kbps,* 576 kbp,* 160 kbps,
options 384 kbps, 386 kbps, 384 kbps, C (16 kbps)
160 kbps, 160 kbps, 160 kbps,
C (64 kbps) C (64 kbps) C (64 kbps)
Maximum active 3 (LSO, LS, 2(LSO,Ls1) 2 (LSO, LS1) 2 (LSO, LS1)
subchannels LS2) or (LSO, LS2) or (LSO, LS2)

* For further study.
Source: From ANSI T1.413, Issue 1.

The second category of bearer sub-channel isthe “duplex bearers.” The possible sub-channels on these
are the C Channel, LS0, LS1, and LS2 channels. The C (Control) Channel is mandatory and, for transport
class 4, iscarried (at 16 kbps) within the ADSL synchronization overhead. For other classes, it is carried
over the LSO channel at 64 kbps. LS1 and LS2 are therefore parallel in purpose and distribution to the
ASx channels. The total bandwidth available ranges from 640 kbps to 608 kbps to 176 kbps. Issue 1
states that LS1 may be used for 160 kbps channel and L S2 used for 384 kbps (or 576 kbpsif LS1 is not
in use). Note that this 160 kbpsisthe size for aBRI ISDN frame (without the ‘U’ or ‘S'/*T" frame
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overhead). Issue 1 called this out as to be used for transport of BRI ISDN transport; issue 2 deletes this as
an explicit service. European transport classes basically merge NA transport classes 2 and 3 into the 2M-
2 category.

Asynchronous mode (such as ATM) basically says that there is no fixed throughput speed—only a
maximum one. However, in both the STM and ATM cases, thisis achieved by using afixed bit rate but
with “idle” or “fill” bytes put into the data stream. This keeps the bit-rate constant (allowing for
synchronization of superframes) but allows the real datarate to adjust as needed. Thisisrather like using
alarge box for shipping asmall item and then putting in padding to fill the box—only the dataistruly
useful but it may fill any amount of the volume within the box.

Issue 2 indicates that if asingle latency channel is being used (see next section) then only ASO and LSO
are to be used (with the ATU-C using an incoming NTR). If both latency channels are being used, then
ASO/LS0 is assigned to one latency channel type and AS1/LSL1 is assigned to the other latency channel
type. Each subchannel shall be a multiple of 32 kbps, with a maximum of 6.144 Mbps in the downstream
direction (ASx) and 640 kbps in the upstream direction (L Sx).

3.3.2 ADSL Superframe Structure

Issue 2 defines four different framing structures: O, 1, 2, and 3. Frame structure O is basically what was
defined in Issue 1. Frame structure 1 disables the synchronization control mechanism for use with
synchronous frames. Framing structures 2 and 3 provide reduced overhead framing with either separate
or merged fast and sync bytes. The ATU-C must support all “lower” numbered frame structuresin
addition to the highest (for example, if it supports framing structure 2, it must also support framing
structures 0 and 1). The ATU-R has primary control over the final framing structure chosen for the link.

The superframe for ADSL is shown in Figure 3.5. A superframe is basically the large envelope for
ADSL—a collection of smaller frames. Each superframe, consisting of 68 frames plus a synchronization
frame, is transmitted in 17 milliseconds. Since the DMT frequency carrier works with 4 KHz (actually
4.3125, but the band is not used to the “edges’), each frame must be transmitted in 250 microseconds.
Since the synchronization frame is not actually sent, it is overhead (1 frame out of 69 total), and this
overhead must be alowed for by sending each data frame buffer within 68/69 times 250 microseconds.

Figure3.5 ATU-C transmitter ADSL superframe structure. (From ANSI T1.413.)
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3.3.2.1 Fast Data and interleaved Data

Thefirst areato discuss concerning the ADSL frame is the concept of fast data and interleaved data.
Interleaved data undergoes a separate process of “weaving” the data cells together in order to reduce
noise. Thisis done by dispersing the bits across different transmission bands so it islesslikely that a
group of consecutive bitswill be in error—improving the odds that the Forward Error Correction (FEC)
can determine the error and “autocorrect” it.

There are two main methods for accomplishing block interleaving and convolutional interleaving. Both
types of interleaving change the order of the transmitted bits of an outgoing stream, but do soina
formulaic fashion so that they can be resorted upon receipt. Block interleaving fillsin afixed size
“block” by rows and then sends the data out by “columns” asin Figure 3.6. Convolutional interleaving
offsets the block (trapezoidal) so that a circular buffer can be used with the rows written to and columns
read out in asimilar fashion to block interleaving but, with the offsetting and circular buffering, on a
more constant basis.

Fast dataisjust non-interleaved data. Interleaving helps to reduce noise errors, but the process of
interleaving and (on receipt) de-interleaving increases the latency period associated with the data. So, fast
dataisreally low-latency data with a greater (compared to interleaved data) susceptibility to noise.
Interleaved data have longer latency, but better protection against noise. Video on Demand is an
application well suited to interleaving—it doesn’t matter if it takes an extra second or two to begin if the
guality of the transmission stays high. An example of data well suited to fast data would be control data
(such as call setup information).

When the ADSL isbeing used for an ATM application, only one data stream is involved (ASO and LS0)
unless there is need for both fast and interleaved data. In this case, ASO and AS1 (and possibly LSO and
LS1) are used, with fast data using one transmission route and interleaved data using the other. This
facilitates keeping the applications, which are best suited for each transmission type, synchronized with a
particular path.
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Figure 3.6 Block interleaver with a span of 8 and depth of 4.

3.3.2.2 Fast byte

The “fast byte” or first byte in the fast data buffer is used for multiple purposes, as seen in Figure 3.7.
These general purposes are for Cyclic Redundancy Check (CRC) of the superframe (CRC), Indicator Bit
(ib), Embedded Operations Control (eoc), and sync control (sc) bits. In frames 2 through 33 and 36
through 67, eoc versus sc bits are determined by the value of the least significant bit of the “fast byte.”
Note also, however, that these are the areas in which Issue 2 has determined that a savings of overhead
may be obtained. When they are not required for synchronization control, crc or asib, an even frame/odd
frame set of fast bytes may be used to transmit an eoc message consisting of 13 bits. They may also just
contain indications of “no synchronization action.”

Saving bytes within the fast byte, or sync byte, doesn’t make alot of sense within the STM world. Thisis
because it is more likely that multiple ASx channels will be in use as well as a number of LSx channels.
If the channelsin use increase, the overhead decreases. However, with ATM use, the number of channels
will decrease (to no more than four total) and some of the synchronization activities become less useful
and it becomes overhead that does not provide enough use that it can be safely discarded.

So, there are two basic forms of reducing overhead, primarily used when there are only single channels
in each direction, or secondarily, when only a single fast channel isin use and asingle interleaved
channel isused. While thisis particularly defined for use with ATM, it can also be used for an STM
application that only needs single channels. Note that the word “channels’ is used in a variety of senses.
There are the channels (or subchannels, or subcarrier bands) that are individual DMT bands from the
potential 256 bands active. There are the channels (A Sx and L Sx) which are used for application
conduits for the data. Then there are the channels used within the transported protocol layers. Although
they each have different names, the name channel may often be used for them and the specific purposeis
determined from context.

3.3.2.3 Sync Byte and SC Bits

In full overhead mode, the sync byte is used in conjunction with the fast byte to provide a full set of
information about the frame. In reduced overhead modes, the fast byte is used for fast buffers and the
sync byte is used for interleaved data buffers. Table 3.3 lists overhead functions for reduced overhead
mode. The sync bytes (or bytes, when the fast byte is used with its “sc” bits on frame 67) act asa
mechanism to designate the ASx and L Sx channels being used for the fast or interleaved data buffer and
to alow alterations to the data according to the AEX and LEX bytes. In full overhead mode, the sync
byteis used for interleaved data on frames 1 through 67 and on the fast data for frame 67.
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3.3.2.4 Indicator Bits

Indicator bits are used for notifications. These include detections of errors, corrected errors, loss of
signal, remote defects and other information that may either be desired for statistics or for possible higher
level correction. Fast buffer indicator bits (down-stream direction) are used for far end block errors, far
end correction counts, loss of signal and remote defects.
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Figure 3.7 Fast sync byte (“fast” byte) format—ATU-C transmitter. (From ANSI T1.413.)

Table 3.30verhead Functions for Reduced Overhead Mode with Merged Fast and Sync Bytes

(Fast Buffer Only) Fast  (Interleaved Buffer Only)

Frame Number Byte Format Sync Byte Format
0 fast CRC Interleaved CRC

1 ib0 -7 ibO-7

34 b8 - 15 ib8 - 15

35 ib16 - 23 ib16 - 23

an+2, an+3 withn=0...16,n'=8 sync or eoc* sync or eoc*

an, An+1withn=0,...16,n!=0 aoc aoc

*1n reduced overhead mode only the “no synchronization action” code shall be used.
Source: From ANSI T1.413.
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3.3.2.5 CRC Bits

Cyclic Redundancy Check (CRC) bytes are fairly direct in purpose. Basically, the bits of the data stream
are used within a mathematical formula so that a summary indication indicates what the previous bytes
have been. Naturally, with only 8 bits available, bytes and potential errors cannot be identified to the last
bit; however, the errors can be classified into 256 categories. If there are fewer than 256 bytesin the
frame to which the CRC is attached, some error correction can possibly take place. In many HDLC
frames, a 2-byte CRC (or CRC-16) is used, alowing errors to be categorized into one of 64K possible
categories. However, HDLC rarely attempts to do error correction from use of the CRC-16 trailer.

3.3.3 Embedded Operations Control

Thecrc, ib, and sc bits are al used for configuration and error information. The eoc bits provide the
“real” programming interface that allows change within the ADSL configuration. Table 3.4 showsthe
bytes of the eoc frame structure. The first two bits indicates whether the information or command is
addressed to the ATU-C (value“11”) or ATU-R (value “00"). Note that replies are not the same as
commands. If an ATU-C sends acommand to the ATU-R, it will put the ATU-R (value“00”) in asthe
address field but, when the ATU-C replies to the command, it will put its own address (ATU-R, value
“00") in the address field to indicate that the reply is coming from an ATU-R.

The next bit (eoc3) indicates whether the “information field” (eoc bits 6 through 13) is used for a
command or data. Since only one byte of data (or command) is allowed at atime within the eoc bits, it is
important to be able to make sure that a nominal sequencing takes place. Bit eoc4 allows for indication of
“odd” value (“1") or even (“0”) bytes within a character data stream.

Table 3.4eoc Message Fields

Field# Bit(s) Description Notes

1 1-2 Addressfield Can address 4 |ocations
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2 3 Data (0) or opcode (1) field Data used for read/write
3 4 Byte parity field Odd (1) or even (0) Byte orde_r indication for multibyte
transmission
4 5 M essage/Response field Currently no autonomous messages are
M essage/Response message (1) or defined for the ATU-C; the “dying gasp”
Autonomous message (0) message is the only autonomous
message defined for the ATU-R
5 6-13 Information field One out of 58 opcodes or 8 bits of data

Source: From ANSI T1.413.

Bit eoc5 israther specialized. It indicates whether the message is “autonomous” (value “0”) or not. The
only timethis; is set for autonomous, is for the ATU-R when it wants to indicate that it has lost power
(sending these last messages on capacitor or battery backup) and indicates the “dying gasp” towards the
ATU-C. So, the only real message in this class has afixed value. Thisis sent by the ATU-R to the ATU-
C at least six times and, during this time, other eoc commands from the ATU-C shall be ignored.

There are three types of eoc messages: bidirectional messages are originally sent by the ATU-C to the
ATU-R and then echoed by the ATU-R back to the ATU-C, ATU-C to ATU-R (downstream) messages,
and ATU-R to ATU-C response messages and the autonomous “dying gasp” message. Table 3.5 givesa
list of messages, as presently indicated in Issue 2.

Some commands are oriented toward changing ATU-R circuitry. Others obtain statistical information
from the ATU-R. Some commands “latch,” that is, they cause the ATU-R to stay in the prescribed mode
until afurther command causes it to change (either a“nonlatched” command or a“back to normal”
command). Request corrupt crc (for test purposes) and notify of corrupt crc (once again, for test
purposes) are latching commands. Some messages cause the ATU-R to return data information.
Messages can basically be considered to be test messages (send corrupted crc, notify that corrupted crc
will be sent, self test, etc.), data transfer messages (mainly of register information), and vendor specific
messages (four of which are defined in the ADSL eoc message specs). Note that commands are repeated
in order to be certain that they have been recelved, inasmuch as there is not always a specific
acknowledgment.

Table 3.5e0c Message Opcodes

Hex Opcode M eaning Direction Abbreviations/Notes

01 Hold state d/u HOLD
FO Return all active conditionsto norma d/u RTN



ADSL: Standards, Implementation and Architecture:The ADSL Physical Layer Protocol

02
04
07
08
0B
0D
OE
10
13

(20,23, 25, 26,
29, 2A, 2C,
2F, 31, 32, 34,
37, 38, 3B,
3D, 3E)
(40,43,45, 46,
49, 4A, 4C,
4F, 51, 52, 54,
57, 58, 5B,
SD, 5E)

(19, 1A, 1C,
1F)

E7

(15, 16, 80, 83,

85, 86, 89, 8A,
8C, 8F)

*d=down; u=

Perform “self test”

Unable to Comply (UTC)
Request corrupt CRC

Request end of corrupt CRC
Notify corrupt crc

Notify end of corrupt CRC

End of data

Next byte

Request test parameters update
Write data register numbers O-F

Read data register numbers 0-F

Vendor proprietary protocols

Dying gasp
Undefined codes

up.

Source: From ANSI T1.413.

d/u
u

d/u
d/u
d/u
d/u
d/u

d/u
d/u

d/u

d/u

SLFTST

UTC

REQCOR (latching)
REQEND
NOTCOR (latching)
NOTEND

EOD

NEXT

REQTPU

WRITE

READ

Four opcodes are reserved for
vendor proprietary use

DGASP

These codes are reserved for
future use and shall not be used
for any purpose
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3.4 ADSL “lite”

The draft ITU-T Recommendation G.922.2 istitled “ Splitterless Asymmetric Digital Subscriber Line
(ADSL) Transceivers.” Sinceit isadraft (not scheduled to be voted upon until June of 1999), some items
may change. However, the basic features are likely to remain, so a short discussion of differencesis
helpful.

The first important issue is the “splitterless’ item. As mentioned before, this means that the POTS (or
BRI ISDN) which is carried over the local loop is not split off from the ADSL spectrum at the point
where it enters the residence or business. This means that no special equipment needs to be installed at
the end of the local loop—simplifying installation and reducing the cost. However, it also means that any
currently existing POTS or BRI ISDN equipment on the line must use low-pass filters to eliminate the
ADSL signal before processing the data.

The next item, isthat G.922.2 specifiesthat ATM will be used. Only ASO and LSO channels will be
made available. Each will be of amultiple of 32 kbps with the range for the ASO channel to be from 64
kbpsto 1.536 Mbps and the range for the LSO to be from 32 kbps to 512 kbps.

Next, the headers and frames have been simplified considerably. The frame is equivalent to the “reduced
overhead mode with merged fast and sync bytes’” using only the “interleave buffer” definition. This
supports only asimplex ASO channel downstream and a simplex L SO upstream channel. Thus the data
frame consists of afast/sync bytes and a set of bytes associated with the channel (ASO downstream and
L SO upstream).

The use of the merged fast/sync byte is shown in Table 3.6. Note that the EOC bytes have the first 6 bits
(eocl through eoc6) in the even numbered data frames and the upper-order 7 bits (eoc7 through eocl13) in
the odd numbered data frames. Some Indicator bits are not used for ADLS “lite,” namely, ib10, ibl11,
ib15, and ib17 asthese are al indicator bits applying to the fast data path.

The Autonomous message field is used a bit differently than for full ADSL (T1.413). Thebitissetto‘l’
for acknowledged data transfers from the ATU-C to the ATU-R. The ATU-R should set the bit to ‘1’ for
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responses to such commands from the ATU-C. The ATU-C should set the bit to ‘0’ for autonomous data
transfers. If the ATU-R wants to do an autonomous transfer, it should set the bit to ‘0’.

The ADSL “lite” eoc message set has a minimal change from that listed in T1.413. Mainly, a new
command from the ATU-R to ATU-C isavailable. Thisis called REQPDN (value 15) to initiate a
transition to a new power management link state. The ATU-C may respond with a GNTPDN (value 16)
to grant the transition (and sends the alowed new state) or it may reject the request with a REJPDN
(value 83).

Table 3.6Use of Sync Bytein ADSL “lite”

Data Frame (DF) Sync Byte Contents
0 CRC

1 ib0 - 7

34 ib8 - 15

35 1b16 - 23

4n+2, 4an+3withn=0...16,n!=8 eoc

an, 4an+1lwithn=1...16 aoc

Source: From ITU-T Draft Recommendation G.992.2.

3.5 ATU-R Versus ATU-C

As can be seen in the T1.413 section, the ATU-C is primarily in control of the connection between units
(although, as mentioned in Issue 2, the ATU-R controls what frame types are actually in use). Except for
afew instances (with current standards), the ATU-R isin the position of responding to commands from
the ATU-C. Thisis similar to other devices, such as BRI ISDN, on the ‘U’ interface where the network is
connected to a consumer premise equi pment.

The important part of the equipment is that they be matched. If the ATU-R unit makes use of CAP
coding techniques then so must the ATU-C unit. This doesn’t mean that the ATU-C unit may not be a
superset of capabilities. It may not be economically viable for an ATU-C to be able to do every option
possible. However, it will make sense for the equipment on the network side to be more versatile than a
specific ATU-R. Much of the content issues are DSLAM (DSL Access Multiplexer) problems as the
specific data contents are the duty of what the ATU-R or ATU-C is hooked to.

So the ATU-C and ATU-R are a matched set, but not identical. The ATU-R can query and command the
ATU-R. The ATU-R provides the configuration abilities for the line. The ATU-R may be connected into
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aLAN or it may provide some direct access to host applications. The ATU-C must provide the
connectivity from ADSL (which isonly useful for the link between the consumer premises to the
network access) to whatever service is desired.
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3.6 DSLAM Components

The DSL Access Multiplexer is aunit, separate from the ATU-C, which provides access to a multitude of
potential LANS, WANS, and services. A general architecture of aDSLAM isshown in Figure 3.8. The
word multiple, which is effectively part of the word multiplexer, summarizesthe DSLAM.

The DSLAM architecture is composed of three basic components. The first set is made up of the
subscriber links, which is the network-side of various subscriber access methods. Within this book, the
ATU-R would certainly be the “most important.” However, within the concept of aDSLAM, thereisno
“most-important” access method. There can be devices using any of the xDSL technol ogies—56K
Modems, ADSL/RADSL, HDSL, SDSL, VDSL—or even POTSines.

What isfed into the DSLAM is not fully agreed upon. Some books and references indicate that afull,
unmodified, bit stream from the service device would be brought into the DSLAM. However, to a certain
extent, this violates some of the symmetricity of devices. A stream of dataisfed into an ATU-R. This
might be ATM cells or it might be a bit transfer stream (STM) or it might be a series of packets. The
ATU-R will take these input streams and place them into the appropriate CAP or DMT format. As part of
this process, to ensure constant bit rates, some insertion of idle bits or fillers may be necessary. These
will arrive at the ATU-R. It makes sense that the ATU-R will then remove any inserted “idle’ bits or
otherwise unusable “non-data.” This means that ADSL (and most other xDSL technologies) input into
the DSLAM will provide only a maximum burst level at the speed officially supported by the customer
device.
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Figure 3.8 DSL Access multiplexer description.
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On the other side of the DSLAM are the various network services, or connections, that alow the
subscribers access to desired endpoints. These may be access to the PSTN, in which casg, it is quite
likely that the DSLAM will provide “clear channel” access between the POTS channel of the ATU-C or
adirect 56K Modem analog link. This saves on unnecessary complexity within the DSLAM for it to
duplicate.

Beyond POTS, which isavery simple potential provision of aDSLAM, there are routers, WANS, and
“direct” connectionsto ISPs. Routers envisioned for the DSLAM are primarily of the Internet Protocol
(IP) type. However, it isalso possible for the DSLAM to connect into a Frame Relay router network. In
these cases, the data streams coming in from the subscriber side will likely already be frames (either
Frame Relay frames or Point-to-Point Protocol (PPP) encapsulated Transport Control Protocol/Internet
Protocol (TCP/IP) packets. Chapter 8 will concentrate on these types of protocols.

Wide Area Networks (WANS) are primarily considered to be circuit-switched networks. In other words,
the connection is not permanently in place (route not in place). The PSTN is certainly aWAN, but it is
also possible to have secondary access to multiple WANS, particularly if BRI ISDN was passed in the
L SO channel from an ATU-R. Parallel to the analog signaling of “pass-through” signaling with a 56K
Modem, the D-channel and B-channel(s) can be passed through the DSLAM to the network-side BRI
ISDN port of the network. From there, it may be switched onto the PSTN, Frame Relay network, X.25
router network, or wherever the ISDN has connectivity.

ATM, aBroadband ISDN (B-ISDN) service, may go directly onto an ATM switch, or server. Aswill be
discussed in Chapters 6 and 7, there is the possibility of either permanent virtual circuits or newly
switched virtual circuits. The latter situation may make use of a variant of the Q.921/Q.931 signaling
protocol discussed before.

The final access point will be “direct” connectionsto service providers. Thisisvery widein possibilities
although many such services will probably make use of PPP framing to allow for further connections
through LANS at their ends. However, direct connections to | SPs may be desired as well as direct
connectionsto video library servers or the equivalent of cable television providers. Chapter 4 will expand
on how the various pieces fit together to provide a complete, useful, service to the subscriber.
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Chapter 4
Architectural Components for Implementation

There are many common components to a protocol stack, making it easier to learn a new protocol. It aso
makes it easier to interwork between protocols and systems. The Open Systems I nterconnection (OSI)
model is a system of separating the different tasks of a protocol stack into discrete modules. This
architecture allows protocols to be designed in advance with the ability to interwork easily.

The hardware, particularly the semiconductor chip sets, is particularly important in a high-speed protocol
or access system. These components deal with the interface to the communication network and the
handling of physical layer (and sometimes data-link layer) protocols. This hardware must interact with
the “outside” world to be useful and there are several main methods of doing this.

Once the protocol architecture has been chosen and appropriate hardware made available in the system, it
IS necessary to decide just how the system will be used and what other systems must it interact with.
Finally, the protocol stack is*connected” into applications so that the main purpose (i.e., Internet access,
video file transfers, live audio feeds, datafile transfers) can be achieved.

4.1 The OSI Model

The International Organization for Standardization (ISO) isinvolved with global standards. They are
involved in many different areas—from standards for photographic film (they have created the standards
for the SO number on film) to wiring gauges to physical interface components to software architecture.

The OSI model fallsinto this last category. The main idea behind the “model” isthat, if everyone
designing protocol stacks uses the same general design principles, it will be easier to standardize and also
easier to interwork between protocol stacks. The OSI model is primarily oriented towards
communications protocol architectures, although the concept of layers within a system can be used for
many different software architectures. Note that the idea of layering is particularly new—the “onion”
model has been in use for self-contained systems, such as operating systems, for more than 20 years.
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The OSlI model is made up of seven “layers’ as seen in Figure 4.1. Each layer has specific requirements
and responsibilities. Adjacent layers may be “subsumed” into one another when the protocols involved
with the layers are not, in themselves, sufficiently complicated to warrant the overhead involved with
using interlayer primitives. However, thisis an optimizing temptation that interferes with the ability of
the stack to interact with other protocol modules. Once two layers are combined, there is no effective
way to make use of substitute layer protocols.

L
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Figure4.1 The Open Systems Interconnection (OSI) model.

4.1.1 Layer 1 (Physical Layer)

The physical layer handles the electrical and mechanical requirements necessary for transferring data
between two nodesin a network. ITU-T Recommendation 1.430 is used for BRI ISDN, 1.431 for PRI
ISDN, 1.432 for STM-1 carried ATM cells, ANSI T1.413 and G.992.1/G.992.2 for ADSL, etc.

The physical layer is also oriented toward general data needs—not just mechanical or electrical. Thus,
the physical layer can be involved with optics and lasers to alow for physical manipulation of light for
data needs. It can use electromechanical mechanisms such as reading magnetic tape or disk services.

Generally, when the OSlI model is applied to telecommunications systems, the physical medium is
limited to that which can be used over a distance—electrical, optical, and broadcast media. Often the
“primary” recommendation will use the electrical medium as an example, with the translation into other
forms being done as a “standard” trandlation (that is, without specific regard to the protocol) from a
general mapping of the characteristics of one system to another.

The physical layer isreally two sublayers. In the ADSL documentation, it is split directly into the
Physical Medium (PM) and Transmission Convergence (TC) sublayers. The sublayers can be called the
physical medium (to use an already documented nomenclature) and the physical protocol. The PM is
concerned with the mechanics involved with generating and detecting, specific forms within the physical
medium. The physical protocol sublayer isinvolved with the protocol needed to synchronize the physical
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layers between the peer entities.

Synchronization of physical layersis often called “activation.” Thisis basically the process of matching
up the sampling and generating functions, so that the start of the data stream will be properly recognized.
This has two main components: a physical framing requirement which allows detection of the beginning
(and end) of a physical frame and information forms that allow interpretation of data within aframe. This
will often take two general steps, but it may be “just” a matter of generating a varying form (slowed
down or sped up) until it is acknowledged as understood by the receiver.

When the physical layer must interact with a higher layer, there must be a software entity that provides
the ability to communicate with the higher layer. Thisis often called the Low-Layer Driver (LLD). Itis
also sometimes called a Low-Level Driver or a physical driver. It has the responsibility of handling the
primitives passed between the datalink (or higher) layer and converting it into the physical level
instructions (usually in the form of register settings) needed to carry out the command. Thiswill be
discussed in greater detail in Chapter 5.

4.1.2 Layer 2 (Data Link Layer)

The Data Link Layer has the responsibility of handling the protocol needed for error-free communication
between adjacent nodes in a network. Note that a data link protocol may supply the appropriate
procedures needed for error detection and retransmission but not make use of it. For example, the
procedures used in the Frame Relay data link layer for Permanent Virtual Circuits (PVCs) do not make
use of retransmission.

Generally, it is always possible for higher-layers to take over functions of lower-layers (but not often
viceversa). Thisisa“proper” redesign of the layers based on the specific needs of the system. For
example, the data link layer for Frame Relay PV Cs does not make use of retransmission because it
assumes ahigh level of integrity at the physical layer. If this assumption of the condition of the lower
layer isincorrect, then the basis for the design of the datalink layer (and other layers) isin error.
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A layer 1 entity will hand up data (or other primitives) to the datalink layer and basically say “here are
some data.” The contents and meaning of the data are unknown to the physical layer. Sometimes, some
of the simple (but potentially time-consuming) repetitive tasks of the data link layer will be “pushed
down” to the lower layer. An example of thisisthe High-level Data Link Control (HDLC) common
frame aspects. The HDLC isadatalink format structure. However, the aspects of data link format fall
into the “gray” areafor physical layer protocol aspects.

The detection of the beginning, and end, of aframeisaresponsibility of the physical layer. However,
there can be two levels of frame delineation. Oneis on the physical level, where a certain electrical (or
other trandated physical medium) pattern indicates the beginning of frame synchronization. The other is
a data pattern that marks the beginning of usable data. Within HDLC, thisisthe detection of a*“flag”
character defined as the binary pattern ‘01111110°. Although, in purity, the physical layer is only
concerned with whether each datumisa‘0’ ora‘l’, it is much easier and more effective to have the
physical layer look for this pattern while examining the physical patterns for valid binary, and other
physical, patterns.

The HDLC format requirements of beginning and ending a frame with aflag means that there must be
some type of “escape’” mechanism to allow the data ‘01111110’ to be used as data within the frame. This
Isdone by what is called “zero-bit insertion.” Thus, if adatum of ‘01111110 isdesired to be transmitted,
the HDLC transmitter will insert a O after five consecutive ‘1S’ before putting the flags onto the end of
the frame. A pattern of ‘01111110 011111010 01111110° can thus be detected (and recreated on
reception) as asingle byte of value ‘01111110" delimited by flag characters. Without the zero-bit
insertion, there would be no way to distinguish between aflag pattern and data of the same format.

The third aspect of HDL C framing often done by the physical layer deviceis Cyclic Redundancy Check
(CRC) generation and checking. In all three of these cases, the duties “ pushed down” into the physical
layer are involved with groups of physical patterns. flag detection/generation, logical flag escape
methods, bit accumulation and calculation. While not specifically associated with the physical layer, they
are duties that can be efficiently assumed (and are sufficiently repetitive) by the physical devices used in
manipulation of the physical medium.

Similar duties are assumed by the TC sublayer of the physical layer in ATM models. The Header Error



ADSL: Standards, |mplementation and Architecture:Architectural Components for Implementation

Control (HEC) field isvery similar to the CRC of HDLC protocols. In thisway, we can see that design of
protocol stacks can “push down” functions and let upper layers “assume” featuresif the layers can be
relied upon to provide the conditions needed for later assumption. However, this means that the layers
are not totally independent. A datalink layer using an HDL C protocol must have physical layer devices
that directly support HDL C to push down these functions. It will not be possible to use a different
physical layer without reassumption of the requirements back into the data link layer.

4.1.3 Layer 3 (Network Layer)

Network control functions are handled by layer 3 of the OSI model. Such functionsinclude call setup and
termination, routing, accounting, and higher-layer logical link control in older protocols such as X.25.
The Internet Protocol can be considered to be a Network Layer in many models. However, the IP can
also take on the data link layer responsibilitiesif it is carried within a physical layer medium that handles
some of the data link requirements (such as address generation and detection). |P over Ethernet is an
example of this.

A note should be made about the application of the OSI model to older data protocols. Generally, they
were not designed with the OSI model in mind and, therefore, have only an approximate mapping. Also,
just as certain layer functions can be assumed by higher layers in situations where efficiency and
commonality allow thisto be done, it is aso possible to provide the same type of functionality in more
than one layer if the lower layers are unknown in their reliability.

Thisistrue for X.25 where both the datalink layer and the network layer provide error detection and
retransmission. It is also often true for older applications. For example, many of the older file
transmission protocols (which might be considered to be layers 4 to 7 of the OSI model) such as
XMODEM provide their own error detection and retransmission capabilities. Redundancy istherule
when the functionality of the lower layers are unknown.

The bottom three layers are called chained layers because they are actively used between nodes of a
network. Most of the time, the contents of any data packets at layer 3 are unknown. However, the data
link layer is often terminated between network nodes. The network layer will often be used by nodesin a
network, with the network layer messages either passed along (after looking into them for applicable
network control information) or recreated with information needed by the next node. An IP router will
examine the “network layer” 1P protocol for appropriate endpoints, but will passit along, untouched, if it
IS not the end node.

4.1.4 Layer 4 (Transport Layer)

Layer 4isa*“host-to-host” layer which is normally examined only by the end nodes of a communication
link. Transmission Control Protocol (TCP) isacommon example of this layer. Gateways are also often
considered to be transport layer software. A gateway will terminate alayer 1 to layer 3 stack and, viathe
appropriate primitives, pass contained packet data to another protocol stack (this stack may be the same
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type of protocol asthe original stack or completely different).
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4.1.5 Upper Layers

The upper layers of the OSI model are known as the Session, Presentation, and Application layers. They
are often combined into an application with very little true layering functions. Sometimes the transport
layer is subsumed into this grouping. Because layers 5 through 7 (and often layer 4) are transparent in
contents to the network, such blending of layers does not usually cause problems with network protocol
architectures.

The advantages of the upper layersliein the area of host applications; for example, abrowser is an
application layer piece of software. However, it will make use of the presentation layer to allow use of
generic functions (such as encryption for “secure’ links) for different windows that it is controlling.
Thus, the OSI layering model provides a single common application layer module controlling (potential)
multiple types of presentation layers which (per window) control multiple sessions. The sessions will
then use the same TCP/IP (perhaps over PPP as a data link layer) protocol stack but vary the contents of
the addressing and other control header information to allow for multiple windows and threads to be
controlled.

The session layer officially coordinates interprocess activity including synchronization. The presentation
layer is concerned with general services that may be used by different applications (potentially at the
same time). The application layer is concerned with a specific application use of data such as
interpretation of HyperText Markup Language (HTML) of File Transmission Protocol (FTP) or remote
shareware interactive software, or others.

4.1.6 Interlayer Primitives

Separation of protocolsinto layers provides specific primitive interaction. The ITU-T has taken
advantage of thisin the creation of interlayer primitives. The primitives fall into four genera types:
requests, responses, indications, and confirmations. Requests go from higher layersto lower layers and
are answered (from lower layer to higher layer) via confirmation primitives. Note that this only appliesto
the same request—if the request is not being “confirmed,” it may be responded to by an indication; for
example, a connect request might be responded to with a disconnect indication if the connect request
could not be honored. Indications and responses are the same type of interaction except that indications
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occur from lower layer to higher layer and a response may not be required if theindication is purely
informational .

Besides the primitive types, the ITU-T named prefixes for the interlayer primitives (based on the lowest
layer involved). PH_ primitives exist for those going to and from the physical layer. DL__ primitives are
used for interactions with the data link layer and NL_ primitives are used for interactions with the
network layer. The management layer primitives can be brought into the listings by just adding an ‘M’ to
the beginning. Thus, an MPH__ primitive is used between the physical layer and the management entity.
Figure 4.2 shows basic primitive interactions between layers.

4.1.7 Protocol Modularity

When an OSl layer is“pure”’ (fulfilling all the requirements of the layer), then other layers may be
swapped without having to change the OSI layer module. For example, if adatalink control module
handles its own HDL C flag stuffing/removal, CRC generation and checking and zero-bit insertion, then it
will not need an HDL C-specific physical layer. It can make use of any physical layer which provides
data transportation across alink (thisis sometimes called “transparent” data transmission).

Figure 4.2 Example of interlayer primitives.

Often a higher layer must know the precise functions and capabilities of the lower layer to be able to

control the lower layer appropriately. For example, a network layer requiring multiple logical links must
know that thisis provided by the datalink layer. It must also know how to indicate to the data link layer
to set up thelogical link and that a particular data packet is to be transported over a specific logical link.

However, the layers should not know the purpose of the contents of any data. This “data transparency” is
vital for modularity of the stack. Sometimes the “ Control plane” can be used as an adjunct to the OS|
layer to keep track of just where primitives need to be routed if thereis a possibility of multiple layer
modules. Control plane functions can be incorporated into a layer module, but should be localized as any
use in new stacks will require modification.

4.2 Hardware Components and Interactions

Any physical system must handle two operations. manipulation of the physical environment and control
of the manipulation. A hammer has the physical interaction of hitting a nail but must be controlled in
order to hit the correct nail. Within atelecommunications system, the interactions with the physical
medium will be more subtle than a hammer. However, the basic actions will be combinations of very
simple ones. This can be as simple as “raise the voltage,” “lower the voltage,” “determine the voltage of
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an incoming signal,” or “change the phase of the secondary signal being transmitted.” These are very
simple commands but, by combining these commands in different sequences, a huge amount of data can
be communicated. Think of the digital waveforms described in Figure 1.4. The physical deviceisbeing
manipulated very simply. “ Set the voltage level at positive 1 for 10 microseconds.” “Lower the voltage
level to zero.” “Maintain the level for 10 microseconds.” And so forth. Doing thisin the right
combination can send complex data, such as a blueprint of arefrigerator, from one location to another.

The actions are simple, but the fact that they must be done so fast means that the commands must be
done even faster. Shifting the voltage of an electrical signal in nanosecond time periods isimpossible to
do via high-layer software. It must be done by semi-autonomous hardware and these are called
semiconductor devices based on the technology used. The device may be given a“metacommand” such
as “send a pattern of high voltage for 10 nanoseconds, followed by neutral for 10 nanoseconds, followed
by low voltage and repeat.” The word “repeat” isvery important. Fast repetition of simple actions gives
electronics (and computers, which use the electronics) their power.

This gets even more complex when conditions are added to the repetitions: “1f the incoming wave form
is high voltage, send alow voltage at the same period.” A combination of simple commands, with the
ability to base actions upon conditions and to repeat those commands very quickly, isthe heart of every
semiconductor device.
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4.2.1 Interface Chip

The interface chip is the chip at the heart of telecommunications equipment. The interface chip deals
with the physical medium in the manner necessary to perform the physical layer protocol. In the case of
ADSL, this means performing the functions of three major functional blocks: Digital Interfaces (DI),
Digital Signal Processing (DSP), and Analog Interfaces (Al).

The DI for ADSL will have aDS1 receiver, DS2 receiver, EOC transceiver, downstream multiplexer,
downstream buffer, FEC encoder, convolutional interleaver and Trellis encoder for the “ downstream”
direction. But it will also have a Trellis decoder, upstream buffer, convolutional deinterleaver, FEC
decoder, and upstream demultiplexer, in addition to some type of control function to allow higher layers
(thistime including the LLD in this category) to control the hardware. All of these separate circuits are
quite complex, in themselves, but as a coordinated combination we can be glad that thereisn’'t aneed to
give each circuit a separate command!

The DSP isinvolved with acting as the “go-between” from the digital interfaces (ASx, LSx, U or SIT
ISDN, embedded operational control block) and the basically analog line (or local loop). Depending on
the physical code used, this may include splitting into different DM T channels but it will almost always
include “ constellation encoding and decoding” to put the electrical signal on theline.

The ADSL interface chip is quite complex and, as such, it doesn’'t provide a good example for this
section. A Universal Asynchronous Receiver/Transmitter (UART) chip can provide a much simpler
example. UART chips are used in computer systems to provide support for “serial” ports. They typically
are attached to ports according to the RS-232C wiring connection. The wiring for such a connection, as
indicated by ITU-T Recommendation X.20 bls, is shown in Table 4.1.

The leads for aUART have one lead per direction of data transmission. Ready for sending (or “clear to
send”) gives aflow control mechanism. Data terminal ready and Data set ready give asimple
“handshake” method for synchronization between a computer and serial equipment. The data can travel
in aserial fashion over each lead (ssmplex per lead) and can be any ssimple electrical binary pattern. The
duties of the UART areto basically allow for parity, “ start/stop” bits for flow control and different
numbers of bits per data unit.
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Table 4.1X.20 bis Wiring Circuits

Number Designation

102 Transmitted data

104 Received data

106 Ready for sending

107 Data set ready

108/1 Connect data set to line (used for switched data network service)

108/2 Dataterminal ready (used for switched data network service)

109 Data channel received line signal detector

125 Calling indicator (not provided in leased circuit service

141 Local loop back (not provided in those networks which do not provide automatic
activation of the test loops)

142 Test indicator

Source: From ITU-T Recommendation X.20 bis.

4.2.2 Physical Layer Semiconductors

HDL C devices were mentioned earlier in the chapter. Thisis an example of a non-interface device that
can provide hardware assistance to other layers of software. CRC calculation can be provided by physical
layer semiconductors (even if the data link layer maintains official control over such). A physical layer
will usually have the interface duties and also the TC type of sublayer. This sublayer may provide HDLC
control, UART control, CODEC trandation of digital speech form to analog (and vice versa), and other
physical transations.

Semiconductors can have different degrees of integration within the part or sets of parts. For example, it
Is possible to have a single integrated chip which providesa BRI ISDN ‘S/T’ physical interface, does
HDL C framing, CRC generation and detection, provides speaker and CODEC telephone support, and
allows for power detection and maintenance on the equipment. It is also possible to find each function on
a separate device.

The design choiceis primarily a matter of economics. If ahighly integrated chip provides five needed
functions for less than the cost of separate chips for each function, then it is cost effective. The “real
estate” (space needed on acircuit board) may also be important for some applications. For example, an
integrated chipset may provide 15 separate “functions’ which takes up 1 square inch of space. If only
three functions are needed for an application and take only atotal of 1/2 square inch then it may be
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necessary to use the separate devices.
4.2.3 System Configuration Design

The ahility to send and receive data across a physical interface is good. To be useful, however, itis
necessary that the data be transported for a purpose. The purpose is generally the responsibility of higher
layer software — either an application or a*“control program.” This “intelligence” can reside in one of
three places as described in Figure 4.3. It can be on the physical interface circuit board, in which case it
Is considered to be a standal one system design as no other hardware or interfaces are needed during
normal operation. The control processes may be divided between different processors. For example, the
transport through the application layers may reside within the data space associated with a personal
computer and the protocol for the lower three layers exist on a separate circuit card. The host
microprocessor can communicate with the * coprocessor” card via I/O requests, memory mapping, or
special data bus commands.

Thefina general type of configuration is sometimes called the “dumb” board application. Semiconductor
devicesreside on acircuit board providing the ability to do all physical layer manipulation and protocols.
However, all the controlling protocols (not part of the semiconductor device) are located within the host
processor. Thisis a host-controlled system. All three types can be useful in different situations.

=

e [
=

[

Figure 4.3 System configurations.
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4.2.3.1 Host-Controlled Systems

A host-controlled system places all controlling algorithms and protocols onto the processor of the host
microprocessor system. Thistype of system is becoming more popular as the speed increases for host
computer PC systems (for all types—Macintosh,™ Windows,™ UNIX,™ etc.) and the cost for very
powerful computer systems drops.

A host-controlled system is most applicable when a powerful host processor is available and has extra
capacity that is not needed for other purposes. A “dumb” card can be very inexpensive. Thus, economic
savings are achieved when the multipurpose general computer can be used in conjunction with the
relatively inflexible components on the circuit card. It can not be used in situations where the host
processor does not have enough processing power to achieve the protocol needs. It is aso not a good
aternative if the host processor is basically dedicated to serving the interface card. In this case, it will be
more practical to buy a*“smarter” (but more expensive) interface card so that the general purpose
microprocessor can still be used for original application purposes.

4.2.3.2 Coprocessor Systems

A coprocessor system splits the protocol and application needs across two (or more) microprocessors.
The interface board, for example, might control the “chained” layers of the physical layer through the
network layer and higher layers controlled by the applications on the host system. Thisis often a good
compromise.

Whenever two processors are in use, there must be a control protocol in effect between them. This
additional protocol may be very ssmple or it may be very complex. Generally, the more autonomous the
interface board is, the ssmpler the interface can be.

4.2.3.3 Standalone Systems

A standalone system can be used in telecommunications regions when it has a fixed purpose. A router
may be such a device. Once it has been “programmed” with its routing tables and protocol directives it
can act by itself. Such a system is only standalone in operation, however. There must be some type of



ADSL: Standards, |mplementation and Architecture:Architectural Components for Implementation

interface that allows control and administration. Many network administration programs have built-in
protocolsto allow remote control of routers and other network devices.

Most standalone systems have a direct system of 1/0O. A good example would be atelevision receiver,
which can be programmed via an infrared controller but, when not being programmed, act autonomously
according to prior directions. Another example would be atraffic light control system. It will have
specific requirements which may include information that is provided by specialized sensors in the road.
It may also have changeable state event tables based on time of day (different patterns for rush hour or
for school days). Thiswill be discussed more in Chapter 5.

4.3 Protocol Stack Considerations

Thefirst protocol stack consideration iswhat protocol (or protocols) are desired. The next iswhere the
protocol is controlled. The third is how the coordination of protocolsisto be accomplished. Thisfirst
category includes whether the protocol isto be used only with afixed destination. If multiple destinations
are to be connected to, it is necessary to have signaling protocols and methods to control them. If the
system isintended to interact with other networks (either an intranet/internet situation or a routing
situation) then interworking protocols will be needed. Normally, interworking protocols will be

contai ned within the network node equipment. Finally, if multiple protocols are to be used within the
same configuration, a method of setting up the appropriate stacks is required.

4.3.1 Signaling

Generally, the host microprocessor will control the final destination. Thisis similar to auser dialing the
digits on the phone to make an analog speech call. In the case of an Internet browser, the application will
check to seeif a connection has already been established. If not, it will initiate the connection to an
Internet Service Provider (ISP) using either default (pre-administered) information or will prompt the
user for destination number and any protocol permission information (such as user identification and
password).

Once the user, or application process, has initiated a connection request, the request will pass down the
OSl layers until it can be accomplished or an indication comes back that indicates the request is
impossible. A situation that would cause the latter would be if the phone line was already active

(“busy”).

The application layer initiates the connection which is passed down to the network layer which triesto

initiate the data link layer. The datalink layer seesif the physical layer is active and, if not, will request
activation of the physical interface. Once physical line activation has been achieved, the data link layer

will negotiate its protocol, then notify the network layer that it has completed the request. The network

layer then proceeds to do anything that it needs to do.

Thistype of downward progression followed by upward confirmationsistypical of layered protocol
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systems. Each lower layer must be ready before the higher layer can do its function. Thus, some type of
activation or service request, or indication, is needed between the layers to fulfill the original request.
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4.3.2 Interworking

Interworking is the process of having two (or more networks) interact. Generally, if interworking isto
take place, some conversion of protocols or datais necessary. Thus, arouter connecting two LANs which
are both Ethernet networksis avery minor form of interworking (which, for some, might not even be
considered an interworking situation). At the most, all that will be needed is a change of address form or
some parameters within the protocol (for example, if each network uses a different maximum frame
size). The protocol, itself, remains the same.

Interworking might occur between an analog and a digital network. In this case, both signaling and data
must be converted. The dialed digits would be converted into the signaling protocol used by the digital
network. The analog speech patterns would be converted into adigital form such as Pulse Code
Modulation (PCM) which is created by sampling the analog wave (8,000 times per second to cover the
data at arate of twice the greatest potential change).

Another form of interworking might involve conversion of signaling, data, and protocol information. For
example, aframe relay network might interwork with an X.25 network. When such disparate networks
connect, there will be some direct mapping between the protocols. There will also be aspects of the
protocol which do not exist in the other protocol. In this case, it will be necessary to “terminate” that
portion of the protocol (perhaps with notification back to the originator) and acting according to
“default” (predefined aswhat is done if nothing else is specified) parameter sets.

4.3.3 Stack Combinations

Interworking may also involve multiple protocol stacks. An example of this might be a Basic Rate
Interface Integrated Services Digital Network (BRI ISDN) frame carried within an ATM/ADSL network.
Thisisadsituation of encapsulation, which is a special form of interworking. Thisis similar to routing a
letter around a corporate department and, at the end of the routing, putting it into an envelope to mail to
another corporate location. Once it has arrived, it will be removed from the envel ope and routed once

again.

Intranet use isincreasing within the corporate environment. However, for larger corporations and for
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telecommuting corporations (which are increasing in both number and percentage), the physical location
of the employees means that not all employees can be on the same LAN at the same time. Thereis a need
to connect the corporate LANS together but still act as if they are on the same network. Thistype of
encapsulation is called “tunnelling” because one network protocol is encapsulated within another
network protocol.

Tunnelling is primarily needed to preserve security features within the corporate intranet. Thus each node
on the intranet—whether remote or local—are provided with the same security and application features
without direct knowledge or interaction with the WAN Internet.

4.4 Application Access

The application must have access to the hardware and protocol stacks, whether it is a host-controlled,
coprocessor, or standalone system. We briefly mentioned 1/O request access and memory mapping. For
high-speed data transfers, these methods may not be adequate—I/O requests being too limited in data
space and memory mapping being too expensive for large areas of data. (A memory mapping allows two
processors to access the same area of RAM or ROM with different physical addresses for the memory.)

When the host needs to access the data, there will be some type of physical data interface between the
host and the interface board. Since thisis over very short distances (possibly inches or centimeters) there
islittle need for data link layer types of protocols. There will be need of “flow-control” and buffering.
Flow-control keeps the two (probably different speed) devicesin sync.

4.4.1 Host Access

Host access will be discussed in greater detail in Chapter 9. The main approach isto use some type of
network protocol or data bus design so the host can treat the data as local. Data buses carry data between
devices on a computer system—uwith local “bus stops’ at each device. Thisis a general-purpose type of
memory mapping where there is normally only a single mapping of address space. For example, the
region between hexadecimal 0x00000000 and OxDFFFFFFF might be located within the RAM on the
main processor board. The region from 0xEO000000 to OXE4FFFFFF might be on a different board
controlling video applications and so forth.

4.4.2 Control Systems

A control system is an autonomous system in normal operation. Real-time interactions may be needed
however. A non-telecommunications example would be atrain routing system. If aswitch is stuck in the
wrong position, it isimportant to know immediately. However, in general only polled queries are needed.
No large amounts of data are moved.

In this situation, there is no need for large data movements; only for speedy transfer of small data blocks.
Thisisaspecial type of standalone system. The older types of 1/0 may be sufficient for this. In Chapter
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9, we will examine how the hardware is accessed and controlled in greater detail.
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Chapter 5
Hardware Access and Interactions

When high-speed accessis discussed, it is amost always synonymous with semi-conductor chip usage.
The hardware will probably have a number of components, many of which are semiconductor devices;
for telecommunications needs, there will be a physical interface chip. Other possible components are
Random Access Memory (RAM), Read-Only Memory (ROM) or, more likely, Erasable Programmable
Read-Only Memory (EPROM) or “flash” memory. Other devices on the circuit board will include “glue
logic” which allow the various signals of the different chips to be synchronized to act as a single system
and which adapt clock leads and shift voltages and currents for the different requirements of the chips.

Most existing “narrowband” protocols do not require hardware assistance to perform the necessary work
above the physical layer—although HDL C protocols may very well take advantage of the capabilities of
semiconductor chips. When we get to protocols such as ATM, however, even when it is operating over
“dow” ADSL, hardware assistance may be imperative.

Most interfaces into ATM supportive chip setswill probably interact at the Convergence Sublayer (CS)
part of the ATM Adaptation Layer (AAL). Although there will be commands to direct both the ATM and
physical layers, the speeds are such that direct control of the ATM and Physical layer responsibilities will
slow the process too much. The Segmentation and Reassembly (SAR) function of the AAL israther
parallel to HDL C hardware support for the HDLC narrowband services. It is something that the general
purpose microprocessor probably can do but it is something that hardware can do more easily without
degrading performance of the microprocessor.

Thefinal set of devicesthat will be needed on acircuit board (whether itisa*®plug-in” card or a separate
box with its own power supply) is support for communication with a host or user. Thisis not only needed
for situations where the system is fully standalone (and it is likely that it will be desirable to be able to
administer even routers remotely). Figure 5.1 has a“ generic interface board” architecture.

Although the various devices on a circuit board will have different functions, they are accessed in similar
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ways. This chapter will mainly discuss how the hardware will be accessed by software and the types of
algorithms needed to properly interact with the semiconductor chips.

It should be mentioned that, when put together, the semiconductor devices will “talk” to each other
without using the procedures and methods discussed in this chapter. They will interact by direct use of
“pin-outs.” These are circuit wires which connect to the “ outside world” (not within the circuitry of the
chip). These pinswill be connected to the pins of other chips (perhaps with “glue logic” making them
compatible). The information passed along in thisway isbasically a“high” or “low” electrical level—but
this can be interpreted as “on” or “off” and much information can be passed successfully between the
semiconductor devices.

s

Figure5.1 Generic interface board architecture.

5.1 Semiconductor Access

Semiconductor devices are accessed via the pin-outs connected into the circuitry which can be connected
to other circuits. Many of these pin-outs are concerned with power, clock rates, and other timing circuits
to coordinate the actions of the chip with other devices.

The pin-outs will often be grouped into function groups. These include general purpose leads, timers,
interrupts, clocks, bus control, bus arbitration, system control, interrupt control, chip select, and power
groups. General purpose leads can usually be configured for a specific use or for “general” use for
software to be able to use the pins for control of other devices (to which the electrical leads are
connected).

Timer leads are available on microprocessors which have an internal clock state. These allow signals to
be sent at specific intervals (which can be programmed). A common use for a hardware timer isto allow
polling on a periodic basis. Another purposeisfor “watchdog” use which allows the hardware to
override whatever the software may be doing (for example, the software may be “stuck” because of logic
errors), examine the condition of the system and, if needed, start corrective actions.

It is possible to use the hardware timers to control protocol events. For example, the data link layer
transmits an information frame and expects an acknowledgement within 3 seconds. It is possible to have
the timer expire in 3 seconds and see if the acknowledgement has occurred. It ismore likely that the
timer will be “reset” or turned off if acknowledgement happens. Thus, the timer expiration will be an
indication that acknowledgement was not received in the appropriate time frame.

Normally, there will only be one or two hardware timers available in a general purpose microprocessor.
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With such limited resources, it is not feasible to make use of them directly for protocol needs (sinceit is
likely that more timers will be needed than the timer hardware can provide). In this case, the hardware
timer can activate a software timer. As an example, the hardware is set to time-out on a periodic basis
(restarts once it has expired) every 10 msec. This can cause the activation of a software function that, in
turn, inspects alist of timer events. If any have expired, it can then send software messages to notify the
appropriate software that the timer has expired. This method can extend the timer architecture to alow
for many timers.

Interrupt control groups and interrupt groups are both concerned with events. The events are items for
which the device has been designed to detect. This might be the end of an incoming frame or the end of
an outgoing frame being transmitted. It might be an indication that the physical line condition has
changed. Many times, interrupts can be enabled or disabled. An interrupt has a high amount of overhead
because it must cause the existing context (the contents of all registers for the microprocessor) to be
saved so that, when the interrupt has been processed, it can continue with the work that was being done
before receipt of the interrupt. Therefore, it may be more efficient to poll for events. Thisisbasically
“looking” at whatever information is provided to seeif an event has occurred.
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The use of interrupts and polling is a tradeoff. Interrupts require more overhead when the event occurs,
but do not take any active maintenance when nothing is happening. Polling events take much less
overhead, but must be done on a periodic basis (the length of which must be determined by the
characteristics of the event) so that the total amount of time spent may be greater than that used within an
interrupt routine.

The decision to use an interrupt or polling structure ends up being a mathematical comparison. The
important parts of the formula are: average time between events, length of time in which the event must
be handled, amount of overhead for an interrupt, and amount of time needed to poll the event. The total
amount of overhead per method is the overhead times the number of events per unit period; e.g., if an
event occurs 3 times aminute, and overhead for interrupts is 50 msec, then the total amount of overhead
using interruptsis an average of 150 msec every minute. If the event must be handled (serviced) within 2
seconds, then a poll must be done once every second (to make sure that 2 seconds is not exceeded). If it
takes 10 msec to check the event then a polling method will take 60 times 10 msec or atotal of 600 msec
overhead every minute.

Bus control and arbitration leads are concerned with ensuring that information can be communicated
between devices and that the information doesn’t come from two (or more) sources simultaneously
(which would corrupt the data). Chip selects work with the address bus to determine where the
information will go. Power groups are concerned with supplying the circuitry with the proper electrical
needs to function properly. Clock leads synchronize events within, and between, devices. Finaly, system
control can be used to restart the device to a known state, or halt the processor, or indicate an illegal use
of the instructions.

Access of the control and data mechanisms of a semiconductor chip requires a sequence of eventsto
occur. The sequence is usually something like the following. A lead is*“seized” (brought to ahigh or low
“active” state). At thistime, no other device may seize the lead. Control information is passed to prepare
the device for the data—this may be aregister number or amemory location or acommand. Once the
device has been seized and prepared for the data arrival, the data are sent. The data may be
acknowledged or unacknowledged. After the sequence is completed, the seized lead is released, allowing
other devices to access the chip. This sequence is normally done as a consequence of some other
instruction. Common methods for doing this are via memory maps or 1/O requests.
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5.1.1 Memory Maps

An address space is the range of identifiers that may be accessed by a device (i.e., from location 0x0000
to Ox3FFF). A memory map works by dividing the address space into separate segments. Each segment
may be further broken down into smaller ranges. However, the memory map works to alow devicesto
access other devices—the subranges are usually only used by the addressed device.

As an example: amicroprocessor needs to access information within an interface chip. The memory map
indicates that all 1/0 performed between 0x4000 to 0x43FF (arange of 1024 identifiers) will be routed
between the requesting device and the interface chip. The “address decoding logic” indicates that when
this address is written onto the address bus, a sequence of instructions will commence. Thiswill probably
be something similar to the above mentioned sequence. The net effect will be that awrite of datato
address 0x4204 will go to the interface chip and that, because of the specific location within the address
range, some type of behavior is expected as a result of the write.

5.1.2 I/0 Requests

An /O request is very similar to that of a memory map. The differenceisthat the I/O designation is
unigue for the system or for the circuit board. For example: a personal computer may have a data bus
with different circuit boards connected via a data bus control plane. Each board could have its own 1/O
interrupt request line. A machine instruction (such asinpw) will generate arequest for aparticular 1/0
request device and then read the data associated with it.

It's possible to do the same thing on a circuit board—allocating each device its own 1/O interrupt number
(or numbers, since it can control all devices on the board and can, thus, alocate as desired). Therefore, a
command from one device to another becomes an 1/0 request followed by data. The data may include
address information.

5.1.3 Registers

Registers are the normal grouping within the command structure for a device. Registers may be
internal—memory areas used for internal calculations and purposes and not directly accessible by any
other devices. They may also be “hardware/soft-ware interface” registers. These registers may be read-
only, giving status of events and command conditions. They may be write-only (being only avirtual
location for access) or they may be read/write such that data written can be read back from the same
location.

Command registers will usually be split into “bit fields.” That is, each bit of the register will indicate a
certain action or event; e.g., there may be abyte register with five fields. One bit indicates whether the
clock lead is being used as input or output (internal clock generating the signal or being given to the
device by some other semiconductor device). Another four bits might be a*“clock divider” which allows
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the clock lead to be adjusted for disparate device needs. Another bit might indicate that the clock isto be
used for atimer. And so forth. The register will always occupy a“logical location” but may not exist asa
physical entity. Say that writing the top bit of a control register will reset the device. Is there any reason
to have areal location for the bit to be stored? It is much easier to have the address decoding logic cause
the device to be reset than to store an intermediary piece of data.
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5.1.4 Indirect Register Access

Indirect register access occurs in two steps. The first isa command setting up the register address for use.
The second is executing the command followed by data (if any). Thisis similar to having a central
switchboard that must be notified of the need to communicate to a particular endpoint before talking on
the phone. This method simplifies hardware because the routing algorithm can be smpler (sinceit is
directly controlled by external events rather than as a consequence of interpreting external events).

5.1.5 Data Movement

One of the important tasks that can be given to a semiconductor device is data movement. This doesn’'t
apply to all devices. Often the interface device will take the datainput lead and put it into the form
needed by the physical interface. If data are not present on the lead, it will insert whatever is suitable for
“idle” units of data. However, an AAL/ATM device or an HDLC device will expect data to be passed
directly between the layers.

There are two main methods of transmitting and receiving data. One isto use a First-1n; First-Out (FIFO)
gueue that isusually located as alogical set of registers accessible by the semiconductor chip and the
software control. The other is the use of buffer descriptor lists.

5.1.5.1 FIFOs

A FIFO will have a specific size. Although this size may be settable by software, it will have the same
size until anew command is entered. Often, the maximum size will be limited by the hardware design.
There will be three events associated with the transmission FIFO. These are “FIFO empty,” “FIFO below
threshold,” and “FIFO full.” The FIFO full event may need to be kept track of by the software; e.g., the
FIFO is 20 bytes long. When the FIFO empty event occurs, the software will know that twenty bytes may
be inserted “into” the FIFO.

The “FIFO threshold” event isimportant to make sure that data are adwaysin the FIFO. If the FIFO is
depleted before the complete frame is sent out, there will be idle cells or characters inserted into the
midst of the frame—which will usually be considered an error by the other end. Thisis called an
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“underrun” condition. Setting the FIFO threshold to alevel above empty gives the software time to insert
more data so that it is not depleted before the frame is complete. The end of the datais usually marked by
the software setting a special bit in the transmit control register (saying that the last of the dataisin the
FIFO).

A received FIFO may have the same three events associated with it. The critical one for reception is
“FIFO full.” If at least one datum is not “taken out” of the receive FIFO between the time that FIFO full
Is set and the next byte (or data unit) isreceived, an “overrun” condition will occur. Overrun indicates
that data were lost because there was no place to put the data. Events can be polled or, often, they can
trigger interrupts. An example of FIFO usage, and short algorithms, can be found in Figure 5.2.

5.1.5.2 Buffer Descriptors

A buffer is an area of memory where a group of data can be located. The buffer may bein an area of
RAM directly controlled by the device or it may be in general-purpose RAM for the circuit board.

Buffer descriptors are more commonly used by devices which are controlling high-speed protocols and
interfaces. A buffer descriptor allows a set of data of indefinite size to be associated with the receive or
transmit process. Buffer descriptors will often be linked together, so that when one buffer is used, the
next available isimmediately usable. Thus, the only way that an “underrun” or “overrun” condition can
occur isif al possible buffer descriptors (and associated buffers) have been used.

Figure 5.2 Example of a FIFO data queue.

The buffer descriptor will usually have two parts. One part will describe what is to be done with the data
(whether it isthefirst part of astring of data, for example, or what transmission mode is applicable). The
other will be the address (pointer) of a buffer area and the length of the valid data at that location. The
third (optional) part is a pointer to the next buffer descriptor or an indication that the buffer descriptor
pool should be restarted. Figure 5.3 gives an example of a buffer descriptor table.

5.2 Low-Level Drivers

A Low-Level Driver (LLD) acts as the software interface between a semiconductor device and the
controlling software. If it is used within a data protocol stack (using OSl layers), it will usually act as the
boundary between one layer and another. The LLD must be able to interpret primitives from, and send
primitives to, the software module (or modules) with which it is associated. It will aso be involved with
the handling of events that occur associated with the hardware. Handling of events will either be part of a
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polling (keep checking on a periodic basis) loop (perhaps triggered by a hardware or software timer) or
part of the LLD will act as an Interrupt Service Routine (ISR).

=
I[:_ —
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=

(ISP -

Figure 5.3 Buffer descriptors and data transmission.

Thus, the LLD will usually have three parts. Thefirst part isinitialization. This must occur before the
LLD isused (or interrupts, if used, enabled). Initialization will set up the control registers of the
hardware device based upon how it will be used in the specific application. Thisis often done as part of a
“power-up” sequence. The second part will handle primitives coming from the software module (or
modules). The third part will handle hardware events.

5.2.1 Primitive Interfaces

The primitive interface will usualy have two parts. If it ispart of an OSI layer stack, there will be
standard defined primitives that must be used. There will also usually be commands that are special
because of the specific purpose of the hardware.
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5.2.2 Interrupt Servicing and Command Handling

When acommand from a higher layer isinterpreted, it will usually involve the manipulation of registers
in the hardware device. During this period, “race conditions’ can develop. A race condition occurs when
two or more entities want to access the same data (or register) at the same time. There must be some way
to synchronize the desired actions of the entities so that a complete (and logical) sequence is completed
before the other entity starts to manipulate the data. If one entity isinterrupted before it has finished, data
structures may be left in an incomplete (and error-prone) state.

So, in addition to interrupts, microprocessors and other devices offer the concept of an “interrupt mask.”
An interrupt mask tells the device what interrupts are permissible. This may be set up at the end of
initialization. When a command is being processed, and it is dealing with the hardware registers, the
interrupts should be masked (or al interrupts disabled) during this period to prevent a race condition.

This period, when interrupts are disabled, must be as short as possible, otherwise, there is danger of
overruns, underruns, and other error conditions. Normally, if an ISR is used, further interrupts by the
same device will be disabled. This means that the processing during an ISR must also be short. Since the
actions performed by a polling loop and an ISR are basically the same (but with different overhead
requirements), there is no inherent advantage in one method of event servicing over the other; however,
in both cases, the register accesses must be protected. Use of asynchronous message passing may helpin
keeping the interrupt disabling time short.

5.2.3 Synchronous and Asynchronous Messages

A synchronous message is acted upon before the calling routine continues with other tasks. Thisislike
ringing a bell and waiting for the door to be answered before handing a letter to a person. An
asynchronous message begins an event, but doesn’t wait until it finishes before doing other things. This
issimilar to posting aletter. The letter may take an indefinite period of time to arrive and, upon arriving,
may go noticed or read only when the recipient is ready to do so.

Operating systems, or tasking systems, will usually provide support for asynchronous messages. The
sender requests that a message be left for atask. Thisisthen marked in the status associated with the task
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and, next time that the recipient wants to check to seeif there are messages, the message can be relayed.

Synchronous messages are good for software layer to hardware layer interactions. Time must be
minimized anyway (for the reasons just discussed) and there will be less overhead with a synchronous
message. Asynchronous messages are often appropriate for hardware to software data unless the time
needed to react to the information is known to be very short. This keeps the hardware software (whichis
probably interrupt protected) as short and quick as possible.

5.3 State Machines

The core of most protocolsis a*state machine.” A state machineisarigidly defined set of rules that
defines just what action is to be taken when a certain event occurs. This combination occurs from use of
aclosed set of states, events, and actions. An event which is not defined within the state machine either
cannot occur or it must be ignored if it does occur. (Of course, designers of state machines do make
mistakes and state machines can be modified in accordance with new information.)

Protocol state machines are applicable at every level of atelecommunications protocol
stack—particularly the “chained layers.” A well-designed implementation of a state machine can make a
huge difference in the efficiency of the stack.

5.3.1 States

A stateis basically a history. Naturally, software doesn’t really have a history in the same sense people
do; however, it is possible to keep track of the events that have occurred and that is the definition of a
state. A stateisthe current condition of a protocol stack, or piece of hardware, based on prior relevant
events. (Remember that events which occur, and are not defined as part of a state machine, are ignored.)

A history requires a beginning (whether the beginning is artificial or not). Initialization of an LLD will

set appropriate registers, and internal variables, and thisinitial condition will be considered to be the
beginning, or idle, or “null” state. Events which occur before being set to the idle state become part of the
definition of that state.

Once a state is entered, it will remain the same until some event triggers an action which includes a
change of the state. Of coursg, it isimpossible for nothing to occur so, in theory, states should be
changing all of the time. That would be true of people because we are unable to limit the number of
events that will be relevant to our actions. We must breathe. We must eat. There are many events and
actions that can not be ignored in humans. However, for machines, it is possible to remain in the same
state for an indefinite period of time if no relevant event occurs. A light bulb that is off will stay off
forever unless a specific event happens (the electricity isturned on). (It is also possible for some other
event to happen so that it is never able to be turned on—such as being removed from the fixture, broken,
and so forth.)
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In hardware or software, history is recorded as the contents of registers or memory locations. The
contents will not change unless an event cause them to change. Change of contents of memory does not,
in itself, indicate a change of state. It is possible for events to happen and the state not change, eveniif it
isrelevant, aslong as the behavior does not change. That is, if a state machine before event A still reacts

to events in the same way afterwards, the state has not changed.
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5.3.2 Events

Within a state, different relevant events can occur. In a protocol state machine, these are primitives. Note
that a primitive may include resource indications and responses such as timers.

A protocol stack isin astable state. An event happens. What is the procedure that will be followed at this
time? First, the event must be identified. Thisis associated with its entry point. For example, a message
that is received within the message box associated with layer three to layer two primitives should be a
message from layer three (DL _ request or response). The context of the entry point will limit the number
of possible events. (If amessage from the LLD arrived in the layer three to layer two message box, then
it would either be ignored or misinterpreted.)

Each entry point will have a set of primitives which can occur. The primitive format will enable the exact
primitive to be recognized. Based on the exact primitive, there will be parameters associated with it. For
example, aDL_DATA_RQ primitive will have alink identification, length and data address. It may have
other characteristics but those are the required parameters. However, the primitive implies other
requirements. A DL_DATA_RQ primitive is an acknowledged data transfer. This means that the window
must be sufficiently clear to allow transmission. It means that the buffer must be retained, for possible
retransmission, until after the acknowledgement is received. It specifies the form of the Layer 2 control
field. The link identification is directly mapped into the address field. A primitive must contain enough
information for the appropriate action to be invoked.

An event that occurs from the lower layer may require parsing of the contents. A PH_DATA_IND
primitive will include data information. This data is checked to make surethat it isalegal datalink layer
frame. If it islegal, the address and control field information can be used to check the appropriate
internal variables to determine the state for the particular link. If itisillegal, the currently existing state
will determine the results of the message. If it cannot be identified (because it isillegally formatted, for
example) then it must be responded to asif the link wasin the original idle state because lack of
identification requires a base response.

Timers are a special type of primitive. Thisis because they are initiated within a module rather than
being created by some other layer, or module. Timers are started because an event is expected within an
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interval of time and there are actions to be done if the expected event does not occur.

Thisis an example of an error condition. We said earlier that an event that is not defined as relevant
within a state machine could be ignored. It may also be registered as an erroneous event. (This can be
useful in decisions to revise state tables that turn out to be incomplete.) Error conditions can either be
purely informational or they can trigger attempted recoveries. Undefined events, however, can only be
logged asinformational since, being undefined, there is not way to determine the appropriate recovery
method.

5.3.3 Actions

Actions are the product of a state and an event. A particular action is done because of being in a specific
state when arelevant event occurs. Actions may include generating new primitives, setting timers,
changing internal variables, and changing states. It israre that change of state isthe only thing that is
done because there must be conditions that are evaluated that cause a different behavior. Changein
conditions implies achangein internal variables.

Sometimes, a state will have substates. A substate is a set of conditions within a general state that cause
different actions to be done. The difference between a substate and a state is that the action rules remain
the same—only the conditions that are involved with the rules that have changed. For example, adata
link layer can be in an active state—able to send and receive acknowledged data. If aDL_DATA_RQ
primitive arrives and the window is full, the data must be queued. Thisis an action in response to
conditions and arule. The rule would be something like “if aDL_DATA_RQ primitive occurs and the
window isfull, store the primitive.” Later on, an acknowledgement occurs which allows the
DL_DATA_RQ primitive to be processed. Thus, the rule becomes “on receipt of acknowledgment which
changes the window, check for storage of DL_DATA_RQ primitives and send if still possible.” If the
window is not full, the rule still applies (“if aDL_DATA_RQ primitive occurs and the window isfull,
store the primitive”) but the conditions have changed such that the window is not full.

5.3.4 State Machine Specifications

State machines are usually predefined for the implementor. Of course, someone (or group of people)
originally defined the state machine. Creation of a state machine involves starting from an initial state
and deciding what state is desired. Intermediary states are defined and the possible events are listed.
Next, the process of deciding upon the actions that are invoked upon eventsin particular statesis created.

Oneform of stating a state machine specification is called a state table. A state table can be thought of as
amatrix. On one side (call it the row side) there will be states and on the other side (call it the column
side) there will be events. In the intersection of these rows and columns will be actions. Actionswill be
based upon the intersection (state and event) plus the conditions of any variables that have been stored.
The state table matrix is a good format to make sure that all combinations of states and events are
addressed. If a person is designing a state table, it is also good to have alist of al internal variables also.
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Thisalowsthelist of variables to be examined to see if they provide special conditions upon which
actions should be defined.
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Another form of a state machine specification is called the Specification Definition Language (SDL).
Thislooks more like aflow chart. Each state is usually represented by acircle. Transitions between states
are indicated by arrows going from one state to another. Events that occur which cause the transitions are
listed on top of the arrow (the arrow may point back to the same state). Actions are listed at the “bottom”
of the transition arrow. This form has the advantage of being able to easily combine semantically similar
actions. For example, if event A in state B causes the same actions as event G in state B, it is easy to
combine events A and G in an SDL. Both matrix points must be defined in a state table matrix. SDLs are
more difficult to check for completion.

Prose can also be used to describe a state machine. Thisis of the nature “if event A happensin state B
then action 3G should be done.” Prose is the most versatile mechanism and the least precise. It is easy to
say “if event A happensin any state, do action 2F.” In a state matrix table, it would be a duplication
throughout the entire column or row; in an SDL, it would cause a duplication of graphics or an
addendum/marking at the edge of the SDL chart. However, it is even more difficult to ensure completion
than SDLs. Prose methods are very good at exception cases (“for all states except for state B, event G
should cause X").

5.3.5 Methods of Implementation

There are three primary methods of implementing state tables: via a direct translation of a state matrix
table, a“push-down” automaton, and a hardware implementation. Actually, a hardware implementation
is probably a circuit-level trandation of the state matrix table because state matrix tables and Venn
diagrams are very similar.

A direct trandation has the primary choice of being a*“row-first” or a“column-first” translation.
Assuming that rows are events and columns are states, a column-first implementation will have function
entries for each state. Within the state-specific function, there will be decisions made (possibly within a
‘C’ style “switch” statement) based on events. The other possibility is an event-specific function, with a
check for appropriate state. The “best” direction will depend on the specific state table matrix.
Examination of the table will seeif (perhaps with sorting of rows or columns) any areas can obviously be
combined.
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For example, if you find that most of the action boxes for a given event are the same for most states then
an event-first implementation is probably best because it will have the fewest conditions (“if event A
then if state B or if state C, ...”). On the other hand, if there are few common action boxes then
implementing a state-first implementation is probably better as there are likely to be fewer states than
there are events.

5.3.6 Example of a Simple State Machine

Table 5.1 shows a simple state machine matrix. Thisisfor a (ssmplified) traffic light control system. The
environment is a simple cross intersection of roads A and B. There are four statesindicated asA_ DAY,
B DAY, A NIGHT, and B_NIGHT. State A-DAY indicates that road A hasthe “green light” anditis
during the daytime period. B_DAY is, once again, during the daylight period but road B has the “green
light”. A_NIGHT and B_NIGHT are similar but in the nighttime period.

Table 5.1A Simple State Machine Table Matrix

Car sensedon Car sensed on Car not sensed

A B on B Tb expired Tt expired
A DAY / Start Th Stop Th Cyclelights Changeto
Restart Th timer A_NIGHT
Changeto Restart Tt
B-DAY
B DAY / Cyclelights Change to
Changeto B _NIGHT
A DAY Restart Tt
A_NIGHT / Cyclelights Change to
Restart Tb A DAY
Change to Restart Tt
B _NIGHT
B_NIGHT  Cyclelights Restart Th Cyclelights Change to
Change to Change to A DAY
A_NIGHT A_NIGHT Restart Tt

There are five events that can happen. A car is sensed on the road A sensor, a car is sensed on the road B

sensor, acar is not sensed on road B, or one of two timersexpire. Thetimersare Tband Tt. Tbis

activated because of road B events. The Tt timer is a continuous timer, which oscillates the current state
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set between the DAY states and the NIGHT states. No timer is needed for A road events because they
always have precedence.

Assume that the starting state is A-DAY with Tt set to expire at the end of the daytime period. Daytime
traffic algorithms give high priority to road A (road B isarelatively minor cross street and road A isa
commuiter street). Sensors on road A do not matter aslong as road A has the green light. However, the
Sensors on cross street B are important. A car being sensed on road B at the intersection will be an event.
(Note that one simplification of the table is that, normally, a car must be sensed for a period of time
before triggering an actual event—thus there may be two timers, Th and Tpb, for Timer pre-B event.)
This event will activate the Th timer. If the car |eaves the sensor before Tb expires, the timer is stopped.
(Note that this can happen if a car edgestoo far into the intersection in anticipation of the light
changing!)

If timer Th expires, an action and a state change occur. The actions are to cycle the lights (cause road A
to have ayellow light, then red, then change road B’ s light to green) and restart the Th timer (perhaps to
aminute). The state changeisto B_DAY . This state indicates that it is daytime and that road B has the
green light.

When timer Th expiresin state B_DAY , the action is to cycle the lights back to a green light for road A
and to change state to A-DAY . Note that Ta and the traffic sensorsfor road A are never checked. These
events are irrelevant for the DAY states because road A has priority. Road B events may cause a
temporary change of state but road A will have the majority control.
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The Tt timer isinvolved with shifting between the daytime and nighttime agorithms. In the daytime, the
algorithm gives precedence to road A because much more traffic is expected. At night, traffic is much
lighter in both directions. The amount of traffic on road B, however, can be expected to be greater in
proportion to the traffic on road A than in the daytime. Thisindicates that a different algorithmis
needed. It isfrustrating (and frustrated drivers can be dangerous) to be stopped at ared light with no
traffic going on the other road. Thus, an algorithm, which gives greater precedenceto road B, is
warranted.

Road A still has greater priority than road B (it is, after all, still considered the commuter road).
However, aslong asroad B hastraffic on it and road A does not have traffic, the light will stay green for
road B. This can be seen by the way that events continue to cycle to maintain a state aslong as traffic
continues and the other road does not have a significant event.

In this simple state machine example, we have states, actions, and events. This was designed by looking
at the environment. What are the main states? One road has a green light while the other has ared light.
What events will cause the state to change? Cars arriving at the intersection? Are the actions permanent?
|s there any other event which may cause the actions to be different based on the event?

The questions of what and how are the primary ones involved with the design of a state table. (The
guestion “why” may enter into the problem of getting financiers and customersinvolved.) In a state table,
“when” becomes an event based on atimer. “Where’ may be involved but only based on a sensor.

Actually, the situations involved with when and where are not any different for human activity. Our
sensors of our eyes and ears and fingers and nose (probably not taste) are all involved with telling us just
where something islocated. Thus “where” isinvolved with what our sensors indicate. “When” is based
on internal or external timers and the time precision can vary depending on culture and circumstance.

5.4 ADSL Chipset Interface Example

Our discussion on LLDs indicated that the ADSL chipset interface was needed to create an interface
between the software (running on a controlling general-purpose microprocessor) and the hardware. The
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hardware interactions are based on access to registers for control or I/O. This meansthat each LLD is
specific to a particular hardware design. The interface, or Application Programming Interface (API), may
be designed as more flexible, however. We mentioned that the PH_ primitives that are documented by
specification groups can be a consistent core for any LLD that interacts with adatalink layer type of
software module. However, other primitives will be specific to the hardware.

It is possible for the LLD to be split into two parts: one involved with communicating with the “upper
layer” software module” and to more general hardware-related functions and the second providing a
mapping of general hardware-related functions to specific hardware registers and interactions. Thistype
of “device driver” library can make the task of the writer of the LLD much simpler by isolating the
specific hardware design from the general functions implemented by the hardware.

An example of thistype of device driver library exists for the Motorola CopperGold™ (M C145650)
ADSL transceiver. Thislibrary supportsan API for functions based on ADSL needs (primarily ANS
T1.413, but general enough in design to be applicable to G.992.1 or G.992.2 standards). Note that this
isolation from the hardware allows changes to be made without necessarily having to make changes to
the LLD.

The CopperGold™ API library splits the functions into five sets. These are involved with initialization,
statistics, Embedded Operations Control commands (for ATU-C implementations), general dataretrieval
including ADSL Overhead Control, and vendor specific “CG” commands. Note that the specifications
for ADSL (and ADSL “lite") both allow for specific operations to be vendor specific. These can be used
in conjunction with the EOC READ (registers #0, vendor ID, and #1, version number) command to allow
for generic access of vendor-specific information and control.

The initialization group of commands are covered by function calls of an initXX format. These are used
prior to establishing alink using the transceiver and can also be used to retrieve link parameters after
establishment. The retrieval becomes very important if the device isimplementing the G.994.1
handshake procedures.
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Statistics are passive in nature. Devices will report events either viainterrupts or as bits set in
information registers. An LLD can either poll this or service an interrupt associated with the event, and
then store or relay the data. The CopperGold™ API provides the statX X set of commands for retrieval of
this information in a standard manner (note that thisimplies that there is alayer of software below the
API that is storing events). Some of the types of statistical events can be error counts (blocks or Forward
Error Correction errors), loss of signal, frame, or power and information which allows verification of
QOS parameters.

The eocX X group of functions are used mainly by ATU-C implementations. Thisis because almost all
eoc commands are initiated by the ATU-C. Even the “dying gasp” command from the ATU-R is
generated as a side-effect of local conditions and not as aresult of application need.

All APIswill have a*“miscellaneous’ category (this may be done by default by having a single command
in multiple groups). This group of dataX X commands allows a sequence of commands to be initiated and
have the results returned after the sequence is finished. For example, a dataX X command to retrieve the
far-end vendor 1D and version number (eoc READ of registers 0 and 1) will need to be repeated several
times to indicate command validity and then the data will come back. It is much better to be ableto
obtain the information on asingle call.

Thefinal grouping of functions for the CopperGold™ API isinto the cgXX types of commands that are
vendor-specific. It is also possible for other APIs to be created by other vendors. However, in each case,
an APl must be designed to allow for as much hardware independence as possible to allow for changesin
specifications and protocols. For example, the CopperGold™ API that is presently available for ADSL
can be directly used for G.992.2 without significant modification. Most changes to the protocol are
reduced capacity and the eoc is basically the same. Changes such as making use of the reduced overhead
fast/sync combined header byte doesn’'t change the API command—only how the command is executed
or retrieved.

In Chapter 6, we will concentrate on signaling methods, giving both historical information as well as
signaling (and routing) options for ADSL configurations.
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Chapter 6
Signaling, Routing, and Connectivity

Signaling (or signalling, to use the British spelling often used in the ITU-T Recommendations) is the
process of setting up a connection. This may be a circuit-switched connection, a packet-switched
connection, or acell-relay connection. It is also possible that the “connection” will have already been set
up. Thistype of connection, for various protocols and services, isusually called either a“permanent
virtual circuit,” in cases where multiple logical connections can take place, or a* semipermanent
channel” where the signalling has already taken place (either logically, by use of subscription parameters
with the network, or as an automatic effect of powering up a device).

Signaling is normally “state machine based” (discussed in the previous chapter). This means that there
are different steps in establishing, or releasing, the connection. There are normally two primary states:
idle and active. Each logical connection will start in the idle state and proceed to the active state and
then, when released, return to the idle state—often releasing both physical and logical (memory)
resources at thistime. In the meantime, the transition from the idle state to the active state may have a
number of other transitory states. These may include such states as “received all necessary information,”
“other end notified,” “interworking started,” “other end requests more information,” etc. A connection
may succeed or fail. If it fails, then it will normally include a reason in the failure message.

Releasing a connection can be slow or fast. The fast method is basically the same as going on-hook for
an analog phone. The user has released the physical, and logical connection and it is up to the network,
and the other end, to recognize this fact and to release all other needed resources. Other procedures,
particularly digital signaling methods, prefer a more symmetrical release of the call. This basically
involves a*“handshake” between the two endpoints. The side wanting to release the call initiates the
handshake by indicating “ready to disconnect.” The network then responds with a“Go ahead and
release.” The final message is of the nature of “release complete, resources al deallocated.” Since
releasing a connection is pretty much a definite decision (it isn't usually alowed to have the other end
refuse to let the connection be released) error situations normally cause the connection to proceed back to
the idle state after some predetermined timeout.
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Routing is a matter of recognizing the data frame or packet addresses. The protocol most associated with
routing and ADSL isthat of the Internet Protocol (I1P). In this case, the message will contain a destination
address and an origination address. The destination address or “To:” field, indicates where the frame
should be routed. The origination address or “From:” field, shows where error messages should be sent
or, in the case of requests, where the data, which is specified in the request, should be sent.

Connectivity indicates a complete connection. It may be signaled, routed, or directly connected. The
Central Office may provide a direct connection to some other subscribed service (which may be an ISP
which will use IP routing or adirect connection to some other data provider). As part of the DSLAM
architecture, the primary requirement is that the connection provide adequate bandwidth to support the
service. If not, then the network will play the part of the bottleneck to slow down the data services.

6.1 Signaling Methods

Signaling methods fall into three categories: analog, hybrid analog/digital, and digital. Thefirst and last
are somewhat self-explanatory, but the second is a bit strange. Hybrid methods were developed as part of
the growth of the long-distance digital network. Techniques and equipment were already available for
analog signaling so why not adapt them directly for digital use?

Analog methods are basically avariant of “tip” and “ring,” which makes sense only if oneisfamiliar
with the history of the public telephone system. Instead, think of these terms as“on” and “off” to map
them directly to later digital methods. Hybrid methods map these on/off signalsto adigital channel (or
part of the data channel) but use them in basically the same manner. Digital methods apply framing and
packet protocols. This provides a more robust mechanism (what happens if the network just happensto
be looking elsewhere at the time you enter a number?) and allows much greater control over the
connection and information provided about the connection.

6.1.1 Analog Devices

Each switch (physical or logical) in North America (it can vary in other parts of the world) directly
supports 10,000 lines. Thisiswhy North American phone numbers are divided into three segments (plus
the“1” for long-distance—which is, not coincidentally, the international code for the North American
network). These three segments are referred to as the area code, prefix, and subscriber extension (the
latter has different names depending on the reference point). Since the switch can support 10,000
numbers, the extension is limited to the 0 to 9,999 range.

The prefix is sometimes referred to as the local switch number. In other words, prefix 987 may refer to
the lines controlled by one switch and prefix 913 may refer to the lines controlled by another switch.
With the advent of electronic switches, multiple prefixes may be handled by the same physical switching
computer, but logically each prefix isits own switch. A network will have to examine its “routing tables’
to determine the switch associated with the prefix. If it iswithin the same central office location then all
such switches (logical or physical) may have direct access to the logical trunk lines between them. If itis
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outside of the central office location, then atrunk line will have to be used for switching the call. Note
that only 1,000 prefixes are possible.
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This brings us to area codes. An area code is similar to a prefix except that, rather than identifying a
switch, it identifies aregion. Once upon atime, the area code amost always meant a “tandem
switch”—meaning it was the next step up on the long-distance trunk network. There would be local loops
connecting to a central office, then high-frequency trunks between central officesin an area, then lower-
frequency trunks between more distant officesin an area. Finally, if connections were needed between
areas, they would be routed to alarge switch within the area that was connected to other large switchesin
other areas. This hierarchy can be seen in Figure 6.1. The best reference for the history of the growth of
the North American network is “Engineering and Operations in the Bell System” published in 1977 by
Bell Laboratories. Unfortunately, it is now out of print, but may be obtained at libraries or out-of-print
bookstores.

These three limitations: 1,000 area codes, 1,000 prefixes within an area code, and 10,000 subscriber
extensions, indicate atotal possible set of numbers amounting to ten billion numbers. Thiswould
normally be ample for North Americafor the foreseeable future. Unfortunately, the total number
available is not equally distributed. This has led to an almost continuous addition of new area codes in
rapidly growing urban areas.

Thefirst thing that an analog device does for signaling isto go “off-hook.” Thisisthe process of taking
the receiver off the hook of the phone. The same thing can be done by modems or other equipment (such
as fax machines) by interrupting the circuit on the “ring” wire. The central office doesn’t monitor the
condition of this at all times. Since there are 10,000 potentia lines to monitor, dedicated equipment to
each line would defeat the purpose of traffic engineering and attempts to provide reasonabl e network
access costs.
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Figure 6.1 PSTN switch hierarchy.

Instead, what the central office doesisto have equipment (physical or alogical process) do a“round-
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robin” (rather like asking a question of each person in acircle) survey of all (or a subset) of the lines
connected to the switch. Once the switchhook has been noticed as being off-hook, equipment is allocated
to that line to wait for signaling information and which will provide dial tone. This accounts for the
occasional “dial tone” delay when a handset has been picked up. Although pulse dialing israrely done
anymore, the process of signaling is basically the same as with Dual-Tone Multi-Frequency (DTMF)
(“push button™) phones.

The processis described in Figure 6.2: the subscriber picks up the phone, the off-hook is detected, and
dial toneis applied. The user enters the digits or symbols (“#’ and “*” on most push-button phones)
necessary for the address. The network sends an off-hook to the Terminating CO (TCO). The TCO sends
back an off-hook delay-dial message to the Originating CO (OCO) followed by an on-hook start dial
message. The OCO then transfers the accumul ated address information, the far end gets ringing, and the
near end receives “audible ringing.” Finally, the far end picks up the phone, the dial tones are removed,
and the conversation begins.

I -

bivilens 101 ALE hhmlll

Figure 6.2 Ananalog call scenario.

6.1.2 Channel Associated Signaling (CAS)

There were two problems with the use of DTMF with long-distance networks. Firgt, it severely limited
the number of symbols to be transmitted (to 12). Second, it was easy (once a person had obtained the
necessary key combinations) to fool the network and provide network codes viathe local phone and
confuse the network such that along-distance call was treated as alocal call.

The solution to these problems was to disassociate the signaling from the local phone to the Central
Office from the signaling used on the long-distance trunk. Thus, the local phone could only communicate
with the local switch and the in-band connection was blocked at the central office until the full connection
was made. This prevented any illegal misuse of the long-distance signaling network and allowed
additional signalsto be used.

This could be done in one of two ways. It was either done “in-band” or as part of Common Channel
Interoffice Signaling (CCIS). In-band signaling was within the TDM channel on the trunk line. Thus, the
signaling could be associated with the affected bearer channel because it was carried on the same channel.
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In CCIS, the signaling was similar but it was carried over a separate, dedicated, trunk line and the bits
were either directly mapped to the trunk line which it controlled or contained mapping information as part
of the channel information.

In-band signaling for North American and Japanese T1 digital trunk linesis often called “robbed bit”
because the low-order bit of each byte on adigital channel is used for the signaling information. This has
the side effect of reducing the data capacity of each bearer channel from 64,000 bps to 56,000 bps (7/8
times 64,000). In Europe, and el sewhere where the E1 transmission system is used, there is no such
equivalent data loss because a separate TDM channel is used to carry the signaling information—very
similar to the CCIS.
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6.1.3 Q.921/Q.931 Variants

X.25 Was thefirst “modern” signaling protocol which made use of the OS| layer model. In X.25, there
were three separate protocol layers: the physical layer, datalink layer, and the network layer. The
physical layer made use of HDLC frames and the data link layer used a state table which allowed
retransmissions and relatively secure transmission of data over what were, at that time, relatively poor
transmission lines.

The datalink layer, called Link Access Protocol for the B-channel (LAPB) was the basis for a more
versatile datalink layer protocol, Link Access Protocol for the D-channel (LAPD). LAPD took the basic
states for LAPB and added the concept of logical multiplexing, using multiple subaddressesin the
addressfield.

Thethird OSlI layer, the Network Layer, combined two different types of protocolsinto a single standard.
This can be called the Network Layer Call Control and the Network Layer Packet Protocol. Asinferred
from the name, Network Layer Call Control was concerned with signaling, while the Network Layer
Packet Protocol dealt with data transport. Many of the specific architectural, and naming, conventions
used in later protocols were missing, but the protocol was able to map directly into the later architectures.

BRI ISDN, as mentioned in earlier chapters, was the protocol which actually used Q.921 and Q.931. This
formal architecture allowed multiple use of the signaling channel at the datalink layer. It also split the
signaling away from the data protocol at layer three. Its main architectural addition, however, was the
formalization of primitives across the OSI layer boundaries.

For example, with BRI ISDN, primitives were divided into four main types: Requests, Indications,
Confirmations, and Responses. Requests get back Confirmations and I ndications require Responses.
Interlayer primitives got their own naming conventions with primitives passing between layer 1 and layer
2 called PH__ primitives and primitives passing between layer 2 and layer 3 called DL__ primitives. A
formal management entity, for managing system resources, was defined and a system of “planes’ for
supervisory and control messages was put into place.

At this point of time, the management, supervisory, user, and control messages were still basicaly a
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“blob,” without any clear layers within the planes. However, Q.921 proved to be sufficiently robust to be
used asthe basis for Link Access Protocol for MODEMSs (LAPM) and Link Access Protocol for Frame
Relay (LAPF).

In asimilar fashion, Q.931 was sufficient for both BRI and PRI ISDN. It also proved to be a good base
for Q.933 signaling protocol for Frame Relay, and Q.2931 signaling for Broadband ISDN (B-1SDN, also
referred to asATM).

6.2 Routing Methods

Routing is composed of two aspects: redirection and encapsulation or protocol conversion. In redirection,
arouter has accessto a “routing table” similar to the long-distance networks. Thisisbasically atable
similar to entries in atelephone book. The router receives aframe of a known type (based upon the type
of interface line on which the frame has appeared). Since the typeis known, it can examine the frame for
address information.

The destination address is particularly important. The router can look up the address in the routing table
and determineif it islocal (the router doesn’t need to do anything, as the frame will continue around the
LAN) or remote. If it isremote, it will need to search for the location of the destination, how to get to it,
and if there is any need of encapsulation or protocol conversion to make the packet compatible with the
routed destination.

A specia case concerns frames that must be routed to adifferent local (connected to the router) LAN.
Since the router is a node (connected device) of each LAN, it has access to all frames that are transported
on the LAN. However, LAN A doesn’t have direct connectivity to LAN B and, therefore, the router
provides a common junction. The router, in this case, only needs to copy the frame from the one LAN to
the other (in actuality, acting as the creator of the frame for the second LAN but duplicating information
from the original frame). However, (similar to remote locations) encapsulation or protocol conversion
may be required if the LANs do not support identical protocols.

We said that the destination address is especialy important. However, routers may also perform security
checks on frames. Thisinvolves the origination address. The router may search its tables for permissions.
Can this origination address have access to the destination address? Does it need to perform any
authentication procedures (either with the originator or, as part of remote connection, with the
destination)?

Assuming that the originator does have permission (or can obtain permission) to access the destination,
the router will have to gain access to the remote network. Thisislikely to involve signaling (by
definition, in asense, sinceif signaling is not needed then it is not really remote). The signaling method
will depend on how the remote network is accessed, but will be involved with one of the signaling
methods listed earlier in this chapter.
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So, the router has the following duties: ook up the destination address; check the origination address and
see how permissions match; perform any encapsulation or protocol conversion needed for the frame (the
same reverse procedures will be performed on any frames coming back to the originator); copy the frame
(after any needed permission procedures or encapsul ation/conversion) to alocal system or go through
signaling procedures to get a connection to the remote network; and start forwarding frames (both
directions).
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6.2.1 Internet Protocol

Transport Control Protocol (TCP) and the Internet Protocol will be discussed in more detail in Chapter 8.
At thistime, we will just discuss some aspects of 1P addressing. The IP addresses most widely used are
from Internet Protocol version 4 (1Pv4-usually referred to just as IP). In this version, the frame will have
eight bytes (64 bits) of addressing. The first four bytes (32 bits) are the origination address and the
second four are the destination address.

The original IP address system allowed for over 4 billion addresses. Even with the huge growth in the
use of the Internet and the numbers of PCs within the world, this might still be enough. However, IP
version 6 (IPv6) has leapfrogged this limit by increasing address lengths to 128 bits (sixteen bytes) for
both the source (origination) and destination addresses.

| Pv4 addresses were typically of the type 187.98.203.100 where each byte is a number separated by the
“.”s. Morerarely, the address numbers were represented by hexadecimal numbers such that the above
address would be listed as BB.62.CB.64. IPv6 addresses are commonly put into hexadecimal form with
16 bits (two bytes) separated by colons (“:”). An IPv6 address might therefore be
1080:CB22:0:0:0:ED:0:1CCA4. IPv6 has the added feature where a series of Os (on 16-bit boundaries)
cannot be noted—and they will be extrapolated based on where they must be in the 128-hit series. The
above address could be written as 1080:CB22::ED:0:1CCA4. Note that the second “0” field cannot be
“abridged” as there would no longer be any way to determine just how wide of afield was abbreviated.

| Pv6 addresses also have extensionsin types of addresses from what was available in IPv4. Some of
these are particular address reservations (i.e., Novell’ s 1PX), but others are for particular interfaces.
These interface types include unicast, which is unchanged from |Pv4 and specifies the specific
destination address. Multicast identifies a set of interfaces. Thiswas aso available in IPv4.

A new address type in IPv6 is anycast which says that the frame may be sent to any one of a particular
set of possible hosts. Thisisrather like tossing the flowers after awedding. It is up to the host which
receives the frame to determine whether to share, or forward, the information. In the case of a“hunt
group,” it is quite possible that only one of the anycast group needs the information. However, in this
case, arouter doing IP anycast addresses must have some type of record, or algorithm, to rotate the
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chosen receiver interface so that one host is not overburdened with anycast messages. Broadcast
messages are no longer supported and are replaced (with a more specific set of destinations) by multicast.

The IP address (and other header byte) format is determined by the version number. The version number
is located within the first nibble (four bits) of the IP frame. Thus, arouter only needs to know what type
of aframe (1P, TCP/IP, or PPP-encapsulated TCP/IP) it isto be able to decode the address field properly
and do the routing.

6.2.2 Permanent Virtual Circuits

Sometimes the access link to another LAN, or even aremote WAN, may be available on a pre-allocated
basis. Thisis not the same as being a permanent node on both networks, but the effect is similar.

There are two processes needed to access Permanent Virtual Circuits (by arouter or by an application).
Thefirst isto make sure that the link isinitialized. This may be as ssmple as sending a“hello” message
from one endpoint to another. Some protocols may require a more complicated scenario where the two
endpoints “reset” each other to make sure that data transfer protocols are synchronized.

The other process isto make alogical connection. A routing table entry is atype of logical connection.
The fact that the address is listed (and marked as available) indicates that this particular channel is
present. However, the router also needs to know what address, or addresses, are serviced by the
connection. This can be done at administration time—saying something like “when logical connection
identifier 307 is present, it may be used for destination addresses that begin with IP prefixes 103 and
192.” For some types of services, such as Frame Relay, the network can be queried as to what
connections are available; however, the logical association must still be known (or administered).

6.2.2.1 ATM Cells

ATM over ADSL will be discussed in depth in Chapter 7. Addressing is part of the ATM Layer, which
corresponds to the OSl data link layer (or isthe datalink layer, athough it does not have a Q.921/HDLC
format). There are two identifiers: the Virtual Path Identifier (VPI) and the Virtual Channel Identifier
(VCI). It isimportant to remember that they really have only local significance. In other words, the
VPI/VCI isableto be utilized by the network to identify a particular link, but not the end destination.

The end destination is only determined by pre-subscription, or remembered from the signaling setup.
Still, the routing tables necessary are basically the same; however, because of the datarates, it isunlikely
that routing will be done in the DSLAM. Rather, it will route all ATM traffic to an ATM cell-relay node
which will handle actual routing. The DSLAM will provide only ADSL idle bit deletion.
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6.2.2.2 Frame Relay

Frame Relay has primarily been used with Permanent Virtual Circuits. These are determined by sending
aSTATUS ENQUIRY message to the network node, which then replieswith a STATUS message
listing all of the PV Cs available to the node.

The address field of Frame Relay isamodification of Q.921. It combines the two address fields of
LAPD, the Terminal Endpoint Identifier (TEI) and the Service Access Point Identifier (SAPI) into a
single field called the Data Link Connection Identifier (DLCI). Frame Relay will be discussed in greater
detail in Chapter 8.

Frame Relay has many available options. The Frame Relay Forum has issued a series of “agreements’
which specify the list of procedures, parameters, and options that are to be supported in Frame Relay
eguipment that wants to be able to interwork with other equipment. These agreements limit the DLCI
field to atotal of 13 bits, at present, which fit the two byte address field of LAPD.

Frame Relay also can support afuller protocol set. This protocol set is composed of Q.922 at the Data
Link Layer and Q.933 at the Network Layer. ITU-T Recommendation Q.922 has an annex (Annex A)
which provides the “core” control aspects for PV Cs and which basically does the same as the
“Unnumbered Information” frame of Q.921. This means that an acknowledgment is not expected and the
datalink layer isjust responsible for sending and receiving the frames. This very basic protocol is useful
to make the most efficient use of adata channel. It relies on the fact that most data lines are currently
mostly error-free such that any retransmissions or error corrections can be done at the higher layers or
applications.

A subset of Q.933 (Frame Relay Forum agreement 4, or FRF.4) allows use of Switched Virtual Circuits
(SVCs), but still keeps the same limitations as that used with PV Cs—use of Q.922A for data
transmissions.

6.3 Signaling Within the DSLAM
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The DSLAM provides multiplexed accessto a variety of subscriber line protocols and physical line
methods. The network-side unit, whether it isan ATU-C or another device, should take care of any
“extraneous’ material that was needed for proper framing. This |leaves the true data heading into the
DSLAM.

The DSLAM can act as arouter or a switch but, in many cases, it will only route the traffic to an
appropriate device. Thus, frame relay datawill be routed to a Frame Relay Switch, ATM datawill be
routed to an ATM cell relay node, and so forth. The important architectural feature isthat the DSLAM is
able to connect between the subscriber access line and the network service, or endpoint service, needed
by theline.
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Chapter 7
ATM Over ADSL

The use of Asynchronous Transfer Mode (AMT) over Asymmetric Digital Subscriber Line (ADSL) is
still avery controversial issue athough it will probably be settled by the market (which is better than
sitting alot of developers together in aroom). The controversy arises primarily out of the desire to make
products that interwork. This was true for the T1.413 and I TU-T Recommendations. When DMT was
chosen asthe “main” ADSL physical line standard, the companies who had proven the feasibility and
marketed CAP-based products found they had to supply both types of equipment.

However, the choice of asingle physical line standard (DMT) as the primary method makes it much
easier for ATU-C equipment to interact with ATU-R equipment, regardless of the manufacturer. The
protocol use of ADSL raises the discussion to another level, but it is still an issue very similar to that
which was debated over physical line coding. If one company designs an ATU-R that provides PPP
frames containing TCP/IP, then it may not be able to work with an ATU-C that expects ATM cells.
Providing equipment that is capable of providing a variety of protocols adds complexity and cost—and
neither is a marketing advantage to those who want to sell equipment.

ATM adds a high degree of complexity to the ADSL system. First, ATM has a high-overhead structure.
Thisis needed for the types of rates expected for ATM cell relay transfer (25 Mbpsis the slowest speed
presently defined and ATM 25 is expected to be the interface used when ATM use extends to the host
operating system) but is, perhaps, excessive when lower rates are involved. Second, ATM isinherently a
switched (or cell relay) protocol although most ATM useis still of the “semi-permanent” variety so that
no signaling is needed. If the protocol being used is a router-oriented protocol such as Internet Protocol
(or the combined TCF/IP) then there is double-layering for connections—a routed protocol encapsul ated
within a cell-relay switched protocol.

Thisisfine, if needed; however, that is a source of controversy. Isit needed? The primary reason that
ATM is so strongly recommended by the standards groupsisthat it is the current best-proposed
replacement for the long-distance network for high-speed data. Use of ATM brings back the switching
advantages of BRI and PRI ISDN, but puts the circuits onto the new infrastructure, and thisnew ATM



ADSL: Standards, Implementation and Architecture:ATM Over ADSL

infrastructure can be traffic-engineered based on new requirements and tariffed according to the capital
needs and use. In other words, if ATM is needed for the future, then make it part of the network access
standards now so that the people will have equipment which will not become obsolete too quickly.

What about the services that don’t need long-distance networks? There will probably be two main
choicesfor ADSL equipment: one will support ATM (probably under the SNAG recommendations as
discussed later in this chapter) and the other will support STM and make use of DSLAM redirection to |P
routers or direct endpoints. It is possible that ATM-supportive equipment will also support STM since
most of the complexity isfor ATM support.

7.1 B-ISDN (ATM) History, Specifications, and Bearer Services

Asynchronous Transfer Mode, which is a specific implementation of Broadband ISDN, was a later
development of the ITU-T (beginning with Recommendations 1.113 and 1.121 in 1988). Although the
original architecture of ISDN kept the borders wide enough to allow both ADSL and ATM, the increase
in demand for high-speed data transfer was a surprise to the international standards committees. This was
alarge part of their change in publication schedules from afour-year cycleto an individual, as-ready,
cycle.

Asynchronous Transfer Mode is hamed because the data frames may occur anywhere within the bit
stream (which iswhy the ADSL Forum has stated that the ATM structure can start at any place within an
ADSL frame). A synchronous transfer mode uses a specific format and alignment—that used with BRI
ISDN or even that of STM within ADSL. In ADSL STM, the bits are aligned within the ADSL frame.

ATM data are organized into Protocol Data Units (PDUs) which carry their own identification
information within the unit. This adds to the overhead (which is considerable), but allows per cell
relaying of data. Small cells ease the load on transmission equipment, reduce latency time, and alow a
tighter multiplexing on physical circuits. It is always a tradeoff, however, because small data units
implies a higher percentage overhead.

7.1.1 Broadband Bearer Services

In the discussion on BRI ISDN, we talked about bearer channels (B-channels) which provide bearer
services. These services differ between Narrowband-1SDN (N-1SDN) and Broadband-ISDN (B-1SDN)
only inasmuch as certain services require the speeds available with ATM or B-ISDN. It isfully possible
to use ATM to provide the same services as are done with N-ISDN but, in many instances, the extra
speed is unwarranted. BRI ISDN can support 128 kbps (uncompressed) data flow for the Internet using
MultiLink Point-to-Point Protocol (ML-PPP). ADSL, using a TCP/IP over PPP (not ML-PPP) in STM
can provide up to 8 Mbps downstream access to the Internet (depending on bottlenecks). Full STM-4
ATM can theoretically supply amounts of data that no present-day computer system could handle;
however, they all alow use of the same service—only the speed varies.
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S0, there are three general categories of differencesin the bearer service capabilities between N-ISDN
and B-1SDN. First are services such as circuit-switched voice for which N-ISDN has sufficient speed
and, within which, B-ISDN speeds are excessive. Second are services, such as PPP (or ML-PPP)
supporting Internet access protocols that can be provided by both classes of systems but which can, at
least in theory, benefit from the higher speeds of B-ISDN. The third category includes services which are
impossible to support at N-ISDN speeds—video services such as MPEG-I1 video feeds or HDTV
channels.
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The ITU-T Recommendations concerning Broadband ISDN (B-1SDN, category 3 as discussed above) are
called the F.2xx series of Recommendations (the “xx” is replaced by particular number). General aspects
of vocabulary, functional aspects, and architectural components of B-ISDN arelocated in ITU-T
Recommendations 1.113, 1.211, 1.121, 1.311, 1.321, 1.327, and 1.150 (1.432 is discussed in the following
section). They are concerned with the physical layer. 1.431 Provides reference models as concern the

UNI and ITU-T Recommendation |.460 discusses minimum functions needed by customersin order to
make use of the various ATM layers.

Service aspects of B-ISDN are discussed in ITU-T Recommendation 1.211. The two primary service
categories are interactive and distribution services. The three subdivisions of interactive services are:
conversational, messaging, and retrieval services. Distribution services are aligned according to the
amount of control the user has concerning the information flow.

7.1.2 Specific Interactive and Distribution Services

The three subdivisions of interactive services are distinguished by the amount of available real-time
dependency. Conversational services, the first subdivision, allows bidirectional communication in areal-
time situation. 1.211 mentions high-speed data transmission, video conferencing, and video telephony
(and video surveillance) in these categories. Most services in this subdivision are video since there are
few other services which require both the speed and the immediacy of this category.

M essaging services, the second subdivision of interactive services, are no longer real-time. Thisinvolves
an aspect of real-timein that services are expected to be created on areal-time basis, but stored and then
retrieved at alater time. Video and mail message services, which may include HyperText Markup
Language, HTML, hyperlinks, fall into this category.

Retrieval services comprise the last subdivision in the interactive services category. Thisis morein the
nature of an archival situation. Movie libraries or high-density digitized artwork or sets of encyclopedias
might be accessible as aretrieval service with apublic or private library.

Distribution services are similar to cable broadcast services. Interactive services entail linking data to
specific requests. Distribution services allow the datato always be available. The two specific subtypes
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are concerned with the control that the user has over the data. A set of radio or video (HDTV, perhaps)
stations that are always putting out specific programsis an example of the first. If the ability to start,
stop, or change the location (beginning, end, or somewhere in between) is present then the service falls
into a second class. Note that this differs only slightly between interactive retrieval services; with
interactive retrieval, the user has a choice about what data are presented and, with class two distribution
services, there is no choice about what data but only what portion of dataisto be presented at the time.

7.2 B-ISDN OSI Layers

In Chapter 4 we briefly discussed the Open Systems Interconnection model. Figure 7.1 shows the B-
ISDN protocol model associated with the OSI model. The ATM physical layer (which would be ADSL
or ATM25) occupiesthefirst layer. The ATM layer is paralel to that of the DataLink Layer for N-
ISDN. FInally, the ATM Adaptation Layer (AAL) is equivalent to the Network Layer

Since we will not discuss N-ISDN in-depth, it may be useful to summarize some of the general ISDN
architectural aspects. In addition to the OSl layers, the ITU-T indicates that three types of “planes’ are
useful for most protocols. These planes are the User plane (U-plane), Control plane (C-plane),
Supervisory plane (S-plane) and plane management functions.

These planes are primarily defined in terms of the Integrated part of Integrated Services Digital Network.
In an integrated environment, it is possible (even likely) that the same protocol environment will be used
for more than one service—and perhaps more than one at the same time. Whenever such parallel activity
occurs, it is necessary to keep the instruction and data path through the layers directed to the right
functions and entities. Thisisthe responsibility of the C-plane. The S-plane is delegated to act as the
“watchdog” for the system and provides error logging, statistical grouping, and possible reinitialization
when needed.

The U-planeisjust afancy way of saying the individual application connection’s route through the
protocol stack. Plane management functions have changed over the years asthe ITU-T gets feedback
from the real world asto what is needed. Management functions deal with system resources such as
timers, buffers, possibly hardware (when swappable), etc. Early ITU-T Recommendations treated the
management plane functions as a global entity. Today, however, as Frame Relay, ATM, ADSL, and
other more versatile standards are increasingly available in consumer markets, the management plane
really fallsinto sub-layers according to the OSI layer model. Thus a management primitive may go from
the physical layer to the management entity. This, in turn, causes an interlayer management entity to be
generated to pass needed information from one layer to another.

Figure 7.1 B-ISDN (ATM) protocol model. (From ITU-T Recommendation 1.121.)
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7.3 ATM Physical Layer

The ATM physical layer is defined by ITU-T Recommendation 1.432. Thisisfor the User-Network
Interface (UNI) as opposed to the Network-Network Interface (NNI). Although, as mentioned
previously, the physical aspects of data transmission at ADSL rates must be done (after control registers
are properly initialized) by hardware support, the general aspects of the physical cell structure will be of
use in understanding the methods of structuring the code.

Transport of ATM over ADSL will use asimilar physical structure asis defined in 1.432, but the ATM
cells (discussed in the next section) will likely be put into this format upon entry into an ATM cell-relay
network. The ADSL Technical Report 2 (TR-002) called “ATM over ADSL Recommendations” states
that the cell octets may be transmitted aligned to any bit within the ADSL octets. On the receiving side,
there should be no assumption of alignment. This basically meansthat all bits must be examined until the
framing pattern is seen, as described by the ‘A1l and ‘A2 bytesin the ATM block header shownin
Figure 7.2.
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Thisfigure shows the STM-1 bit interface which is used over a bidirectional 155.520 Mbps interface.
Thisis known as Synchronous Transfer Mode 1 (STM-1, note that, although the acronym stands for the
same thing, the usage is different than STM for ADSL). 1.432 aso partially defines an STM-4 mode that
supports 622.080 Mbps. STM-1 is one of the formats capable of being used within the ATM cell-relay
network. Synchronous Optical Network, (SONET) is another highly related non-electrical format.

The ATM cell, which is of greatest importance for ADSL transport, is listed only as a 53-octet (8-bit
byte) unit of data. This means that, of the 2,430 bytes within an STM-1 “container,” there are 90 bytes
Section OverHead plus 221 (average, calculating 5/53 of a 2340 STM-1 payload) other overhead bytes.
Thisisa12% overhead for the data within the ATM cells—not including the ADSL frame overhead. A
Frame Relay PV C, using Q.922A, with a 1,500-byte frame only has about 0.33% overhead.

Each of the layers, within the B-ISDN architecture, is further split into functional sections as may be seen
in Table 7.1. The Physical Medium (PM) sublayer of the physical layer can use any physical
interface—including ADSL. Bit timing is part of the Network Timing Reference (NTR) requirement for
ATM useof ADSL.

The Transmission Convergence (TC) sublayer must be adapted to the needs of the PM sublayer. Thus,
the ADSL Forum, ANSI, and ITU-T documents must indicate just how the ATM TC isto be done within
the context of the ADSL physical line environment. Many of the generic requirements of the TC sublayer
are addressed in ITU-T Recommendation 1.432. Both ANSI T1.413 and ITU-T G.992.1 and G.992.2
directly address application of the TC sublayer to the needs of ADSL. The Transmission Frame Adaption
function, in particular, is associated with the placement of the STM-1 payload into the ADSL frame.

7.4 ATM Layer

The STM-1 (or other) structure acts as a“container” for aset of ATM cells; however, itisthe ATM cells
which have the data that can be used for different purposes. Each ATM cell is composed of 53 bytes. The
first five bytes are a header (providing information type), address information, priority, add Header Error
Control (HEC) (providing an approximate equivalent to the FCS of aBRI ISDN frame). Actually,
because of the relative size (7 bits for 48 bytes of data), the HEC can provide a small degree of error
correction as well as detection. Whether thisis useful or not is dependent on the application; the act of
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making use of the HEC to correct errors (on every cell) may add more latency than retransmitting every
onceinawhile.

Table 7.1B-1SDN Layer Functions

Higher-Layer Functions Higher Layers
Convergence CS

: AAL
Segmentation and reassembly SAR

Generic flow control

Cell header generation/extraction
Cell VPI/VCI trandation

Cell multiplex and demultiplex

ATM

Layer Management Cell rate decoupling

HEC header sequence
generation/verification

Cell delineation TC
Transmission frame adaptation

Physica
Layer

Transmission frame
generation/recovery

Bit timing iy

Physical medium

Source: From ITU-T Recommendation |.121.

7.4.1 ATM Cell Formats

Figure 7.3 shows the User-to-Network Interface (UNI) for an ATM. Figure 7.4 indicates a Network-to-
Network Interface (NNI). Note that the only real difference between the two are that the Generic Flow
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Control (GFC) field from the UNI header is replaced with an additional four bits of Virtual Path
|dentifier data. Thisis because of the specific needs of the two interfaces. User equipment (say an ADSL
user transporting ATM data, to keep it directly relevant) needs to maintain a degree of flow control
between the network and itself. The network, however, will be dealing with nodes that have (if well
designed) equal data capacity and are dedicated to data routing and transport. It is more important that
the network have access to additional “paths’ (equivalent to TDM channelsin BRI ISDN) between
nodes.

An ATM cdl istransporting data, however, the purpose of the datais not fixed. It may be used to convey
information about the physical layer, the ATM layer, or the ATM Adaptation Layer (AAL). The Cell
Loss Priority (CLP) bit of the fourth byte of the cell header is defined as aindicating eligibility—to be
discarded if necessary. However, Recommendations 1.361 and 1.150 do not fully agree. In practice, the
bit is used to indicate use of the cell for physical layer needs as seen in Table 7.2.. If the cell is used for
physical layer Operation And Maintenance (OAM) then it is not passed on up to the ATM layer.

Figure 7.4 B-ISDN NNI format. (From ITU-T Recommendation |.361.)

The OAM description listed in 1.610 are named as Flow (F) points. F1 through F3 are used for network
line monitoring, while F4 and F5 are used for end-to-end checking of the integrity of the path. In other
words, the datawill flow from one end to another. Use of the Fx OAM messages can determine
reliability of specific parts of the data flow path. F1 is the regenerator section, F2 isthe digital section
and F3 isthe transmission path. F4 and F5 refer back to the items mentioned in Figure 7.3 as the Virtua
Path Identifier (VPI) and Virtual Channel Identifier (VCI). The VPI (equivalent to a TDM channel for N-
ISDN) isthe large “pipe” within which the VCls are routed.

Table 7.2B-1ISDN UNI Preassigned Cell Header Values

Octet 1 Octet 2 Octet 3 Octet 4 Octet 5
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Reserved for use of the  PPPP0O000 00000000 00000000 OO0O0PPP1 HEC
physical layer

Unassigned cell AAAAQ0000 00000000 00000000 OOOOAAAD HEC
identification

Source: From ITU-T Recommendation 1.361.
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7.4.2 Virtual Paths and Virtual Channels

Thereis ahierarchy on the data paths for ATM. The actual data paths from one endpoint to another are
considered to be Virtual Path Connections (VPCs, identified by Virtual Path Identifiers, VPIs). Within
this“virtual” path (virtual because in a cell relay system the path is rarely the same for the duration of the
connection) there may exist one or more Virtual Channel Connections (V CCs) which are identified by
Virtual Channel Identifiers (VCIs). ITU-T Recommendation 1.150 discusses some of the more specific
aspects of VPCsand VPIs.

Since aVPC will not necessarily occupy the same data path for the duration of the connection, itis
unwieldy for each node in the network to know the VPI. Furthermore, every node would have use the
same set of VPIs so that only completely digointed networks could use the same VPIs for different paths.
A limitation on the network to atotal of 4096 (212 possible NNI VPIs) data paths is not only
unacceptable, it is unnecessary.

What is done isthat the VPI has only local significance. When a data path is set up (by whatever
mechanism), a VPl is allocated which will identify the VCC between the two nodes (perhaps the user and
network—which is limited to 8 bits or 256 values). However, anew (and possibly different) VPI will be
allocated between each set of nodes as the path is established. If a“lap” (connection between two nodes)
is broken, all that isrequired is for the nodes to renegotiate a path between themselves—no other nodes
in the VPC need know the new VPI.

Thisinfersthat each cell-relay network requires a central administration node which may recognize the
specific nodes on a particular connection, in addition to the duration, and other management and
administrative information. It is not practical for each node to have full address and accounting
information because the nodes have knowledge only about the links that they have to other adjacent
nodes.

There are two main restrictions on how the full VPC is set up. Thefirst isthat it must be able to support
the Quality Of Service (QOS) that has been requested (and paid for) and the second is that cells be
relayed in a sequential fashion. This second requirement implicitly indicates that there will only be one
physical data path for each VPC (although the exact route may change over the duration of the
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connection). If more than one physical data path was in use between two nodesin aVPC, there would be
no way (without modification of ATM cell contents) to make sure that the cells, arriving wherever the
data paths reconnected to the same node, would stay in the same order as transmitted.

The VCC can be set up as semipermanent (ie., subscription such that the virtual channel is present
whenever the physical layer is active and the encompassing VPC is present). A signaling VCC may aso
be set up using “metasignaling” procedures. Use of this signaling VCC can set up additional data-
oriented channels (as will be seen in the discussion on Q.2931).

The cell multiplexing and demultiplexing function shown in Table 7.1 is the process of ensuring the
appropriate VPI/VCI is used for transmitting a particular data stream and mapped to the right data stream
on reception. Occasionally, the process of trangdlation is mapped into an appropriate Service Access Point
(SAP). Thisis particularly true for Q.2931 signaling on ATM, where the VPI/VCI mapsinto asignaling
route (which probably will not be routed directly to higher protocol layers).

Cell-header generation and extraction is concerned with the five header bytes of the ATM cell. Although
the HEC byteisreally generated by the TC sublayer of the physical layer, there must be a byte left in the
header to allow insertion. The higher layer (AAL) putsin the other four bytes (on transmission) to enable
the cell to be correctly routed. Generic Flow Control makes use of the GFC nibble on the UNI ATM cell
header in a manner not fully explained as of yet.

7.5 ATM Adaptation Layer

Figure 7.5 shows the service classifications for the ATM Adaptation Layer (AAL) according to ITU-T
Recommendation 1.362. The AAL is not exactly alayer three protocol. It provides enhanced features for
the ATM layer and access by the higher layers. The two sublayers, Segmentation And Reassembly
(SAR) and Convergence Sublayer (CS) are present. The SAR isresponsible for converting between the
data form needed by the higher layers and the 48-byte ATM cell contents. The CS is application specific
and may vary depending on the application and specific AAL type chosen.

In_.__
| ==
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Figure 7.5 AAL Service classifications. (From ITU-T Recommendation 1.362.)

These four classes of service correspond to particular AAL protocol types. Constant Bit Rate (CBR)
services are supported by AAL type 1. Thisisdefined by Class A. AAL types 3 and 4 provide the
support needed for connectionless (CL) services (Class D). Class C services may use AAL types2 and 3.
AAL type 5 was added to the list by ANSI because they saw a need for the ability to transparently
support higher-level protocols without AAL intervention.

The AAL typesare shown in Figure 7.6. Since the ADSL specifications indicate that types 1 and 5 will
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be primarily transported over ADSL, we will concentrate on them. In-depth explanation of the other
three types is |eft to readers who want to better understand the underlying ISDN definitions and services.
Note that the original AAL type 4 was merged into AAL type 3 because the fields overlapped; type 4 is
only slightly more specific in its use of the “reserved” 10 bits that were unused in type 3.

AAL type 1 mentions three fields: Sequence Number (SN), Sequence Number Protection (SNP), and
SAR-PDU payload. The SN isamodula 16 number allowing a degree of sequence checking to ensure
that no cells have been lost or routed out of order. The SNP gives the possibility of additional error
checking within the PDU (or just the SN). Thisis at the AAL, rather than the HEC at the ATM layer.

| L =1
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Figure7.6 AAL Types. (From ITU-T Recommendation 1.363 and ANSI T1S1.1.)
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7.5.1 AAL Type 1

Class A indicates that the service will be bit-timed, at a constant rate, and with a specific connection. The
SN and SNP fields preceding the data indicate that there should be some mechanism to report to higher
layers of erroneous cells that were received. Also, the classimplies that aloss of synchronization requires
handling.

7.5.2 AAL Type 5

Figure 7.7 shows the last CS-PDU for atype 5 set of cells. Since AAL type 5, handling Class C services,
Is basically atransparent passing of data from the SAR to the CS, it means that most of the genera
responsibilities of the SAR sublayer are left to the CS. Thus, the suffix of six bytes at the end of the last
cell provides knowledge of just how much of the X times 48 length data frame is useful dataand an

HDL C-like Cyclic Redundancy Check (CRC) is provided for error detection. Sometimes this AAL type
is called the Simple and Efficient Adaptation Layer (SEAL)—it triesto lower the overhead necessary
when working with ATM.

AAL type5 gives up types 1 through 4 capability of checking individual cell errors but allowsfor a
greater check for the entire sequence. Note that all other cells prior to the last cell must either have afull
48 bytes of data (preferred) or the end cell must be marked as last (possibly by setting the PT field of the
ATM cdl).

The total amount of data allowed in a sequence of AAL type 5 cellsis 64K (65,536) determined by the
two-byte length field available in the CS-PDU suffix. Various optional sublayers have been proposed for
use in conjunction with AAL type 5-specific sublayers based upon the type of data being conveyed. One
of these is the Frame Relaying Specific Convergence Sublayer (FRCS), designed to help in interworking
between ATM and Frame Relay (see Chapter 8). Another is called the Service-Specific Connection-
Oriented Protocol (SSCOP) for B-ISDN signaling. Table 7.3 gives a summary of the various AAL types
(including types 2 and 3/4).



ADSL: Standards, Implementation and Architecture:ATM Over ADSL

—

[T S =
o -

IR -
[

- s e

. — -

Figure 7.7 Last payload for AAL Type5. (From ANSI T1S1.1.)

Table 7.3ATM Adaptation Layer (AAL) Protocol Types

Service Provided Functionsin Type SAR Sublayer CSFunctions
Type 1 Transfer of SDUs SAR cell delay For further study. High-quality audio
with constant bit rate. handling lost and and video may have
Timing info misinserted cells forward error
indication of lost or  source clock recovery correction.
errored unrecoverable monitoring and Clock recovery
info. handling of AAL-PCI capability
errors Time stamp services
monitoring and L ost and misinserted
possible corrective cells handled
action for user
information bit errors.
Type 2 Transfer of SDUs SAR cell delay For further study. High-quality audio
with variable bit rate. handling lost and and video may have
Timing information  misinserted cells forward error
indication of lost or  source clock recovery correction.
errored unrecoverable monitoring and Clock recovery
information handling of AAL-PCI capability.
errors Lost and misinserted
monitoring and cells handled.
possible corrective
action for user
information bit errors.
Type5 Efficient and versatile CRC checking. None Error checking.

CS handling.

Ability to handle
variable data rates.
Control field for
future use.

Retransmission.
Flow control.

SAR.

Pipelining.

Datalink failure
detection.

Signalling (SSCOP).
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Type3/4  Message-mode Preservation of CS-  Preservation of AAL-
service. PDU. SDU.
Streaming-mode Error detection. M apping between
service. Multiplexing and AAL-SAPsand

demultiplexing. ATM.
Error detection and
handling.
SAR.

Info identification.
Buffer allocation size.

Source: From ITU-T Recommendation 1.363 and ANSI T1S1.1.

7.6 ATM Signaling

The primary method of signaling within ATM is governed by ITU-T Recommendation Q.2931. At the
Network Layer, Q.2931 isvery similar to N-ISDN in the general form, state structure, and use of
message types and Information Elements (IEs). Of course, it also makes use of the ATM Layer at the
“link layer” or OS| Layer 2.

7.6.1 Lower Layer Access

Q.2931 makes use of four primitivesin its interactions with the ATM Layer. These four primitives are:
“AAL_ESTABLISH,” “AAL_RELEASE,” “AAL_DATA,” and “AAL_UNIT_DATA.” These are
parallel in purpose and effect to the N_ISDN primitives between the signaling entity and the data link
layer. Asistruefor most ITU-T primitives, there are four types of primitive interactions: requests,
indications, responses, and confirmations. For Q.2931, responses are not actively used. Thus, any
indication is an autonomous operation (no response required). However, AAL_ESTABLISH and
AAL_RELEASE requests need to have confirmations to ensure that the link condition is as desired.

Q.2931 makes use of similar, but not identical, terminology concerning the Virtual Path and Virtual
Connection. An additional level of indirection is brought into the documentation. Thisisthe Virtual Path
Connection Identifier (VPCI); in many cases, thisisidentical to the VPI. However, in the case of “non-
associated” signaling, it is possible to use the signaling channel on other VPIs. Thus, the use of a VPCI
allows aleve of indirection to indicate another VPl whose specific value may not be known to the
signaling channel on the signaling VPI.

The“main” VPI must be in place before any signaling can take place. As of the February 1995 issue of
Q.2931, the metasignaling mechanism to set up a signaling channel was still not defined. However, use
of the AAL_ESTABLISH_REQUEST primitive still makes the signaling connection viable. The VCI for
the signaling channel is presently fixed at the value of 5, therefore a combination of VPI/VCI of xxx/5
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will be mapped to a signaling Service Access Point (SAP) and be directed to the Q.2931 signaling
module. Thisisvery similar to the SAPI O for use within Q.931 on N-ISDN applications.
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7.6.2 General Signaling Architecture

B-I1SDN signaling was generated because it was thought likely that B-ISDN would need to interact with
N-ISDN on aregular basis. Therefore, there is amapping of certain elements (described later in more
detail) between the B-ISDN and N-ISDN signaling protocols.

Each Network Layer entity encompasses a specific state table. As discussed in Chapter 5, a state machine
has three main components: state, events, and actions. The state is composed of two parts: the general
state (what has generally happened before and what is allowable to happen) and specific state
information that is retained from interactions occurring from events in previous states. Events may be
ITU-T primitives (ATM_CONNECT_REQUEST from higher layers, AAL_RELEASE INDICATION
from the lower layer, MAAL_TIMER RESPONSE from the management entity, etc.) or they may be
other application-defined primitives. At any rate, an event is something that is triggered by an outside
layer or hardware event. Actions are the result of an event in a specific state. Often, part of the set of
actionswill be a“transition” to a different stete.

7.6.2.1 User-Side States

There are 11 states required for the User (terminal) side of the UNI for Q.2931. There are also an
additional two states that may be desirable for interworking (particularly with N-ISDN), but are not
mandatory if interworking is not needed or if the interworking network is known not to require the
service. These two states are called “overlap sending” (U2) and “overlap receiving” (U25). They are
needed when an application, or network node, requires connection, but doesn’t know all of the
addressing information needed to complete the connection. Thus, U2 is the equivalent of the terminal
going off-hook has been detected but ringback has not been applied, to use an analog signaling
description. For most PRI ISDN and, presumably, non-interworking B-1SDN, all connection information
will be known before the connection is attempted. U25 is from the opposite direction—where the
network wants to make a connection within the endpoint controlled by the terminal equipment (multiple
links are always possible in ISDN and these may either be logical or physical links) but does not know
the full address at the time. Thisisrarely seen in any of the ISDN environments but is possible for
interworking situations where “pass-through” signaling is available. An example of this might be QSIG
support by Private Branch Exchanges (PBXs) or Private Integrated services Network eX changes
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(PINXS).

The states that are more universally needed include “null” (or “idle”) (UO) where no call exists and all
data members have their default initial values. After an outgoing call request is sent, the state proceeds to
the “call Initiated” (U1) state. Depending on whether all destination address information has been sent,
the state table will then proceed to either U2 or “outgoing call proceeding” (U3). Once the other end has
been offered the call (to accept or deny) and this has been indicated to the originator, the state proceeds
to “call delivered” (U4). From this point, the other end can accept the call and finish in “active” state
(U10) or it can deny the call and go to state “release indication” (U12). It is aso possible for the other
sideto refuse the call at any other state. If it occursin U1 state, then there is no need to proceed to U12 as
there is no indication that there is any need to reinitialize the destination link—only tell the network that
the link is no longer needed.

A similar pattern happens on incoming calls. Anincoming call request causes atransition to “call
present” (U6). The user-side has a couple of options at this point. Remember that there are three possible
events that trigger outgoing state changes. These are notification that all information needed has been
obtained, that the other end is being notified, and that the other end has accepted (or denied) the call. For
the user-side, any one of these situations may happen and does not require a progression from one state
to the next.

There are three equivalent states to these events: notification that all needed information has been
obtained corresponds to user state “incoming call proceeding” (U9), alerting the local user is shown by
the state of “call received” (U7), and accepting the call is defined by entering “connect request” (U8)
state. So, atransition from U6 to U8 is possible if the user application layer deemsit desirable. However,
it isalso possible to go from U6 to U7 to U8 (i.e., on a speech service call if the “telephone”’ rings) or
from U6 to U9 to U8 if some other higher layer needs to determine suitability but no explicit alert is
needed. The transition to state 7Us is dightly different from the change to active for the outgoing call
states because the call is not truly “awarded” until the network has acknowledged that the user-side has
accepted the call. Thisiswhen the transition to U10 takes place.

Disconnection (if not done in the initial states) involves an exchange of messages between the user-side
and network-side. In other words, there are two separate situations that is a bit different from the analog
world. These situations are “disconnect” and “release.” Disconnect means that the call is no longer
desired; release means that the call no longer exists. In the analog world, the two are synonymous
because “hanging up” the phoneisaunilateral action. With an integrated network, it is considered
“proper” to coordinate the release of resources which isinvolved with the release of a connection.

Thisrequires atransition to “release request” (U11) when the user tells the network it wants to release
the call (and is thus in a disconnected state) and awaits the network to confirm this before returning to
UO. For arelease initiated by the network, the state progresses to “release indication” (U12) and the
transition to UO occurs when the higher layers agree to the release (or when atimer event happens
indicating that the network should not wait any longer).
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7.6.2.2 Network-Side States

The network-side states are parallel to those of the user-side. In other words, when the user-side makes a
transition to state 1, the network-side is expected to make the same transition. This transposes “outgoing”
and “incoming;” however, it helps tremendously in ensuring that the states of both sides are coordinated.
Note that because of “automatic” actions (times when events are assumed rather than explicit), a
transition may be made so that the in-between “matched” stateis only alogical transition (the state is not
in the state long enough to alow further events in that state).

Network-side has state “null” (NO) which isidentical to that of the user-side. When the user-side requests
aconnection and transits to state 1 (U11), the network-side, upon receiving the connection makes the
changeto “cal initiated” (N1). If more information is needed, a message is sent back to the user to notify
it of this condition (which will call it to change to state U2) and go to the “overlap sending” state (N2).
Otherwise, if al needed information has been received, it goesto “outgoing call proceeding” (N3). When
the network has decided that the call is proceeding (because of a primitive received from another network
or administration tables), it tells the user and goesto “call delivered” (N4). Finally, when the network is
waiting for the response on the incoming call request (outgoing for the user—and outgoing for the
network if it must pass the request along), it goesto state “call present” (N6). Once the call has been
accepted, it will go to “active” (N10).

A similar situation occurs for “incoming calls’ (outgoing for the user-side). In each instance, the state
transition parallels what is happening to the user-side. One of the reasons for this parallel state mapping is
that the network-side is likely to be connected to other network nodes, in which case it must perform as a
network-side and a user-side. Keeping the states parallel alows the network to synchronize the behavior
for the different line interfaces (say that the incoming connect request is on Line 1 and the interworking
message goes out on Line 2). In the next few sections, we will examine the types of messages sent within
the AAL_DATA_INDICATION and AAL_DATA_REQUEST primitives. Note, however, that other
events will always be possible.

7.6.3 B-ISDN Message Set

Q.2931 gives dightly different message sets that are needed for specific configurations. For B-ISDN call
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and connection control, the messages PROGRESS, SETUP-ACKNOWLEDGE, and INFORMATION
are not required. These messages are only used for interworking situations. Table 7.4 lists the combined
message set for these two situations. SETUP-ACKNOWLEDGE is needed to indicate possible transition
to state 2 (“overlap sending”) and PROGRESS is needed to inform the endpoints (including intermediary
network nodes) of the progress of the connection request, or interworking requirements that may affect
the final disposition of the connection. INFORMATION allows N-ISDN information to be carried
through the B-1SDN.

A Q.2931 message has three required fields, just as Q.931 does; however, the contents of these message
fieldsvary alittle from that used within N-1SDN largely because of the different needs of the different
networks. The four required fields are: the Protocol Discriminator, the Call Reference, Message Type,
and Message Length. For N-ISDN, the message length is not always needed.

The Protocol Discriminator indicates just how the message isto be interpreted. A value of 8 is used for N-
ISDN Q.931. A value of 9isused for B-ISDN Q.2931. The fact that thisfirst byte indicates the syntax for
deciphering the message is very important. Only afixed location within a message can be used for
multiple interpretations, otherwise, there is no way to determine just how to decide on the proper

protocol. Designating the first byte (ssmilar to that done within the Internet Protocol version number)
makes it easier and allows for more flexibility on the information format.
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The Call Reference is composed of three fields: the length field (contained in the lower-order nibble of
the first byte), the call reference flag (which indicates which side allocated the call reference value,
indicated by having a‘0’ in the upper bit of the second byte), and the call reference value which, for B-
ISDN, is normally three bytes. This allows for the possibility of 8,388,608 (223) possible Call Reference
Vaues (CRVSs). N-ISDN, in contrast, allows up to two bytes for the CRV, but rarely uses more than one
for BRI (many PRI ISDN lines use two). Actually, only 8,388,606 values are avail able because the
values of 0 and 8,388,607 (all ‘1's) are preallocated by the protocol. Zero indicates a“global” CRV and
al onesindicates a“dummy” CRV. These special CRV's are used within certain messages and contexts.
Presently, the global CRV is used with RESTART message procedures. The dummy CRV is expected to
be used with supplementary services at some point (supplementary services are additional features not
directly related to basic connection setup).

Table 7.4B-ISDN Message Types

Message Type (byte 1)
Bits

o
o
o
o
o
o
o

Escape to nationally specific message type (see

Note 1)
0 0 0 - - - - - Call establishment messages.
0 0 0 0 1 —ALERTING
0 0 0 1 0 —CALL PROCEEDING
0 0 1 1 1 —CONNECT
0 1 1 1 1 —CONNECT ACKNOWLEDGE
0 0 0 1 1 —PROGRESS
0 0 1 0 1 —SETUP
0 1 1 0 1 —SETUP ACKNOWLEDGE
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0 1 0 - - - - - Call clearing messages:

0 1 1 0 1 —RELEASE

1 1 0 1 0 —RELEASE COMPLETE

0 0 1 1 0 —RESTART

0 1 1 1 0 —RESTART ACKNOWLEDGE
0 1 1 - - - - - Miscellaneous messages:

1 1 0 1 1 —INFORMATION

0 1 1 1 0 —NOTIFY

1 1 1 0 1 —STATUS

1 0 1 0 1 —STATUS ENQUIRY
1 1 1 1 1 1 1 1 Reserved for extension mechanism when all other

message type values are exhausted. (See Note 2)

Note 1: When used, the message type (excluding the message compatibility instruction indicator) is
defined in octet 10 of the message and the contents follows in the subsequent octets, both according to
the national specification.

Note 2: In this case, the message type (excluding the message compatibility instruction indicator) is
defined in octet 10 of the message, and the contents follow in the subsequent octets.

Source: From ITU-T Recommendation Q.2931.

The message typeis that listed within Table 7.4. The message type indicates just what type of event the
message is meant to convey to the protocol. The message type field, as seen in Figure 7.8, for B-ISDN
has two bytes. The second byte isto alow for the overriding of “normal” behavior upon errors. If bit 5 of
byte two of the message typefieldisset to ‘1’ then the lower-order two bits are used to say whether to
clear the call, discard and ignore, or discard and report if an error is encountered in the coding of the
message. The next two bytes are the message length.

7.6.4 Information Elements

A message content field is made up of a series of zero or more Information Elements (1Es). The |E has
four fields. These are the IE identifier, the |IE explanation field, |E length field and the |E contents field
(if needed). Figure 7.9 shows a*“generic”’ |E format. The “flag” and “1E action ind.” fields are used
similarly to the same named fields within the message type, except that the specia actions can apply
either to the IE or the entire message. The coding standard is basically either the ITU-T, ISO/IEC, a
national standard, or a standard defined for the network-side (for interworking). Generally, the coding
standard (avalue of ‘00") should be used to indicate ITU-T coding unless there just isn’t anything within
the ITU-T standards that can be used.
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Information elements have three possibilities for extension. One is use of an alternate coding standard.
This, however, must be known as a distinct standard. Thisimplies that equipment designed for North
America (for example) will not work within the European Community if national standards are used. A
second method isto use the “| E extension value” which uses avalue of 255 (8 ‘1's) in the |IE identifier
field and which, when used, allows atwo byte |E identifier to be specified.

The third possibility enters the realm of the “codeset.” A codeset indicates that a certain mapping
between a symbol and a meaning exists. (Thisis aso relevant to cryptography and cyphers.) The default
codeset within Q.2931 (and Q.931) is codeset O; however, it is possible to change codesets, either
temporarily or until explicitly changed again to a different codeset. This allows a per-1E shift in
interpretation of |1E identifiers.
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Figure 7.9 Q.2931 “generic” Information Element format. (From ITU-T Recommendation Q.2931.)
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7.7 Summary of ATM Signaling

There are two categories of signaling within B-ISDN: metasignaling, which can act to set up asignaling
channel, and out-of-band signaling (associated or non-associated). Out-of-band signaling occurs within
the VPI on a specific VCI (5). The signaling entity makes use of primitives between itself, the higher
layers, ATM layer, and management entity to allow a state table to be executed.

The state table consists of states, events, and actions. There are user-side and network-side states which
are kept in parallel for the purpose of tracking the current state of a connection. Events are inter-layer
primitives or the contents of messages (existing within the specific AAL_DATA_INDICATION
primitive). Messages are made up of protocol discriminators, call reference values, and message types. A
message type may contain zero or more Information Elements. The proper sending, and understanding of
these messages and | Es will cause states to change and new primitives and messages to be sent.

7.8 System Network Architecture Group (SNAG)

The System Network Architecture Group (SNAG) is aworking group under the auspices of the ADSL
Forum (but which works closely with the ATM Forum). SNAG is concerned with interoperability
standards and architectures. Although they are primarily focused on use of ATM with ADSL asalong-
term architecture, they also keep in mind the possibility that many sets of equipment may not want, or
need, the full set of protocols that they propose.

Many documents contain a statement such as: “Protocol X over Protocol Y.” Thisisfrom the OS|
layering point of view. A Protocol X, residing in ahigher OSI layer, will appear to be “over” the Protocol
Y which occupies the lower OSI layer. However, from the protocol perspective, it might be better
phrased to say that Protocol X is carried within Protocol Y. Aswe have seen in the discussion of ADSL
frames and B-1SDN, data protocols will have a message (or messages) which allows for the sending or
receiving of data. With this type of primitive, there will be a data field within which can be placed any
type of data. Using the OSI layering principles, the type of data placed within the lower layer datafield is
unknown to the data carrying mechanism. In the other direction, the meaning of the contentsis unknown
but the layer must know what type of datais being carried in order to present it to the appropriate higher
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layer entity. It isalso possible for the layer not to know about the contents or routing of the data—it can
be handed to the C-plane functions to appropriately route the data.

There are two important papers that have been released by SNAG. The main “official” paper, Technical
Report 10 (TR-010), istitled “Requirements & Reference Modelsfor ADSL Access Networks: The
‘SNAG’ Document.” This document summarizes architectural requirements for interoperability. A
longer “white paper” aso exists called “ An Interoperable End-to-end Broadband Service Architecture
over ADSL Systems.” In this paper, the following architecture is suggested.

There are two primary options for the architecture. In the first, ATM (using AAL type5) isused over
ADSL. The Point-to-Point Protocol is used over ATM and TCP/IP is used over PPP. Another possibility
exists, however, which alows use of intranets without integrating ATM into the LAN. Thisusesa
tunnelling protocol (such as Layer 2 Tunnelling Protocol, L2TP) and IP over a specific LAN protocol
(such as Ethernet). This, in turn, can carry the PPP and TCP/IP elements needed for the “final” intranet
use of the TCP/IP stack. Figure 7.10 shows a possible PPP over Ethernet Protocol Architecture based on
L2TP, adapted from work done by SNAG under the auspices of the ADSL Forum.

The use of ATM over ADSL isauseful possible architecture. It may be unnecessary overhead, however,
for many applications. In Chapter 8, we will discuss some other, simpler, alternatives that may find uses
In the short-term and also, for certain applications, over the long-term.
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Figure7.10 An example of tunneling use with ATM/ADSL and Ethernet.
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Chapter 8
Frame Relay, TCP/IP, and Proprietary Protocols

Making effective use of ADSL requires data transport protocols on top of it—although some types of
“streaming data” such as video applications may contain their own implicit framing structure. Streaming
data are video or audio which contain “self-extracting” data; e.g., data can indicate a certain frequency
and amplitude. If bytes are lost in the stream, the effect will be a degraded voice, music, or video signal,
but it should be understandable as complete data are not required.

In most cases, however, there will need to be higher-layer methods of data encapsulation to ensure that
erroneous data is not acted upon. This may be a proprietary protocol (especially for services such as
archival or retrieval services). A degree of control is needed for some services. For example, an ADSL
video feed for “movies-for-pay” needs away to send security, financial, and selection information. This,
in turn, may trigger streaming data or a DV D-oriented MPEG-I1 set of data.

Proprietary protocols are unique within the particular application and manufacturer, therefore, only a
discussion of possible protocol needsis directly relevant.

Two of the data protocols most often used within higher speed (or variable speed) networks are Frame
Relay and Transmission Control Protocol/Internet Protocol (TCP/IP). TCP/IPis called a* protocol suite”
because the two layers are normally found associated with each other (although, as we saw in Chapter 7,
it's possible to use a tunnelling protocol with IP to provide intranet layering). Frame Relay was designed
to provide a highly efficient transport mechanism. At its ssmplest, most efficient, level it gives only two
services. data transport and status of the activity level of the circuit that is being used for transport.

8.1 Frame Relay

Frame Relay supports two types of circuits: Permanent Virtual Circuits (PVCs) and Switched Virtua
Circuits (SVCs). Public network support of Frame Relay PV Cs has been in effect since the early 1990s.
Frame Relay SV Cs are gaining importance in networks.
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Frame Relay service architecture is similar to the architecture designed for ITU-T Recommendation X.31
which provides access to the X.25 networks via ISDN. The common architectural features are primarily
associated with the way that circuits can be established. Both X.31 and Frame Relay architectures refer to
two different cases. Case A uses out-of-band signaling in a generic form. This allows use of acircuit for
non-differentiated data transport. In other words, the original switched network does not know the
purpose for which the data channel has been initialized.

Case B provides integration of the data protocol and the signaling network. Thus, a user can request that
a Frame Relay circuit be established in the out-of-band signaling. The user can specify particular
parameters that should be associated with the circuit that is being set up. Thus, after completion of the
out-of-band signaling, a data channel with specific parametersis available for use. Thisiscalled “on
demand” signaling.

ITU-T Recommendation 1.122 initially proposed a frame-mode bearer service (Frame Relay) in 1988.
Recommendation Q.922 (based very closely on the VV.120 data link layer, which is another data protocol
used for terminal adaptation) defined the data link layer and Q.933 (later) defined the network layer for
use in signaling applications. Q.933 isadirect variant of Q.931, giving an improper subset (reduced
states and messages but with additional Information Elements not normally used in Q.931) of the N-
ISDN signaling protocol. The states of Q.933 are similar to that discussed for Q.2931 in the previous
section. However, the protocol discriminator is 8 (asistrue for N-ISDN) and it can be multiplexed with
Q.931 over the same datalink if desired.

One important note is that Recommendations Q.933 and Q.922 provide alarge set of options for the user.
While options add flexibility, they also add complexity. Complexity reduces efficiency and can cause
interworking problems. In conjunction with these, emphasis has been made to run the ssmplest set of
protocols. The Frame Relay Forum, in their agreement documents, has specified particular subsets that
the members have agreed to support. We will focus primarily on these subsets since they are more likely
to be found as part of a network.

8.1.1 Frame Relay Data Link Layer

The datalink layer for Frame Relay is defined by ITU-T Recommendation Q.922. This provides the
definition for a protocol known as Link Access Protocol for Frame Relay (LAPF). LAPF isavariant of
Q.921 (LAPD) and isvery similar. Differences include an extended address field and the ability (Case A
Q.933) to support additional signaling links on the D-channel for the Frame Relay circuits. A very
important part of Q.922, however, was an “annex” called Annex A. This annex described the “ datalink
core” capabilities needed for fast transport of PV Cs and thisis what has been primarily used in the field.

Q.922A defined the data link core protocol needed for data link transport and identification. However, it
did not have any information about the status of the link and, at that time, Q.933 had not been rel eased.
The ANSI T1 committee decided that Frame Relay support was particularly important in North America
where N-ISDN was delayed in deployment because of tariff issues, some extra (debatably unnecessary)
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complexities of the initialization procedures, and a speed gap in comparison to the LAN speeds more
widely in use in North Americathan in Europe.

Thus, ANSI released a series of recommendations numbered T1.606, T1.617, and T1.618 to satisfy initial
manufacturing and equipment interworking requirements for Frame Relay. The SV C determination was
probably adequate but, since it was not an agreed-upon international standard, many implementors
waited until the issuance of ITU-T Q.933 before serious work on SV Cs was done. However, Annex D of
T1.617 provided an extension called the Local Management Interface (LMI). This allowed for

STATUS ENQUIRY and STATUS messages to be exchanged between user and network nodes on a
Frame Relay network and completed the basic needs for connectivity for PV Cs. Other companies, such
as Stratacom and Sprint, were in the forefront of Frame Relay deployment and they offered some
additions not present in the ANSI or ITU-T documents.
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Q.922A provides only an unnumbered information field for transport of data. This meansthat it is not
possible, at the data link layer, to determine that aframe has been “lost” during transmission, nor isthere
amethod of retransmitting a frame once it has been determined that it has been lost. Frame Relay is one
of the “new” protocols which have been created to be used in the context of modern data networks (with
digital long-distance networks and many fiber-optic relays) which are much more error-free than the
networks that existed during the time that protocols such as X.25 were created.

Generally speaking, unless a protocol doesn’t require all data (such as avideo or audio data stream),
there will be a sequence number associated with a data group and some type of Frame Check Sequence
(FCYS) to ensure that the contents have not been corrupted. If the lineis“noisy” and many errors and
retransmissions are expected, it is best to perform error recovery at the lowest level practical. This
prevents extra protocol processing (because every layer has a degree of processing required). However, if
thelineisrelatively error-free, it makes sense not to do time-(and space)-consuming error recovery
protocols that add extra overhead to every frame. Reduce the overhead for the protocol and make it a bit
harder for higher layersto perform thisinfrequent error recovery. Frame Relay data link core protocol
was designed with this criterion in mind.

8.1.2 Link Access Protocol For Frame Relay

ITU-T Recommendation Q.922, as mentioned before, is avariant of the Q.921 set of datalink layer
protocols—most similar to the VV.120 rate adaptation protocol. The frame structure has three primary
fields: addressfield, control field, and (depending on the control field) an information field. Q.922, asis
true of Q.921, isan HDL C protocol so it will be enclosed (or “framed”) by flag characters (value hex
Ox7E) and finished with a set of CRC bytes (CRC-16 is normal for LAPD and LAPF).

8.1.2.1 Address Field

The addressfield, as seen in Figure 8.1 can have multiple forms depending on the length of the address
desired. The Frame Relay Forum (and Q.922A) documents indicate that only the default address field
should be supported, but there are implementations that make use of the larger address formats.
Generally, the larger address formats are likely to be useful only for network to network interfaces. The
length of the address (and form of the address field) is determined by the ‘E/A’ bit—or
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Extension/Address bit—whichisset to ‘1’ for the last byte of the field.

Figure 8.1 Frame-mode address field formats. (From ITU-T Recommendation Q.922.)

The default address field has five fields. The Command/Response (C/R) bit has a more fixed structure
than with Q.921, which isan “asymmetric” protocol. The value of ‘O’ indicates a command frameand ‘1’
aresponse frame. The Data Link Connection Identifier (DLCI) is split between the two bytes and forms a
10-bit address (possible 1024 addresses). The FECN, BECN, and DE bits are used in conjunction with
congestion control. The D/C bit, in the three and four byte formats, controls whether it isthe final part of
the DL CI or the DL-CORE control identifier (which, for signaling, is the Unnumbered Information, Ul,
value of 3). Thus, we can seethat if the final byteisreally a DL-CORE Ul control byte, the D/C bit will
be set to ‘1" because the value of 3 sets the last two bits of the byteto ‘1’.

8.1.2.2 Congestion Control

A Frame Relay Network will make multiplexed use of all of the physical links within the network. This
means that it will be possible for a specific Frame Relay channel to exceed the capacity of one of the
links available. This traffic engineering is concerned with network congestion. A subscriber can, as part
of Quality Of Service (QOS), specify aminimum transfer rate and latency time.

Congestion control is the process of deciding just what frames will be able to make use of the network
and in what percentages. Thiswill be determined by the subscribed QOS and the current status of all
active links. For example, it is“reasonable’ to alow a Frame Relay link to exceed minimum QOS
parameters if no other links are presently using the physical link. However, if one link has been using
their minimum (or greater) throughput usage for an extended period of time and other links are having
problems being allocated their QOS throughput, then it is“fair” to give more bandwidth to links that
have not been using the network as heavily.

Note, however, that a subscribed minimum should be expected to be met. This says that Frame Relay
network providers should always provide enough bandwidth for the minimum throughput for all
subscribers. Thisisrarely done, so traffic engineering allows for supporting the minimum throughput for
only asubset. Thisisfineif the traffic statistics are such that each subscriber receives their minimum
throughput, when used. If they do not receive the expected QOS, the network provider is not meeting
contract conditions. Unfortunately, tools are only now starting to emerge in the market to verify that the
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QOSis being met.

Assume that minimum throughput QOS is being met by the network; nevertheless, the total amount of
traffic is greater than can be supported. Congestion control then requires use of either congestion
avoidance or congestion recovery mechanisms (or both). Congestion avoidance requires active help by
the user equipment. Congestion recovery makes sure that the network doesn’t collapse because of
excessive use (and unforeseen buffer overflows and time-dlice problems).

The Forward Explicit Congestion Notification (FECN) and Backward Explicit Congestion Notification
(BECN) bits allow communication of network conditions to both user and network nodes. Since nothing
can be enforced on the user equipment, specific algorithms are not generally recommended. However, if
auser equipment receives frames with FECN set, it should start expecting that received frames will be
lost soon. If it is able to do something (in the frames being sent towards the network) to reduce the traffic
flow coming its direction then that would help the congestion. If it receives frames with BECN set, it is
an indication that it should stop sending so many frames (if possible) or to set the Discard Eligibility
(DE) bit on frames such that it has a certain degree of control over which frames the network will discard
if it must reduce traffic flow.
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The FECN, BECN, and DE bits should not be changed by the network nodes when they are forwarded
from node to node. Thus, a node may set the FECN or BECN bits based on traffic conditions, but it
should not clear them if they have been received from another network node. This is because the network
nodes only have local knowledge of congestion conditions. If a user receivesa BECN or FECN bit set to
‘1", then some node is having congestion problems, but it is not necessarily the network node to which it
is directly connected. The DE bit should only be set by the consumer equipment. It is“cleared” only by
the process of discarding the frame that contains the bit.

In the direction of the user equipment toward the network, only the BECN bit should ever be set by the
user equipment. Thisisanotification that it is having difficulty handling the data traffic it is receiving.
Thiswould be an instance of the equipment being underengineered rather than the network.

ITU-T Recommendation 1.370 defines two points in congestion recovery mechanisms. Point A indicates
adegradation in service. Network buffers are being filled and there is an increase in the latency delay
associated with data but minimum QOS can still be achieved. Point B is a degree of congestion which
requires discarding data to keep the network functional.

8.1.2.3 Control Field

The control field of Q.922A is allowed the same message set asis Q.921. These include messages which
allow entry into multi-frame establishment state. In this state, flow control is maintained, sequencing is
checked, and retransmissions may take place. Q.922A does not make use of any control fields except for
the Unnumbered Information (Ul) control field. Therefore, we will not discuss other states and control
fields, or other full Q.922 additional featuresin this book. Readers who want more information about full
Q.922 should study ISDN or Frame Relay-specific books such as those mentioned in the references.

The user of only the Ul field for data transmission reduces complexity for the data link core. No states
are really necessary (although it must be true that the physical line is active and able to receive and
transmit data) and data are passed through the data link core with only the addition of the addressfield
(OR address and control field). Note that Q.922A and the FRF documents indicate that, for data passage,
no control field is needed (including the Ul control field). In order to be compliant with the standards, the
firmware controlling the data core link should insert the Ul control field only for locally (not passed from
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higher layers) generated data. Thiswould include Q.933 signaling data passed within the protocol stack
and the exchange of STATUS and STATUS_ENQUIRY frames. Insertion (and removal) of the Ul
control field in higher-layer data traffic may be an implementation option.

8.1.3 Data Link Core Primitives

The interlayer primitives defined in ITU-T Recommendation Q.922 (Annex A) for the datalink core
primitives are shown in Table 8.1. These differ from the full LAPF primitivesin that the DL__ primitives
between the data link layer and network layer are not used (replaced by the DL CORE_DATA
primitives). Thisis true because multi-frame establishment state is not supported by the data link core.
MDL_ERROR, MDL_UNIT_DATA, and MDL_XID are also not supported in Q.922A. Finaly,
PH_ACTIVATE and PH_DEACTIVATE messages are not supported. This is because Frame Relay

PV Cs are transported over “Case A” circuit-switched bearer channels or “ semipermanent” TDM
channels. In the first case, activation should occur at the time: that the out-of-band signaling indicates
that the channel is available. In the second case, activation should occur after power-up. Deactivation
should occur only when out-of-band disconnection occurs or, as atransient condition, for semipermanent
TDM channels. Thus, no explicit activation or deactivation commands are needed for the Data Link Core
module.

Table 8.1Q.922A Data Link Core Primitive Types

Type Parameter
Generic Name RQ IN RS CF PI MU M essage Unit Contents
Layer 3: Layer 2 Management
M2N_ASSIGN X — — — — X DL-CEI, DLCI
M2N_REMOVE X — — — — X DLCI
DL-Coreuser: DL-Core
DL_CORE DATA X X — — — X Ul carried data
Layer 2: Layer 2 Management
MDL_ASSIGN X — — — — X DL_CORE CEl, DL-CEI
MDL_REMOVE X — — — — X DL_CORE CElI
DL-Core: Layer 2 Management
MC_ASSIGN X X — — — X DLCI, DL_CORE CEl
MC REMOVE X — — — — — DLCI
Layer 2: Layer 1
PH DATA X X — — X X Datalink layer peer-to-peer

(BRI) message
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(RQ) Request; (IN) Indication; (RS) Response; (CF) Confirmation; (PI) Priority Indicator; (MU)
Message Unit.

Source: From ITU-T Recommendation Q.922.

Thefirst item of note in the Data Link Core (DLC) primitivesisthat there are parallel _ ASSIGN and
_REMOVE primitives. These are for Layer 3 (management) to layer 2 management, Layer 2 to layer 2
management, and DL-CORE to layer 2 management. The purpose of these three separated (but very
similar) sets of request (and one indication) primitivesisto allow for anewer ITU-T architectural
feature—Ilayering within the management entity (or M-plane). It is thus possible to have a data link
(Q.922) module, adatalink core (Q.922A) module, layer 2 management and layer 3 management
module. Although not directly mentioned in Q.922A, it is assumed that there will be aLayer 3 to layer 3
management set of primitives available also.
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S0, apossible primitive flow would be Layer 3 deciding (network-side must do thisfor PVCs) to assign a
new DLCI link for use. It doesaM2N_ASSIGN_REQUEST to layer 2 management. Layer 2
management then doesan MC_ASSIGN_REQUEST to the DLC to allow use of the DLCI. Another flow
would make use of the STATUS/'STATUS ENQUIRY messages. Theterminal sends a

STATUS ENQUIRY message to the network which responds with a STATUS message. A new PVCis
avallable, so the DLC sendsan MC_ASSIGN_INDICATION primitive to layer 2 management. Note
that, if Q.922 is not implemented or the Layer 2 and Layer 3 management modules are not split, only the
MC_ primitives are required.

A minimal set of primitivesfor the DLC are MC_ASSIGN_REQUEST, MC_ASSIGN_INDICATION,
MC_REMOVE_REQUEST (the assumption being that the management entity will handle the removal of
DLClsthat are missing from STATUS responses). In addition, DL_CORE_DATA_REQUEST and
DL_CORE_DATA_INDICATION are needed to transport data between the DLC and layer 2 or layer 3
and PH_DATA_REQUEST and PH_DATA_INDICATION pass data across the physical layer (or LLD,
as discussed in Chapter 5) to DL C boundary.

An item of noteisthat the DLC primitive set does not support the MDL_XID primitive, which is
necessary for Consolidated Link Layer Management (CLLM) messages. This message supports explicit
notification of the causes of congestion or the current status of network resources.

8.1.4 Network Layer Signaling for Frame Relay

Signaling may take place once the connection to a Frame Relay network isin place. Although only Case
A of Q.933 is presently supported by the FRF agreements, it does not really matter just how the
connection has been made available for use. It is also possible (and likely, considering modern network
conditions) to continue to make use of PVCsin parallel to SVCs. Therefore, it will be necessary to keep
acommon table of DLClsin useto prevent overlap use of DLCIs between PVCsand SVCs. A Frame
Relay link should be able to be distinguished by a combination of the DLCI and the TDM channel.

ITU-T Recommendation Q.933 isavery similar signaling protocol to that of Q.931. It also has a state
protocol very similar to that of Q.2931, discussed in the previous chapter. These messages are sent over
DLCI 0 within the Frame Relay TDM channel. (Stratacom, in their early Frame Relay implementations,
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made use of adifferent DLCI for signaling needs.)

Table 8.2 shows the Q.933 Frame-Mode Connection Control Messages. Frame Relay Forum agreement 4
(FRF.4) reduces the states and messages available in the support of SV Cs. FRF.4 does not support
ALERTING or PROGRESS. However, it does support the DISCONNECT message causing the state
numbers (and transitions) to be somewhat different from that of Q.2931. Basically, states 11 and 12 are
used for DISCONNECT messages (for receipt and sending) and state 19 is used when a RELEASE
message has been sent. There is a'so no support of overlap sending or receiving, even in interworking
applications.

FRF.4 aso reduces the Information Elements (1Es) supported in the in-band SV C signaling. Only Case A
isto be supported. Only two-byte address fields are supported. Only Q.922A is supported at the data link
layer and so forth. The point of the reduction is to keep the protocol streamlined.

Table 8.2Q.933 Frame Mode Connection Control Messages

M essage Reference

Call Establishment M essages:

ALERTING 311
CALL PROCEEDING 312
CONNECT 3.13
CONNECT ACKNOWLEDGE 314
PROGRESS 3.1.6
SETUP 3.19
Call Clearing M essages.

DISCONNECT 3.15
RELEASE 317
RELEASE COMPLETE 3.18
Miscellaneous M essages:

STATUS 3.1.10
STATUS ENQUIRY 3.1.11

Source: From ITU-T Recommendation Q.933.

8.1.5 Multi-Protocol Over Frame Relay
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Since Frame Relay provides a streamlined, efficient mechanism for data transport of frames, it iswell-
suited for use as along-distance transport mechanism for LAN protocols. The Internet Engineering Task
Force (IETF) provides access to a large number of Request For Comments (RFCs) documents that define
protocolsto be used on, and with, the Internet. One of these istitled “Multi-Protocol Interconnect over
Frame Relay” (RFC 1490).

The use of RFC 1490 is very simple. Theideaisthat a uniform structure of identification can be put on
the beginning of any packets sent over Frame Relay. In this way, multiple protocols may be sent over
Frame Relay and routed to appropriate applications.

Thisisredly a Transport Layer (layer 4) item, although the actual location of insertion and removal of
the RFC 1490 header is implementation dependent. A generic form of the RFC 1490 header isthree
fields. After the beginning flag (OX7E in hexadecimal) and the Q.922 address (assume two bytes) field, is
where a control field (and data information field) would be followed by the 2-byte FCS and ending flag.

RFC 1490 says that the Ul control byte will be inserted after the address bytes and, optionally, a padding
byte (value 0) to bring the next byte to an two-byte address boundary, followed by the Network Layer
Protocol ID (NLPID). If a3-byte Q.922 address field was in use, the padding byte would never be
needed since the three address bytes plus one control byte would bring the address to a two-byte
boundary.

The NLPID values are administered by the ITU-T and the International Standards Organization (1SO).
The NLPID may indicate a protocol such as |EEE Sub-Network Access Protocol (SNAP) which hasits
own identification mechanism. SNAP contains a three-byte Organizationally Unique Identifier (OUI)
which precedes a two-byte Protocol Identifier. Thus, the sequence

0x03 0x00 0x80 0x00 0x00 0x00 PID1 PID2

will indicate a Ul frame plus PAD byte for a SNAP header with an Ethertype indicated by PID1 and
PID2. The following sequence

0x03 0x00 OxCC

will indicate a Ul frame plus PAD byte with a NLPID indicating use of Internet Protocol within the
Frame Relay Frame.

Thus, RFC 1490 is a simple chain of protocol identifiers. A Ul control byte followed by a padding byte
(whichisanillegal NLPID byte to avoid confusion over optional padding bytes) and then an NLPID,
which may indicate atype which has yet more hierarchical identification information.
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8.2 Internet Protocol

The Internet Protocol (IP) is probably the most highly advertised data protocol currently in use. This
doesn’t mean that it's the most widely used, the most versatile, or the most deployed. However, the
Internet is probably the resource which is driving consumer DSL s to approach faster and faster access
speeds. It is also probably the most important application to urge consumers towards the use of ADSL (or
BRI ISDN, or whatever high-speed system makes the most economical sense for them).

The Internet Protocol takes approximately the same position as the Network Layer in the OSI Layer
model. As such, it requires adatalink layer underneath which may be as simple as HDL C framing with
address information or may be ATM or Point-to-Point Protocol. “On top” of IP is often the Transmission
Control Protocol (TCP) but, for tunnelling (or Intranet) applications, it is possible that it may be a
tunnelling protocol such as Layer 2 Tunnelling Protocol (L2TP).

8.2.1 The Data Link Layer

The datalink layer is concerned with making sure that the data has been transported to a specific address.
The most ubiquitous protocol used with LANsisthat of Ethernet, which will be discussed briefly in
Chapter 9. Currently, the most popular protocol for use over the telephone network is Point-to-Point
Protocol (PPP), although some older systems may still use the Serial Line IP (SLIP). We will not attempt
to duplicate information better available in PPP books here.

The main criterion for the datalink layer is that the IP frame is encapsulated so that the beginning, end,
and length of the frame are known. Addressing information may also be required if the destination needs
to know how to route the frame among multiple possible destinations.

8.2.2 IP Datagrams

A datagram isagroup of datathat is*“offered” to a system. Most IP traffic is concerned with such
datagrams. The main aspect of a datagram is that there are no guarantees on arrival. In fact, part of the
flow control, and congestion maintenance, involved with the Internet is basically the ability to discard
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frames when traffic becomes too heavy. Hopefully, the net effect of the algorithms used within the
system will only result in aslowing of data and not an inability to communicate. However, recovery is
left to the higher layers.

Asistrue for most protocols, the |P datagram consists of a header and a contents field (which may be
empty). The header contains information concerning how the header should be parsed and how the data
contents (if any) should be treated. Figure 8.2 shows the general structure of an IP datagram for Version
4. The minimum size for an | P header is 20 bytes which is broken down into five 32-bit words. The first
32-bit word has four fields. The version number occupies thefirst 4 bits (or nibble). Thiswill often be
the value of *4’, but for IPv6, it will have avalue of ‘6'. Thisinformation should always appear in afixed
location so the recipient can determine the form of the header. It could be located at some other fixed
location, but having it at the beginning places fewer constraints on the structure of the rest of the frame.
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Figure 8.2 Internet Protocol Version 4 header format.

The next nibble in the first word is the header |length—defined as the number of words (32-bit groups) in
the header. Since the values of 0 through 15 can be contained in a nibble, a maximum header size of 15
32-bit words (60 bytes) ispossible. A value lessthan 4 isillegal. The next field isthe Type of Service.
The contents of this byte are set by higher layers. Three of the possible 8 bits are actively used in 1Pv4.
These are bits used (by setting to *1') to indicate need for minimized delay, maximized throughput, and
high reliability. The final field in the first word is the datagram length. Thistime, the length is in units of
number of bytes. The 16-bit wide field thus allows a maximum of 65,535 bytes in the datagram including
the header. Thus, a minimum-sized packet would have the value of 5 in the header-length field and 20 in
the datagram-length field.

The next word has three fields. Thefirst of these, the datagram identification field, is a unique 16-bit
identifier assigned by the originator. Initially, there will be only one datagram with this identifier.
However, in the process of routing the frame through possible other networks (some of which may be
slower or have smaller frame limits) it is possible that the original datagram will be fragmented. The
datagram identification will remain the same in each of the fragments. Thiswill help in reforming the
original datagram at the destination for interpretation.

Theflag field in the second word has three bits available. In IPv4, only two bits are used. One indicates
to the network “Don’'t Fragment” (DF bit). If the network is unable to do this, it will discard the frame
and send back an error message. The other bit isa*“More Fragments’ (MF bit) indicator. Setting this bit


javascript:displayWindow('images/08-02.jpg',413,513)
javascript:displayWindow('images/08-02.jpg',413,513)

ADSL: Standards, Implementation and Architecture:Frame Relay, TCP/IP, and Proprietary Protocols

toa‘l indicatesthat thisis not the last (or only) part of the frame and that others will follow (the last
making sure to have the MF bit set to ‘0").

Thefinal field in the second word is the Fragment Offset. This indicates how many units from the
beginning of the original datagram the contents of this fragment should be located. Since only 13 bits are
available for thisfield and 16 bits are available for the datagram length, it is necessary to have the units
mean 8 bytes each. This also means that each fragment should be a multiple of eight bytes so that the
fragments can be put back together without gaps.

The third word has three fields. the “Time-to-Live,” Protocol, and Header Checksum fields. Originally,
the Time-to-Live field was meant to be the number of seconds the frame was allowed to be in the
network before it would be deleted (unless received by the recipient and acted upon—at which time it
would be deleted anyway). Thus, each network entry point would cal cul ate the time needed to process
and transmit the frame and decrement the field—if the frame didn’t make it to the recipient before the
field went to zero, it was deleted.

In practice, routing time is short enough that the time needed was often less than a second, it has become
common for the Time-to-Live field to be treated as a“Number of Nodes’ field and decremented for each
node access. Another way of putting it would be to say that each node has a minimum decrement of one
second (and that it israre for the processing and transit time to exceed one second).

The protocol field indicates the type of higher layer (such as TCP) that should be interpreting the data.
The Header Checksum is a 16-bit field that makes sure that the datagram header is not corrupted.
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The final two words (8 bytes) of the mandatory minimum 20-byte I P datagram header are the source and
destination addresses. The 4-byte source address and the 4-byte destination address have their own
network hierarchy and naming conventions which we will not go into for this book. Note that the IP
Options field (which is not mandatory) is often omitted and rarely used.

We touched on IPv6 earlier. Although IPv4 is still predominantly used, Internet expansion will make a
conversion to the newer standard necessary over time. |Pv6 was first used as early as 1996 and was
devised from feedback concerning real-world usage conditions. The main features of |Pv6 are a greatly
increased address space (16 bytes per address, or |Pv4 to the fourth power) and a greatly reduced header
size (decreased from 20 bytesto 8 bytes). The first nibble is still used to indicate version number and,
therefore, how to interpret the frame.

Past the version field, there are five other fields that exist before the addresses. The Priority field replaces
the Type-of-Service field and indicates something much more useful. In the mix of all frames coming
from the originating host, what should be the priority of thisframe. This allows the originating host to
partialy decide what messages (datagrams) should get highest priority whereas the form to Type-of-
Service was much more node-dependent. The Flow Label field is primarily a place holder for anew
feature called “flows’ to be used (see RFC 2460). The Payload Length field is only the length of the data
following the IPv6 header or headers.

The Next Header field indicates the type of header to follow the current header (1Pv6 or subsequent).
Thisfield allows a cascading of headers prior to the datagram contents. Some of the additional headers
(in order of how they should be presented, if used) are Hop-by-Hop Options, Destination Options,
Routing, Fragment, Authentication, Enacapsulating Security Payload, and Destination Options headers.
Thefinal 1Pv6 header field (besides the addresses) is the “Hop” field which, as described earlier, is now
officialy the number of nodes through which the datagram has passed.

8.3 Transmission Control Protocol

The Transmission Control Protocol (TCP) is aways used with IP, however, as we have seen, it is not
always true in the other direction. IP may be used with other protocols such as the User Datagram
Protocol (UDP) or L2TP. The fact that TCP is aways used with 1P, however, iswhy the combination is
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often used—TCP/IP. This combination (or any combination of layer protocols) can be called a“protocol
suite.”

TCP provides services very similar to that of Q.921 (although it isahigher layer), but with features
associated with 1P use and specifically expecting Internet types of applications. Applications using TCP
expect the service to be reliable and efficient. Note that reliable does not mean infallible. However, it
does mean that if a service (often meaning data transport) cannot be accomplished, the originator will be
notified of the failure.

Note that some of the specifics of TCP will need to be modified to work in conjunction with
| Pv6—particularly the use of the larger address nodes. Also, certain value ranges may need to be
increased, or shifted, to make better use of the larger address capabilities of 1Pv6.

8.3.1 TCP Virtual Circuits

TCP provides Virtual Circuits for the hosts to use in communication. These are neither SVCs nor PVCs
asthey are neither set up by signaling nor the same any time the connectionisused. A TCPVC is
determined by combining the I P address with a“port address” for both ends.

Port addresses fall into three categories. Thefirst is “well-known ports.” Thisisaway of saying that a
port address has been allocated to a particular application. All numbers in this category must be approved
by the Internet Assigned Numbers Authority (IANA) and will be in the range (at present) of 1 through
1,023. Port valuesin the range of 1,024 through 4,999 are considered to be “ ephemeral ports.” Ports
higher than 5,000 are intended for use as specific, but non-official port addresses. For example, a
company may have a special application for administrative or security use and will allocate a special
address (say 5,551) for the port address associated with the application.

Ephemeral ports are essential for providing multiple VCs under TCP. A Virtual Circuit is composed of
four components: originating IP address, originating port, destination |P address, and destination port.
The destination port will probably be either a“well-known port” address or a“special specific” port
address. There will most likely be only one port address for a particular application. This means that, for
the duration of the TCP/IP connection for this service, three of the four components are fixed. Only the
origination port address is avail able to allow multiple channels accessing the same application. Use of
ephemeral port addresses thus allows for multiple channels to the same application.
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8.3.2 TCP Header Fields

The fields of the TCP header are shown in Figure 8.3. The source port number is chosen by the originator
from the possible ephemeral port numbers. The destination port number is either a“well-known port” or
“gpecial specific” port number. Next is a 4-byte sequence number, which is the identification number for
the segment. In TCP, sequence numbers can start at any value and are encouraged to not start at O or 1 to
avoid potential collisions during initialization of VCs. After transmitting a TCP segment, the internal
sequence number counter isincremented. The Acknowledgment number is the number of the next
expected received sequence number.

Say that Endpoint A sends a TCP segment with Sequence Number 17 and Acknowledgment number 534.
If Endpoint B responds with a Sequence number of 534 and an Acknowledgment number of 18 then the
sequence was successful. Both number fields are not always used, depending on the exact TCP sequence
In progress.

The 4-bit header length is an indication of the size of the header in units of 4-byte words. Thus, the
header can potentially be 60 bytes long. The next used field are the PCP flag bits which are used in
negotiation and keeping track of the status of the connection.

The 6 bits of the TCP flag bit field are called: URG, ACK, PSH, RST, SYN, and FIN. The URG bit says
that the segment isto be considered urgent and that the urgent pointer field should be used. The urgent
pointer field is actually the offset of the last byte to be considered to bein this category.

Figure 8.3 Transmission Control Protocol header fields.
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The ACK hit is set after a segment has been received from the other end and should remain set in all
subsequent messages to indicate that the acknowledgment number is valid. The PSH bit says that the
TCP segment should be passed to the application even if the data length is not sufficient to warrant
normal passage (used for short data such as a carriage return in Telnet applications). The RST bit
requests the connection be reset when turned on.

The SYN bit isused during the initial synchronization handshake. It basically saysto ignore any current
sequence numbers that are stored for acknowledgment and to use the included sequence number as a new
start for acknowledgments. The FIN bit indicates the finish of data—set in the last segment of a sequence
of data.

The window sizefield isadynamic value. It increases when the efficiency of the line isimproving and
decreases when latency delays are present. It is the number of segments that can be sent without having
received acknowledgment. Thus, if the window sizeis four, segment numbers 113, 114, 115, and 116 can
be sent before the acknowledgment number 114 is received back.

The TCP checksum is a 2-byte field that provides an error check of the frame contents, the header and a
“pseudo-header” which includes the IP addresses. This provides not only a check on the data integrity,
but also a check to make sure that the TCP segment has been given to the right | P destination address.

8.3.3 TCP Features

TCP provides Virtual Connections allowing the same application to be used between hosts for different
purposes. An example might be two different Telnet sessions running in two windows on a host.
Seguence numbers allow for a check of missing information, as well as the possibility to receive out-of -
order segments and still pass them to the application in the order they were originally sent. Windows help
efficiency by allowing multiple segments to be passed before earlier ones are acknowledged—preserving
the acknowledged nature of the data transfer while transmitting data even while waiting for
acknowledgment of earlier segments. The TCP bits allow direct handshaking between two hosts to keep
them synchronized.

8.4 Proprietary Protocol Requirements

A short discussion on possible design requirements for proprietary protocols will finish off this chapter.
Thefirst category concerns lost data. Some forms of data allow loss of data without causing problems.
Thisisusually applicable to “self-contained” data. Each datum provides useful information. Together all
the data provide the “best” information, but perfection is not needed. This occursin the analog speech
network. It is also often true for digital audio and video signals.

The big question on network engineering isjust “how good is good enough?’ It ispossibleto lose 10 to
20% of the information in a speech signal without becoming unrecognizable. That doesn’t mean that the
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clients will be happy about this and quality is certainly avalid marketing/pricing issue.

On the other hand, if you are sending a set of data that istotally dependent on the full data being present,
then aloss of even one packet is unacceptable. Plus, the data must be reassembled in the correct order.

Preventing loss of data requires four things. a method to verify the data received is the same as the data
sent (dataintegrity), away to tell that the data received is the data expected (data identification), a way to
tell the sender that the data has been correctly received (data acknowledgment), and a way to recover
from loss of data (data recovery).

8.4.1 Data Integrity

Dataintegrity isusually performed by some type of checksum. A checksum occurs at the end of many
items used in “everyday life’—the number for an “airbill” for tracking purposes, the number on a credit
card, or the identification number associated with a credit or delivery account. While not all such
situations include checksums, the larger companies will do such to reduce the amount of erroneous (or
falsified) datareceived. A checksum is basically a set of numbers derived from the rest of the sequence.
One popular method isto add all of the bytes together and then do a*“1’s complement” on the result. The
following sequence

0x73 0x84 OXAC 0x11 0x23
would have the summing total of hexadecimal 0x0137. Assume that only a byte is used for a checksum
(very generous for such a short sequence). This means that the value of 0x37 (or 0011 0111) would be
the sum. The“1’s complement” of such would be 11001000 or hexadecimal 0xC8. Thus, the sequence
(with 1-byte checksum) would be:

0x73 0x84 OxAC 0x11 0x23 OxC8
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The above example is avery simple checksum calculation. Note, for example, that the transposition of
two bytes would cause the same sum (but would be an undetected error). More complicated algorithms
are available, and used, including some that can (for relatively short sequences) indicate just where in the
data sequence the error has occurred. The checksum is calculated and made a part of the data stream
upon transmission. Upon receipt, the checksum is calculated again and if the checksums (sent and

recal culated) match, the datais considered to have been received as transmitted.

8.4.2 Data ldentification

If a data sequence has an identifier and the receiving entity knows what dataidentifier is expected, then
the recelving side knows that the data was received in order and that no datawas lost. This identification
could be done by having each data frame identify itself and identify the next data frame. Normally, what
Is done is that the data identification will be sequential with “wrap-around.” For example, if numbers 0
through 255 (using one byte) are used as identification, data frame 254 will follow data frame 253. After
data frame 255, data frame O will be sent.

This can cause problems only if 255 packets are lost or if the sender (because of some error condition)
starts renumbering its packets. Some protocols, such as Q.922A, will not use the “restart” value for
identification, eliminating reinitialization of variables as a potential for confusion. Aslong as the
identification length is shorter than the window size (see next section), no confusion is possible.

8.4.3 Data Acknowledgment

When the transmitter sends data (properly identified), it can either assume that they have arrived
correctly or it can wait until the receiver sends back aframe indicating proper receipt. This
“acknowledged” mode can slow transmission considerably, especialy if the transmission distanceis
long. In order to be able to acknowledge data and not slow down the transmission capability, awindow is
often used. What this saysis that a certain number of packets (the window size) can be transmitted before
It must have acknowledgement (for the first or, in some protocols, for several frames).

As an example: endpoint A has awindow size of 3. It transmits frames 5, 6, and 7 and then has to wait
for acknowledgment before transmitting more. It then receives acknowledgment for 5 and can now send
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8. (It might also receive acknowledgment for 6, implying that 5 also arrived, and then could send 8 and
9.) Generally, a system will attempt to be designed such that, under normal circumstances, no wait is
needed. Thus, the transmitter would send 5 and 6 (and be able to send 7) and then receives
acknowledgment for 5. If acknowledgment always occurs before the window capacity is reached, no
delay of transmission is entailed.

8.4.4 Data Recovery

The above section on data acknowledgment assumed that no frames were lost. What happensif aframe
islost? Usually, the receiver will discard any frames that don’t match what it expects. It can also do one
of two possible notifications of error: implicit or explicit.

Animplicit notification of lossis done by not sending an acknowledgment. Thiswill work if the sender
has atimer set at the time of transmission. If the timer expires without acknowledgment, the last
unacknowledged frame is transmitted (plus, possibly, other frames that follow). Since the receiver
discarded all other frames, the normal receipt/acknowledgment sequence can resume.

An explicit notification will have the recelver send aframe indicating an out-of-sequence frame (and,
therefore, lost packets). This allows the transmitter to start retransmitting more quickly as the time delay
would only be the amount of time needed to transmit the lost frames plus the time needed for one
successful (but out-of-sequence) frame plus the time needed for the rejecting message. Explicit
notifications make the protocol more complicated. Implicit notifications require timer customization. The
choice depends largely on how often errors are expected to occur.

8.4.5 Data Protocol

Other than making sure data are transmitted correctly, a proprietary protocol may want to multiplex
different information over the same logical link. Thisis done by identifying the type of data, or the
logical entity for which the datais intended. “Control fields’ are often used for this. A control field may
indicate aframe used for initialization, idle checking of the link capacity, errors, or type of data. It isalso
possible that these types of frameswill not all be legal at al times.

For example, it is not uncommon for data frames to not be legal until after an initialization sequence has
occurred. Any situation where certain events are legal at certain times and otherslegal at other timesis
one where states are required. See Chapter 5 for state machine design.

We have now discussed data transmission using ADSL. Chapter 9 concerns data transfer at the remote
unit from the protocol receiving unit to the host processor.
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Chapter 9
Host Access

Unless a data protocol device serves as a gateway (which can be the case for an ATU-C), there will bea
need for efficient transmission between the host processor and the interface device. Generaly, an access
speed of twice the greatest aggregate data rate will be needed to allow for handshaking and overhead in
the data transfer process.

Since ADSL isatechnology that attempts to make use of the existing infrastructure (the local loops), itis
not surprising that various methods have been discussed for the data transfer between an ADSL interface
board and a host. These methods include an old “standard” interface called the Ethernet. The most
prevalent form of Ethernet operates at 10 Mbps. Regular Ethernet speed is probably not fast enough for
full ADSL bandwidths, but it is certainly fast enough for ADSL “lite.” The newer “Fast Ethernet,” which
can operate at speeds of 100 Mbps, isfast enough even for VDSL use.

Host access methods can be split into two categories. The first, more immediate, method isto use a
transfer protocol between the two devices. Ethernet is presently the most common method of LAN
implementati on—causing the frequent reference to it as the * ubiquitous Ethernet.” The Universal Serial
Bus (USB) architecture, which was devel oped by a consortium of major software and hardware vendors,
isthe latest (and fastest) attempt at a modern replacement of the old serial and parallel port interfaces.
The USB is presently implemented to support a data speed rate of 12 Mbps—a slight improvement over
the “regular” Ethernet implementation but difficult to directly compare because of protocol overheads.

The second category is mostly applicable to host-controlled systems, but can be used for other
coprocessor systems as long as the host interface on the interface board is self-contained or an overlay
control protocol is used in conjunction with the mechanism. This can be what is called the “ATM25”
interface, which isthe ATM physical layer standard making use of UTP for support of speeds up to 25.6
Mbps. Sinceit s, initself, aphysical layer specification, protocol datawill normally be expected to be
processed on the host. That is, the ADSL interface provides (and transmits) an ATM cell stream across
the ATM25 physical layer. Thisisaphysical layer bridging mechanism. Although the concept is
intriguing and may very well be part of the general ADSL host-access solution, physical layer translation
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Is basically a matter of taking the data contents (Layer 2 and above) from one physical medium and
placing it on another physical medium.

Another variant on the second category is the aspect of motherboard support. This can either be adata
bus which is directly tied into the motherboard chassis on a personal computer, or extensions of leads
from the main microprocessor chip. (The latter requires special design of the microprocessor.) The
second category, whether it entails physical layer translation or direct microprocessor access to the data
stream, is more of an “in the future’-type of interface as it requires additional new devices and interfaces.
Part of the appeal of ADSL isto keep as much existing equipment as possible. Thus, the first category is
likely to more popular and use of the Ethernet will provide the greatest possible existing client base.

9.1 Ethernet

The Ethernet was devised as a solution to connecting different devices (primarily general-purpose
computers, but peripherals were also allowed) within a short distance. This distance can actually extend
to 4 kilometers but, in practice, thisisrarely done. Although thisis aform of telecommunication, since
the network is achieved through the use of data transmitted from one station to another, it was conceived
as a connectionless network. In other words, machines that were connected together were part of a
complete unit.

The Ethernet has a maximum number of nodes set at 1,024, which is more than enough for most LANS.
Plus, with a 10 Mbps speed parceled out over a possible 1,000+ machines, this allows only 10 kbps
average data per machine. Naturally, such a speed would not really be possible over a 10 Mbps network,
because overhead would reduce the possible capacity. However, Ethernet (asis true of most LANS)
expectsavery “bursty” form of data transfers. One machine may communicate with another at 5 Mbps
for 30 seconds (alowing transfer of over 18,000,000 bytes of data) and then be silent. Normally, some
machine on the network will be the dominant depository. Note aso that the datawill be accessible by
every deviceon the LAN, but it is considered “good manners’ to only make use of data intended for your
own machine.

Actually, the capability of looking at the data of other nodes would require special Ethernet software
(change in algorithm for receiving packets). If microprocessor support was used for adddress recognition,
the change in software would be even more difficult. However, since the software has the responsibility
of address checking, there are security considerations with the use of an Ethernet asit is always possible
for some node to have an erroneous, or deliberately redesigned, address recognition algorithm.

Besides having the data avail able to every node on the network, Ethernet is particularly “fair” inits
allocations since there are no priority levels for data. Note also that datais effectively ssmplex—going in
onedirection at atime. Thisis an inherent aspect of the design of the Ethernet |oop—where data sent out
on the transmit leads will return on the receive leads. Assume that there is a cable going into and out of
your computer (in reality, thereislikely to bea“T” connection spliced into aloop that goes from
machine to machine). How do you pick adirection? You are really only able to send the data out and it
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will be sent to all devices on the loop (including your own machine). Thus, the datais not ssmplex as
much asit is a situation that only one machine can talk at atime.

Ethernet has avery simple architecture. There isthe physical medium which may be coaxia cable,
twisted pair (including UTP, although faster access requires better quality twisted pair), fiber optics, or
something else. The transceiver is capable of receiving and transmitting over the chosen physical
medium. Repeaters may also be needed if the cable starts exceeding architectural limits. Finally, the
transceiver is connected to an Ethernet controller card, which is able to talk to the transceiver and
provides part of the Medium Access Control (MAC) which maps into the lower half of OSI layer 2.
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9.1.1 History

Ethernet began in the early 1970s via experiments by Xerox, which wanted to connect together office
equipment. It worked with Digital Equipment Corporation (DEC, now owned by Cabletron) and Intel to
publish a standard for the use of this technology in 1980. This was Ethernet Version 1.0. The standard
was further developed into Version 2.0 (which, unfortunately, was not fully compatible with the previous
version). Possibly because it was obvioudly still an evolving standard, Ethernet was not devel oped by
many companies at that time—primarily DEC and Xerox. However, the technology was proven to be
architecturally feasible though still slower and more cumbersome than later implementations.

The Institute of Electrical and Electronics Engineers (IEEE) took over the specifications for Ethernet and
created their own standard called ANSI/IEEE 802.3 (also adopted in similar form by 1SO/DIS 88302-3).
One advantage of 1EEE taking over the specification was that it directly coordinated the Ethernet
architecture with the OSI model. There were some changes from Ethernet v2.0, but these were mostly
associated with the connector technology and the type fields so that older equipment could interwork
with the new 802.3 frames with little change.

Of interest concerning the |EEE 802.3 standard (normally just referred to as Ethernet) isthe
nomenclature for the physical medium. Thisisreferred to by three parts. The first part specifies
maximum speed in units of 1 Mbps. The second part indicates the modulation type and the third part
indicates the maximum length for each segment. Thus a 10base2 is a baseband technology limited to 200-
meter segment lengths and a maximum data speed of 10 Mbps.

9.1.2 OSI Model Layer Equivalents

Figure 9.1 shows the parts of an Ethernet and how they correspond to the OSI model. The physical layer
is split between the transceiver and the controller card. The Medium Access Control (MAC) acts asthe
bottom sublayer of the datalink layer. Note that this diagram does not show layers 4 (transport) through 7
(application) at all. Thisis because they are not considered to be part of the Ethernet specification and are
defined by their respective application specifications requirements. Actually, the Ethernet is only defined
through the MAC. The LLC is expected to be protocol dependent. Thisis very similar to the division of
the HDL C physical intensive aspects into the “upper” section (TC) of the physical layer.
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2

Figure 9.1 Ethernet sublayers and the OSI model.

9.1.3 The Medium Access Control (MAC)

The MAC, which is considered to be the lower layer of the layer 2, is responsible for putting data into
frames and decoding the address fields. Thus, in an Ethernet, al of the frames must be read unless there
is hardware support for the address recognition (not available in all hardware chip sets).

The transmission and reception algorithms are based on a method called Carrier Sense Multiple
Access/Coallision Detection (CSMA/CD). Therefore, this amounts to transmission by shouting into the
wind and, while shouting, listening to see if anyone elseistalking. If someone elseistalking at the same
time, there isacollision. Since both of your messages have already been corrupted due to the collision,
you both stop. If you both waited the same amount of time to try again, there would never be any success
as collision would occur every time.

Thus, the CSMA/CD algorithm has arandom factor built into it that causes the transmitter to wait a
random amount of time before trying again. Figure 9.2 gives a short transmission algorithm as described
by the Ethernet specification. Obviously, this method results in considerable unavailable time on the
network. The percentage will depend on the number of active nodes (nodes attempting transmission) and
the average length of each transmission. It would be a good achievement to be able to use half of the
potential transmission speed.

Other networks solve this problem by sending a short frame (called a*“token”) indicating that it wants to
send data. In atrue token network (possibly atoken ring network, depending on the configuration of the
network) there is a supervisor node with the right to allocate the right to transmit. This would not work
on an Ethernet because all nodes have equal priority and equal rightsto transmit. The best that could be
done would be to have a cooperative situation where, when a*“can | transmit frame?’ was received, all
other nodes waited a period of time (about 150% of the time needed to transmit a maximum-sized frame
would be about right). Unfortunately, a collision on the “token request” would make the problem even
WOrse.
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Figure 9.2 Flow chart for Ethernet transmission.

Thus, Ethernet has low overhead and a very equalitarian and simple procedure. However, it has great
potential for collisions and, thus, is not very efficient at being able to use the full bandwidth. The only
time that the full bandwidth can be used is when only one nodeis active.
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9.1.4 The Ethernet Frame

The MAC frame for Ethernet has six fields: the preamble, destination address, source address,
type/length field, data (plus optional padding bytes), and Frame Check Sequence (see Figure 9.3).

The preamble acts very similar to that of aflag in HDLC protocols. However, with HDL C, the beginning
of aframe is detected by finding the first byte that is not a flag (byte value Ox7E). This works because the
carrier isalways “on” and frames are synchronized at the byte level. With the Ethernet, it must be
assumed that each frame can start at any bit point in the transmission medium and that the medium is
carrierlesswhen idle.

Thus, a pattern is needed that can be recognized, and alow bit and byte synchronization and detection of
the first byte of the frame. Ethernet does this with a preamble. The preamble has a pattern of 64 bits. The
first 56 bits are a succession of ‘10’ repeated 28 times. This allows the receiver to synchronize at the bit
level—but does not allow byte synchronization. Byte synchronization is achieved by the final 8 bits of
the preamble which has the “last” bit set to ‘1’ rather than ‘0. These last 8 bits are called the Starting
Frame Delimiter (SFD). The preambleis shown in Figure 9.4.

The preamble is generated, and used, by the physical layer soit is not precisely the MAC layer (or part of
the frame). However, like the HDLC flag, it isan integral part of the frame by marking the ends of the
frame.

The address fields, destination and source, are six bytes each. They are further divided into two fields—a
manufacturer identification and a Network Interface Card (NIC) identification. The manufacturer ID is
allocated by a central authority—the IEEE.

b
il

Figure 9.3 An Ethernet frame structure.
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Figure 9.4 The Ethernet preamble.

|EEE 802.3 places a couple of other restrictions on the address. First, recognize that bytes are transmitted
lower order bit first. Thus, the value of hexadecimal OxCD (or 11001101) is actually transmitted as

10110011

One of the restrictions concerns the assignment of broadcast and multicast addresses. A broadcast
destination addressis all ‘1’'s (or avalue of OxFF OxFF OxFF OxFF OxFF OxFF). If the first bit (low-order
bit) isa‘1’ then it isamulticast address meant to be sent to all of a group of machines (that are built by
the same manufacturer). Another way of saying thisis that the specific manufacturer ID aways starts
with an even number (least significant bit isnot 1) for the first byte of the three-byte field. An odd byte
for the first byte of the manufacturer 1D will indicate a grouping of manufacturer’s machines.

The next two-byte field is the type/length field. In Ethernet v2.0, this field was used to indicate the type
of layer 3 protocol used in the transportation of the message. Within the |IEEE 802.3 standard, thisfield
was changed to alength field. Thereis still adesire to have Ethernet v2.0 and |EEE 803.2 frames work
together (although the number of pieces of equipment that are implemented according to Ethernet v2.0
must be dwindling). This means that there must be some way of determining the meaning of the field.
Thisis done because of limits on the contents when used as a length. Ethernet frames can be no larger
than 1,500 bytes. This means that any value greater than 1500 (hexadecimal 0x5DC) can be used for type
without conflicting in purpose.

What about the length? If the field is not used for length, then how can it be determined? The length can
be determined by counting the number of bytes received between the last byte of the preamble and the
dropping of the carrier (idle line conditions). The length is still potentially useful in cross-checking the
frame (what if someone else started transmitting just after the last byte of a FCS?).

The datafield must be at least 46 bytes long and no more than 1,500 bytes. The meaning of the contents
is unknown to the MAC sublayer. If the data field is meant to be fewer than 46 bytes long, the rest of the
46 bytes must be filled in by some “meaningless’ padding bytes. This points out another use for the
length field in the |EEE 803.2 Standard—allowing the length field to be used for the useful data and
allowing the PAD bytes and FCS to be delimited by the drop of the carrier.

Thefinal four bytes of the frame are the Frame Check Sequence. Using a 32-bit Cyclical Redundancy
Check, it will cover the bytes of the frame from the beginning of the destination address to the end of the
data (or PAD bytes). The preamble is not included. The FCS/CRC is transmitted most significant bit first
(per byte) just to keep the hardware designer alert.
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9.1.5 Physical Medium and Protocols

One of Ethernet’s greatest advantagesis the great versatility that it has in accepting different physical
media for transmission and reception. In part, thisis because the protocol was defined at the bit level
(with the preamble sequence allowing for bit and byte alignment). Note that, without use of the length
field, there must be some type of ending frame delimiter (such as the carrier drop).

The original physical medium defined for use with Ethernet was a 50-Ohm coaxial cable. Other
characteristics were also defined for use of the medium such as total resistance, attenuation levels,
distance limitations, and so forth. The |EEE issues additional specifications by appending letters to the
specification. Thus, 802.3a lists a definition of the use of 10base2, or “Thinnet” and |EEE 802.3b defines
the use of 10broad36. Other standards exist for 10baseT (use of UTP or STP for the physical medium).

9.1.6 MAC Bridges

We have already noted that repeaters are part of an Ethernet LAN. A bridge links two Ethernets together
that do not use the exact same physical medium (but they are still Ethernet LANS). The diagram in
Figure 9.5 gives an example of an Ethernet to StarLAN bridge. Originally, the bridges were designed
without much of a standard, but the IEEE issued 802.1 in 1990 and this caused some minor changes to
the hardware.

The bridge can act as arouter if two or more networks are connected together by using routing tables
based on the destination address. It can also prevent certain nodes from communicating with other nodes
on other networks. The MAC bridge differs from arepeater in that it will examine the incoming message
through the MAC layer and then take the data from that frame and send it back down the appropriate link
unchanged. It also acts as a special repeater in that it will eliminate any illegal frames (too short, too
long, bad CRCs) because the Ethernet frame must be legal.

. -

Figure9.5 A MAC bridge between StarLAN and Ethernet.
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9.2 Universal Serial Bus

The Universal Serial Bus (USB) was developed as a very local high-speed access mechanism. It was
created out of a design consortium with Compag, DEC, IBM PC Co., Intel, Microsoft, NEC, and
Northern Telecom. The design is an open one (available at the http://www.usb.org website) and is royalty
free. There are (currently) two related standards (accessible from the USB website) for the Open Host
Controller Interface (OpenHCI or OHCI) by Compag and the Universal Host Controller Interface
(UHCI) by Intel.

The USB isahost-client architecture. Normally, the general purpose computer will act as the host and
any peripherals will be the clients. Clients may use the USB in an upstream fashion (for peripheralslike
keyboards or mice) or in adownstream fashion (for monitors), or in aduplex mode (such as disk drives).
However, the host will provide the general control of the peripheral device.

9.2.1 Goals of the USB

The goalsfor the design of the USB are listed in Table 9.1. Basically, the goals were to have something
available quickly that would allow high-speed transfers, be easy to configure, and allow expansion into
new support areas without having to do a new design.

One of the USB’s main goals was to provide “ plug-and-play” operation for peripherals on personal
computers. Thus, when a device is unplugged, the host OS would recognize that fact and refuse to route
datato the (now missing) peripheral. When a device is plugged in, the host OS will automatically load an
appropriate device driver that allows the host to communicate with the peripheral. It is aso possible for
hosts to be connected together by use of a special self-contained unit.

Table 9.1Universa Seria Bus Goals

* Ease-of-use for PC peripheral expansion
* Low-cost solution that supports transfer rates up to 12 Mbps
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* Full support for real-time data for voice, audio, and compressed video (stream data)

* Protocol flexibility for mixed-mode isochronous data transfers and asynchronous messaging

* Integration in commodity device technology

» Comprehension of various PC configurations and form factors

* Provision of a standard interface capable of quick diffusion into product (quick to implement)
» Enablement of new classes of devices that augment the PCs capability (growable)

9.2.2 USB Architecture

A USB system is split into three definitional areas. These are the USB interconnect, the USB host and the
USB devices. The USB makes use of atree topology as seen in Figure 9.6. The host is always in control
of all the clients but some of the clients can be hubs which connect to other hubs of clients. In USB
terminology, the distance from the host is considered to be a“tier.” A tier 1 node is connected directly to
the host while atier 2 node is connected to a hub that is connected to the host, and so forth. Note that a
hub can also be a device. A keyboard, for example, can be connected to the host and then a mouse
connected to the keyboard (a similar configuration to that traditionally used with an Apple Computer’s
Macintosh™ and now used with USB on the iMac™).

The USB isapolled bus with the Host Controller initiating all datatransfers. The host, on a scheduled
basis, sends each connected USB device a “token packet.” The device receives and parses the packet.
The transmitter of data then sends the data and the receiver acknowledges receipt of the data.

The data stream, itself, may either be an unformatted (as far as the USB is concerned) bit stream or a
USB defined message structure. Each data stream is called a“pipe.” One pipeis created upon
initialization—the Default Control Pipe.

Each pipe can be used for an upstream (from device to host), downstream (from host to device), or
bidirectional datatransfer. There are four types of datatransfers. The Control Transfer allows
configuration information to be passed and can allow control of one USB device by another (always
through the host, however). Bulk Data Transfers are concerned with large, and likely short duration,
groups of data being transferred. Interrupt Data Transfers are associated with events that need feedback
quickly (such as moving a mouse or typing a key on akeyboard). |sochronous Data Transfers occur
when a pipe is allocated a percentage of the bandwidth for an ongoing data transfer (to be scheduled by
the host).
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Figure 9.6 USB tree bustopology.

9.3 Motherboard Support

The USB is connected into the motherboard although whether it isto be considered a data bus extension
or microprocessor direct access depends on use of definitions. The Intel UHCI specification is primarily
concerned with semiconductor device interfaces to handle the host side of a USB connection. It could
“easily” beintegrated into the microprocessor’s circuits or it could remain a separate circuit.

On amore general basis, motherboard support is used whenever there is direct access by the general
purpose computer’ s microprocessor to the device. Ethernet normally is not considered to be supported
directly by the motherboard because the microprocessor will interact with the Ethernet controller board
using adata protocol other than Ethernet.

In generd, if the microprocessor interacts directly with the peripheral device, it is amicroprocessor direct
access. If it interacts via a separate circuit board but has direct access to the memory and functions of that
board, it is adata bus extension. If it communicates with a protocol peripheral viaadifferent protocol
than what is being used by the communications device then it does not have motherboard support. (Note
that whatever protocol is used to communicate with the peripheral [e.g., serial RS-232C] is supported by
the motherboard.)
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9.3.1 Data Bus Extension

The data bus extension is sometimes also called the machine bus or backplane. Some of the most
common backplane architectures are known by the hardware and protocol standards involved with their
use. These include the Industry Standard Architecture (ISA), Extended | SA (EIASA), Micro Channel
Architecture (MCA), Peripheral Component Interconnect (PCI), Small Computer Systems Interface
(SCSI), Versa Module Eurocard (VME), and Apple Desktop Bus (ADB). Circuit cards are designed to
work with one of these backplane architectures. Note that some of these are slowly being replaced with
newer architectures, that serve the same purpose, such as USB.

Circuit boards that make use of data bus extensions must be in a*“powered-down” state to be removed or
inserted. Thisis because there are direct links to the power and data leads of the microprocessor and
other circuit boards and if the board is not removed exactly “right” it can cause damage to the rest of the
system (as well asthe circuit card being removed or inserted). Thisis one of the advantages to the USB.
Since the power lead isisolated by the USB circuitry, it is possible to disconnect (or add) adevice to the
USB connection tree without powering down the device. Note that it is possible to design data bus
extension (backplane) architectures for “hot” insertion and removal but it is more expensive and, if you
have to remove the cover and work inside of the computer anyway, it is a generally good idea to have the
power off.

9.3.2 Microprocessor Direct Access

This term means that there are pin-outs from (and to) the microprocessor that are directly involved with a
communications protocol. Note that this could be a higher-level protocol such as ATM or the AAL but is
likely to remain at the physical layer or MAC layer to maintain the possibility of multiple usesfor the
leads and microprocessor circuitry.

The manufacturer of a microprocessor will integrate a specific physical protocol support only when there
Is enough of a market available to be willing to pay back the development and manufacturing cost for the
advanced chip. If enough manufacturers add a feature, it becomes “standard” and it is unusual to find a
chip without the feature. If SNAG, or some other manufacturing or consumer group, succeedsin
standardizing the protocol stack associated with ADSL use then it is open to have direct microprocessor
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support at any standard level.

In the next, and final, chapter we will talk about issues involved with software architecture with emphasis

on ADSL. A traditional peek will be made into the future to try to see what types of advances are being
undertaken and where they may lead.
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Chapter 10
Architectural Issues and Other Concerns

ADSL offersthe possibility of relatively high-speed connectivity to alocation that has twisted-pair
wiring from a central location (central office) to the premises. However, being relatively new
(particularly in deployment), there are quite a few issues that have to be considered before ADSL can
take its place in the assortment of telecommunications protocols and devices that are generally used.

Some of the issues are associated with how the software needs to work with the various multi-protocol
situations that are proposed for ADSL architectures. These are not issues from the point of making a
large difference in the acceptance of ADSL. Rather, they are issues associated with being able to produce
products that are able to be easily changed in an environment that is still volatile in regards to
standardization.

Signaling issues still remain. In part, thisis also a choice of just what services are needed for specific
applications. Also, it is concerned with the speed of deployment of new, enlarged, high-speed data
networks. There must be a shift from the existing speech long-distance network to one that is capable of
transferring various data rates—from 1,200 bps for small e-mail messages to Megabit rates for live video
feeds and mass data transfers. If older signaling protocols are used, it will continue to tie user equipment
to the existing speech infrastructure. If newer signaling protocols are used, there is the danger of negative
feedback if the demand outpaces the ability of the new network to grow.

In regardsto this, standardization is very useful. ADSL provides a basic physical capability. However,
there is nothing which uses the physical layer without additional protocols on top of it. It is possible to
have many different devices making use of ADSL, just like MODEMSs, telephones, and faxes make equal
use of the existing Public Switched Telephone Network (PSTN). However, if the equipment of the ATU-
R and ATU-C are not sufficiently standardized, there will be problems every time a user wantsto
connect different equipment.

ADSL cannot be used effectively without the entire system being able to support the speeds involved.
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Aside from general bottleneck situations (which occur today within the analog and BRI ISDN access
world), more powerful PCs are required and high-speed connections to the host PCs to make full use of
the potential of ADSL.

Migration needs will continue for the indefinite future. Migration to ADSL isonly the first step to the
access to the speeds envisioned for a global communications network. However, it must also be kept in
mind that everyone does not need the same types of services and access. Thus, the shift of the
infrastructure must be done in accordance with continued support of existing equipment and services.

10.1 Multi-Protocol Stacks

We have discussed a number of different protocols in conjunction with the use of ADSL. Since ADSL is
aphysical layer protocol, it is possible to just replace the “normal” physical layer with ADSL, given the
appropriate standards to indicate how the MAC (or TC, in ATM terminology) sublayer isto be inserted
into the physical layer. However, ATM is aso primarily adatatransfer protocol; it is not oriented toward
particular applications. This means that other protocol stacks are likely to be used on top of ADSL or
ATM over ADSL.

In this book, we have discussed the signaling (and alluded to data) protocols associated with BRI and
PRI ISDN, Frame Relay, TCP/IP, and have used PPP and X.25 in examples. There are also proprietary
protocols which, if ADSL equipment is ever standardized, may need to exist on top of (or within) the
chained layer protocol stack associated with the standard. Even before potential standardization, it is
likely that there will be older protocols used on top of newer protocols better suited to the high-speed
needs of ADSL.

10.1.1 Architectural Choices

The first issue associated with multi-protocol stacksisthat of choosing the appropriate combination of
stacks for the application. The SNAG model gives us one possible configuration for the basic ADSL
access (although it is more oriented towards Internet access than a general architecture would be).

Frame Relay over ADSL makes some sense because Frame Relay is not specifically associated with a
particular bandwidth. For Frame Relay, however, we are faced with replacement of the physical layer
(part of the physical layer, as mentioned before)}—The HDL C components without the flags. In other
words, since the medium has changed (or, at least, the physical use of the medium) the physical layer
framing method must change. The HDL C frame from address field through the CRC would be put into
an ADSL payload (possibly fragmented over several payloads). But, Frame Relay will often be carrying
other protocols. The existence of the Network Layer Protocol IDentifier (NLPID) shows how important
thisisto general use.

The Internet is adriving force behind the attempt to upgrade the infrastructure and make use of new
technology to have faster access. This meansthat TCP/IP is very important. TCP/IP can also be carried
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directly over ADSL athough it is more likely that synchronous TCP/IP frames will be designed to be
carried within PPP frames to provide greater link security and flexibility. PPP isan HDL C-based
protocol (though not related to the Q.921/L APB/Q.922 set of protocols) so use of it over ADSL isvery
similar to that of Frame Relay.

Since thereis quite abit of BRI ISDN equipment deployed, it isvery possible for it to be sent over ATM
over ADSL. Itisnot likely to be sent directly over ADSL, since the ADSL standards (particularly the
international standards) already allow use of the BRI ISDN occupying the low baseband area underneath
the ADSL spectrum.

If ATM over ADSL becomes the general standard for use of ADSL “modems,” then there will be quite a
bit of protocol stacks set up. Normally, AAL Type 5 will be used for this because it allows any type of
information to be conveyed with the least overhead (assuming that the protocol being encapsulated will
have its own various error checks and retransmission capabilities).
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10.1.2 Software Implementation

There are various ways to implement a protocol stack. Many of the design criteria depend on just how
many logical links are to be supported and whether it is for asingle protocol or isto be able to support
multiple protocols (not at the same time, unless they are being supported over different logical links).

A simple, single protocol stack can be looked at as a string of functions. Layer 4 calls layer 3 which calls
layer 2 which calls the physical layer for transmission. On the receive side, the LLD sends the data to the
datalink layer which calls layer 3 that calls layer 4, and so forth. Note that, in accordance to our
discussion about LLDs in Chapter 5, there is a“ software break” between areceived frameinthe LLD
and the processing of it in the data link layer. For fast data protocols, thisis almost a requirement in any
type of protocol stack.

The software break can be done in many ways. Use of an operating system, or real-time tasking system,
will allow direct function calls to support the message system. The same can be done for ssmple systems
by use of a“mailbox” and a semaphore. The semaphore is checked and, if available, is set and vital
information associated with the primitive ia put into the mailbox. The LLD continues on with its task of
polling, or being interrupted by, physical events. The semaphore is cleared by the entity servicing (or
reacting to) the primitive put into the mailbox.

If the semaphoreis already set, it is necessary to wait until it is cleared. If interrupts are disabled (as they
would be in an interrupt service routine) then it is quite possible that the software which would clear the
semaphore will never get a chance to do so. Thus, a simple semaphore/mailbox method will only be
satisfactory if the ISR is the only one that might set the semaphore.

A more general algorithm, therefore, is the minimum amount of a software break that can be inserted
between the physical LLD and the upper layers. This requires a queue of mailboxes to be available so
that one is awaysfree. A set of semaphores (one per mailbox) is also possible to use but this requires
coordination of just which mailbox isto be used and serviced first. It is better to have a single semaphore
but a queue of mailboxes.

The algorithm for this would be as follows. Check the semaphore (it may be set but, if so, it will only be
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set for the time needed to process the mailbox queue and not the time needed to process the data). As
soon as possible, set the semaphore to lock out others from manipulating the mailboxes. Find the next
mailbox to be used. Set the “used” field in the mailbox and fill in the primitive information. Release the
semaphore. This method doesn’t eliminate lock-out periods, but reduces them to fixed lengths of time
(time needed to find an empty mailbox and fill it with primitive information) that are acceptable.

10.1.2.1 “Physical Layer” Replacement

One of the easiest ways to add protocol stacks, that are implemented according to the OSI model, isto
take the “innermost” stack, remove the bottom layer (physical layer) and replace it with a“glue” layer
that is able to interface with the network layer of the next “outer” stack. Figure 10.1 shows an
implementation of this.

The glue layer will deal with physical layer primitives from the upper layer and network layer primitives
towards the network layer of the next stack. So, Frame Relay over ATM would replace the use of an
HDLC LLD driver with accessto the AAL.

Thisonly worksif the layers are “pure.” Therefore, the data link layer of the Frame Relay stack in this
example would have to be responsible for al of the HDL C formatting and parsing except for the physical
layer idle character and zero-bit insertion. It is possible to use a pseudo-data link layer that does not
insert the CRC if it is known that, upon receipt, the data will be fed into the stack at the same spot (i.e.,
after the CRC has been inspected and removed). This also implies that the other stack that is being used
must have the capability of error detection.

Thisis another way of indicating that a protocol is to be encapsulated within another. The differenceis
only in showing how thisisto be done. An HDL C frame is composed of an address field, control field,
optional data bytes, and an FCS/CRC field. The purpose of the CRC is to make certain that the bytes
received have not been corrupted. If the data protocol within which it is encapsulated is also making sure
that the bytes have not been corrupted, there is no need of the CRC. However, if upon receipt the CRC is
expected to be present, the transfer will fail. For maximum compatibility, the full datalink layer frame
should be sent so that further “bridging” keeps the frame intact as needed by the protocol.
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Figure 10.1 Protocol stacking at the physical layer.
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10.1.2.2 Coordination Tasks

We have said that there must be “glue logic” (very similar to that connecting disparate semiconductor
circuits together) allowing use of one protocol stack’s higher layer in place of the lower layer. However,
in the case of non-permanent circuits, this will involve stages of readiness.

The “outside” protocol must be ready before the next “inside” protocol is able to be sent. Thisistrue
within other OSI model protocol stacks but the difference is that the timing starts to shift. Let us say that,
asin Figure 10.2, we are placing a Frame Relay SV C request within an ATM protocol stack. The
application (transport layer, in theory) placesaNL_CONN_RQ primitive onto the Frame Relay Network
Layer. Thiscausesa DL-CORE_DATA_RQ to be sent to the Q.922A module, which then causes a

PH DATA_ RQ primitive to be sent to the “physical layer.”

Because of the glue logic, the FR_to ATM function which replaces the PH__ command handler knows
that an ATM Virtual Circuit is needed to transfer the data. However, the PH_DATA_RQ primitive will
not have the information needed to establish the ATM Virtua Circuit (or to choose the appropriate
PVC).

One method of solving this problem isto have the coordinating entity (ITU-T C-plane) have information
that maps the physical/logical link being specified by the PH_DATA_RQ to information needed to pick
out, or establish, the correct Virtual Circuit. Thus, upon receipt of the NL_CONN_RQ primitive, the

FR to ATM function can ask the Coordinating Entity (CE) for the appropriate mapping information and
status of the Virtual Circuit.
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Figure 10.2 Primitive flow in a stacked protocol model.


javascript:displayWindow('images/10-02.jpg',400,439)
javascript:displayWindow('images/10-02.jpg',400,439)

ADSL: Standards, |mplementation and Architecture:Architectural |ssues and Other Concerns

If the VC is already present and active, the information received back from the CE is used only for the
appropriate identification information so that the AAL_DATA_RQ primitive can be formatted correctly.
If the VC is not present or not active, the information can allow the FR_to ATM modul e to specify the
information necessary for an AAL_CONN_RQ. It waitsfor an AAL_CONN _CF and then can proceed
withthe AAL_DATA_RQ primitive.

Another possibility isto make the transport layer intelligent enough about the needs of the different
protocol stacks such that it can issue primitives to the appropriate stacks in an order that will satisfy all
the protocol needs. In keeping with the above example, the transport layer would receive a request to
establish (or gain access to) aFrame Relay VC. It would find that the Frame Relay VC isto be
transported across a particular ATM VC. If the ATM VC was not available yet, then layer four would
issuethe AAL_CONN_RQ primitive and wait for the AAL_CONN_CF before sending the
NL_CONN_RQ to the Frame Relay stack.

This option requires a shifting of the primitive flow. With a“normal” glued stack, all PH_ requests and
responses going through the glue module are tranglated into appropriate upper layer primitives of the
next stack and all AAL__indications and confirmations are translated into the appropriate actions for “up-
the-stack” transfer. If the transport layer is acting to coordinate the two (or more) stacks, the primitives
leading back up must be routed to the Layer 4 module until after the connection is established and then
routed to the glue logic module.

Which method is best will depend on the specific host/client architecture in use. The non-coordinated
approach (direct replacement) allows the easiest substitution but may affect timer conditions within the
“inner” protocol while it iswaiting for the “outer” protocol to be ready for its data. This can cause error
conditions in the stack and may cause threshing. Use of the coordinated (transport-layer driven) approach
eliminates timer situations as the inner layer will not be activated until the outer layer is ready and
available. However, it requires amore direct knowledge of the software configuration of the system and
the ability to re-route message flows.

10.1.2.3 Data Structure Use

Use of multiple stacks can be confusing, especialy if the stacks are not always used together. The ITU-T
C-plane and S-plane have some indications as to how they are to be used in conjunction with multiple
services but not how they are to be implemented.

One of the ways to do thisis to use the concept of interfaces. An interface can be a separate physical link
(such as multiple lines running from a hub to separate nodes) or it can be alogical interface. An interface
corresponds to a protocol stack with its own physical layer. Within the interface, there may be multiple
logical channels (which may map to TDM channels or address-differentiated links on the same TDM
channel or Virtual Circuits) but all the logical entities will either be part of the same protocol stack or
they will be identified according to some known administration protocol. For example, aBRI ISDN has
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three channels. One channel, the D-channel, is used for signaling, maintenance, and (optionally)
multiplexed data protocols such as X.25. The two B-channels are for data use—speech, PPP, V.120,
X.25, or whatever is desired. The three channels are grouped as a single interface but the channels have
different purposes.

Within the concept of an interface, the various layer protocols can be known, and substituted, as long as
they expect to be using the same protocol primitives at a particular layer interface. At the LLD interface,
the LLD can be abstracted into function pointers—one pointer for each type of primitive protocol handler
(such asonefor PH_ primitives, another for MPH__ primitives, etc.). In thisway, the layer can be
exchanged by just changing the function pointers.

The CE can also maintain data structures that allow the knowledge of the state of each interface
(conceptually, from the information sent in the form of management primitives). This allows
coordination of different virtual interfaces that are to be used together on a single physical interface.
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10.2 Signaling

Signaling is a protocol stack, just like any other protocol. However, signaling invokes aresult, which is
the establishment (or failure to establish) anew logical circuit over which data are to be received and
transmitted. This means that there must be coordination between the channels. The NL_CONN_RQ
primitive will return aNL_CONN_CF that contains information (or verifiesinformation given earlier)
about how to access the new logical circuit that has been established.

This can get even more confusing when multiple stacks are being used together. Use of the CE for
managing the different signaling and data channel identifiers can make this more manageable. L et us say
that NL_CONN_RQ isrouted according to the type of service that is requested—BRI signaling, PRI
signaling, CAS T1 signaling, Frame Relay Q.933 in-band signaling, X.25 in-band signaling, etc. The CE
receives the primitive from the transport layer and then routes it according to need. If it isto be routed to
an interface for which thereis an “outer” protocol layer, the CE can handle the necessary prerequisites
before passing along the primitive.

10.3 Standardization

From atechnical point of view, industry standardization is not needed for ADSL or any other protocol.
Aslong as all equipment on the particular network—or both ends of a communication line—agree on the
protocol (local standardization) the equipment will work well.

From marketing, advertising, sales, deployment, mass production, and ease-of-use points of view
industry standardization is very useful. It allows a standard presentation of the product. More direct
comparisons of features are possible with competition based on extra features rather than on different
architectures. Central Offices and consumers are able to get equipment without having to be concerned
with what equipment islocated at the other end. Standard firmware and device drivers can be
manufactured such that the “core’ of the interface devices can be produced in large numbers.

Ease of useisvery important for mass deployment. Most consumers don’t want to be concerned with just
how to install or configure new equipment (we already have enough complicationsin our lives—we want
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solutions—not more problems). In the business sector, there is arecognition that added complexity and
configuration will cost the company more to make use of the equipment. Thisis a hidden overhead that
must be calculated into the cost.

Cost (more than value), however, is the overriding concern for most consumers and thisis the major
factor that must be taken into account when deciding upon a standard. Thisis the subject of great debate
within the ADSL news groups and other inter-industry discussion groups. A simple protocol set can be
deployed quickly and inexpensively. A too-simple protocol will be a*quick fix” that will end up being
discarded as inadequate in a period that is too short to justify use of the device. A complex protocol set
will add to the cost of the device and to the difficulty in installing and administering the device. Cost
factors will be discussed more in the section on migration needs and strategies.

10.4 Real-Time Issues

High-speed data protocols deal in very small time units. A 1 Mbps data line potentially receives a byte
every 1/125,000 of a second or 125,000 bytes per second. A high-density diskette contains 1.44 Mbytes
of data. Thus, a1 Mbps dataline could fill an HD floppy every 8 seconds. It takes a high-end PC about 1
minute to write 1.44 Mbytesto afloppy. Thus, the data line speed, at 1 Mbps, produces data about 7.5
times faster than it is possible to store on floppy disk.

Hard disks are much faster than floppy disks (and RAM accessis even faster). Nevertheless, it is
reasonable to say that a system using a high-speed access line will need to have afast hard disk, large
amounts of RAM, and a good processor.

10.4.1 Bottlenecks

We discussed bottlenecks at the beginning of this book. Aswe can see above, we had better not be doing
an FTP transfer over ADSL to afloppy disk (the above write rates for a floppy disk indicate atransfer
time of about 190 kbps)! Every part of the system must be examined in terms of its limitations.

For the present, however, the bottleneck that is likely to be the most difficult to overcome quickly, isthe
speed of the servers on the net. The majority of 1SPs only have a T1 feed into their location. One request
for alargefile (say 7 Mbytes), will come close to taking over the line. Of course, | P datagram protocols
(as discussed in Chapter 8), limit each datagram to 1,500 bytes, which means that what will really happen
isthat the 1 Mbps transfer time will come in bursts of 500 byte chunks every once in awhile.

The second most difficult bottleneck to overcome will be the Internet itself. As the access speed
increases, the total bandwidth demand is likely to continue to increase. The backbones will be overloaded
and the smaller network links will collapse.

This doesn’t mean that high-speed access mechanisms aren’t worthwhile. The parts of the system will
catch up if there is sufficient demand to make it economically feasible. In the meantime, certain
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connections will be upgraded first. So, there will be very uneven performance in access. For certain sites
that have a high-speed connection for the entire route, with fast servers and high-speed feed lines into the
Internet, the speeds of ADSL will be useful. There are also other potential service markets than the

Internet, as mentioned throughout the book. If the CO is actively participating in video feeds, the access
speeds will be likely to meet the requirements.
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10.5 Migration Needs and Strategies

People buy products when they perceive aneed for them. At the present, there are two product lines that
have significant market penetration and have bandwidth requirements to urge higher speed consumer
access. Thefirst isvideo and audio (including television/cable/satellite broadcasts). The second is the
Internet. E-mail is the most-often used service of online service providers and, without large attachments,
it does not need broadband capabilities. Other services are useful for niche markets but not significant
percentages.

After aneed is perceived, the cost of service becomes the deciding issue. If aservicethat is being
promoted as. providing Video on Demand (VOD), costs $40/month plus a $2 charge per movie, then (at
$1 per movie at low-cost video rental stores) the chance of being able to sell the service to peopleis
virtually nil. The cost must be approximately the same (or less) than what they can get via other methods
to bring on significant numbers of clients. Using the aforementioned costs, a fee of $30/month that
includes 30 free movie rentals and a $.50/movie rental after that would be competitive.

The Internet is the other strong potential for pushing bandwidth demand (and use for ADSL). However,
thereis no requirement for high-speed to use the Internet. Yes, it isuseful but not required. Thisleads us
to the issue of cost versus value. Cost is objective. Vaue is mostly subjective.

In the VOD example, it can be argued (and will be by sales people selling the service) that the consumer
has access to more movies, with easier access and no waiting lines. Thisis an argument for value
provided. Value is along-term strategy. If you buy a mattress costing $600 that will last 10 years, itisa
better value than a mattress costing $400 that will last for 5 years. However, if your budget only allows
for $400 then the perceived value for the more expensive mattress isimmaterial. People will pay extra
for perceived value if they feel aneed for the product, can afford it, and cannot get what they would
consider to be the equivalent product from some other avenue.

ADSL is being promoted to provide higher-speed customer premises data access on the local 1oops.
However, it is also being considered because it offers an alternative to the providers of the speech
network which has not been engineered to support the current data transfer needs.
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10.5.1 Replacement of Long-Distance Infrastructure

If data network access continues at the existing levels (and every projection indicates that it will be
continuing to grow), the long-distance speech networks will have to be upgraded or offloaded. In North
America, the cost of use of the speech services for consumersis closely regulated. Furthermore, it would
be impossible to determine (without dozens of laws broken) what subscribers are using the network for
Internet access and, thus, wrecking havoc with the traffic engineering of the network. Therefore, the
providers of speech network services must provide aternate ways of funding improvementsin the
infrastructure.

Raising revenue for infrastructure improvements requires new products that are past basic needs (which
are protected closely by the state or provincia regulators). (Note that some of the economic arguments
are the same for non-North American areas but government telephone systems shift the direct consumer
cost.) Special services such as voice mail, three-way calling, and such are being more actively promoted
by the PSTN providers. Other possible services can bring in money for infrastructure improvements.

Selling new products to subsidize infrastructure improvements works but it doesn’t meet the network
providersreal desires. to make a profit on each service. The network providers need to offload the speech
network by moving the subscribers who don’t meet the (originally) “normal” traffic statistics. BRI and
PRI ISDN does not meet this requirement, since the data are still supported by the speech network.

ADSL isbasically ideal for this purpose. It uses the same local loop in which the PSTN providers have
already invested and the data must go onto a different long-distance network (that can be tariffed in a
different, and more profitable manner). Luckily, if the service succeeds, it does not have to be
sufficiently profitable to subsidize the speech network. Thisis true because success of ADSL and the
alternate long-distance network (ATM cell, Frame Relay, IP router, SONET, or whatever) means that the
existing speech network does not have to grow.

It can be argued, therefore, that the operating companies can, and should, provide ADSL (with ISP
coverage) for no more than the current cost of an analog line plus | SP service. Thisis about $40/month.
What will happen, however, is unknown.

10.5.2 FTTN, FTTC, and VDSL

There is nothing tremendously different about Very high-speed Digital Subscriber Line (VDSL). It uses
technologies similar to ADSL and offers a basically asymmetric service—at about 10 times the datarate
of ADSL. In order to do this, it must do afew things differently. Mainly, it severely limits the distance
that it can be from a high-speed feeder. In other words, migration to VDSL is a matter of “bringing the
central office closer” rather than trying to make do with speed and distance limitations based on the
existing local loop.

Another way of looking at VDSL isfrom amigration path from the use of Digital Loop Carriers (DLCs).
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DL Cs are being used more and more based on need for new local 1oops, the need to reuse existing copper
for higher bandwidth, and the need for greater bandwidth which can only be addressed by shortening the
distance of the analog local loop. The distance limitations commonly discussed for VDSL are shownin
Table 10.1.

VDSL has basically the same set of potential servicesas ADSL. However, ATM useis at the forefront
for one main reason: ATM is currently the best long-distance network format designed to support the
speeds of VDSL. The main system envisioned to provide the extension of the CO’slink to the local loop
is the Synchronous Optical NETwork (SONET).
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Support of VDSL is expected to be by use of Fiber To The Neighborhood (FTTN) or Fiber To The Curb
(FTTC). FTTN ismorelikely and it will probably form a hub network as seen in Figure 10.3. SONET
usesan ATM cell based layer 2 and layer 3 and this lends greater weight to the argument that ATM
should be used on top of VDSL (whether or not this extends to the host systems is another matter).

Table 10.1Projected VDSL Speeds

Distance Downstream Speed Upstream Speed
4500 feet 12.96 - 13.8 Mbps 1.62 Mbps
3000 feet 25.92 - 27.6 Mbps 3.24 Mbps
1000 feet 51.84 - 55.2 Mbps 6.48 Mbps

Figure 10.3 VDSL with a SONET hub.

10.6 Summary of Issues and Options

The existing network was designed to support speech. As aresult of the slow building up of this network
over the centuries, with speech as the main criteria, many assumptions, as to how the network would be
used, were built directly into the design criteria

First, as the need for greater capacity on the long-distance network grew, the basic unit capacities of the
long-distance channels were designed around the needs for speech. Working with Nyquest’s Sampling
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Theorem and a voice bandwidth of about 0 KHz to 3,700 KHz, there was a need for sampling 8,000
times per second (twice the possible sample rate). Using 8-bit codes for each speech sample gave a
channel capacity of 64,000 bps. This channel size has permeated digital networks all across the globe.

Second, the network cannot be economically supported to give full accessto all usersto al other users
(full connectivity). Thisis amatter of traffic engineering. Most of the time, the network is designed such
that there is enough capacity for all but avery small percentage of the time. This design was based on a
certain number of calls per line per day and a certain average length of acall (about three minutes).
Together, this determined just how many “trunk” lines would be supplied and how much capacity the
various network switches had to have.

New uses of the speech network have made this traffic model collapse. There are many new services
used with the anal og speech network—causing a great increase in the number of lines per household (or
capita, depending on how you want to list the situation). Even worse, the use of the speech network for
data uses has greatly increased the average hold time (the time that the call is active). In a network traffic
engineering model, a doubling of the average hold time means that the number of trunk lines needed
doubles. This cannot be done immediately and the demands on the network, as data use continues to
grow, isthreatening to cause breakdowns of the old infrastructure.

Third, various devices have been placed on the local loops to make the quality of speech service better.
These devices which improve speech quality do so by focusing on the behavior of the linesin the speech
bandwidth. Thisisto the detriment of the other parts of the potential bandwidth which are needed for
additional speed.

There are many different protocols, and line services, available for bringing the digital capabilities of the
network to the customer premises. The high end of the MODEM world (the 56K MODEM) still makes
use of the speech network. The first fully digital local loop protocols, BRI and PRI ISDN, also make use
of the speech networks although they do provide considerably greater data speed. Other XDSL protocols
exist by bypassing the speech network and being directed towards | P routers, ATM cell relay switches,
Frame Relay networks, and so forth.

A Consumer Digital Subscriber Line (CDSL, also referred to as ADSL “lite”) variant of ADSL is
regarded as a potential direct replacement for the analog MODEM. Thislimited version of ADSL allows
home installation without the need of technical service people calls. It does this by limiting the options
and speed of the data access on the line.

ADSL has had two primary physical line coding techniques used in the experimental arena. These are
known as CAP and DMT. In actuality, DMT makes use of CAP technology aso. The main difference
with DMT isthat it splits the frequency spectrum into multiple equal-sized bands which are available for
allocation to upstream or downstream traffic. The DMT technology has been chosen as the basis for
ADSL standards by ANSI and also the International Telecommunication Union Telecommunications
Standardization. Sector (ITU-T).
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The ADSL physical layer protocol is based on superframes, individual frames, and fast and interleaved
data paths. The superframe is broken down into individual frames which hold various control,
supervisory, and datainformation. ADSL “lite” (or CDSL) simplifies the individual frames by
eliminating potential configurations and reducing the overhead byte mechanisms by eliminating options.

High-speed data access methods require use of semiconductor chips and particular protocol stacks.
Modern data communication protocols make use of the Open Systems Interconnection (OSl) model to
split the functions up into separate “layers.” The bottom layers are the physical, data link, and network
layers and are considered to be the “chained layers’ asthey exist in some form at each node of a network
while the other layers are passed only from end to end.

It is possible to use ADSL as a conduit from the customer premises to the central office, using the local
loop as “dry copper” and then routing the data stream directly to a service provider such as an Internet
Service Provider (I1SP). However, more versatile use can be made of the datalink if it has some type of
routing, or signaling capabilities. This can be obtained by using some type of protocol on top of ADSL
which contains signaling options. Some protocols which contain signaling possibilities include Frame
Relay, BRI and PRI ISDN, and ATM.

Asynchronous Transfer Mode (ATM) was designed as a self-contained cell routing mechanism to be
used in high-speed cell relay system network switches. It has a high-overhead cell structure but allows
sufficient data address information to be able to create high-speed networks. It has a signaling protocol
associated with it, called ITU-T Recommendation Q.2931, but many of the existing uses of the ATM
network make use of Permanent Virtual Circuits (PVCs) which do not need to have signaling features.
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ATM isboth aprotocol and alayer. The ATM layer occupies the OSI model layer 2 for the data link
layer. The ATM Adaptation Layer (AAL) acts as the main layer to be used for data transport. Two AAL
Types are recommended for use with ADSL. These are called AAL Type 1 and AAL Type5. AAL Type
5 isthe one recommended for use with ATM over ADSL by the Services Network Architecture Group
(SNAG) which operates as a working study group within the ADSL Forum.

As mentioned, ATM has a considerable overhead. For many services, the fast network capabilities of
ATM are not needed. Thus, there are also options to use Frame Relay directly over ADSL or use of
TCP/IP over ADSL into IP routers. Frame Relay is ahighly efficient, streamlined, data protocol that
assumes that the physical medium will provide closeto an error-free link. TCP/IP is particularly useful
because it is used within the Internet. The Internet is one of the primary factors pushing people towards
greater network access speeds.

If asystem provides high-speed access lines, then the data must be able to be transmitted all the way
through to the host device that has requested the data (or which is transmitting the data). This host access
link is one of the potential places where a bottleneck can occur. A bottleneck is the spot in a network
which can support the lowest data speed. The entire network islimited to the capacity of the slowest part
of the network path.

A host access path can be supported by an existing high speed LAN protocol, anew LAN protocol, a
high-speed port interface, or some form of data bus extension or direct motherboard support. The major
requirement isthat it provide adatarate that is at least as fast as the access line.

Note, as mentioned above, that there are many possible places in the network which may place a break
on the network speed. The place that is most likely to cause delaysis at the server end of an Internet
request. Due to relatively low feeder data paths into the servers' locations and possible underdesign of
the server computer system, thisisthe area most likely to cause delaysin Internet requests.

ADSL can be aconsiderable boon to the Public Switched Telephone Network (PSTN) providers asit can
offload the existing speech network in favor of use of higher speed data networks. This allows continued
use of the existing networks for speech without exceeding the traffic engineering requirements and
provides a continued growth path for more, and faster, data network access.
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Consumers, however, must be persuaded of the need for the speed and must be presented with a
cost/benefit situation that is difficult to ignore. In other words, if the direct product can be obtained in
some other way (even if not as “well”), ADSL must be presented in such a manner that the cost will be
the same or |less than possible existing competing services.

Continued increases of access speed to the residences on existing unshielded twisted pairs (UTPs) is
unlikely unless the known laws of physics are altered considerably. However, by effectively shortening
the distance of the local loops by bringing the high-speed digital networks closer to the ends of the local
loop, it is possible to reach much greater speeds than ADSL can achieve. Thistechnology is called Very
high speed Digital Subscriber Line (VDSL). It makes use of high-speed feeder hubs that can be gathered
from the central office, or central routing areato the neighborhoods. One of the most likely current
technologies to be used to provide this hub capability is called Synchronous Optical Network (SONET)
but this migration of Fiber-To-The-Curb (FTTC) islikely to extend over the next few decades.
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The following documents, referred to in the first two sections, are either used as reference material within
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The next section lists other technical reference specifications. The following section lists Internet Web
sites. Thefinal section lists various books on xDSL, ADSL, and ISDN, some of which arereferred toin
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Acronyms and Abbreviations

AAL
ADSL
ANSI
AOC
ASO-3
ASX
ATM
ATU-C
ATU-R
B-1SDN
BECN
BRI
C-plane
CAP
CAS
CCITT

CLP
CO
CODEC
CPE
CRC
CRV
CS

ATM Adaptation Layer

Asymmetric Digital Subscriber Line
American National Standards I nstitute
ADSL Overhead Channel

ATM downstream simplex sub-channel designators
One of the ATM downstream sub-channels
Asynchronous Transfer Mode

ADSL Transceiver Unit, Central office end
ADSL Transceiver Unit, Remote end
Broadband ISDN

Backward Explicit Congestion Notification
Basic Rate Interface

Control plane

Carrierless Amplitude and Phase modulation
Channel Associated Signaling

International Telegraph and Telephony Consultative Committee (old name of I TU-
T)

Cell Loss Priority

Central Office

COder-DECoder

Customer Premise Equipment

Cyclic Redundancy Check

Call Reference Vaue

Convergence Sublayer
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CSA
DE
DLCI
DMT
DTE
DTMF
EOC
ETSI
FCS
FDM
FEC
FECN
FEXT
FTTC
FTTN
HDLC
HDSL
HDTV
IDSL
|E
|EEE
lETF
P

| SDN
1SO
ITU

I TU-T
LAN
LAPB
LAPD
LAPF
LAPM
LLD
LMI
L SO-2

Carrier Serving Area

Discard Eligibility

Data Link Connection Identifier

Discrete MultiTone

Data Terminal Equipment

Dual Tone MultiFrequency

Embedded Operations Channel

European Telecommunications Standards I nstitute
Frame Check Sequence (HDLC)

Frequency Division Multiplexing

Forward Error Correction

Forward Explicit Congestion Notification (Frame Relay)
Far-End crossTak

Fiber To The Curb

Fiber To The Neighborhood

High-level Data Link Control

High-speed Digital Subscriber Line

High Definition TeleVision

ISDN Digital Subscriber Line

Information Element

Institute of Electrical and Electronics Engineers
Internet Engineering Task Force

Internet Protocol

Integrated Services Digital Network
International Organization for Standardization
International Telecommunication Union

I TU-Telecommunication Standardization Sector (formerly called CCITT)
Local Area Network

Link Access Procedure Balanced

Link Access Procedure on the D-channel

Link Access Procedure Frame-mode

Link Access Procedure for Modem

Low-Level Driver

L ocal Management Interface

Duplex sub-channel designators
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LSB
MAC
MODEM
MPEG
MSB
N-ISDN
NEXT
NIC
NNI
NT
NT1
NT2
OAM
oSl
PABX
PBX
PCM
PDU
PLP
POH
POTS
PPP
PRI
PSTN
PVC
QAM
QOS
RAM
RFC
ROM
SAR
SDH
SDL
SM
SONET

Least Significant Bit

Media Access Control

M Odulator-DEM odulator
Motion Picture Experts Group
Most Significant Bit
Narrowband ISDN

Near-End crossTak

Network Interface Card
Network-Network Interface
Network Termination

Network Termination 1
Network Termination 2
Operation And Maintenance
Open Systems Interconnection
Public Access Branch Exchange
Private Branch Exchange

Pulse Code Modulation

Protocol Data Unit

Packet Layer Protocol

Path OverHead

Plain Old Telephone System
Point-to-Point Protocol

Primary Rate Interface
Public-Switched Telephone Network
Permanent Virtual Circuit
Quadrature Amplitude Modulation
Quality Of Service

Random Access Memory
Request For Comment
Read-Only Memory
Segmentation and Reassembly
Synchronous Digital Hierarchy
Specification Description Language
Service Module

Synchronous Optical Network
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SSCOP
STM
SvC
TC
TCP
TE1
TE2
TEI
TDM
U-plane
UART
UNI
USB
VCC
VCI
VC
VPC
VPI
WAN

Service-Specific Connection-oriented Protocol
Synchronous Transfer Mode

Switched Virtual Circuit

Transmission Convergence sublayer
Transmission Control Protocol

Terminal Equipment 1 (ISDN)

Terminal Equipment 2 (non-ISDN)

Terminal Endpoint Identifier

Time Division Multiplexing

User plane

Universal Asynchronous Receiver/Transmitter
User-Network Interface

Universal Serial Bus

Virtual Channel Connection

Virtual Channel Identifier

Virtual Circuit

Virtual Path Connection

Virtual Path Identifier

Wide Area Network
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AAL, See ATM Adaptation Layer

AAL_ primitives, 120

Access fees, 28

Access line capacity, 18

Acknowledgment, proprietary protocol requirements, 145-146
Actions, 91, 121

Adaptive asynchronous protocols, 37

ADB, 157

Addressfields, 97, 141

destination, 97, 103, 141

Ethernet frame, 152-153

Frame Relay, 105, 131-132

IP, 103-104

origin, 98, 103, 141

TCP virtual circuits (“port addresses’), 142

ADSL (Asymmetric Digital Subscriber Line), xix, 23, See also Digital Subscriber Line (xDSL)
technologies; ISDN

access unit “class’ definition, 43

hardware access, See Hardware access and interactions

host access, See Host access

industry standardization, 165, See ADSL standardization
ISDN architecture and, 23-24, See also ISDN

physical layer protocol, xx, 24-25, 47-66, See Physical layer
POTS ports, 32, 43

programming interface, 60
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gplitterless system, See ADSL “lite”

ADSL Forum, 21, 23, 25, 26, 28, 43, 126

ADSL interface chip, 74-75

ADSL “lite,” 30, 44-45, 62-64, 170
ADSL/RADSL, 29, 42-43

ADSL standardization, 25-27, 159, 165, 171, Seealso ANSI; ITU-T; specific protocols
Always On/Dynarnic ISDN (AO/DI), 37
American National Standards Institute, See ANS
American Wire Gauge (AWG) standard, 6
Amplification, 16

Analog data communication, 21-22

Analog devices, signaling methods, 98-101
Analog Interfaces (Al), 74

Analog-to-digital conversion, 22

ANSI, 25, 26, 171

Frame Relay recommendations (T1.606, T1.617, T1.618), 130
T1, 38-41

T1.413, 26-27, 43, 50-61, 107

T1.606, 130

T1.617,130-131

T1.618, 131

T1E1.4, 42

ANSI/IEEE 802.3, 149

Anycast, 104

Apple Desktop Bus (ADB), 157

Application access, 79-80, See Host access
Application layer, 71, 72

Application Programming Interface (API), 94
Arbitration, 83

Areacodes, 99

Asymmetric Digital Subscriber Line, See ADSL
Asynchronous adaptive protocols, 37
Asynchronous messages, 88-89

ATM (Asynchronous Transfer Mode), xxi, 23, 42, 54-55, 107-127, 171

complexity, 107

data organization (PDUs), 108
distribution services, 109

fast and interleaved data, 57
fast byte/sync byte, 58



ADSL: Standards, |mplementation and Architecture:Index

hardware support, 81

history, 108

interactive services, 109

ITU-T Recommendations, 109, See ITU-T
market considerations, 107

multi-protocol stacks and, 160-163
Network Timing Reference (NTR), 111
OSl layers, 110

physical layer, 111, 146, See Physical layer
primitives, 120

signaling, 120-126

B-ISDN message set, 123-124

default codeset, 126

disconnection and release request, 122
genera architecture, 120-121
Information Elements, 125-126

lower layer access, 120

network-side states, 122-123

user-side states, 121-122

User-to-Network and Network-to-Network Interfaces, 113
virtual circuits, 66, 163-164
virtual paths and channels, 115-116

ATM Adaptation Layer (AAL), 81, 110, 113, 116-119, 171

AAL_ primitives, 120

protocol typestable, 119

Segmentation and Reassembly (SAR), 81, 116-118
Typel, 117,118,171

Typeb5, 117,118, 171

multi-protocol stacks and, 161
ATM cdls, 104-105, 111
formats, 113-115

ATM Forum, 25, 26

ATM Layer, 104, 110, 111-116, See also Datalink layer
ATM25, xxi

ATM25 interface, 147
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B

Backplane architectures, 157

Backward Explicit Congestion Notification (BECN), 133

Bandwidth requirements for human speech signal transmission, 14-15
Basic Rate Interface Integrated Services Digital Network, See BRI-ISDN
B-channels, 35, 108-109, 165, See also Bearer channels

Bearer channels, 51, 54-55, 108-109, See also B-channels

Bell Laboratories, 99

Binary coding, 3

B-1SDN, See Broadband ISDN

Bottlenecks, 17-19, 166-167, 172

BRI-ISDN, xx, 21, 29,31-32, 170, See also ISDN

cost, 28

data protocols, 37

DSLAM and WAN access, 66
IDSL, 37-38

multi-protocol stacks and, 160-161
physical layer, 32-35
primitives, 72, 102

signaling protocol, 102
switching protocol, 35-37
Terminal Adaptor, 32
transport classes, 55

Bridged taps, 15, 16
Broadband ISDN (B-1SDN), xxi, 23, Seealso ATM

bearer services, 108-109

history, 108

ITU-T Recommendations (F.2xx series), 109

message set, 123-124

OSl layers, 110

physical layer, 111

signaling, 120-126, See under ATM

User-to-Network and Network-to-Network Interfaces, 113

Broadcast media, 7
Buffer, 11, 79

Buffer descriptors, 86-87
Bus control, 83
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C

Cable modems, xix, 18

Call Reference Vaue (CRV), 36, 123

Carrier Sense Multiple Access/Collision Detection (CSMA/CD), 150
Carrierless Amplitude/Phase (CAP) modulation, 42, 47-49, 171
CCITT, 23, SeeITU-T

CDSL, 30, 44-45, 50, 170, See ADSL “lite”

Cell Loss Priority (CLP), 113

Cdll relay, xxi, See ATM

Chained layers, 71, 89

Channel Associated Signaling (CAS), 41, 101
Checksum, 144-145

Circuit, 8, 11

Circuit-switching, 9-11

Clock rate, 4

CODEC trandations, 75

Command housing, 88

Command registers, 85

Command/Response (C/R) bit, 132

Common Channel Interoffice Signaling (CCIS), 101
Communication forms, 1-5

Confirmation primitive, 72, 102, 120

Congestion control, Frame Relay system, 133-134
Connectionless (CL) services, 117

Connectivity, 98

Constant Bit Rate (CBR) services, 117
Constellation encoding, 74

Consumer Digital Subscriber Line (CDSL), 30, 44-45, 50, 170, See ADSL “lite”
Control fields, 134, 146

Control plane, 73

Control systems, 80

Convergence Sublayer (CS), 81, 116-117

Copper wiring transmission media, Xix, xx, 6

managing signal degradation and attenuation, 15-17

CopperGold ADSL transceiver, 95

Coprocessor systems, 77, 147

Cosine wave, 47-49

Cost issues, 28, 166-168

Cyclic Redundancy Check (CRC), 36, 60, 70, 163-164
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Ethernet frame, 153

fast byte use, 58

physical layer semiconductors, 75

Data acknowledgment, proprietary protocol requirements, 145-146
Data buses, 79

Data bus extension, 157

Datagrams, 139-141, 166

Data identification, proprietary protocol requirements, 145
Dataintegrity, proprietary protocol requirements, 144-145

Data Link Connection Identifier (DLCI), 105, 132

Datalink core primitives, 134-136

Datalink layer, 69-70, 101, 104, 138, 171, Seealso ATM Layer

Frame Relay, 130-131

IPframe, 139

multi-protocol stacks and physical layer replacement, 162
proprietary protocol requirements, 146

xDSL (BRI ISDN), 37

Data recovery, proprietary protocol requirements, 146

Datatransfer protocols, 125, See Frame Relay; Internet Protocol; Transmission Control Protocol
D-channel, 35, 165, Seealso LAPD

Destination addressfield, 97, 103, 141

Devicedriver library, 94-95

Dial tone, 100

Digital data communication, 21-22

Digital Interfaces (DIO, 74

Digital Loop Carriers (DLCs), 15, 16-17

migration issues, 168-169

Digital modems, 18, 22

Digital Signal Processing (DSP), 74

Digital Subscriber Line (xDSL) technologies, xix, 21-46; See also ADSL; ADSL “lite”; ATM;
BRI-ISDN; 56K MODEM; ISDN; specific protocols, standards bodies, technologies

ADSL/RADSL, 29, 42-43
CDSL/ADSL Lite, 44-45
cost, 28
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data protocols, 37

family of protocols, 28-46
HDSL/HDSL 2, 38-41

physical layer, 32-35

rate adaptive variants, 18

table of technologies and features, 29-30
terminology, 21

VDSL, 28, 30, 45

Digital-to-analog conversion, 75

Digital transmission coding, 3-5

Discard Eligibility (DE) bit, 133

Disconnect signal, 122

Discrete MultiTone (DMT), 42, 49-50, 107, 171
Disk 1/O transfer time, 17-18

Distance limitations, 15, 42

Distribution services, 109

DL_primitive, 72

DLCI, 105, 132

DMT, 42-43, 49-50, 107, 171

DSLAM (DSL Access Module), 19, 43, 64-66, 105
Dual Tone MultiFrequency (DTMF), 100-101
Dumb board application, 76

Duplex bearers, 55

“Dying gasp” signal, 61

El system, 39, 40
transport classes, 54

Echo cancellation, 49
Embedded Operations Control (EOC), 58, 60-62

ADSL “lite” (splitterlessADSL), 63
devicedriver library, 95

Encapsulation, 79, 102, 103, 162

EOC, See Embedded Operations Control

Ephemeral ports, 142

Erasable Programmable Read-Only Memory (EPROM), 81

Error correction, See also Cyclic Redundancy Check; Embedded Operations Control



ADSL: Standards, |mplementation and Architecture:Index

CRC and HDLC framing, 70

datalink protocol, 69

Forward Error Correction (fec), 57
Frame Relay protocols, 131
proprietary protocol requirements, 146

Ethernet, 70, xxi, 127, 138

Fast Ethernet, 147

frame, 152-153

history, 149

MA bridges, 154

Medium Access Control (MAC), 149, 150-151
OSl model equivalents, 149

physical medium and protocols, 154

European Telecommunication Standards Institute (ETSI), 25, 27
Events, 83, 90-91, 121
Extended ISA, 157

Fast byte, 58

Fast data, 57

Fast Ethernet, 147

FDM, 12-13

Fiber optics, 7

Fiber-To-The-Curb (FTTC), 2, 45, 169, 172

Fiber To The Neighborhood (FTTN), 169

FIFOs, 85-86

56K MODEM, xx, 21-22, 28, 29, 31, 170

File Transmission Protocol (FTP), 72, 166

First-1n; First-Out queue (FIFO), 85-86

Flash memory, 81

Floppy disks, 166

Flow-control, 79

Forward Error Correction (fee), 57

Forward Explicit Congestion Notification (FECN), 133
Frame Check Sequence (FCS), 36, 131, 153

Frame delineation, 70

Frame-Mode Connection Control Messages, 136
Frame-oriented protocols, 37, See Frame Relay; ML-PPP
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Frame Relay, xxi, 129-138, 171

congestion control, 133-134
control field, 134

datalink core primitives, 134-136
datalink layer, 130-131

DSLAM connection, 66

error recovery protocols, 131
history, 130

link access protocol, 131-134
multiple protocol considerations, 137-138, 160, 162-163
Network Layer signaling, 136
protocol set, 105

virtual circuits, 129

Frame Relay Forum, 105, 130, 131
FRF.4, 136

Frame Relaying Specific Convergence Sublayer (FRCS), 118
Frame Relay Network, 133

Frequency Division Multiplexing (FDM), 12-13

FRF.4, 136

Gateways, 71

Generic How Control (GFC), 113, 116

“Gluelogic,” 82, 163

Glue module, 164

“G.”-series of ITU-T Recommendations, See under ITU-T

Handshake, 75, 143
Hard disks, 166
Hardware access and interactions, xxi, 81-96, 171

ADSL chipset interface example, 94-96

data bus extension, 157

direct microprocessor access, 147-148, 157-158
interface chip, 74-75

Low-Level Drivers (LLDs), 87-89
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microprocessor direct access, 158

physical layer semiconductors, 75

state machines, 89-94

synchronous and asynchronous messages, 88-89
system configuration design, 75-76

Universa Serial Bus (USB), 147, 155-157

Hardware components and interactions, 73-77, See also Hardware access and interactions
Hardware/software interface registers, 84

Hardware timer, 82-83

HDLC, See High-level Data Link ControL; LAPD

HDSL, 21, 29, 38-42

HDTV, 109

Header Error Control (HEC), 70, 112, 116

Header fields, 139-140, 142-144

High bit-rate Digital Subscriber Line (HDSL), 21, 29, 38-42

HDSL2, 32, 42
High-level Data Link Control (HDLC), 36, 69-70, See also LAPD

error checking, 70

error correction, 60

Ethernet frame and, 153
multi-protocol stacks and, 160
physical layer semiconductors, 75

High-passfilter, 51
Host access, xxi, 79-80, 147-158, 172

direct microprocessor access, 147-148,
157-158

Ethernet, 147, 148-155

motherboard support, 157-158

Universal Serial Bus (USB), 147, 155-157
“upper layers’ model, 71

Host-controlled systems, 76-77
Host 1/O capacity, 17-18
HyperText Markup Language (HTML), 72, 109

IDSL, 29, 37-38
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|EEE

Ethernet standard (802.3), 149, 154
Sub-Network Access Protocol (SNAP), 138

|[ETF RFCs, 137

In-band signaling, 101

Indication primitive, 72, 102, 120

Indicator bits, 58, 60

Industry Standard Architecture (1SA), 157

Industry standardization, 165-166, See ADSL standardization
Information Elements (1Es), 125-126, 136

Infrastructure limits, 13-17

Initialization commands, 88, 95

Integrated Services Digital Network, See ISDN

Interactive services, ATM over ADSL, 109

Interface chip, 74-75

Interfaces, multi-protocol stack implementation context, 164-165
Interlayer primitives, 72, 102

Frame Relay datalink core primitives, 134-136

Interleaved data, 57

International Organization for Standardization (1SO), 67

International Telecommunication Union-Telecommunication Standardization Sector, See ITU-T
| nternet

access fee, 28
bottlenecks, 166-167
pushing bandwidth demand, 167

Internet Assigned Numbers Authority (IANA), 142
Internet Engineering Task Force (IETF) RFCs, 137
Internet Protocol (1P), xxi, 97, 138-141

datagrams, 139-141, 166
“header fields,” 139-141

IPv6, 103-104, 140, 142
network layer protocol, 70-71
routing and addresses, 103-104

Internet Service Provider (ISP) signaling protocol, 78
Internetworking, 35, See Interworking
Interrupt control groups, 83
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Interrupt mask, 88

Interrupt Service Routine (ISR), 88
Interrupt servicing, 88

I nterworking

B-ISDN state specifications, 121
OSl model, 35
protocol stack considerations, 77, 78-79

Intranet systems, 79, 127, 138

1/O port transfer rate design criteria, 18

1/O requests, 79, 84

| P, See Internet Protocol

|Pv6, 103-104, 140, 142

ISA, 157

ISDN (Integrated Services Digital Network), 23, See also BRI-ISDN; Broadband |SDN

ADSL and, 23-24

basic architectural model, 24

global connectivity, 32

plane architecture, 110

signaling using Primary Rate Interface ISDN,
41

ISDN Digital Subscriber Line (IDSL), 29, 37-38
1SO, 67

|SO/DIS 88302-3, 149

ITU-T, 23, 171

B-ISDN (F.2xx series), 109
G.922.2, 62-64, See ADSL “lite”
G.944.1, 95

G.992.1 (G.dmt), 27

G.992.2 (G.lite), 27, 95

G.994.1 (G.hs), 27

G.996.1 (G.test), 27

G.997.1 (G.ploam), 27

1.113, 108

1.121, 108

1.122, 130, See also Frame relay
[.211, 108-109

1.361, 114

1.362, 116

1.370, 134
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1.430, 68

1.432, 111

1.610, 114

Q.921, 35-36, 42, 66, 101-102, 131, See LAPD

Q.922, 105, 131, 134-136

Q.922A (Annex), 105, 130, 131, 134-136, See also Frame Relay
Q.931, 35, 42, 36, 66, 101-102, 130

Q.933, 105, 130

Frame-Mode Connection Control Messages, 136

Q.2931, 120-126

V.90, 29, 31, See 56K MODEM
V.110, 37

V.120, 37, 130

V.120, 37

X.20 bis, 74, 75

X.25, 37,71, 101

X.31, 129, See also Frame Relay

K56Flex, 31

LAPB, 101

LAPD, 36, 101, 105

LAPF, 102, 130

LAPM, 21, 102

Layer 2 Tunnelling Protocol (L2TP), 138

Line conditioning, 31-32

Link Access Procedures, See LAPB; LAPD; LAPF, LAPM
Link access protocol for Frame Relay, 131-134

Loading coails, 15-16

line conditioning, 31-32
Local AreaNetwork (LAN), 11

DSLAM, 64
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Local loop distance limitations, 15

Local Management Interface (LMI), 131
L ong-distance capacity, 19
Long-distance trunk lines, 9

digital system, 22

DLCs, 17

infrastructure replacement, 168
multiplexing, 13

Low-Level Drivers (LLDs), xxi, 69, 87-89

devicedriver library, 94-95
interface, 165
multi-protocol stacks and, 161

Low-passfilter, 51

Machine bus, 157

Mailbox system, 161

Management Information Base (MIB) group, 26
Management layer primitives, 72

Management plane, 110

MCA, 157

Medium Access Control (MAC), 149, 150-151, 154
Memory mapping, 80, 84

Metasignaling, 116, 120, 126

Micro Channel Architecture (MCA), 157
Microwave transmission, 7

Migration needs and strategies, 167-169
ML-PPP, 37, 108

Modems, xix, xx, 21, 100

cable modems, xix, 18

56K MODEM, xx, 21-22, 28, 29, 31, 170
host 1/0 capacity and, 18

Link Access Protocol, 21

protocols, 37

Morse code, 2, 4
Motherboard support, xxi, 157-158
MPEG, 47
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MPEG-II, 109, 129

Multicast, 104

Multi-Link Point-to-Point (ML-PPP) protocol, 37, 108
Multiplexing, 12-13

Multiprotocol Interconnect over Frame Relay, 137
Multi-protocol stacks, 160-165

architectural choices, 160-161
coordination tasks, 163-164

data structure use, 164-165

physical layer replacement, 162-163
signaling, 165

software implementation, 161-162
virtual circuits and, 163-164

Narrowband-1SDN, 108

Network-to-Network Interface (NNI), 113
Network administration applications, 77

Network Facility Associated Signaling (NFAS), 41
Network layer, 70-71, 101-102

B-ISDN signaling protocol, 120
Packet Protocol, 102
signaling, for Frame Relay, 136

Network Layer Protocol |Dentifier (NLPID), 138, 160
Network saturation, 19

Network Timing Reference (NTR), 51, 111

N-1SDN, 108

NL primitive, 72

Nyquest’ s Sampling theorem, 4, 14, 170

OHCI, 155
Open Systems Interconnection (OSI) model, 67-73, 171, See also Protocol stacks; specific layers

B-ISDN (ATM) protocol model, 110
BRI-ISDN protocols, 35-37
Ethernet and, 149
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interlayer primitives, 72, 102
layer 1, 68-69, See Physical layer
layer 2, 69-70, See Datalink layer
layer 3, 70-71, See Network layer
layer 4, 71, See Transport layer
older data protocols and, 70-71
protocol hierarchies, 126-127
protocol modularity, 73

upper layers, 71-72

Operating systems, support for asynchronous messages, 89
Organizationally Unigque Identifier (OUI), 138

Origination address field, 98, 103, 141

OSl, See Open Systems Interconnection (OSI) model
OSIG support, 121

Overlap receiving (U25), 121

Overlap sending (U2), 121

Overrun condition, 86

Packet-switching, 9-11

PCI, 157

Peripheral Component Interconnect (PCl), 157

Peripheral plug-and-play capability, 155

Permanent virtual circuits (PVCs), 66, 97, 104, 105, 129, 171
Personal Communication Systems (PCS), 7

PH_primitive, 72

Physical driver, 69

Physical interface chip, 81

Physical layer, xx, 47-66, 101, 171

ANSI T1.413, 50-61

ATM, 111

ATM25 interface, 147

bearer channels, 51, 54-55

BRI ISDN architecture, 32

Carrierless Amplitude/Quadrature Amplitude Modulation (CAP/QAM), 47-49
CRC bits, 60

Discrete MultiTone (DMT), 42, 49-50
DSLAM components, 64-66

embedded operations control, 58, 60-62
fast byte/sync byte, 58
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fast data, 57

indicator bits, 58, 60

interleaved data, 57

multi-protocol stacks and, 160

protocol stack architecture (OSlI model), 68-69
receiver-central unit (ATU-R ATU-C) matching, 64
replacement and adding protocol stacks, 162
semiconductors, 75, See also Semiconductor devices
specifications, 24-25

superframe structure, 55-60, 171

synchronization or “activation,” 69

transport classes, 54

Physica Medium (PM), 69, 111
Ethernet, 154

Pin-outs, 81-83, See also Hardware access, Semiconductor devices
Plain Old Telephone Service (POTYS), xix, See Public-switched telephone network

POTS ports, 32, 43

Plane management functions, 110

Plug-and-play capability, 155

Point-to-Point Protocol (PPP), 66, 127, 139, 160
Polling, 83, 88

Port addresses, 142

Power-up sequence, 88

Presentation layer, 71, 72

PRI ISDN, 29, 41, 170

Primary Rate Interface ISDN (PRI ISDN), 29, 41, 170
Primitive interfaces, 838

Private Branch Exchanges (PBXs), 121

Private Integrated services Network exchanges (PINXs), 121
Proprietary protocol design requirements, 129, 144

data acknowledgment, 145-146
data identification, 145

data integrity, 144-145

data protocol, 146
datarecovery, 146

Protocol Data Units (PDUs), 108-109
Protocol Discriminator, 123
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Protocol identifiers, 138
Protocol modularity, 73
Protocol stacks, 77-79, 171

interworking, 77, 78-79
multi-protocol stacks, 160-165

architectural choices, 160-161
coordination tasks, 163-164

data structure use, 164-165

physical layer replacement, 162-163
signaling, 165

software implementation, 161-162

OSl model, 67-73, See Open Systems Interconnection (OSI) model
signaling, 77, 78
stack combinations, 79

Protocol state machines, 89-94
Pseudoternary method, 33
Public-switched telephone network (PSTN), 98-101

ADSL and infrastructure replacement, 172

BRI ISDN Terminal Adaptor, 32

CDSL/ADSL “lite,”, 43-45

challenge of high-speed and multiple-access demand, xx
DSLAM, 65-66

long-distance infrastructure replacement, 168

switch hierarchy, 99

telephone number system, 98-99

POTS ports, 32, 43

speech-based design criteria, xx, 14-15, 170

Pulse Code Modulation (PCM), 31, 78

“Q.”-series of ITU-T Recommendations, See under ITU-T
Quadrature Amplitude Modulation (QAM), 42, 47-49

Race condition, 88



ADSL: Standards, |mplementation and Architecture:Index

Radio wave transmission, 7
RADSL, 29, 42-43, 45
Random Access Memory (RAM), 81

buffer descriptors, 86-87
host 1/0 capacity and, 17

Rate-adaptive ADSL (RADSL), 29, 42-43, 45
RBOCs, 28, 38

Read-Only Memory (ROM), 81

Real-time issues, 166-167

Real-time tasking system, 161

Regional Bell Operating Companies (RBOCs), 28, 38
Registers, 84-85

Release request signal, 122

Repeaters, 16

Request primitive, 72, 102, 120

Response primitive, 72, 102, 120

Retrieval services, 109

RLCG parameters, 15

Robbed bit signaling, 41, 101

Route, 8

Routers and routing methods, 11-12, 77, 97, 102-105

ADSL and ISDN architecture, 23-24
ADSL/RADSL signaling, 42

ATM cdls, 104-105

DSLAM, 65-66, 105

Frame Relay, 105

Internet Protocol, 103-104
permanent virtual circuits, 104
security checks, 103

Routing tables, 102

Sampling rate, 4-5, 14, 170

SCSl, 157

SDSL, 29, 32, 42, 47

Security issues, 101, 103

Segmentation and Reassembly (SAR), 81, 116-118
Semaphore method, 161
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Semiconductor devices, xxi, 73, 81, 171

access, 81-87, See Hardware access and interactions
Low-Level Drivers and, 87-89
physical layer and, 75

Sequence Number (SN), 117

Sequence Number Protection (SNP), 117-118
Seria LineIP (SLIP), 139

Serial ports

transfer rate design criteria, 18
UART chip interface, 75

Server access line and performance, 17

Service Access Point (SAP), 116

Service Access Point Identifier (SAPI), 105

Services Network Architecture Group (SNAG), 158, 160, 171
Service-Specific Connection-Oriented Protocol (SSCOP), 118
Session layer, 71, 72

SHDSL, 42

Signal degradation and attenuation

distance limitations on local loops, 15
loading coils and, 15-16
repeaters and line extenders and, 16

Signaling, 97-102

analog and digital signals, 2

ATM, 120-126, See under ATM

Channel Associated Signaling (CAS), 41, 101
defined, 97

DSLAM, 105

Link Access protocols, 101-102

methods, 98-102

analog devices, 98-101
DTMF, 100-101
Q.921/Q.931 variants, 101-102

multiple protocol stacks, 165

network layer signaling for Frame Relay, 136
PRI ISDN, 41

protocol stack considerations, 77, 78
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state machine based, 97

Simple and Efficient Adaptation Layer (SEAL), 118

Simplex bearers, 54

Sine wave, 47-49

Single-pair Digital Subscriber Line (SDSL), 29, 32, 42, 47

Single-pair High-bit-rate Digital Subscriber Line (SHDSL), 42

Small Computer Systems Interface (SCSI), 157

SNAG, 158, 160, 171

Software interface LLDs, See Low-Level Drivers

Software timer, 83

SONET, 111, 169, 172

Specification Definition Language (SDL), 92

Speech-based tel ecommuni cations technology and design criteria, xx, 14-15, 170
Splitterless ADSL, 62-64, See ADSL “lite”

Standalone systems, 77

Standards, 24-27, 159, 165-166, 171, See also ADSL Forum; ADSL standardization; ANSI; ITU-
T

Starting Frame Delimiter (SFD), 152

State event tables, 77

State machines, 89-94, 120

implementation methods, 92
specifications, 91-92
traffic light control system example, 92-94

States, 89-90

State table, 91, 120, 126

STM, See Synchronous Transfer Mode

STM-1 bit interface, 111-112

Streaming data, 129

Sub-Network Access Protocol (SNAP), 138
Superframe structure, 55-60

Switched Virtual Circuits (SVCs), 66, 105, 129 130-131
Switching, 8-11

BRI-ISDN protocols, 35-37

Sync byte, 58

Synchronization frame, 55

Synchronization handshake, 75, 143

Synchronous messages, 88-89

Synchronous Optical Network (SONET), 111, 169, 172
Synchronous Transfer Mode (STM), 50, 51
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ATM CELLS, 111-112
fast byte/sync byte, 58
STM-1 bit interface, 111-112

System configuration design, hardware considerations, 75-76

T1, 38-41

T1.413, 26-27, 107

T1.606, 130

T1.617,130-131

T1.618, 131

T1E1 standards, 26-27

Tasking system, 89, 161

TDM, 12-13, 35

Telephone number system, 98-99
Telephone system, existing technology and capacity, xix-xx, See also Public-switched telephone
network

Terminal Adaptor (TA), 22

Terminal Endpoint Identifier (TEI), 105
Terminal Equipment (TE), 22
Three-dimensional coding schemes, 5, 47
Time Division Multiplexing (TDM), 12-13
Timer leads, 82-83

Timer primitives, 90

Time-to-Livefield, 140

Token network, 150-151

Traffic engineering, 9

Frame Relay congestion control, 133

Traffic light control system example, 92-94

Transmission code, 4

Transmission Convergence (TC) sublayer, 69, 70, 111, 149

Transmission media, 5-7

Transport classes, 54

Transport Control Protocol (TCP, TCP/IP), xxi, 66, 71, 127, 129, 138, 141-144, 171, See also
| nternet Protocol

header fields, 142-144
multi-protocol stacks and, 160
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virtua circuits, 142
features, 144

Transport layer, 71
Multiprotocol Interconnect over Frame Relay, 137

Tunnelling protocol, 79, 127, 129, 138

UART chip, 75

UHCI, 155

Ul field, 134

Underrun condition, 86

Unicast, 104

Universal ADSL Working Group (UAWG), 25, 26
Universal Asynchronous Receiver Transmitter (UART) chip, 75
Universal Host Controller Interface (UHCI), 155
Universal Serial Bus (USB), xxi, 147, 155-157
Unnumbered Information (Ul) field, 134

Upper layers, 71-72

USB (Universal Seria Bus), xxi, 147, 155-157
User Datagram Protocol (UDP), 141

User plane (U-plane), 110

User-to-Network Interface (UNI), 113

UTP, 49

VDSL, See Very high-speed Digital Subscriber Line
VersaModule Eurocard (VME), 157
Very high-speed Digital Subscriber Line (VDSL), 28, 30, 45, 168-169, 172

distance limitations, 169
migration from digital loop carriers, 168-169
optical fiber network support, 169

Very large-scale integrated (VLSI) circuit, 47
Video applications, 109, 129

Video on Demand (VOD), 47, 57, 167

Virtual Channel Connections (VPCs), 115
Virtual Channel Identifier (VCI), 104, 115-116
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Virtual circuits, 66, 97, 129, 171

multi-protocol stacks and, 163-164

Permanent virtual circuits (PVCs), 66, 97, 104, 105, 129, 171
Switched Virtual Circuits (SVCs), 66, 105, 129, 130-131
TCP/IP, 142

Virtual Path Connection Identifier (VPCI), 120

Virtual Path Connections (VPCs), 115-116

Virtual Path Identifier (VPI), 104, 115-116, 120

VME, 157

“V.”-series of ITU-T Recommendations, See under I TU-T

Wide Area Network (WAN), 12
DSLAM connection, 64, 66

Windows, 144
Wire gauge, 6, 15

XDSL, See Digital Subscriber Line (xDSL) technologies
XMODEM, 71

Zero-bit insertion, 70
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Low layer capabilities (BLLF and ALLF)

>G4 kbps
nonswitched

capabilities

>64 kbps
swilched
capabilities

64 kbps
switched

capabilities

B4 kbps
circuit-switched
capabilites

Packal switching
capabilities (switched and
nonswitched)

Usar-netwark

g Common channel

High layor
capabilities
BLHF and AHLE]

User-louser
(user-to-network) signaling

BLLF Basic Low Layer Functions
ALLF Additional Low Layer Functions
BHLF Basic High Layer Functions
AHLF Additional High Layer Functions

~

TE
or service

provider




Mame
Wan

BRI ISDN {(DSL)

IDSL

HDSL/HDSL2 (SHDSL)
FRI ISDN

SDSL

ADSL/RADSL

CDSLAADSL "lite™

VDSL

Meaning
Int”l 56K MODEM

Hasic Rate Interfnee for
1SN

ISDN Dagital Subscriber
Link

High-data rate Dagital
Subscriber Line

or

Primary Rate Interface
for ISDN

Single-line Digital
Subscriber Line

Asymmetne Digital
Suscriber Line

Rate-adaptive
Asymmetnic Digiral
Subseriber Line

Consumer [igiial
Subzeriber Line
ar reduced ADSL

Fﬂﬂl.l!!t'lt’!l.‘l

Very high data rate
[higital Subscriber Line

Data Rates
56K downstream
3.6 upstream
Up to 128 kbps + 16

kbps X.25 (160 kbps
raw)
128 kbps

1. $44 Mbps (T1)
2. (48 Mbps (E1)

774 khps

1.5 to & Mbps

downstream
32 to 640 kbps upstream

64 kbps 1o 1555 Mbps
o sl rearm
32 to 512 kbps upstream

13 10 52 Mbps
i nstream
1.5 o 2.3 Mbps
WPSTRChin

Signaling
Analog

Digital (.92140.91]

None (BRI ISDN
spoofed)

Channel- Associaned
Signaling or Digital
Q.921/Q.93]

Channel-Associated
Signaling

None or ATM (Q 2931)

Nope or ATM (Q.2931)

None or ATM (Q.2931)

Infrastructure
Speech network

Speech network

Direct links 1o 15Ps or [P
routing

Speech network

Specch network

Direct links o Service
Providers or

Cell: packet or frame
switched or I[P routing

ATM Cell Belay

SONET?
iOyptical ATM Cell
Relay)

Comments
Analog/digital hybrid

Extension of digital
long-distance network
f6y CUSLOMIET Premises

Avaoids use of speech
network but uses
standard BRI 150N
equipment

HDSL requines two UTP
{T1) or three UTP(EI)

HDSL2 uses only one or
two UTP

Uses HDSL technology
with only one UTP

Sometimes HDSL2
(SHDSL) 15 called SDS

Most ADSLs ane mate-
adaptive

Service highly
dependent on line
conditicns

Anmed ot a "amphified”
consumer-orenied
MODEM replacement
technology with
reduced performance,
reduced options, and
coster and less
expensive instaliation

Istanee linutations
require that the local
loop be connected into
high-speed physical
meeciwm,



. NT?2 I NTI1

TE2 TA

Transmission line

_|_ Reference Point

TEZ2 - Non-15DN Terminal Equipment
TA - Terminal Adapter

TE1 - ISDN Terminal Equipment

NT2 - Network Termination 2
NTI = Network Termination 1

Functional grouping

Note that xDSL makes use of equivalent reference points
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F  Framing bit N Bt sel to a binary valua N = Fa (NT to TE)
L D.C. balancing bit B1 Bit within B-channel 1
D  D-channel bit B2 Bit within B-channel 2
E  D-scho channel bit A Bit used for activation
Fa Auxiliary framing bit S Use of this bil is lor lurther study
M Mulliframing bit



876 5 4 321 Byte 8765423 21

g1 11 11 10 1 011 11110
Address 2 Address
Address 3 Addrass

__(low order bvig) _____(low ordar bytal |

Conltrol byte 1 4 Control byte 1

B Control byte 2 *
Control byta 2 *

| Information

N-2
FCS (first byta) - FCS (first byta)
FCS (second byla) N FCS {second byte)

ﬂ111111ﬂ!hl 201111110
Format A Formal B

Format A is used for non-information frames
Format B Is used for information frames (1, UI, FRMR, XID)

Control byte 2 is needed for framas with sequenca information (I, RR, RNR, R. REJ)



Protocol Discriminalor

0

0 Length of call reference
yalue fin bvtas) __

Call referenca value

Message type

Bytes



adaptor

198 khps

singh; channe] or
2 x 64 kbps
[D-channel
B-channel |
B<chanonel 2 3L




1 lramd = 256 bits {in 125 microsaconds)

-l -
fime Jlot0 | L™ §o42 | | | N e s o e |
Tima Siat O usad fof framing in };(
nerrarianes with ITL-T G 704 2.048 Mbps PRI
1 frama = 183 bits {in 125 microsaconds)
-
i.‘ Tims Siol 1 ..l.. Tima Siot 2 ..I |.~_'ﬂnl.ﬂﬂ.2:|_..

BITS

BITS

1zaqsuru| |1zaa5ura
| | Y N - -

F-bit Grouping of 24 consocutive lrames
i eaarwrfrmarmanl e 24 F e indad

1.544 Mbps PRI




| HDSL frame in 6 msee (+/- 1/392 msec)

4702 or 4704 bits

N =0 |

Loop 2
Group 2 D503

SYN: Synchonization symbo] (14 bits)
HOHI: HDSL overhead (2 bits)

FLGB'I Fnz l"‘“‘ qu
I| Ehiul
|ll"bil 97 bits — 97/784 masec

FLouu L»oukuu

... psoze

Bon: HDSL DS| payload block F:

Each DS| Payload Block ransported 48 times per frame

HOH 2: HDSL overhead (10 bits)
SQ0, 1: Swiffed quatenary (2 bits) for aligrment

HDSL Framing bit



SR R T

H
N
:

ADSL Transceiver Unit - Central Office
ATU-R ADSL Transceiver Unit - Remote

P Plain Old Telephone Service (analog)
I low-pass filter
h high-pass filter

'ATI.I-R h

CDSL/ADSL “lite®






W rrovhand
Netwark

UiC I ol

- LR

Emh;iuﬂﬂﬂ_l

— emmeamar

=

Spliner

[ tocg |

T-R T/8
NT
M
ATU-R
oM
U-RZ
!
'l'ﬂ!uuhm ¥l of
e MODEM.
Eplinier




C2
-

o= 0w 511

DACmd [

i
o

=1

Z
i=1

“Bing™
&

“Gins®™
¥

“Bas”
¥

c
encoder mnput

=mm

o 153

data frame




Xn
“Bits™

0to 511
“Bits" & ke
“Gains"
J + + 511
ATM Cell m._ 10
—l o M Beram
sye ™ CRCF ™ & FEC s Con= Ourtpt
ATMI :’" : ketellation T Par/
— "I order Buffer
g Tland IDFT
HTE
| Somm Inder e Il i
| CROT 35 rEC ™ leaver [ scaling |- =g
ened b
W
A B c 2| !
constellation . 5
—l . mux data  FEC output encoder Input :n';js DAC and u-c
o ey data frame snalog :
. | |_processing |
Reference Poimnts | e
— - —— T




Superframe (17 msec)

ingrut (paisg C) data frame

=il L
// //

Frame | Frame | Frame Frame | Frame Frame | Frame | Sync
1] | 2 34 35 66 &7 frame
aclh-Te  W-Tia _._jf 2155 blE-1 f‘? )
;%f}hf _"m“-‘ﬁqm—______m::_if_-wm Mo waer or it v
=4 data frame buffer (68/69 x 250 microseconds) I —

Fast data buffer | Interleaved data buffer
p ! s
Fast Fast data ‘5 FEC Interleaved data 33
byte bytes bytes byytes
7 I 77
1 byte I
Ky tyien K bytes
. Mg dury freme, peoinl A ol >
NE N
" F byt o 1 by -
FEC cutput {poiat B) or consts|lethon encoder Congteliathon entodr kgt data frame (paint C)




read bytes out

(to czaum]]

writeinto —= | 1 | 2 |3 | 4 |5 |6 |7 |8
interleaver
(from 9 | 10] 11| 12 13| 14| 15] 16
FE
) 17| 18] 19| 20| 21| 22| 23| 24
25 26 27| 28| 29 30| 31| 32
- 8 -

Order of bytes read out to the channel will be: 1,9, 17, 25,2, 10, 18, 26, 3, ...



EYEN NUMBERED FRAMES ODD NUMBERED FRAMES

(immediately fclow aven-numboned
trame to the beft)
mesby ish mab Isb
Erames 0, 1 [=7 Teret Joncs [ond [ored [oe2 | el [ a0 [BT [B8 |05 o4 | 65 [ %2 B | 0]

Frames 34, 35 Lk Bl ek Rk Skl Bk Bk it Y L 2 i i i ) s |
EOC [5558 Joocs [wocA oot oot [oseT [ 7T [ 7] FocTopectopoctTjecto pocd oot [ooet | T ]

Frames 2-33

Framas 3607 sync [T [ 58 | o5 [oe8 [ o3 [ =2 [ 5T | 0 | [o7 J o8 | o5 | o8 [ o3 [ o2 [T ] O |

Conirol

—-..JH a—

- L1 -

NOTE - In af frames bit 7 = msb and B0 0 = lsb



CENTRAL OFFICE



Layer 7

Presaniation

Layer 5

Layer 4
Transport

Laver 3

Layer 2
Dala Link

Layer 1




m_::_im"
— —
PH_xx_CF
PH_xx_RQ PH_ ) RS
PH_x¢_IND
Y

Layer 2 Data Link Layer

| MDL o RS

Layer 1 Physical Layer "J —

IHFH:::GF

-=ﬂaﬂﬂl=-;

-8 |




Host-controlled Coprocessor Standalone
System System System

P = Microprocessor



'Tr

RAM

PR

Physecal
Luyes

Hoat/cliem bus
inlerfmce sepport



FIFO Ful

FIFD threshold passed
{receiva)

FIFO Threshold

FIFD threshold passad
[Eransmil)

FIFO Empty

i ndax set before call */
while(FIFQO NOT FULL && data)
XMT_FIFQ = data_bufferindex++];

TRANSMIT USE

I index set before call */
while(FIFO NOT EMPTY &8 room in
buffer)

data_buffedindex++] = RCV_FIFO:

RECEIVE USE



Coowl b |0
— Buffer
Buffer pointer
|
Buffer dmﬁpmr
Table
Wrap-around
i tor bit

nnw |

\[= =3

pointer

Buffer descriptors



Central Office
ARE-FnNn

Subscriber
(AAA) bbk-0134

Central Office
bhb-nnpnn

Central Office
SCE-nmnn

WAN

hierarchy

Regional Switch
{AAA) Xxx-TinE

Regional Switch
{(BBB) xcc-nnnn




| Pick up phon

Dial tone
b5
Digit
Digit
Last Dagit
Connect
request Ringing
Ringback
Ringback
-
Pick up phon
Ringback
Ringback removed
removed
Hangs up
phone
Disconnect
Dial tone

Subscriber A CO 1 CO2 SubscriberB



Plane management functions

Contrel plane User plana

Higher Layers:

[ ]
Olocols anc in ol




261 oclels -

Fﬂﬂ'-"ﬂl'-ﬁ'?ﬂ'ﬂﬁﬂ o0 b

21121121 122122 | 22 | E2 booi boo

||-11~.r v |H2| 2|z

H:1Ha H3

AU-4 pointer

Al Framingvalue of 11110110
AZ Framingvalus of 00101000

AlLl-4 pointar pointer to Administrative
Unat

B1 BIP-8 Bit Intereaved Parity 8

B2 BIP-24 Bit Intereaved Parity 24

B3 BIP-8 BIP-B of previous V-4

C-4 STM-1 Conlainar-4

C1 STM identifier unkque number 1o
identity an STH-1
position within a
STM-M. Firet STM-1
bkt il of QOO000001.
Composition of VC-4
Dala Communication
Channel. Used for
FriSE. COMmMUncalions
needs batween SDH
TEs. (first STM-1 only
within STM-N)

64 Kbps voice channal.
(first STM-1 only within
STM-N)

B4 Kbps voica channal
[firs! STW=1 onby within
STH-N)

Optional 64 Kbps user
chanrel (first STM-1
only within STM-N).

c2 Signal label
D-D12

E1l Ordanyin

F1i iUzer channal

STM-1
STM-1 Payload ot
% STM-1
cvtainge (C-4
» i 9 octets
| T ]
T . .
200
oclais e
(oytes)
VC-4

Fz Path userchan. User channel batweaan

palh endpoints.

Bz 1-4 Far End Block Emor

bit 5: remote alamm status

offsel (0 - T82) fo oclel 1 of

V-4

offset (0 - 782) to octat 1 of

WC-4

Can adjust oflset for VC-4

value (0 - 52) offsel to first

cal

J1 V-4 path frace Repatitive value used 1o

verty connection

Channel for sxchange of

Automatic Protection

Switching signalling

information batwaan

SDH equipment. (firsl

STM-1 only within STM-N)

SDH  Synchronous Digital Hierarchy

SOH Section OverHead

ETHM-1 Synchrenous Transfer Mode 1

STHM-M Intedeaved STM-1 signals (M numbar of
SThM-15)

VC-4  Virlual Container 4

Y Valua 100111

Z Walua 11111119

21,22 Reserved for future use

7375 Raserved for fulure use

G1 Path status
H1 A4 otisel
H2 ALl-4 offsat

H3  Fill adjust
Had Call olisal

K1,K2 APFS channal



8 7 & 5 3 2 1 | Bit
GFC VPI
VPI vCli
VvCl
VCI RES| CLP
HEC

CLP Coell Loss Priority
GFC Generic Flow Control

PT
RES

Payload Type
Resarved

HEC Header Control

VPI

Virtual Path 1dentifier




8| 7| 8| s s| 2] 2 %ﬂ:
VPl 1
VPI Vel 2
Vel 3
Vel RES| CLP 4
HEC 5

CLP Cell Loss Priority
GFC Generic Flow Control
PT Payload Type

RES Raserved

HEC Header Error Control
VP! Virlual Path Identifier



Class A| Class B| Class C| Class D




AAL Typs 1

AAL Type 2

AAL Type 3

AAL Type 5

AAL Type
ard

— oy —

SAR-PDU payload

SN[ SNP
4 bitd 4 bit 47 bytes
SN| T SAR-PDU payload 0l CAC
4 bitg 4 bi 45 bytes & bits 10 bits
2 bits —
SN resarved SAR-PDU payload LI CRC
ST 4 bit 10 bits 44 bytes 6 bits 10 bits
SAR-PDU payload
48 bytes
2 bits B
A SN MID SAR-PDU payload ] CRC
4 bit 10 bits 44 bytes 6 bits 10 bits

SN Sequence Number
SNP
1 Information Type
CRC
ST Segment Type
MID

Saquence Mumber Protections
Cyclic Redundancy Check
Multiplexing Identitication



User data PAD Fentrol L'"ﬂ"{ CRC - 32
[0 - 47 [2] [2] [4]
bvtesl

CS-PDU

-— CS-PDU trailer—as-

-




Bits
8 7 6 5 4 3 2 ] Octets

IE instruction field

2
Flag ‘ Res, | IE action ind.
3 : 3
— Length of contents of information element e
4
Contents of information element 5




ity HTTP
TCP TCP
P P
ey PPP

o] L2 L2TP
ATM ATM am

1 P
SONET/SDH Ethemet MAC

Service Provider ATU-C ATU-R Custamer Host PC

DSLAM



Dafault
address
field format
(2 octets)

3 octel address
field format

4 octet address
fiald format

o

8 7 6 5 4 3 2

EA
Upper DLCI C/R 0
EA
Lower DLCI FEL':I+EIEEP1 DE 1
B 7 6 5 4 3 2 1
Upper DLCI C/R E;
DLCI FEGHIEECH DE E,'JA
EA
Lower DLCI or DL-CORE control D/C 1 I
8 7 6 5 4 3 2 1
Upper DLCI ‘ CR EE?
DLCI FEG*EEG(‘{ DE E.DA
DLCH i3
EA
Lower DLCI or DL-CORE control D/C |

EA Address field extension bit

C/R  Command response bit

FECN Forward Explicit Congestion Notification
BECN Backward Explicit Congestion Notification

DLCI

Data Link Connection Identifier

DE  Discard Eligibility identifier

D/C

DLCI or DL-CORE control identifier



Total Length of Datagram

(16 bits)

Datagram Identification Elﬁ'{: Fragment Offset
its) (13 hits)

Header Checksum
(16 bits)

Source IP Address

Destination I[P Address

IP Options
(must be padded to a full four-byte boundary)

Data Portion of Datagram




Source Port Number stination Port Num
(2 bytes) (2 bytes)
Sequence Number
(4 bytes)
Acknowledgement Number

(4 bytes)

e 08 CP Flags Window size
4 bits) (6 bits) (2 bytes)
TCP Checksum Urgent Pointer

(2 bytes) (2 bytes)
TCP Options
(must be padded to a full four-byte boundary)

Data Portion of Segment
(optional)




Ethernet

Physical
Layer 1

Physical Medium

LLC Logical Link Control

MAC Medium Access Control

PLS Physical Layer Signaling

AUl Amachment Unit Interface
PMA Physical Medium Attachment
MDI Medium Dependent Interface
DTE Data Terminal Equipment
MAU Medium Attachment Unit



Transmit Frame request

.

Assemble frame

Yes

Send jammed

Y

Increment attempts

Too
Many

Excessive collison error

ttempt
?

No

Compute backoff time

Y

Wait backoff time




10 Mbps Ethernet
> 9.6 microseconds

100 Mbps Ethernet
> 96 microseconds

Interframe
| Bytes involved with -tﬂr-
"+ calculation of the FCS -
Destination | Source Type DATA Mext
Preamble. | saiess |, qqrees (+ PAD) res Preamble
fLength |
64 bits 6 bytes  6bytes 2 byles 46 - 1500 bytes 4 bytes 4
't
- 64 - 1518 bytes =




Haost Access

10101010

10101010

10101010

10101010

10101010

10101010

10101011
SPD




Layer 3

LLC

MAC

Layer 3

LLC

Relay

Physical

[EEE B02.3 |hase5 (StarL AN)

MAC

Physical

IEEE 802.3 10base2 (Ethernet)




HOST

HOST (Root Tier)  [HOST

Tier ]

Tier 2

Tier 3

Node - Client

O Hub -- may be a client also




Higher Layers

Layer 3 Layer 3
Layer 2 Layer 2
Layer | Layer |
Physical Layer “Glue™ Pseudo-physical

!

Physical Line



AAL DATA RQ NL_CONN_RQ

| !

AAL (Layer 3) J Q.933 (Layer 3) I

ATM _DATA _RQ DL_CQREID:'ATA_RQ
ATM (Layer 2) I_C_!.QZIA (Layer 2) l
PH DATA RQ PH DATA_RQ

l l

Physical Layer \ Pseudo-physical

\J
Physical Line



SONET

To Central Office
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