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Preface

The interaction of microorganisms with geological activities results in processes
influencing development of the Earth’s geo- and biospheres. In assessing these
microbial functions, scientists have explored short- and longterm geological
changes attributed to microorganisms and developed new approaches to evaluate
the physiology of microbes including microbial interaction with the geological
environment. As the field of geomicrobiology developed, it has become highly
interdisciplinary and this book provides a review of the recent developments in
a cross section of topics including origin of life, microbial-mineral interactions
and microbial processes functioning in marine as well as terrestrial environments.
A major component of this book addresses molecular techniques to evaluate
microbial evolution and assess relationships of microbes in complex, natural com-
munities. Recent developments in so-called ‘omics’ technologies, including (meta)
genomics and (meta)proteomics, and isotope labeling methods allow new insights
into the function of microbial community members and their possible geological
impact. While this book summarizes current knowledge in various areas, it also
reveals unresolved questions that require future investigations. Information in these
chapters enhances our fundamental knowledge of geomicrobiology that contributes
to the exploitation of microbial functions in mineral and environmental biotechnol-
ogy applications. It is our hope that this book will stimulate interest in the general
field of geomicrobiology and encourage others to explore microbial processes as
applied to the Earth. Not only have authors provided skillful reviews but also they
have outlined unique perspectives on environmental microorganisms and their
related processes. This book should be of interest to scientists of various fields
including biogeochemistry, geology, microbiology, microbial ecology, evolution,
and environmental sciences.

We appreciate the efforts of the authors who have generously contributed their
time to prepare chapters for this book and we encourage readers to consult them for
further advancements in their research areas.

Larry L. Barton
Martin Mandl
Alexander Loy
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Chapter 1
Chemoautotrophic Origin of Life:
The Iron-Sulfur World Hypothesis

Giinter Wichtershiuser

Introduction

The study of the origin of life is an immature science. If we apply the strictures of
Immanuel Kant it may not be considered a mature science until it can be said to
have embarked on a course of orderly progress. Indeed, if we review the development
of research into the origin of life, we have to admit that it is still far from presenting
the image of progress. It may be best characterized as an exercise of randomly
groping around — and doing so at a number of different levels.

At the philosophical level we still are faced with the conflict between mechanistic
explanations and teleological judgments. Biochemistry is providing ever more refined
mechanistic explanations of the chemistry of life, down to the finest molecular details.
A theory of biology, by contrast, would have to treat organisms, i.e. organized
beings, as integrated wholes. Biochemistry is reductionistic and mechanistic while
biology is holistic and teleological. This provides us with our first question. What
would count as a solution of the problem of the origin of life — a molecular reaction
mechanism or a primordial organism? Kant of course held that a natural science
would be impossible without mechanistic explanations (Kant 1790). Applying this
requirement he suggested that a full replacement of all teleological notions of “natural
purposes” (end-means relations or functions within a whole organism or between an
organism and its environment) by mechanisms would be impossible. Kant did see a
“ray of hope” that a mechanistic theory of evolution, i.e. of transformations from one
type of organism to another might one day be achievable. He was, however, convinced
that a scientific theory of the origin of life, defined as replacement of all teleological
judgments by mechanistic explanations, would be impossible. It would require pos-
tulating an ultimate ancestral organism, which would have to be endowed with the

G. Wiichtershiuser (<)
D-80333 Munich, Weinstr. 8, Germany
e-mail: gwmunich@bellsouth.net
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2 G. Wichtershiuser

means toward the ends of all future organisms, and so it would remain inescapably
teleological. This then is our problem: to postulate a primordial organism — here
termed “pioneer organism”, which is at the same time mechanistic and organiza-
tional. Central to this effort will be the notion of a “synthetic autocatalysis”, the
chemical equivalent of biological reproduction, which is a chemical reaction
mechanism and at the same time a functional whole, and by being synthetic it is
endowed from the start with the primary vector of complexity increase.

The problem of the origin of life is situated within three major scientific
disciplines: biology, geology and chemistry. Biology and geology are both sciences
of natural history, interconnected in a multitude of ways. Geological processes
provide the habitats of life and products of organismic activities leave their mark in
the compositions of the atmosphere, the hydrosphere and the lithosphere of the
Earth; and in the bio-geo-chemical cycles: the carbon cycle, the nitrogen cycle and
the sulfur cycle. In these cycles geochemical and biochemical reaction segments
are integrated. Therefore, broadly speaking, the problem of the origin of life is the
problem of the origin and early evolution of the bio-geo-chemical connection.

In principle we may think of two different possible sources of evidence for the
origin and early evolution of life: geological evidence locked in the rocks of
the extant lithosphere and biochemical evidence conserved in the extant biosphere.
The global process of plate tectonics seems to have obliterated any rock formation
old enough for bearing witness to the origin and earliest evolution of life on Earth.
This leaves us with the second source of evidence, the biochemical record. The
most astounding fact of this record is its complexity in terms of both molecular
structures and reaction networks. In view of this complexity the best we could hope
for would be an initial theory that points in the right general direction and a
program of theory evolution towards ever increasing organismic and evolutionary
comprehensiveness and ever finer molecular detail. For establishing such an initial
theory we need a heuristic that correlates known facts of extant biochemistry with
the unknown chemistry of the pioneer organism.

The conventional heuristic of “backward projection” establishes one-to-one
relations between extant biochemical features and chemical features of the origin
of life (Fig. 1.1a). The repeated application of this heuristic leads to a recipe for
life’s beginning that comprises a large number of compounds each identical with or
similar to an extant bio-compound. These are all projected into an aqueous concoction,
widely known by the names “prebiotic broth” or “primordial soup”. Its birthmark
is obscurity. Nobody has ever been able to specify a chemically convincing mechanism,
by which the first organism could have appeared in a prebiotic broth.

By contrast, the heuristic of “biochemical retrodiction” (Wichtershiduser 1997)
generates many-to-one relationships, whereby several different extant biochemical
features are correlated to one simpler functional precursor feature. By employing this
heuristic to include more and more extant features we move to ever deeper, fewer and
simpler precursor features. In this manner the heuristic of biochemical retrodiction
generates an overall pattern of backward convergence (Fig. 1.1b). It is immediately
apparent that this heuristic does not lead into the chaos of a prebiotic broth. It rather
focuses on one specific, coherent chemical entity, the “pioneer organism” of life.
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a  Backward Projection b Biochemical Retrodiction
"one-to-one" "many-to-one"
F, F, F3 - F,; F, F, F, F; Fy Foi Fy
PR B B \
Primordial Broth Pioneer Organlsm

Fig. 1.1 Schematic comparison of (a) the conventional “backward projection” and (b) “biochemical
retrodiction” (F,, F, ... extant functions; P, P, P, ... precursor functions)

When we view these correlations not in the backward heuristic direction, but in
the forward evolutionary direction, we speak of an explanatory connection between
the hypothetical pioneer organism and extant biochemistry. In any event, the heuristic
of biochemical retrodiction remains methodological and its results remain problematic
and in need of empirical evaluation and improvement. Chemical testing provides
the best means for an empirical evaluation. In spite of its historic nature a theory of
the origin of life may readily satisfy the logic of empirical testing. For example, if
a theory of the origin of life requires a certain chemical reaction and if we accept
experiments that show this reaction to be impossible, we are forced to admit the
falsity of that theory of the origin of life. Theories on the origin of life, therefore,
have the same logical status as all other scientific theories.

At the very origin of life there must be a phase transition between the pioneer
organism and its aqueous environment. Recent findings point to the availability of
liquid water on Earth as early as 4.4 billion years ago and the origin of life may date
back to this time (Wilde et al. 2001; Peck et al. 2001; Mojzsis et al. 2001). Most
notions of geological uniformitarianism break down when we enter this early hadean
period of Earth’s history. Therefore, all geochemical clues concerning the parameters
of the origin of life are highly problematic. Moreover, the pioneer organism must be
seen as a coherent entity in a spatially and temporally coherent situation. This require-
ment of coherence puts severe constraints not only on the possible sets of reaction
parameters, but also on the possible sites of habitats of the pioneer organism.

Retrodicting the Origin from the Chemical Elements of Life

We are long used to it by now, but it should still fill us with a sense of wonder that by
the universal laws of nature and by a few natural constants a total of 80 stable elements
are enabled, each a discrete chemical individual with discrete chemical properties.
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All these chemical individuals are organized in the Periodic System of elements.
When we rank the elements in the order of decreasing abundance in our Solar System
(Lodders 2003), we note that the most abundant elements of the Solar System com-
prise also the most important elements of life as shown below (bold letters indicating
the bio-elements; numerals in parentheses indicating the abundance as numbers of
atoms relative to an arbitrary numerical value of 10° for the abundance of Si):

H(2.43 x 10'%)>He>0(1.413 x 10")>C(7.079 x 10%)>Ne>N(1.95 x 106)>Mg(1.02 x
109>Si(=10°%>Fe(8.38 x 10°)>S(4.449 x 105)>Ar>Al>Ca(6.287 x 10)>Na>Ni(4.93
x 10H>Cr>Mn(9,168)>P(8,373)>CI>K>Ti>Co(2,323)>Zn(1,226)>F>Cu(527)>
V(288.4)>Ge>Se(65.79)>Li>Kr>Ga>Sc>Sr>B>Zr>Br>Rb>As>Te>Y>Xe>Ba>Sn>
Pb>Mo(2.601)>Ru>Cd>Pd>Pt>Ce>I>Nd>Nb>Be>Os>Ir>Ag>La>Hg>Dy>Rh>Cs>
Gd>Sb>Er>Sm>Yb>Au>TI>In>Pr>Hf>Bi>W(0.1277)>Eu>Ho>Tb>Re>Tm>Lu>Ta.

The 20 bio-elements fall into three chemically distinct clusters in the periodic
system. The seven main group non-metal bio-elements hydrogen (H), carbon (C),
nitrogen (N), oxygen (O), phosphorus (P), sulfur (S) and selenium (Se) form inorganic,
small molecule compounds that are gaseous or volatile and escape from the interior of
the Earth as volcanic exhalations, notably as dihydrogen (H,), methane (CH,), dinitro-
gen (N,), ammonia (NH,), steam (H,O), hydrogen sulfide (H,S), hydrogen selenide
(H,Se), carbon monoxide (CO), carbon dioxide (CO,), carbon oxysulfide (COS), car-
bon oxyselenide (COSe), hydrogen cyanide (HCN), methyl mercaptan (CH,SH), sulfur
dioxide (SO,), selenium dioxide (SeO,), phosphorus pentoxide (P,O, ). These small
molecules constitute the ultimate nutrients for the metabolism that forms the bulk
organic compounds of all extant organisms. Steam (H,O) constitutes the dominant
compound in volcanic gases and it condenses to liquid water, which is the universal
medium of life. Its properties are uniquely suited for transporting nutrients, facilitating
redox and acid—base reactions, and providing the medium for the phase separations
that form the basis of the organism-environment dichotomy of life.

The nine transition metal bio-elements vanadium (V), molybdenum (Mo), tung-
sten (W), manganese (Mn), iron (Fe), cobalt (Co), nickel (Ni), copper (Cu) and zinc
(Zn) are located in minerals of the crust of the Earth. Their function in biochemistry
is mainly catalytic owing to their abilities to cycle through different redox states
and to acquire diverse ligand coordination geometries. They form the catalyst cen-
ters of metallo-enzymes. The four main group metal bio-elements sodium (Na),
magnesium (Mg), potassium (K), calcium (Ca) are also located in minerals in the
crust of the Earth. The alkali metals Na and K are subject to facile leaching as
mono-cations from these minerals. The alkaline earth metals Mg, Ca are di-cationic
and remain essentially fixed in minerals. They operate mainly as counter ions and
as structure-forming bridges for anionic groups in the organic constituents of life.
The absence of abundant chromium (Cr) from the set of bio-metals may be
explained by its tendency to form weak bonds with sulfur, which is not true for any
one of the transition metal bio-elements. The presence of the ultra-rare transition
metal tungsten (W) in the set of bio-metals may be explained by its increased
abundance in volcanic/hydrothermal settings and the presence of molybdenum
(Mo) may be due to a relatively late replacement of tungsten (W).
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The distinction between main group non-metal bio-elements and transition metal
bio-elements constitutes perhaps the deepest functional dichotomy in life. Carbon
and the other main group non-metal elements are pre-ordained to form the required
range of molecular structures owing to the ability of carbon to form the C—C bonds
in diverse molecular skeletons, that are stabilized by having their valences occupied
by hydrogen. Moreover, the ability of carbon to form relatively stable bonds to O, N,
S, Se is responsible for the formation of the functional groups of the bioorganic
compounds that provide reactivity and form the basis for their ability to aggregate to
larger structures. The transition metal bio-elements form lumped coordination
structures with a transition metal center that is surrounded by a ligand sphere.
They are pre-ordained to function as catalysts, notably in the fixation of volcanic
gases. Thus, the main group non-metal bio-elements are mainly structural, while
the transition metal bio-elements are mainly catalytic.

The fundamental dichotomy of the bio-elements has been overlooked for the
longest time. This is partly due to the misconception that the most abundant bulk
material in extant cells must also be the most ancient material of life. Already Carl
von Nigeli in his groundbreaking theory on the origin of life assumed that the bulk
material of extant organisms, i.e. proteins, constituted the original material of life
(Négeli 1884). His proposal resurfaced 40 years later, when a young Russian
student, A. I. Oparin, after returning from his studies in Kossel’s laboratory in
Heidelberg, Germany, published a theory on the origin of life (Oparin 1924) and
variants thereof continue to be proposed to this day. After it became clear in the
1940s that the nucleic acids are the molecules of inheritance in extant organisms, it
was suggested that life began with replicating nucleic acids (in a prebiotic broth),
known today as “RNA-world” theories (Woese 1967; Orgel 1968).

All these conventional theories associate the origin of life with the onset of rep-
licative polycondensation of low molecular weight monomers to high molecular
weight polymers or aggregates thereof. The chemical synthesis of the monomers is
relegated to an obscure chemical evolution in the “prebiotic broth”, wherein the
monomers are supposed to have accumulated and become activated over thousands
or millions of years. All “prebiotic broth” theories suffer from the same paradox:
they have to postulate liquid water as the universal medium of life and of the pre-
biotic broth. Yet it is precisely this medium that tends to counteract the formation
and accumulation of polycondensation products (activated monomers or polycon-
densation agents). The RNA world theories have the added problem of an intramo-
lecular catalysis of RNA hydrolysis due to the 2°-OH groups of the ribose rings.
This aggravates the hydrolysis problem considerably, notably at elevated tempera-
tures and under alkaline conditions. The assumption of RNA molecules as carriers
of genetic information, notably over longer geologic periods of time, is therefore
chemically unreasonable. Contrary to common perceptions there is not a single
example for an RNA genome under cellular conditions. In RNA viruses the RNA
genome is packaged under stabilizing neutral or even water-free conditions
within an impervious casing. As soon as the viral RNA genome enters a host cell
is rapidly replicate or its information is incorporated into the host DNA genome.
For these reasons all the popular RNA-world theories are chemically unreasonable
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and symbolic for the distance that exists between origin-of-life research and
level-headed chemical knowledge.

The above difficulties seem to be insurmountable and render any “prebiotic
broth” theory at the level of the formation of polymers from monomers a lost cause.
Wouldn’t it then be about time to seriously consider a radically new approach: To
see whether it would not be possible to locate the onset of the pioneer organism at
the level of the formation of low molecular-weight organic compounds from small
inorganic molecules as they are found in volcanic exhalations. Such a theory has
been proposed in 1988 for a volcanic flow setting, and it has evolved over the sub-
sequent years (Wichtershduser 1988a, b, 1990, 1992, 1997, 1998a, 2001, 2003,
2006, 2007) toward greater detail and greater comprehensiveness, which now goes
up to the origin of the domains Bacteria, Archaea and Eukarya. The theory departs
from conventional notions on several points:

1. The origin of life is associated with the synthesis of low-molecular weight
organic compounds from inorganic nutrients.

2. The origin of life is identified with a seemingly instantaneous induction of syn-
thetic, autocatalytic carbon fixation (termed “chemoautotrophic origin®).

3. The origin of life is dependent on redox reactions, for which the presence of
liquid water is a benefit rather than a detriment. Redox reactions are chemically
“creative” with thoroughgoing changes of the electron configurations, while
polycondensation reactions are merely organizational, leaving the electron
configurations of the monomers essentially unchanged.

4. The origin of life is critically dependent on transition metal catalysis.

5. The origin of life is associated with a dynamic inheritance of “analogue” information
in the form of autocatalytic feedback effects while static inheritance of “digital”
sequence information is seen as the result of evolution.

6. The origin of life is associated with the redox potential of kinetically inhibited,
quenched (non-equilibrium) volcanic exhalations.

On the Minimal Organization of the Pioneer Organism

The notion of a pioneer organism based on the onset of autocatalytic carbon fixation
requires a sufficient compositional coherence for preventing a rapid decrease of
product activity by diffusion, while permitting uninhibited access of nutrients. This
requirement leads us to postulate a minimal organization in the form of a composite
structure (Fig. 1.2). It consists of an organic superstructure attached to an inorganic
substructure, which may be amorphous or crystalline; compact, porous or layered;
aggregated or agglomerated; suspended or packed.

The superstructure consists of low-molecular weight organic compounds, which
are formed by reductive autocatalytic carbon fixation pathways that are catalyzed
by the transition metal centres in or on the inorganic substructure. The organic
compounds come to be bonded in statu nascendi as ligands onto the transition metal
centers, whereafter they engage in a surface metabolism. This minimally organized
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Fig. 1.2 Minimum organization of the pioneer organism

entity with the totality of the organic molecules that are bonded at any given time
to outer (or inner) surfaces of the inorganic substructure (plus the proximal regions
of the inorganic substructure) is defined as the pioneer organism. The pioneer
organism is indefinite in terms of the profiles and lateral extensions of the surfaces
of the substructure. In the direction normal to the outer or inner surfaces the organic
superstructure has a definite extension and a vectorial orientation. The water phase
constitutes the environment and the source of nutrients.

The so-called iron group elements Fe, Co, Ni are the most effective and versatile
catalysts of life. Among these Fe is most outstanding and also of greatest geochemical
abundance. Moreover, the most stable compounds of the iron group elements and
notable of Fe under anaerobic conditions are the sulfides, while in a metabolic
context the most prominent forms are clusters with sulfur ligands. Therefore, the
theory of a chemoautotrophic pioneer organism under volcanic conditions has been
dubbed “iron-sulfur world theory”.

The organic superstructure is a dynamic entity. It has a steady state composition
determined by the rates of synthesis and by the rates of detachment from the sub-
structure and subsequent irreversible dissolution in the vast expanses of the ocean.
The inorganic substructure should also be viewed as undergoing dynamic changes
in accordance with the “Ostwald-Vollmer step rule”: The withdrawal of energy from
a chemical system that can exist in several states of density will not go directly, but
rather stepwise, into the state of greatest density, which is typically, but not always,
also the state of greatest thermodynamic stability. In this sense the initial substruc-
ture may be a highly energetic, amorphous hydrated structure. It subsequently
becomes denser and stabilizes by dehydration and crystallization. In fact, the
initial substructure may be interpreted as an extended polynuclear, polymodal,
heteroleptic complex. Its ligands may at first be mainly hydroxy and aquo ligands.
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The later development is characterized by a competitive input of polymerizing
bidentate ligands (sulfidation or cyanidation) and of depolymerising ligands
(carbonylation or ammination). Sufficient sulfide activity will ultimately drive this
stabilization cascade to the formation of transition metal sulfide crystals. Notably
iron, the most abundant of all transition metals may form at first ferrous hydroxide,
which undergoes sulfidation to ferrous sulfide as poorly ordered crystals. These will
subsequently go down a cascade of stabilizations with oxidative pyrite formation as
a source of reducing power at the end stage,

FeS +H,S — FeS, +2H" +2¢". (1.1)

Catalytic minerals have been invoked practically from day 1 in conjunction with a
prebiotic broth. Nigeli suggested for the formation of reproducing protein micells
(Nigeli 1884): “Probably it does not occur in a free body of water, but rather in the
wetted surface layer of a fine porous substance (clay, sand), where the molecular
forces of the solid, liquid and gaseous bodies cooperate” (translation by the author).
Bernal reinvented this idea later (Bernal 1951) and clay minerals have been invoked
extensively ever since, mainly for catalyzing polycondensation reactions.
Subsequently, Cairns-Smith (1982) took the bold step of replacing one-dimensional
nucleic acid templating by two-dimensional layered clay templating, thus postulating
inorganic clay organism. Arrhenius introduced divalent-trivalent metal hydroxide
minerals, notably of iron, with a layered structure for the absorptive concentration
and selective synthetic conversion of organic compounds in the prebiotic broth
(Kuma et al. 1989). Volcanic sites were invoked early on, but merely as a source for
the prebiotic broth (Mukhin 1974). Hydrothermal vents began to be suggested as
sites for the origin of life soon after their discovery (Corliss et al. 1981), but without
recognition of the need for volcanic quenching. Several authors engaged in a
formal analysis of an origin by autocatalysis of small organic molecules, but
still remained victim to the notion of a heterotrophic origin in a “prebiotic broth”
(Ycas 1955; King 1977).

Metabolic Reproduction and Evolution of the Pioneer Organism

The most characteristic feature of the iron—sulfur world theory resides in the need
for a mechanism of metabolic reproduction and evolution, by which the products
of the synthetic reactions may exhibit autocatalytic feedback into the synthetic
reactions themselves. Extant metabolisms comprise two aspects that must have
evolved along two distinctive tracks: (1) Evolution of catalysts beginning with
inorganic transition metal centers and proceeding through ligand variation to
metallo-peptides and later to metallo-enzymes; (2) Evolution of biochemical
pathways to more and more extended and integrated pathway systems. These two
tracks are here assumed to have always been interconnected in the following manner
(Fig. 1.3). A transition metal center (Me)) catalyzes a pathway for the synthesis of
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Fig. 1.3 Metabolic evolution by CO-NH.-HCN-H-S-H
ligand feedback 3 2 2

LiL,...L,

organic compounds from volcanic gases, e.g. CO, NH,, HCN, H,S. Some products
of this pathway become in turn ligands to generate a modified metallo-catalyst.
Now, it is well established that certain ligands bonded to catalytic transition metal
centers may increase their catalytic activity by factors of more than 10° in an
idiosyncratic, theoretically unpredictable manner (Berrisford et al. 1995). Therefore,
some of the ligands (L) are expected to promote the catalytic activity of the
transition metal centers. The new metallo-catalyst (Me-L,) augments the concen-
tration of ligand L1 (autocatalysis). This is a positive feedback effect, which in
biological parlance is termed reproduction. Incidentally, from this point of view
racemates of the organic product ligands mean a higher number of potential ligand
structures and thus a higher likelihood of a positive feedback. This means that at
the early stage of life a lack of enantioselectivity of the synthetic reactions is a
benefit rather than a detriment.

Now, we have to recognize that under primordial conditions of low catalytic speci-
ficity the positive feedback of a certain ligand (L1) will promote not only the formation
of that ligand, but also the formation of a set of other reaction products. This means
that the steady state concentrations of some other reaction products (L, ... L, ) come
up to levels, at which further feedback effects are induced. In this manner a single
positive feedback effect will usher in further feedback effects. These in turn elicit new
metallo-catalysts, new metabolic expansions, new ligands, and in turn new metallo-
catalysts and so forth. In this manner the metabolism of the pioneer organism is
subject to an avalanche of self-expansions.

Of all the products of the metabolism some will bond to transition metal centers
with more or less long residence times (or retention times under flow conditions)
and others may not essentially bond at all. The longer the residence time or retention
time of a product on the surface the higher is the likelihood that the product is protected
from destruction by hydrolysis or other reactions. In this sense the products of the
pioneer metabolism are self-selective.

In addition to the metabolic self-expansion effect, we also see an expansion of
the range of catalytic metals (e.g. Me, = Me, to Me ) due to ligands from the
expanded set of reaction products (L, to L ), which give rise to an expanded set of
catalysts and to new metabolic reactions with new reaction products (L _to L ).
These in turn will recruit further transition metals into the metabolic system and so
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forth (Fig. 1.4). Finally, the picture is completed by adding the recruitment of
additional volcanic nutrients for the metabolism (Fig. 1.5). Some of these expansions
may occur only after the emergence of sophisticated ligands in the form of coded
metallo-proteins. At a certain stage in this process of reproduction/evolution a
primitive form of the autocatalytic reductive citric acid cycle will begin on the
metabolic track (Wichtershiauser 1990).

The above-discussed hypothetical mechanism of evolution exhibits a form of
autocatalysis by ligand feedback effect. At the same time and more importantly it
also exhibits an avalanche self-expansion, which is not a feedback effect, because
it leads beyond the established products of synthesis. Therefore, it is here termed
“feed-forward effect”.

All chemical reactions are dependent on the reaction conditions. This dependence,
however, is lessened more and more by more and more evolved metallo-catalysts
compared to the de novo transition metal catalysts without the promotion by ligands.
Therefore, every instance of a feedback or feed-forward effect means an incremental
increase of independence from the environment, i.e. a deepening autonomy. The
metabolism acquires an increasing propensity to run even under conditions, which no
longer would allow its de novo initiation. This is how the metabolism becomes pre-
carious, life becomes mortal, and chemistry becomes historic. Each additional
feedback or feed-forward effect constitutes an instance of inheritance or memory and
the process of evolution is seen largely as a concatenation of such memory effects.

Whenever the self-expanding metabolism brings forth a new branch pathway
this will weaken to some extent the pre-existing metabolism, whence it branches.
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Table 1.1 Mechanisms of evolution of Fe—S world and RNA world theories

Fe-S World RNA World

Transition metals are essential Transition metals have no function
Catalytic inheritance (dynamic) Structural inheritance (static)
Analogue feedback information Digital sequence information
Persistence until successor feedback Long-time persistence essential
Direct mechanism Indirect mechanism

Order out of order out of order Order out of chaos

Mutation = new metallo-catalyst Mutation = new RNA sequence

coding for new protein ligand
for new metallo-enzyme

Selection not required Selection required

Rapid evolution by avalanche of metabolic Evolution by slow accumulation
expansions of RNA sequence mutations

Chemical reaction type Genotype-phenotype

Mutations: chemically pre-ordained Mutations: stochastic, accidental

Transition metal catalysts insensitive to pH and RNA extremely sensitive to pH
temperature allow for an origin in a hot, and temperature requires an
alkaline volcanic flow origin in cold, neutral ocean

If a product of the new branch pathway feeds back autocatalytically into this very
same branch pathway, this weakening effect is amplified (“egotistic feedback™).
However, if the product of the new branch pathway exhibits in addition to the
egotistic feedback an “altruistic feedback™, i.e. a positive feedback effect or a feed-
forward effect for the pre-existent metabolism, this compensates for the egotistic
feedback. A reaction product with such a double feedback effect is termed “vitalizer”.
Examples for vitalizers in extant metabolism are: coenzymes, ribosomes, protein
translocases and nucleic acid polymerases.

The main features of the proposed mechanism of metabolic evolution are sum-
marized in Table 1.1 in comparison to an RNA-implemented mechanism of evolu-
tion. A most significant difference is seen in the required persistence of a mutation.
According to the RNA world theory any mutated RNA sequence must be stable
enough to persist as a digital information storage medium over long periods of
time. According to the iron—sulfur world theory a ligand feedback is not required
to persist any longer than it takes for the next successor ligand feedback to emerge.
The better ligand will wipe out its less efficient predecessor and so there is no need
for persistence over long periods of time. This important point is sometimes not
understood owing to an RNA world mindset (Blackmond 2009).

Volcanic Flow Setting of the Pioneer Organism

The Solar System started about 4.567 billion years ago. The Earth may have been
cool enough for supporting liquid water as early as 4.4 billion years ago. At that
time the partially parallel processes of accretion, core-mantel differentiation and
crust segregation were still significantly incomplete (Kleine et al. 2002; Yin et al.
2002; Jacobsen 2003). This means that the juvenile Earth had a very hot magma
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and a relatively thin, hot, highly reducing crust. The crust suffered heavy bombard-
ment and impact cratering with intense fracturing and deposition of debris. As a
consequence a large number of volcanic flow sites were available for the origin of
life (Cockell 2006). These sites were characterized by chemically diverse flow
channels for volcanic exhalations in combination with hydrothermal flows.

The volcanic flow setting may be described as follows: At very high tempera-
tures the gas mixture in the volcanic exhalations is in chemical equilibrium. If the
volcanic exhalations are cooled slowly, the gas mixture remains in chemical equi-
librium. However, if the volcanic exhalations are quenched rapidly enough, the
mixture of volcanic gases is “frozen” into a non-equilibrium state, i.e. it acquires
a chemical potential. Quenching may occur in a variety of ways: Conduction cool-
ing by contact with cold solids, internal cooling by mixing with cold water, melt-
cooling by contact with ice and/or evaporation cooling by pressure decrease.

In view of the highly reduced state of the crust the volcanic exhalations must have
also been highly reducing. High molar ratios of CO/CO, would have existed in
equilibrium at high temperatures. For example, under conditions of saturation with
graphite the equilibrium molar ratio of CO/CO, of the system C-H-O increases with
temperature and decreases with pressure and it is about 1:1 at 1,200°C and 2 kbar or
at 900°C and 0.1 kbar (Holloway and Blank 1994). With decreasing temperature the
water gas equilibrium,

CO+H,0— CO, +H,, (1.2)

shifts in favour of CO,. If quenching along the flow path is fast enough compared
to the rate of the water gas shift reaction, a disequilibrium CO concentration arises
providing not only a highly reactive carbon source, but also reducing potential for
the pioneer organism,

CO +H,0 - CO, +2H" +2¢, (1.3)

akin to the carbon monoxide dehydrogenase reaction in biochemistry. In the metabolism
of all extant autotrophs carbon dioxide is the dominant carbon source. This is the
reason, why it was proposed as the primordial carbon source of life (Wachtershiuser
1988a, 1990, 1992) and this proposal was confirmed in conjunction with pyrite
formation (Heinen and Lauwers 1996), even though chemical properties of CO,
(insolubility of carbonates, thermodynamic stability of CO,) seem to point to a later
entry into the metabolism.

The water gas shift reaction generates dihydrogen (H,), one molecule for each
CO molecule that is oxidized to CO,. This means that the water gas shift reaction
replaces the reductant CO by the reductant dihydrogen (H,). Dihydrogen is a
prominent component of volcanic gases and it is produced by reaction of FeS and
H,S at the site of the pioneer organism or upstream thereof (Taylor et al. 1979;
Waiichtershduser 1988c; Drobner et al. 1990). Dihydrogen has been suggested
as possible reductant in a chemoautotrophic origin of life (Wichtershiuser
1988b, 1998a). It may generate electrons as in the hydrogenase reaction:

H, > 2H" +2e". (1.4)
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In a volcanic flow system, HCN may be formed by reaction of CO with NH.. This
is suggested by industrial chemistry. The conversion is favoured thermodynami-
cally by increasing temperature (Owen 1961). Ammonia in turn forms by nitrogen
fixation, which is favoured thermodynamically by decreasing temperature:

CO + NH, — HCN +H,0, (1.5)
N, +3H, — 2NH,. (1.6)

Therefore, the equilibrium concentration of HCN at low temperature (e.g. 100°C)
and low pressure would be quite low. However, aside from quenching effects the
equilibrium may be shifted in favour of cyanide formation, if sequestration of
cyanide by transition metals like Ni?* occurs. This reaction would form stable
complex bonds, e.g. Ni-CN or Ni-CN-Ni. The Ni-centers are available as catalytic
centers and the cyano ligands are available as C-source and N-source for the
synthetic processes.

Volcanic exhalations may also comprise COS (Corazza 1986), which is known
to form by reaction of CO with H,S (Fukuda et al. 1977):

CO+H,S— COS+2H" +2¢". 1.7

COS may serve as source for group activation in the pioneer organism, but it hydro-
lyzes readily:

COS+H,0 — CO, +H,S. (1.8)

COS may also serve as carbon source, thereby generating activated thioacid groups
(-CO-SH). COS also functions as intermediate for converting CO + H, + H.S into
methylmercaptan (Barrault et al. 1987), which is also found in volcanic gases:

COS+6H" +6e” — CH, —SH+H,0. (1.9)

A hadean volcanic flow system may be conceptually subdivided into three
flow regions:

1. A deep upstream flow region with a temperature above the critical temperature
of water may be likened to a flow reactor with a stationary solid medium and a
mobile gas phase in equilibrium.

2. A medium flow region with a temperature below the critical temperature of water
may be likened to a trickle-bed reactor with a stationary solid phase, a volcanic
gas phase and a mobile liquid water phase with dissolved volcanic exhalations.
The water phase condenses progressively in gas flow direction. For its vital functions
in nutrient conversions a thin transient film of water that merely wets the solid
surfaces may be sufficient.

3. An uppermost flow region with a still lower temperature may be viewed as a
chromatographic reactor with a stationary packed bed of solid debris or particles
and a mobile liquid water phase.

Such a volcanic flow system exhibits temperature and pressure gradients as well as
chemical composition gradients in flow direction. The third flow region may
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exhibit chemical zoning (e.g. pH zoning or sulfidation zoning). Moreover, it may
exhibit chromatographic characteristics for the organic products in the superstructure
of the pioneer organism. This means that the constituents of the surface metabolism
may have been selected by differential retention times in view of the state of volcanic
flow. Reactive and chromatographic processes would have interacted along the
flow path with best surface bonders being the slowest travellers. This renders
the chemoautotrophic origin of life a spatially and temporally coherent, local affair
as opposed to the global affair of the “prebiotic broth theory”.

A volcanic flow condition is of significance for the location of the onset of the
pioneer organism by ligand-based feedback and fed-forward effects. We note that
strong-bonding ligands have a long retention time and migrate slowly in flow direction.
This means that they tend to remain concentrated in a relatively early and slow flow
zone. This means in turn that stronger and stronger bonding ligands occur in ever
more retarded flow zones, termed “ligand zones”. Thereby the pioneer organism
becomes localized in spite of the volcanic flow condition.

Hydrolysis of orthosilicates in komatiite rock material is seen as the starting
point for the formation of the inorganic substructure of the pioneer organism
according to the following simplified, notional reaction formulae:

(Mg,Ca), SiO, +H,0 — (Mg,Ca)(OH), +(Mg,Ca)SiO;, (1.10)

(Fe,Ni), SiO, +H,0 — (Fe,Ni)(OH), +(Fe,Ni)SiO,. (L.11)

The basic minerals (Mg,Ca)(OH), serve as pH-buffer against acidic volcanic gases
and acidic reaction products of the pioneer metabolism. Reaction with CO, generates
CaCO, and basic MgCO,. (Fe,Ni)(OH), undergoes subsequent alterations by dehy-
dration, cyanidation, carbonylation, sulfidation and ultimately pyritization.
Carbonylation products may mobilize transition metals as carbonyls (Cody et al.
2000) for subsequent transport through volcanic flow channels and bonding into or
onto the substructure. Progressive sulfidation of (Fe,Ni)(OH), generates (Fe,Ni)S.
FeS appears first as “amorphous” FeS, which ultimately undergoes pyritization (1.1).
An alternative source of electrons in the substructure of the pioneer organism is
provided by the oxidation of ferrous hydroxide:

3Fe(OH), — Fe,0, +2H,0 +2H" +2¢". (1.12)

By the above conversions the inorganic substructure offers not only a rich set of pos-
sible polynuclear, polymodal, heteroleptic structures exposed as catalytic centers in its
surfaces, but also reducing power, e.g. for nitrogen fixation as demonstrated experimen-
tally with N, (Dorr et al. 2003):

N, +3FeS+3H,S — 3FeS, + 2NH,; (1.13)

or for the formation of methylmercaptan from CO, with FeS/H,S (Heinen and
Lauwers 1996):

CO, +3FeS+4H,S — CH,SH + 3FeS, +2H,0. (1.14)
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Experimental Synthetic Reactions

The above considerations give us a grasp of the possible energy sources, nutrients,
reductants and physical conditions for a volcanic origin of life. Based on these
insights we now turn to the problem of reconstructing the pioneer metabolism. This
problem can only be solved by experiments and the theoretical-experimental
research program has as its ultimate goal the reconstitution of an evolvable pioneer
organism. This contrasts with the experimental program of the “prebiotic broth
theories” that merely aims at a rationalization of some “prebiotic broth reactions” of
an otherwise intractable process of early evolution. We chose the following aqueous,
volcanic/hydrothermal reaction conditions:

Temperature: 100 + 20°C, the temperature range of hyperthermophilic
organisms.

Pressure: Autogenous pressure developed in a closed batch reactor. This
pressure may be too low. The lack of a higher pressure for the acceleration
of reactions may be compensated by increase of the concentrations of the
reactants.

Catalytic transition metals: iron group transition metals: Fe**, Co**, Ni**.
Volcanic reactants: CO, COS, HCN, NH,, H,S, CH3SH.
Reductant (electron source): Water gas shift reaction (1.3), pyrite formation (1.1).

pH-buffer: (Mg,Ca)(OH),, (Mg,Ca)CO,.

Activated Acetic Acid Thioester

In extant acetyl-CoA synthase a Fe-Ni—S cluster catalyzes the formation of acetyl-
CoA (CH,;~CO-S-CoA) from Ni-methyl, carbon monoxide and coenzyme A. It was
retrodicted that activated acetic acid (CH;~CO-SH or CH,~CO-S-CH,), may form
from CH,SH as methyl source and CO (Wachtershauser 1990) This retrodlctlon was
conﬁrmed experimentally at 100°C for FeS, CoS, NiS, (Ni,Fe)S or Ni(OH), as cata-
lysts for a spectrum of slightly acidic to alkaline pH-values. If CH,—SH is replaced
by H,S, the reactions proceed as well, whereby CH,—SH is formed as intermediate
from CO and H,S.

These synthetic reactions provide a C2-carbon skeleton and at the same time a
portion of the chemical energy of the system is conserved in an activated carboxylic
group (-CO-S-H or -CO-S—CH,). The reaction must be seen as an organo-metal
reaction with metal-carbon bonds (Huber and Wichtershiuser 1997). These group
activations are available for further reactions and for transformation into phospho-
rylation energy (Wiachtershduser 1998a).
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Pathways to a-Hydroxy Acids and o-Amino Acids

A series of ordered pairs of a-hydroxy acids and oi-amino acids with the general
formula R-CHA-COOH (A = OH, NH,; R = H, HOCH,, CH,, C,H,, C;H.) was
formed by reaction of a Ni**-catalyst system with cyano ligands (from C-KCN)
attached to Ni—centers (as carbon and nitrogen source), with CO (as carbon and
electron source) in the presence of (Mg,Ca)(OH), as hydroxy ligand source and as
buffer. The presence of Fe?*, HS-, CH3S‘ ions does not disturb the reaction. It is
noteworthy that a-hydroxy acids and o.-amino acids are excellent ligands for transi-
tion metals. Moreover, pyruvate is formed as intermediate as well as glycol, per-
haps via glycol aldehyde, the simplest sugar. Acetic, propionic and butyric acids are
also found. Overall the product spectrum indicates a tendency of incremental chain
extensions towards long-chain lipids, which perhaps is broken off early due to low
pressure (Huber and Wichtershiuser 2006).

Activation of a-Amino Acids and Peptide Cycle

a-Amino acid activation and peptide formation were discovered when o-amino
acids were reacted with CO plus H,S (or CH,SH) in the presence of NiS under
alkaline conditions. Nascent COS appears to be the activating intermediate since its
use instead of CO and H,S (or CH,SH) also produces peptides (Huber and
Wiichtershiuser 1998). Under the same conditions a peptide cycle was discovered
(Huber et al. 2003). Peptides were found to react N-terminally with CO (or COS)
to acquire an N-terminal hydantoin ring, which subsequently hydrolyzes in two
stages, first to an N-terminal urea group and subsequently by urea cleavage. This
reaction sequence constitutes N-terminal peptide elongation in competition with
N-terminal chain degradation, each by one amino acid unit at a time.

In the first step of the peptide cycle an amino acid (aa) is apparently converted to
the highly reactive aminoacyl N-carboxyanhydride (c). This means that the redox
energy of reaction (c) is coupled to amino acid activation via COS, which may well
be the simplest pioneer energy coupling of life. The free amino group of the dipeptide
may react with another molecule of aminoacyl N-carboxyanhydride to form a tripep-
tide, which again may react by N-terminal chain extension to a tetrapeptide and so
forth. A hypothetical mechanism of the entire peptide cycle is in shown in Fig. 1.6.

Up to the stage of the urea derivative the peptide cycle is synthetic (anabolic).
The subsequent hydrolysis is catabolic and reminiscent of the extant Ni-enzyme
urease. The peptide cycle may be seen as a catalytic cycle for the conversion of
CO to CO, akin to extant carbon monoxide dehydrogenase (CODH). The peptide
cycle will run as long as the redox energy supply of CO lasts. The hydrolytically
sensitive COS is merely an intermediate and its accumulation is not required. With
additional o-amino acids a variety of peptides (and their hydantoins and ureas) are
formed to coexist in mixture it constitutes a dynamic library, in which the peptides
(hydantoins, ureas) come and go with steady state concentrations corresponding to
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Fig. 1.6 Peptide cycle (aa = amino acid unit; h = hydantoin ring; u = urea group; NHR’ = (NH-CHR~-
CO) -OH)

the difference between the rates of formation and degradation. Importantly, the
dynamic library of structures is also self-selecting, because a selective bonding of
a certain structure as ligand to a metal centre of the substructure causes its stabiliza-
tion against hydrolysis and thus an increase of its overall steady state concentra-
tion. It means a self-selection of stable metallo-peptides.

Emergence of the Genetic Machinery and Enzymatization
of the Metabolism

According to the above proposal the earliest mechanism of evolution is based on the
bootstrapping effect of mutual promotion of catalyst evolution and pathway evolu-
tion. The catalyst evolution leads to ever more efficient metallo-catalysts with
ligands that result from the pathway evolution. Among the sets of ligands figures
most prominently the compound class of peptides and peptide derivatives. Therefore,
any catalyst that augments the synthesis of peptides is an immediate advantage for
the earliest organisms of life, because the peptide function is already pre-established.
This brings us to the simple conclusion that one of the earliest functions of the
incipient genetic machinery must have been the promotion of peptide synthesis,
which is actually the functional core of the ribosome. It operates by base pair-
assisted anchimeric positioning of a peptide to be elongated C-terminally and an
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elongating amino acid. From then on the evolution of the genetic machinery must
have been a co-evolution of replication and translation of nucleic acid sequences.
How would the first functional nucleic acids (polynucleotides) have arisen?
From the vantage point of ligand accelerated catalysis the answer is trivially simple.
All components of nucleic acids: sugars, phosphorylated sugars, bases, nucleo-
sides, nucleotides and oligo-nucleotides are excellent potential ligands for transi-
tion metals. We therefore simply assume that they first entered the pioneer organism
as ligands for accelerating transition metal catalysis. But how could these compo-
nents of nucleic acids have arisen in the first place? Clues for an answer may be
gleaned from the above-reported results of synthetic carbon fixation reactions.

1. We detected glycol, a carbon fixation product, as a regular companion of amino
and hydroxy acid synthesis. It is believed to be the result of a reduction of glycol
aldehyde, the simplest sugar and suitable for condensation reactions.

2. The required phosphorylation energy for oligonucleotide formation may be the
result of hydrolysis of volcanic phosphorus pentoxide (P,O, ). Phosphorylation
energy may alternatively be a derivative of the chemical energy of acetyl thioester
(Wichtershiuser 1998a). Moreover, group activation energy may also be derived
from the surmised aminoacyl N-carboxy-anhydrides that are formed as activated
amino acids with CO/H,S or COS (Wéchtershéduser 2003).

3. The evolution of de novo biosynthesis of purine bases may be traced to the
peptide cycle reported above. We first note that in the peptide cycle hydantoin
rings are formed at the N-terminal ends of peptides by carbon fixation. Such
hydantoin rings have a close structural similarity to the imidazole portion of the
purine bases in extant nucleic acids. The purines are to this day biosynthesized
by a pathway of carbon fixation. This experimental result brings the two ancient
syntheses of peptides and purines into a close synthetic connection. Pyrimidine
bases would have infiltrated the nucleic acids much later.

In the protracted coevolution of the genetic machinery each new increment of added
sequence fidelity of translation to peptides would have served as basis for a subse-
quent increment of added sequence fidelity of template-directed nucleic acid synthesis
(bootstrapping). By such evolution of nucleic acid-implemented synthesis of peptides
the earliest direct peptide feedback would have become first supplemented and later
increasingly substituted by a secondary, indirect, genetic mechanism of evolution,
whereby variations of replicating nucleic acid sequences led indirectly to variations of
peptide sequences. The transformation led to a step-by-step replacement of primitive
catalytic transition metal centers by more and more complex coded metallo-proteins.
It was the basis for the admission of more diversified amino acids into the system and
for the establishment and expansion of the genetic code.

Finally, let us briefly consider the place of this crucial development within the flow
system of the volcanic setting of early life. Initially, the flow channel would have been
alkaline, because the primordial alkaline rock material must have been ultramafic.
Subsequently, however, neutralization would have taken place by acidic volcanic
gases, notably carbon dioxide; and also by the carboxylic acid products of CO-fixation.
This means that a neutralization front would have advanced in flow direction. This
neutralization was a decisive precondition for the emergence of a genetic machinery
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involving RNA, for which alkalinity is intolerable. Similarly, a volcanic flow segment
with a sufficiently reduced temperature of the volcanic fluids would have been crucial
for the emergence of a genetic machinery involving temperature-sensitive RNA.
Finally, let us turn to the question of how folded proteins could have come about
under the hot conditions of the volcanic flow system. The earliest functional peptides
bond as ligands to metals, thus forming metallo-peptides wherein the bonding to the
metal determines the overall peptide conformation. With the advent of cysteine units in
peptides by exergonic sulfidation of serine, covalent metal-sulfur bonds will be particu-
larly strong folding determinants. In this fashion the emergent folded metallo-proteins
acquired from the start the hyperthermostability that is needed in the high temperature
volcanic environment of early life. A few strong covalent bonds were sufficient as
discrete, localized folding determinants and overall sequence fidelity was not critical.
Only after a sufficient, coordinated increase of replication fidelity and translation fidelity
could proteins arise that owed their folding stability not so much to a few strong, covalent
bonds to transition metal centres, but rather to the cooperation of a multitude of weak,
non-covalent group interactions. This would have happened while the organisms were
still hyperthermophiles. Only much later could the covalent metal-sulfur folding deter-
minants disappear opportunistically one by one, in an irreversible, polyphyletic evolution
down the temperature scale and out of the volcanic region (Wéchtershduser 2001).

Cellularization

The conversion from an early, direct mechanism of evolution to a later, indirect
genetic mechanism of evolution is truly an evolution of the mechanism of evolu-
tion. It surely must have occurred in multiple stages and in parallel with a protracted
multi-stage process of cellularization, which we consider now.

Inorganic Cells?

Hans Kuhn has worked out a detailed theory (Kuhn 1972) of an origin of life within
interconnected open pores of pre-existent rocks, like porous limestone (Kelley et al.
2001). The theory is based on the understanding that such pore structures would
restrict the diffusion of high molecular-weight nucleic acids while permitting a free
diffusion of the small molecules of low molecular-weight organic compounds.

In a highly imaginative shift from Kuhn’s theory it has been proposed that life
originated within open pore structures due to a semipermeable FeS membrane that
is postulated to precipitate at the boundary between mildly acidic ocean water
(laden with Fe** and CO,) and alkaline hydrothermal fluids (laden with H, and
HS"). Repeated bursting and re-precipitation of these membranes is supposed to
generate a growing mound of FeS-cells at the bottom of the ocean. A proton-motive
force across the membrane separating external acidic from internal alkaline fluid is
proposed to have somehow driven a chemoautotrophic metabolism between ocean-side
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CO, and vent-side H,. Eventually, full-blown Bacteria and Archaea are supposed to
have broken loose from the top of the mound (Martin and Russell 2003).

The basic assumptions of this elaborate proposal are simple enough that empirical
evaluation by precipitation experiments would seem to be mandatory. Such experi-
ments have indeed been reported (Russell and Hall 1997). A discrete glob of FeS
is obtained, if highly alkaline 0.5 M sodium sulfide solution is injected into a highly
acidic 0.5 M FeCl, solution. A photomicrograph of a section through the glob
showed a myriad of open pores (about 20 um diameter). The micrograph was
widely publicized. Unfortunately, however, the micrograph is an artefact due to
sample preparation by freeze-drying, which unavoidably generates a foamy froth,
because freezing generates ice crystals and the evaporation of ice crystals leaves
behind pores. The size of the pores is determined by the rate of cooling. This has
been acknowledged by one of the authors, who now argues that cell formation by
freeze-drying is an acceleration model for the geochemical theory (Russell 2007).

There are of course no hadean rocks that could support such an FeS membrane
theory. Moreover, the notion of semipermeable FeS-membranes capable of support-
ing a protonmotive force has been experimentally refuted (Filtness et al. 2003).
Finally, RNA cannot coexist with the alkalinity required for the interior of the envi-
sioned cells. We therefore leave this topic behind and turn to cellularization by the
formation lipid membrane structures.

Lipid Synthesis

It has been proposed that cellularization of life occurred in several stages by auto-
trophically generated lipids (Wichtershduser 1988a, 1988b, 1988c, 2003). For
addressing the problem we recall the experimentally demonstrated formation of
acetylthioester as evolutionary precursor of acetyl-CoA. In extant organisms the bio-
synthesis of fatty acids and of isoprenoid compounds by the mevalonate pathway
begins with a Claissen condensation of acetyl-CoA to 3-keto butyryl-CoA. Analogous
acetyl thioester condensations may have figured in an early synthesis of lipids
(Wichtershiduser 1992) as shown in Fig. 1.7. At the level of 3-keto-butyryl thioester
the hypothetical reaction system splits into two sibling pathways: to fatty acid lipids
and to isprenoid acid lipids. The latter pathway proceeds via 3-hydroxy-3-methyl-
glutaroyl thioester (HMGT) and 3-methyl-glutaconyl thioester (MGAT) to long-chain
isoprenoid acid lipids. MGAT is a vinylogue of malonyl thioester. Its condensation is
expected to lead to chain elongations by four carbon atoms. Later in evolution this
pathway must have been replaced by the well known mevalonate pathway to iso-
prenoid alcohol phosphate lipids in Archaea and Eukarya and by the so-called non-
mevalonate pathway to isoprenoid alcohol phosphates in Bacteria (Grawert et al.
2004) as shown in Fig. 1.8. It is also possible that carboxylic acid lipids formed from
Cl-units by organo-metal reactions under pressure (12 x C1 = C12). In this regard it is
noteworthy that the reaction system for forming o-hydroxy and o-amino acids proceeds
in an iterative manner with C1-units and may well be an early source of lipids.
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Surface Lipophilization

Fatty acids, isoprenoid acids, a-hydroxy acids or a-amino acids with sufficiently
long carbon chains, synthesized by chemo-autotrophic carbon fixation would have
functioned as primitive lipids in the iron-sulfur world context. They have a low solubility
in water and therefore must have accumulated at the interface between the inorganic
substructure and the water phase, becoming in fact part of the organic superstructure.
This led to a progressive lipophilization of the surfaces of the inorganic substructure,
i.e. to a two-dimensional solvent of sorts. Lipophilization in turn has the effect of
lowering the activities of H,O and H,O* near the surfaces, which disfavours hydrolytic
reactions while it favours all condensation reactions (altruistic feedback) thus ushering
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LUCA: A+B+C
Bacteria: E+C
Archaeca: D+A +C

Fig. 1.8 Lipid pathway evolution to extant lipid pathways

in greatly expanded metabolic possibilities. Of course, the formation of fatty or
isoprenoid acids is itself based on condensation reactions, which also benefit from
surface lipophilization (egotistic feedback). This form of double feedback is not
based on the effect of single ligand molecules, but rather on the collective effect of
an accumulation of lipid molecules on the surface.

Such autocatalytic lipid synthesis has the consequence of ever longer and ever
more accumulated lipid molecules. At a certain surface concentration a self-organization
of a multitude of lipid molecules into bi-layer membranes set in by physico-chemical
forces. First the membranes formed discrete surface-supported patches, which later
coalesced into large coherent surface-supported lipid membranes.
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Semi-cellular Structures

The surface-supported membrane would invariably cover surface areas with tiny
defects in the form of crevices or cavities. For energetic reasons a bi-layer lipid
membrane would span such cavities rather than line them thereby forming embryonic
caverns, which would subsequently enlarge by further lipid accumulation. This
mechanism created a “semi-cellular structure”, which is defined as a volume of
aqueous solution (cytosol), bounded partly by inorganic substructure and partly by
lipid membrane.

The semi-cellular structures constitute the beginning of individuation and of an
inside-outside dichotomy with an isolation of the interior cytosol from adverse
chemical conditions in the exterior water phase. The small inorganic nutrients (CO,,
CO, H,S, NH,) would pass easily through the membrane as long as the pH allows
for a significant equilibrium proportion of non-charged neutral species. Therefore,
the formation of the semi-cellular structure would not create a nutritional impasse.

Within the semi-cellular structures the inorganic surfaces are still available for
catalysis. Carbon fixation by these catalysts leads to the formation polar, ionic or
zwitter-ionic organic compounds, which remain inside the semi-cellular structure.
This increases the osmolality of the cytosol, which in turn leads to an osmotic pres-
sure as driving force for further expansion of the semi-cellular structure. The cytosol
is available for an unfolding cytosol metabolism with catabolic pathways beginning
as internal salvage pathways by energy coupling. It is this stage that begins to accom-
modate multi-component genetic machineries. A new class of metabolic processes
would be anchored to the lipid membrane. Chemiosmosis is the most prominent
membrane-metabolic process and its origin shall be discussed next.

Origin of Chemiosmosis

Chemiosmosis must begin soon after the formation of semi-cellular structures,
because chemical gradients would develop automatically across the lipid mem-
brane. Given the development of a pH gradient along the volcanic flow path, we
may assume that semi-cellular structures form at a stage where the external
medium may be slightly alkaline to neutral. By the same token, carbon fixation
would lead by necessity to internal acid formation, i.e. to a pH difference across
the membrane.

The next step would consist of a machinery for coupling exergonic proton trans-
location across the membrane from inside to outside with endergonic, membrane-
bound redox reactions. Once established, this machinery would also operate readily
in reverse, whereby certain exergonic, membrane-bound redox reactions would
drive endergonic proton translocation against the proton gradient from outside to
inside, thus increasing the proton potential. At the same time other endergonic,
membrane-bound redox reactions would continue to be coupled to exergonic pro-
ton translocation from inside to outside. Overall this means that the proton potential
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would mediate an energy coupling between endergonic and exergonic redox reac-
tions. Next, membrane-bound unit for pyrophosphate formation driven by proton
flow from inside to outside would become established, thus causing the proton
potential to mediate energy coupling between redox energy and group activation
energy. Finally, membrane-bound pyrophosphate formation would be first supple-
mented and later substituted by ATP formation.

Such a chemiosmotic energy coupling would immediately benefit from any
improvement of the membrane in terms of stability and resistance against idle pro-
ton leakage. This makes lipid evolution the most beneficial part of early evolution,
leading eventually to stable membranes comprised of wedge-shaped lipids with two
long-chain lipophilic rests attached to one small hydrophilic head group, e.g. of
phosphatidyl lipids. With such wedge-shaped lipids the lipid membranes become
self-supporting cell membranes. This ushers in yet another stage of cellularization,
the formation of pre-cells, to which we turn next.

Pre-cells and the Dawn of Speciation

The discovery of the domain Archaea by Carl Woese and George Fox was tantamount
to the discovery of the problem of the last universal common ancestor (LUCA) at
the deepest node in the tree of life, and they surmised that it was a primitive state,
a “progenote”, still “in the throes of evolving the genotype-phenotype” (Woese and
Fox 1977). Woese suggested that the disjoint genes of LUCA would “have existed
in high copy numbers” and suffered genetic mixing that created “a state of genetic
communion” giving rise to a high rate of evolution (Woese 1982, 1987).
Subsequently, Otto Kandler recognized that the common ancestor at the eve of
speciation must have had a highly sophisticated cell type, termed “pre-cell”. It
would have occupied a whole biosphere with diverse habitats by multi-phenotypical
pre-cells, which were uniform in terms of the genetic machinery, and underwent
rapid genetic exchange and thus rapid evolution (Kandler 1994a, b, 1998). This
means that perhaps hundreds of million years of evolution may have separated the
origin of life from the eve of speciation.

A characterization of the pre-cells at the dawn of speciation, is in principle possible
by comparison of bacterial and archaeal genomes. It was found (Wéchtershiduser
1998b) that in all sequenced bacterial and archaeal genomes a number of relatively
short conserved gene clusters, mainly for transcription and translation, had different
lengths from phyla to phyla and could be fitted into overlapping gene cluster align-
ments, whereby astonishingly long segments of ancestral genome segments can be
reconstructed (Fig. 1.9) for the last bacterial common ancestor (LBCA) (46 genes) and
the last archaeal common ancestor (LACA) (53 genes). Previously, only individual
short clusters (<11 genes) had been recognized as ancestral (Siefert et al. 1977).

These reconstructed genome segments are amazingly similar and even the few
deviations are again constant throughout the domain Bacteria or throughout the
domain Archaea, respectively. Lateral cross-phyla transfers of gene clusters cannot



1 Chemoautotrophic Origin of Life: The Iron—Sulfur World Hypothesis 25

LBCA|... SecE NusG LIIPLIP LIOPLI2P —  RpoB RpoC L30P —  SI2P STP  EF-G
LACAL... SecE NusG LIIPLIP LI10PLI2P [RpoH RpoB RpoC L30P NusA SI2P S7P  EF-G
LUCAL... SecE NusG LIIPLIP LIOPLI2P —  RpoB RpoC L30P —  SI2P S7P  EF-G
LBCA[EF-Tu S10P L3P L4P L23PL2P SI9P L22P S3P LI6 L29P —  SI7P L14P L24P
LACAEF-Tu SI0P [L3P L4P L23PL2P SI9P L22P S3P —  L29P Rpp29 SI7P LI4P L24P
LUCA[EF-Tu SI0P L3P L4P L23PL2P SIOP L22P S3P —  L29P —  SI7P L14P L24P
LBCAl~  Lsp s14p S8 L6P — — LISP S5P L30P LISP SecY Adk Map IF-1
LACAIS4E LSP  SI4P SS8P L6P L32ELIOE LISP S5P L30P LISP SecY Adk —  —
LUCAl—  LSP  SI4P S8P L6P — —  LISP S5P L30P LISP SecY Adk — —
LBCAL36 —  SI3P — SIIPS4P RpoD LI7 LI3P S9p — [s2p  EF-Ts. ..
LACAl—  7genes SI3P S4P SIIP — RpoD LI17 LI3P S9P  RpoN S2P X

LUCAl—  —  SI13P S4P? SIIP S4P? RpoD L17 LI3P S9P —  S2P  —

Fig. 1.9 Reconstruction of ancestral genome segments (Designated by gene products)

be invoked for explaining the extreme conformity within and between the domains
of Bacteria and Archaea. Lateral transfer between distantly related groups of organ-
isms of such large clusters of genes that code for plural components of vital and
complex genetic machineries would generate a high proportion of defunct hybrid
machineries. This would be lethal. It means that the pre-cells at the eve of specia-
tion (LUCA) had already a genome with an extremely conserved cluster of more
than 40 canonical genes mainly for transcription and translation.

The reconstructed genome segments reveal much about the LUCA pre-cells on
the eve of speciation:

1. LUCA had a complex genetic machinery with plasmid-sized circular chromosomes
and a highly conserved order of genes for the machinery.

2. Absence of genes for energy and intermediary metabolism from the reconstructed
genome segment of LUCA suggests separate metabolic chromosomes as required
by Kandler’s proposal of multi-phenotypical LUCA pre-cells.

3. The presence of the gene for anti-termination factor NusG suggests rolling circle
transcription generating long polycistronic transcripts of varying lengths.

4. Rolling circle replication would have followed rolling circle transcription seam-
lessly and without change of the polymerase. This would have required nothing
more than an activation of a ribonucleotide reductase function for the conversion
of ribonucleotides to deoxyribonucleotides, since an early polymerase could not
have discriminated between ribonucleotides and deoxyribonucleotides. This readily
explains why RNA primers are needed in DNA replication to this day. With subse-
quent decay of the ribonucleotide reductase function the system would have
returned to the transcription mode. Initiating nicks for rolling circle replication
would have occurred in both strands, which means roughly equal numbers of copies
of both strands. These would have undergone annealing to linear, double stranded
daughter chromosomes with sticky ends for ring formation (Fig. 1.10).
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Fig. 1.10 Rolling circle replication of two identical plasmids with displaced nicks and a linear
intermediate with sticky end segments

. Presence of the genes for SecE and SecY, the essential sub-units of membrane-

embedded protein translocase means that LUCA had a stable bi-layer lipid
membrane.

. Comparisons of Archaea and Bacteria suggest an absence of cell walls from

LUCA pre-cells, which as a consequence would have undergone facile fusions
with wholesale genome combinations and a stepwise increase of polyploidy.
Cell fusions are still found in extant Thermococcus coalescens cells that grow
too fast for cell wall formation to keep up (Kuwabara et al. 2005). Such mechanism
of pre-cell fusion constitutes a highly promiscuous quasi-sexuality generating a
huge gene pool with a massively parallel, very rapid evolution of the pre-cell
population. It enabled large-scale reshuffling and differential assorting of the
genetic endowments for the metabolism of multi-phenotypical pre-cells in accordance
with the chemical conditions of diverse habitats.

It has been argued compellingly that the last bacterial common ancestor (LBCA),
the last archaecal common ancestor (LACA) and the last universal common
ancestor (LUCA) were hyperthermophiles (Di Giulio 2003). We can now add
that pre-cell fusions across the spectrum of phenotypes are only possible among
essentially isothermal pre-cells, which means hyperthermophily for all LUCA
pre-cells, and also for all LBCA cells and all LACA cells.

The situation of the biosphere and of the evolution of life changes decisively with
the segregation of the pre-cells into the two domains Bacteria and Archaea. To this
topic we turn next.
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Divergence of the Domains Bacteria and Archaea

Kandler’s pre-cell theory is a significant departure from previous phylogeny, a
Gestalt switch of sorts. Conventionally, phylogenetic trees have been represented as
bifurcations, whereby both branches of a bifurcation are topologically equivalent.
Kandler breaks with this pattern regarding the two deepest nodes in Woese’s tree of
life and replaces it by a pattern of divergence of founder populations of the domains
Bacteria and Archaea from a straight trunk of a rapidly evolving population of pre-
cells, the Bacteria branching off first at a less advanced stage and the Archaea
branching off later at a more advanced stage (Fig. 1.11).

We adopt this proposal and suggest a causal mechanism for the divergence of the
domains Bacteria and Archaea that is based on well-established or readily testable
physical chemistry of lipids. We begin with the problem of the structure of LUCA
lipids. The core lipids of the domain Bacteria and of the domain Archaea differ in
three respects (Fig. 1.12): fatty versus isoprenoid rests, ester versus ether bridges,
G-1-P versus G-3-P enantiomers of the glycerol unit. As a most simple solution of
the problem of the ancestral lipids in terms of both chemistry and evolution it has
been suggested that LUCA had a membrane consisting of a lipid racemate, i.e. a
1:1 mixture of enantiomers G-1-P and G-3-P (Fig. 1.13).

We now consider that heterochiral membranes of racemic lipids, while capable
of forming stable vesicle membranes, will undergo spontaneous segregation
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(symmetry breaking) into a pattern of homochiral membrane patches (“membrane
domains”) within an overall heterochiral pre-cell membrane envelope. Now, by
frequent fusions and divisions the pre-cell population will segregate into two sub-
populations with a predominance of one lipid enantiomer or the other. This segregation
is maintained continuously through the process of pre-cell multiplication, even
though the metabolism will continue to add racemic lipid material. The segregation
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Fig. 1.14 Bacterial and archaeal lipid evolution (A1, B1 = enantioselective enzymes; A2 = con-
version from esters to ethers; B2 = conversion from isoprenoid rests to fatty rests)

occurs strictly by forces of physical chemistry (line tension). It generates placeholders
for the future divergence of the domains Bacteria and Archaea.

For the divergence of the domains Bacteria and Archaea from the trunk evolution
of pre-cells it is merely required that new enzymes for enantiospecific lipid synthe-
sis emerge, one for the Bacteria and the other for the Archaea. These would be
internally selected as adaptation to the dominant lipid enantiomer in one or the
other placeholder subpopulation. According to this proposal the phylogenetic
domains Bacteria and Archaea are pre-ordained by the membrane domains of
racemic lipids. This means that two and only two domains could diverge by chiral
lipid segregation, here on Earth or anywhere in the Universe.

After the divergence of the domains Bacteria and Archaea their unitary popula-
tions embarked on their own distinct paths of evolution exhibiting a progressive
lipid incompatibility by a progressive increase of the degree of chirality of the lipid
molecules (Fig. 1.14).

In the course of the bacterial and archaeal evolution the genetic machineries
changed independently, yet analogously by the combination of multiple plasmid-
type chromosomes into one large chromosome, thereby facilitating linkage of rep-
lication with cell division. DNA-replication and transcription became separated.
In the course of evolution of the proto-Bacteria and in the course of evolution of the
pre-cells up to pre-cell stage 2 non-homologous enzymes for dDNA replication
with coordinated leading strand and lagging strand synthesis departed from the much
simpler rolling circle replication of the pre-cells of stage 1 (LUCA). In addition,
the mechanisms of transcription and translation were refined independently (Woese
1998). The proto-Bacteria and proto-Archaea continued to evolve as unitary popula-
tions until the emergence of fusion-inhibiting means (e.g. cell walls), which trig-
gered the branching into bacterial phyla and into archaeal phyla.
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Divergence of the Domain Eukarya

Numerous theories postulate an origin of the Eukarya by endosymbiosis between
cells of advanced species of the domains Archaea (e.g. methanogens) and Bacteria
(e.g. a-proteobacteria). Such theories entail an intermediate formation of heterochiral
hybrid membranes with a mixture of bacterial lipids and archaeal lipids, which
would be of reduced stability and therefore energetically counterselective.

This problem can be avoided by a theory, which begins with the assumption of a
metabolic syntrophy between the sub-population of stage 3 pre-cells with a predomi-
nance of the bacteria-type lipid enantiomer G-1-P and a population of primitive,
wall-less bacteria. Soon facultative syntrophy must have turned into obligatory
syntrophy. Eventually, a number of bacteria surrounding a pre-cell would have
undergone fusion to a large host cell containing a stage 3 pre-cell guest surrounded
by a double membrane having numerous transport units. A cytoskeleton of stage
3 ppre-cells would have prevented fusion of the pre-cells with the bacterial cells.
The stage 3 pre-cell guest evolved into the eukaryal nucleus.

This proposal delivers a number of explanations:

1. The peculiar relationship of Eukarya to the Archaea in terms of the genetic
machinery is explained by the order of divergence, whereby the Eukarya
diverged after the Archaea.

2. The double membrane trapped the polyploidal pre-cell chromosomes so that
their replication could not become linked with the outer cell membrane during
cell division. Thus, there was no selective advantage in their unification into one
large circular chromosome. This explains the polychromosomal status of the
nuclear genome of extant Eukarya.

3. The endoplasmatic reticulum is explained as consequence of a high rate of lipid
biosynthesis for the outer nuclear membrane.

4. The linear structure of the nuclear chromosomes is explained by the linear
intermediates of rolling circle replication of pre-cell plasmids.

5. Closed mitosis (prior to open mitosis) is explained by the pre-cell cytoskeleton.

6. The short monocistronic eukaryal mRNAs are explained by the need to transport
the mRNAs through nuclear pores, which is prohibitive for long mRNA operons.

7. The cytoplasmic location of translation is explained by the need to move the
production of enzymes into the outer cytosol where they are functional for the
metabolism and where the nutrients arrive.

8. The roundabout biosynthesis of eukaryal ribosomes (rRNA production inside
nucleus; production of ribosomal proteins outside nucleus; import of most ribosomal
proteins into the nucleus for assembly with matured rRNAs; export of incomplete
ribosomal sub-units out of the nucleus; completion of ribosomal subunits outside
nucleus) is explained by a multi-stage pre-cell guest evolution of the nucleus:

(Stage a) Enzymes generated in the pre-cell guest are exported through pores
into the host cytoplasm while one by one host genes are deleted or relo-
cated into the guest genome (pre-cell dominance).
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(Stage b) Guest ribosomal subunits (and tRNAs) are exported into the cyto-
plasm with the selection advantage of generating metabolic enzymes where
the nutrients enter, which in turn drives progressive conversion of polycis-
tronic mRNAs into monocistronic mRNAs with caps and polyA tails and
abandoment of operons (pre-nuclear stage).

(Stage c¢) Ribosomal proteins as well as polymerases etc. are imported into the
nucleus to complete nuclear-metabolic segregation (proto-nuclear stage).

9. The infestation of the nuclear genes by introns is explained not as a driving
force (Martin and Koonin 2006), but as an opportunistic result of nucleariza-
tion, which provided from the start a safe compartment for mRNA splicing well
isolated from the site of translation.

10. Mitochondria appear at the proto-nuclear stage (at or prior to origin of LECA).
The problem of ribosomal chimerism (Jékely 2008) does not arise, because the
genes for most mitochondrial ribosomal proteins remain fixed for a long time
in the mitochondrial genome as evidenced by an extended mitochondrial gene
cluster of Reclinomonas americana (Lang et al. 1997) with stunning similarity
to the gene cluster of LBCA (Fig. 1.9).

Natural-Historic Considerations

The theory of Wallace and Darwin is based on the assumption of stochastic micro-
mutations, which suggests to most biologists that there is no inner directionality in
the process of evolution. The prebiotic broth theories and notably the RNA world
theories extend this stochasticity down to the very beginning of life. By contrast,
the theory of a chemoautotrophic origin of life forces us to view the overall process
of evolution in a fundamentally novel manner, recognizing aspects of both direc-
tionality and uniqueness in the early process of evolution. Let me explain.

The pioneer organism arises in a vectorial flow system. All essential outer
parameters, like temperature, pressure, pH, chemical activities have gradients in
flow direction. These gradients determine the interactions between inorganic
substructure and organic superstructure, which is from the beginning vectorially
oriented between the inorganic substructure and the water phase. In addition to this
spatial directionality we see a chemical directionality that is intrinsic to the pro-
cesses of autotrophic syntheses from C1 compounds and chemically necessary.

By the same token we note that metabolic evolution is subject to strict internal
limitations, which force uniqueness. These limitations are a result of the pre-ordained
bonding possibilities of carbon atoms. The number of structural possibilities
increases with an increase of the molecular size. It is however restricted by the limi-
tations of the volcanic reaction system in terms of the starting materials, reaction
parameters, available metal catalysis, and idiosyncratic ligand-accelerated catalysis.
These factors jointly amount to a “chemical determinism” that is bound to hold in
the farthest reaches of the Universe as on Earth. As we have seen this chemical
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determinism was still at work at the level of the divergence of the three domains of
life. With the advent of the chemistry of the genetic machinery we see an explosion
of possibilities of structures and reactions. Now life progresses from the narrow
confines of a canyon of synthetic chemistry to the wide equi-probability plane of
combinatorial polymer chemistry.

So, we are led here to recognize a chemically pre-ordained primary track of
evolution that begins with the origin of the pioneer organism. It is not only direc-
tional and unique, but also direct. Mutations consist of the direct emergence of new
metallo-catalysts by feedback of new ligands (direct inheritance). Later this pri-
mary, track of evolution gives rise to a secondary, track of evolution with acciden-
tal, stochastic and non-directional DNA sequence mutations. These engage the
metabolism indirectly via the products of transcription/translation that turn into
metallo-enzymes. Inheritance of these mutations requires a fixation in the whole
population by natural selection. This secondary track superposes the primary track
and appears to dominate it more and more. Teleologically speaking, the effects of
the mechanism of selection make themselves felt as adaptations, but not only as
adaptations to the environmental conditions of life, but rather first and foremost as
adaptations to the unique, chemically pre-ordained virtual pathways in the direct,
primary track of evolution.

With these results our inquiry has arrived at two distinct prospects: (1) The chemical
predetermination of the virtual pathways raises in us the hope that we might
ultimately succeed in our efforts to reconstruct the pioneer organism in the laboratory
and to watch it evolve. (2) The apparent chemical predetermination of the divergence
of the three domains of life generates in us the suspicion that other salient changes
throughout the subsequent evolution of the three domains of life may also be pre-
determined on a chemical trajectory of evolution, rather than the accidental result of
a random walk through sequence space.
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Chapter 2
Evolution of Metabolic Pathways
and Evolution of Genomes

Giovanni Emiliani, Marco Fondi, Pietro Lio, and Renato Fani

The Microbial Role in Geochemistry

Bacteria can be considered as the interface between geochemical cycles and the
superior forms of life. Therefore, how the origin of life has been constructing meta-
bolic complexity from earth geochemistry and how bacterial evolution is continu-
ously modifying it represent major issues cross-linking both geochemical and
evolutionary viewpoints.

In this chapter the current theories about the origin and evolution of metabolic
pathways will be reviewed.

The present day Earth ecosystems are the result of 4.5 billion years evolution-
ary history and have been shaped by the combined effect of tectonic, photochemi-
cal and biological metabolic processes. Since the arisal of primordial life, that
very likely took place around 3.8-3.5 billion years ago (Lazcano and Miller
1996), nearly all elements have been used and altered by microbial metabolic
activities. From a geochemical perspective, the energy and mineral element
(especially H, C, N, O and S) flows fueling the inner working of life and biogeo-
chemistry processes can be considered thermodynamically constrained redox
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reactions mainly catalyzed by microbial metabolic pathways (Falkowski et al.
2008). Hence, the biogeochemical cycles might be interpreted as the interconnec-
tion existing between abiotically driven acid—base reactions, acting on geological
time scale to resupply the system with elements through volcanism and rock
weathering and biotically redox reactions. Such microbial reactions transformed
the redox state of the planet to an oxidative environment with the development of
oxygenic photosynthesis that appeared in cyanobacteria about 3—2.7 billion years
ago (Canfield 2005), leading to an increasing oxygen concentration in the atmo-
sphere between 2.4 and 2.2 billion year ago (Bekker et al. 2004). Depending on
the original atmosphere composition and redox state (Kasting and Siefert 2002),
several models can be proposed for the evolution of abiotic and biotic elements
cycles (metabolic pathways) as well as the microbial lineages able to drive them
(Canfield et al. 2006; Capone et al. 2006; Navarro-Gonzalez et al. 2001;
Wiichtershauser 2007), but it is clear that oxygenation led to drastic changes in
elements availability.

Nitrogen compounds redox state and availability is a case in point, being biuni-
vocally related to microbial evolutionary scenarios and metabolic pathways origin
and evolution. The present day reconstruction of the nitrogen cycle offers a sce-
nario much more complex than previously thought (Jetten 2008). Up to 20 years
ago three steps in N cycle were recognized: nitrogen fixation, nitrification (oxida-
tion) of ammonia to nitrite and nitrate and denitrification (Fig. 2.1). The evolution-
ary order of appearance of these three steps is still under debate (Klotz and Stein
2008) and resides mainly on geological evidences (chemical composition and
isotope signatures); for example it has been postulated that denitrification
(Falkowski 1997; Falkowski et al. 2008) evolved after nitrification as a conse-
quence of the assembly of oxygenic photosynthesis. This idea relies on the finding
that there is no nitrate without oxygen. The late evolution of denitrification cou-
pled with an early origin of N, fixation would have led to a “nitrogen crisis” (Klotz
and Stein 2008). Such observations, along with some molecular data led to the
proposal of a late emergence of N, fixation and an early emergence of denitrifica-
tion (Canfield et al. 2006; Capone et al. 2006) when N fluxes were still mainly
driven by abiotic processes.

From a molecular perspective, these scenarios must also consider that the ori-
gin and evolution of enzymes involved in N cycle metabolic pathways required
the availability in the Archaean and Proterozoic atmosphere (whose composition
is still under debate) of metal cofactors (Klotz and Stein 2008). The isotopic
signatures suggest the presence of iron, nickel and molybdenum in the Archaean
era, whereas copper, zinc and cadmium were probably rare and became unavail-
able in the Proterozoic for their precipitation in oceanic sulfidic minerals
(Canfield 1998).

Regardless of the relative importance of abiotic or biologically driven nitrogen
cycle and the timing and order of appearance of its parts in the early Earth sys-
tem, the present day nitrogen cycle is based on an interconnected network of
metabolic pathways working as coupled reactions performed by a microbial
group or by spatially and/or temporarily diversified microbial communities
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Fig. 2.1 Schematic representation of the nitrogen fixation process together with the whole
nitrogen cycle

inhabiting different ecological niches (Fig. 2.1). The extant N cycle can be inter-
preted as the outcome of the appearance and further evolution of different meta-
bolic capabilities. The present day metabolic pathways are based on the presence
of highly complex protein systems that are often highly conserved, for example
those involved in energy flows, but such diversity of metabolic abilities in extant
prokaryotes did not evolve instantaneously and simultaneously. Nevertheless,
since the onset of life, co-evolution of organisms led to interconnected element
and energy cycles in which the outcome or an intermediate compound of a meta-
bolic pathway is the entry point for another one, both at the single organism and
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ecosystem level such as the nitrogen cycle, mediated by complex multi-species
microbial communities.

Interestingly, similar metabolic pathways can be used to perform forward assimi-
lative reductive (energy consuming) reactions and reverse, oxidative, dissimilatory ATP
producing processes (Falkowski et al. 2008) thus building network linking different
biologically driven elements cycles. The gaining and/or evolution of metabolic
pathways in Archean cells very likely took place by modification of existing ones by
molecular processes such as gene duplication followed by evolutionary divergence,
enabling vertical inheritance of new capabilities and/or via horizontal gene transfer
(HGT) of genes or operons (possibly coding for entire metabolic pathways) with
spreading of such abilities to closely or distantly (but sharing the same environ-
ment) related organisms (Fig. 2.2).

From an evolutionary perspective it is interesting that even if a specific taxo-
nomic unit or clade is eliminated by selection its metabolic abilities can be “saved”
from extinction by vertical inheritance and/or HGT in a spatially and temporarily
heterogeneous selective environment resulting in the evolutionary “success” and
maintenance of the metabolic processes and related gene core.
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Origin and Evolution of Metabolic Pathways

From Ancestral to Extant Genomes

It is commonly assumed that early organisms inhabited an environment rich in
organic compounds spontaneously formed in the prebiotic world. This idea, com-
monly referred to as the Oparin-Haldane theory (Lazcano and Miller 1996) posits
that life originated in a “prebiotic soup” containing different organic molecules,
probably formed spontaneously under reducing conditions during the Earth’s first
billion years and/or delivered by extraterrestrial sources (Bada and Lazcano 2003).
This soup of nutrients was available for the early heterotrophic organisms, so they had
to do only a minimum of biosynthesis. As an alternative to the heterotrophic theory,
autotrophic scenarios on origin of life have been proposed. A main reason for such
alternative hypothesis is based on the CO_ -rich model of the primitive Earth’s
atmosphere (Kasting and Siefert 2002). In the presence of high CO, concentra-
tion, the reducing conditions are no more met and therefore it would be essential for
the first organisms to synthesize by themselves the organic compounds, or use the
organic compounds brought in by comets and meteorites.

The first autotrophic model for the origin of life was proposed by Wichtershauser
(1988, 2006) (see also Chapter 1). In such scenario it is suggested that a primitive
metabolism evolved at the surface of pyrite minerals with the reduction of carbon
dioxide using a FeS/H,S combination. A hot origin of life is thus proposed, an
assumption supported by the discovery of hyperthermophiles and hydrothermal
vents ecological niches. In such conditions a high temperature would have favored
chemical reactions on the surface and/or inside minerals.

Despite the controversy between the heterotrophic and autotrophic theories, there
is a general agreement that minerals played an important role in cell origin and early
evolution, catalyzing reactions with metal sulfides providing reducing potential
(Bada and Lazcano 2002). It is also widely accepted that reactions occurring in
hydrothermal vents and volcanic environments — important for the formation of
phosphoric compounds (Schwartz 2006) — may have contributed to prebiotic synthesis.
A pivotal step was represented by the development of an energy metabolism for the
evolution of more complex cells. Ferry and House (2006) proposed the synthesis of
phosphorylated compounds from energy obtained by geothermal fluxes.

Independently from their origin, the community of the first living cells evolved
into a smaller number of more complex cell types, which ultimately developed into
the ancestor(s) of all the extant life domains usually referred to as Last Universal
Common Ancestor (LUCA) (Fig. 2.3).

The increasing number of available sequences from organisms belonging to the
three domains of life (Bacteria, Archaea and Eukarya) has allowed estimating the
minimal gene content of LUCA whose genome was probably composed by about
1,000-1,500 genes (Ouzounis et al. 2006). However, despite this small gene con-
tent, ancestral genomes were probably fairly complex, similar to those of the extant
free-living prokaryotes and included a variety of functional capabilities including
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metabolic transformation, information processing, membrane/transport proteins
and complex regulation (Ouzounis et al. 2006). Hence, starting from a common
pool of highly conserved genetic information, still shared by all the extant life
forms, genomes have been shaped to a considerable extent during evolution, lead-
ing to the great diversification of life (and genomes) that we observe nowadays.
This raises the intriguing question of how both genome complexity and size could
have been increased during evolution.

The Primordial Metabolism

All living (micro)organisms possess an intricate network of biosynthetic and catabolic
routes. How these pathways originated and evolved is still under debate. Assuming
that life arose in a prebiotic soup containing most, if not all, of the necessary small
molecules, then a large potential availability of nutrients in the primitive Earth can be
surmised, providing both the growth and energy supply for a large number of ances-
tral organisms. If this scenario is correct, why did heterotrophic primordial cells
expand their metabolic abilities and genomes? The answer to this question is rather
intuitive. Indeed, the increasing number of early cells thriving on primordial environ-
ment would have led to the depletion of essential nutrients that might have imposed
a progressively stronger selective pressure that, in turn, favoured those (micro)organ-
isms that have become able to synthesize the nutrients whose concentration was
decreasing in the primordial soup. Thus, the origin and the evolution of basic
metabolic routes represented a crucial step in molecular and cellular evolution, since
it rendered the primordial cells less dependent on the external source of nutrients.

Since ancestral cells probably contained small chromosomes and consequently
had limited coding capabilities, it is likely that their metabolism was based on a limited
number of enzymes. Thus, how did the early cells expand their gene content?

The next session will focus on the molecular mechanisms that guided the expansion
and the refinement of ancestral metabolic routes.
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The Role of Duplication and Fusion of DNA Sequences
in the Evolution of Metabolic Pathways in the Early Cells

The Starter Types

It has been recognized that most genetic information is not essential for cell growth
and division. Therefore, it is possible that the early cells possessed a genome contain-
ing about 200-300 genes most of which arising by duplication of a limited number of
“starter type genes”. This term, coined by Lazcano and Miller (1994) refers to the
original ancestral genes that underwent (many) duplications and gave rise to the extant
paralogous gene families. The origin of the starter types is still unclear, but their num-
ber has been estimated to range between 20 and 100 (Lazcano and Miller 1996). It is
quite possible that once a starter type gene encoding a functional catalyst (or structural
protein) appeared, it will undergo duplications at a rate surprisingly fast on the geologi-
cal timescale. Hence, the basic biosynthetic routes might have been assembled in a
short geological timescale (Peret6 et al. 1997). Concerning the timing, even though it
is not possible to assign a precise chronology to the development of biochemical path-
ways, most of them were likely assembled in a DNA/protein world.

The Explosive Expansion of Metabolism in the Early Cells

Different molecular mechanisms may have been responsible for the expansion of
early genomes and metabolic abilities. However, data obtained in the last decade
indicate that a very large proportion of the gene set of different (micro)organisms
is the outcome of more or less ancient gene duplications predating or following the
appearance of LUCA (Ohta 2000). Thus, duplication and divergence of DNA
sequences of different size represents one of the most important forces driving the
evolution of genes and genomes. Indeed, this process may allow the formation of
new genes from pre-existing ones. However, there are a number of additional
mechanisms that could have increased the rate of metabolic evolution, including the
modular assembly of new proteins, gene fusion events, and HGT (see below).

Gene Duplication

In principle, a DNA duplication may involve (a) part of gene, (b) a whole gene, (c)
entire operons, (d) entire chromosomes, and (e) a whole genome. Two structures or
sequences that evolved from a single ancestral structure or sequence, after a dupli-
cation event, are referred to as “homologs” that, in turn, can be classified as
orthologs or paralogs. Orthologous structures (or sequences) in two organisms are
homologs that evolved from the same feature in their last common ancestor.
Therefore, the evolution of orthologs reflects organism evolution. Homologs whose
evolution reflects gene duplication events are called paralogs. Consequently,
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orthologs usually perform the same function in different organisms, whereas par-
alogous proteins often catalyze different, although similar, reactions. Two paralo-
gous genes may also undergo successive and differential duplication events
involving one or both of them giving rise to paralogous gene families.

One of mechanisms for the rapid expansion of genomes and gaining of metabolic
abilities is the duplication of entire clusters of genes involved in the same meta-
bolic pathways, i.e. entire operons or part thereof. Indeed, if an operon A, responsible
for the biosynthesis of aminoacid A, duplicates giving rise to a pair of paralogous
operons, one of the copies (B) may diverge from the other and evolve in such a way
that the encoded enzymes catalyze reactions leading to a different amino acid, B.
Once acquired, metabolic innovations might spread rapidly between (micro)organ-
isms through horizontal gene transfer mechanisms.

Fate of Duplicated Genes

The structural and/or functional fate of duplicated genes is an intriguing issue that
has led to the proposal of different evolutionary models accounting for the possible
scenarios emerging after the appearance of a paralogous pair.

Structural fate. Duplication events can generate genes arranged in-tandem, which
are often the result of an unequal crossing-over between two DNA molecules; how-
ever, other processes, such as replication slippage, may explain the existence of
tandemly arranged paralogous genes. In addition, duplication by recombination
involving different DNA molecules or transposition can generate a copy of a DNA
sequence at a different location within the genome (Fani et al. 2000; Li and Graur
1991).

If an in-tandem duplication occurs, at least two different scenarios for the struc-
tural evolution of the two copies can be depicted:

1. The two genes undergo an evolutionary divergence becoming paralogs
2. The two genes fuse doubling their original size generating an elongated gene

If the two copies are not tandemly arranged:

1. They may become paralogous genes

2. One copy may fuse to an adjacent gene, with a different function, giving rise
to a mosaic or chimeric gene that potentially may evolve to perform other(s)
metabolic role(s)

Functional fate. The functional fate of the two (initially) identical gene copies
originated from a duplication event depends on the further modifications (evolutionary
divergence) that one (or both) of the two redundant copies accumulates during evolu-
tion. It can be surmised, in fact, that after a gene duplicates, one of the two copies
becomes dispensable and can undergo several types of mutational events, mainly
substitutions, that can lead to the appearance of a new gene harboring a different
function in respect to the ancestral coding sequence. On the contrary, duplicated
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genes can also maintain the same function in the course of evolution, thereby enabling
the production of a large quantity of RNAs or proteins (gene dosage effect).

Neo-functionalization. The classical model of gene duplication (neofunctional-
ization) predicts that in most cases one duplicate may become functionless,
whereas the other copy will retain the original function (Li and Graur 1991; Lio
et al. 2007; Ohno 1972). At least in the early stages following the duplication
event, the two copies maintain the same function. Then, it is likely that one of the
redundant copies will be lost, due to the occurrence of mutation(s) negatively
affecting its original function that will be preserved by the other copy. However,
although less probably, an advantageous mutation may change the function of one
duplicate and both copies may be maintained.

Sub-functionalization. The sub-functionalization model is based on the observa-
tion that a gene contains other “accessorial” components, i.e. promoter regions,
different functional and/or structural domains of the protein it encodes and so on.
These elements can be considered as a sub-functional module for a gene or protein,
each of wich contributing to the global function of that gene or protein. Starting
from this idea, Lynch and Force (2000) proposed that multiple sub-functions of the
original gene may play an important role in the preservation of gene duplicates.
After the duplication event, deleterious mutations can reduce the number of active
sub-functions of one or both the duplicates, but the sum of the sub-functions of the
duplicates will be equal to the number of original functions before duplication (i.e.
the original functions have been partitioned among the two duplicates). The sub-
functionalization differs from the classical model because the preservation of both
gene copies mainly depends on the partitioning of sub-functions between dupli-
cates, rather than the occurrence of advantageous mutations.

Sub-neofunctionalization. More recently He and Zhang (2006) proposed the
sub-neofunctionalization model, according to which the sub-functionalization is a
rapid process, while the neo-functionalization requires more time and continues
even long after duplication.

Gene Fusion

Another major route of gene evolution is the fusion of independent cistrons leading
to bi- or multifunctional proteins (Brilli and Fani 2004; Xie et al. 2003). Gene
fusions provide a mechanism for the physical association of different catalytic
domains or of catalytic and regulatory structures. Fusions frequently involve genes
encoding proteins functioning in a concerted manner, such as enzymes catalysing
sequential steps within a metabolic pathway. Fusion of such catalytic centres likely
promotes the channelling of intermediates that may be unstable and/or in low con-
centration; this, in turn, requires that enzymes catalysing sequential reactions are
co-localized within cell and may (transiently) interact to form complexes that are
termed metabolons (Srere 1987). The high fitness of gene fusions can also rely on
the tight regulation of the expression of the fused domains.
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Hypotheses on the Origin and Evolution of Metabolic Pathways

As discussed in the previous sections, the emergence and refinement of basic bio-
synthetic pathways allowed primitive organisms to become increasingly less depen-
dent on exogenous sources of essential compounds accumulated in the primitive
environment as a result of prebiotic syntheses. But how did these metabolic path-
ways originate and evolve? Then, which is the role that gene duplication and/or
fusion played in the assembly of metabolic routes?

How the major metabolic pathways actually originated is still an open question,
but several different theories have been suggested to account for the establishment
of metabolic routes (Fani and Fondi 2009). Two of them are discussed below.

The Retrograde Hypothesis

The first attempt to explain in detail the origin of metabolic pathways was made by
Horowitz (1945), who suggested that biosynthetic enzymes had been acquired via
gene duplication that took place in the reverse order found in current pathways.
This idea, known as the Retrograde Hypothesis, states that if the contemporary
biosynthesis of compound “A” requires the sequential transformations of precur-
sors “D”, “C” and “B” via the corresponding enzymes, the final product “A” of a
given metabolic route was the first compound used by the primordial heterotrophs
(Fig. 2.4). In other words, if a compound A was essential for the survival of primor-
dial cells, when A became depleted from the primitive soup, this should have
imposed a selective pressure allowing the survival and reproduction of those cells
that were become able to perform the transformation of a chemically related com-
pound “B” into “A” catalyzed by enzyme “a” that would have lead to a simple,
one-step pathway. The selection of variants having a mutant “b” enzyme related to
“a” via a duplication event and capable of mediating the transformation of molecule
“C” chemically related into “B”, would lead into an increasingly complex route, a
process that would continue until the entire pathway was established in a backward
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Fig. 2.4 Schematic representation of the Horowitz hypothesis on the origin and evolution of
metabolic pathways and operons (modified from Fani and Fondi 2009)
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fashion, starting with the synthesis of the final product, then the penultimate path-
way intermediate, and so on down the pathway to the initial precursor. Twenty
years later, the discovery of operons prompted Horowitz to restate his model, argu-
ing that it was supported also by the clustering of genes that could be explained by
a series of early tandem duplications of an ancestral gene; thus, genes belonging to
the same operon should have formed a paralogous gene family.

The retrograde hypothesis establishes an important evolutionary connection
between prebiotic chemistry and the development of metabolic pathways, but
requires special environmental conditions in which useful organic compounds and
potential precursors accumulated. Although these conditions might have existed at
the dawn of life, they must have become less common as life forms became more
complex and depleted the environment of ready-made useful compounds (Copley
2000). Furthermore, many anabolic routes involve many unstable intermediates
whose synthesis and accumulation in both the prebiotic and extant environments is
difficult to explain. The Horowitz hypothesis also fails to account for the origin of
catabolic pathway regulatory mechanisms, and for the development of biosynthetic
routes involving dissimilar reactions. Lastly, if the enzymes catalyzing successive
steps in a given metabolic pathway resulted from a series of gene duplication
events, then they must share structural similarities. However, the list of known
examples confirmed by sequence comparisons is small.

The Patchwork Hypothesis

The so-called “patchwork’ hypothesis (Jensen 1976; Ycas 1974) states that metabolic
pathways may have been assembled through the recruitment of primitive enzymes
that could react with a wide range of chemically related substrates. Such relatively
slow, un-specific enzymes may have enabled primitive cells containing small
genomes to overcome their limited coding capabilities. Figure 2.5 shows a schematic
three-step model of the patchwork hypothesis; (a) an ancestral enzyme EO endowed
with low substrate specificity is able to bind to three substrates (S1, S2 and S3) and
catalyze three different, but similar reactions; (b) a duplication of the gene encoding
EO and the divergence of one of the two copies leads to the appearance of enzyme E2
with an increased and narrowed specificity; (c) a further gene duplication event, fol-
lowed by evolutionary divergence, leads to E3. In this way the ancestral enzyme EO,
belonging to a given metabolic route is “recruited” to serve other novel pathways.
In this way primordial cells might have expanded their metabolic capabilities.

The patchwork hypothesis is supported by several lines of evidence. The broad
substrate specificity of some enzymes means they can catalyse different chemical
reactions. As demonstrated by whole genome sequence comparisons, there is a
significant percentage of metabolic genes that are the outcome of paralogous dupli-
cations. The recruitment of enzymes belonging to different metabolic pathways to
serve novel biosynthetic routes is also well documented by the so-called “directed
evolution experiments”, in which microbial populations are subjected to a strong
selective pressure leading to the appearance of phenotypes capable of using new
substrates (Fani and Fondi 2009; Mortlock and Gallo 1992).
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Fig. 2.5 The patchwork hypothesis on the origin and evolution of metabolic pathways
(a) Hypothetical overall structure of the metabolic pathways (MP) in which enzymes (E0, E1, E2, E3)
are involved (b) The origin of enzymes with narrowed specificity from an ancestor unspecific one
(modified from Fani and Fondi 2009)

The Role of Horizontal Gene Transfer in the Evolution
of Genomes and Spreading of Metabolic Functions

The Darwinian view of organism evolution predicts that such process can be inter-
preted and represented by a “tree of life” metaphor. Any functionally significant
(phenotypic) and so selectable evolutionary “invention”, arising from gene or
genome level molecular processes (point mutations, gene duplication, etc.) is verti-
cally transmitted — if not lethal. Nevertheless, there are exceptions to the tree of life
paradigm, although providing a still valid framework: evolutionary landmark events
of cellular and genome evolution mediated by symbiosis (i.e. chloroplast and mito-
chondria) defines an example of non-linear evolution. Such processes define a
different model of evolution - the reticulate one (Gogarten and Townsend 2005) —
that eventually took place along with the “classical” vertical transmission. Thus, a
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single bifurcating tree is insufficient to describe the microbial evolutionary process
(that is furthermore problematical for the difficulty to define species boundaries in
prokaryotes) as “only 0.1-1% of each genome fits the metaphor of a tree of life”
(Dagan and Martin 2006). Indeed, the phylogenomic and comparative genomic
approaches based on the availability of a large number of completely sequenced
genomes has highlighted the importance of non-vertical transmission in shaping
genomes and evolution processes. Incongruence existing in the phylogenetic recon-
structions using different genes is considered as a proof of HGT events (Gribaldo
and Brochier-Armanet 2006; Ochman et al. 2005), some of which probably (very)
ancient (Brown 2003; Huang and Gogarten 2006). The extent of HGT events
occurred during evolution is still under debate (Dagan and Martin 2006, 2007,
Koonin et al. 2001) and is especially intriguing in the light of early evolution elu-
cidation as well as the notion of a communal ancestor (Koonin 2003). It has been
in fact proposed that HGT dominated during the early stages of cellular evolution
and was more frequent than in modern systems (Woese 1998, 2000, 2002).

The emergence of a “horizontal genomics” well explains the interest in the role
of HGT processes in genome and species evolution. From a molecular perspective
HGT is carried out by different mechanisms and is mediated by a mobile gene pool
(the so called “mobilome”) comprising plasmids, transposons and bacteriophages
(Frost et al. 2005). HGT can involve single genes or longer DNA fragment contain-
ing entire operons and thus the genetic determinants for entire metabolic pathways
conferring to the recipient cell new capabilities. It has been hypothesized that HGT
does not involve equally genes belonging to different functional categories. Genes
responsible for informational processes (transcription, translation, etc.) are likely
less prone to HGT than operational genes (Shi and Falkowski 2008), even though
the HGT of ribosomal operon has been described (Gogarten et al. 2002). This latter
finding and the observation that only a 40% of the genes are shared by three
Escherichia coli strains (Martin 1999) raise the question of the stability of bacterial
genomes (Itoh et al. 1999; Mushegian and Koonin 1996). It is therefore important
for phylogenetic and evolutionary analysis to individuate the “stable core” and the
“variable shell” in prokaryotic genomes (Shi and Falkowski 2008).

It is also quite possible that, in addition to HGT (xenology), the early cells might
have exchanged (or shared) their genetic information through cell fusion (sinol-
ogy). The latter mechanism might have been facilitated by the absence of a cell wall
in the Archaean cells and might have been responsible for large genetic rearrange-
ments and rapid expansion of genomes and metabolic activities.

The Nitrogen Cycle

On the planetary scale the biogeochemical N cycle has suffered major anthropo-
genic alterations in the last decades shifting the priorities from boosting food
production to control large scale environmental changes (Galloway et al. 2008).
Half of the fixed nitrogen entering Earth ecosystems is produced via the Haber-Bosch
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process and cultivation of nitrogen fixing crops. Furthermore, reactive nitrogen is
also produced by fossil and bio-fuels combustion. These inputs of reactive nitrogen
might alter the terrestrial and marine N cycles (Deutsch et al. 2007; Houlton et al.
2008) as well as interconnected biogeochemical cycles, such as those related to
carbon and phosphorus (Gruber and Galloway 2008).

In the absence of human perturbations, the nitrogen cycle is the result of geo-
logical time-scale abiotic processes including NH,* production from N,
(Wichtershauser 2007), combustion of N, to nitrate (Mancinelli and McKay
1988; Navarro-Gonzalez et al. 2001), mineralization (McLain and Martens 2005)
and biologically driven metabolic reactions. The abiotic production of fixed
nitrogen, which is mainly due to lightening discharge, is ten-fold lower than
microbial production (Falkowski 1997). It has been postulated that abiotic fixed
nitrogen was limiting in the early Earth (Kasting and Siefert 2001), a condition
that might have favored an early appearance of microbial N, fixation (Raymond
et al. 2004).

Schematically, the microbial driven nitrogen cycle comprises three steps
(Fig. 2.1):

1. The fixation of the atmospheric N, to ammonia (NH,*)

2. The stepwise oxidation of ammonia to nitrite and of nitrite to nitrate

3. The denitrification of nitrite and nitrate to gaseous dinitrogen through anaerobic
respiration in anoxic environment (complete denitrification) or the detoxifying
reduction of nitrite to NO in aerobic environment (incomplete or nitrifier
denitrification)

Nevertheless, a complete picture of the microbial nitrogen cycle must take into
account other relevant processes and the list of prokaryotic players in the biogeo-
chemical N fluxes is continuously increasing.

Nitrification

Nitrification, the stepwise oxidation of ammonia to nitrite (NO,”) via hydroxy-
lamine and the successive oxidation of NO,” to NO,™ (nitrate) is a catabolic O,
dependent process that evolved after the oxygenation of the atmosphere and it
is considered as the last step of nitrogen cycle appeared on Earth (Klotz and
Stein 2008). Such process, enabling chemolithoautotrophic growth (even
though several heterotrophic bacteria can perform the same reaction) is per-
formed by different players of the “nitrifying community” (Arp et al. 2007).
The ammonia oxidizing bacteria use ammonia as an energy source for carbon
assimilation.

Nitrite oxidizers bacteria catalyze the second step of nitrification and are so far
restricted to five bacterial genera (Alawi et al. 2007). These microorganisms are
able to catalyze the oxidation of nitrite in the reaction NO,” + H,O — NO,™ + 2H+
2e- with the activity of nitrite oxidoreductase (NXR).
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Denitrification

The denitrification process, the dissimilatory reduction of nitrate and nitrite to gas-
eous nitrogen, proceeds stepwise following the reactions NO,” — NO,” - NO —
N,O — N, and is an anaerobic or microaerophilic process performed by denitrifying
(facultative) heterotrophic soil and water bacteria using organic carbon source and
nitrate as electron acceptor.

Anaerobic Ammonia Oxidation (ANAMMOX)

The recent discovery of anaerobic ammonia oxidation has been regarded as one of
main advancement in the comprehension of nitrogen cycle (Jetten 2008).
Microorganisms with this metabolic ability are able to couple nitrification (oxidation
of ammonia) and denitrification (until N, production) in anaerobic environments.
The exact enzymology and genetic inventory of such process are still unsettled
(Strous et al. 2006).

The importance of ANAMMOX in the global nitrogen cycle is striking (Jetten
2008) and its evolutionary origin intriguing. It is in fact proposed that ANAMMOX
evolved soon after the incomplete denitrification pathway (in absence of the copper
dependent NOS) (Strous et al. 2006) and provided the first metabolic pathway to
resupply the atmospheric N, pool, performing this role until the evolutionary origin
of the full denitrification pathway.

Ammonification

Ammonification, the dissimilatory electrogenic reduction of nitrate to ammonia via
formate or H, in oxygen limited conditions, is performed by many facultative and
obligate chemolithotrophic proteobacteria (Simon 2002). Interestingly, since this
process does not require oxygen and needs iron it is proposed that this pathway
evolved very early and was responsible for fixed nitrogen resupply from abiotic
formed NO, before the advent of N, fixation (Mancinelli and McKay 1988).

Nitrogen Fixation: A Paradigm for the Evolution
of Metabolic Pathways

Nitrogen fixation, the biological conversion of atmospheric dinitrogen to ammonia,
represents an excellent model for studying the evolutionary interconnections
linking different pathways and the functional divergence of paralogs (Fig. 2.1).
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Nitrogen fixation is the most important input of biologically available nitrogen
in Earth ecosystems. It is a metabolic ability possessed only by some Bacteria
(greensulfurbacteria, Firmicutes,Actinomycetes, Cyanobacteriaand Proteobacteria)
and Archaea, where it is mainly present in methanogens (Dixon and Kahn 2004).
Nitrogen fixation is compatible with different microbial lifestyles: aerobic, anaero-
bic and facultative anaerobic heterotrophs, anoxygenic and oxygenic photosyn-
thetic bacteria and chemolithotrophs. Diazotrophs inhabit many ecological niches,
marine and terrestrial environments as free living or plant symbiotic or endophytic
microorganisms (Raymond 2005). The correlation between nitrogen fixation — that
is poisoned by O, — and oxygen rich environment or oxygenic (photosynthetic)
metabolism is particularly intriguing from an evolutionary viewpoint (see below).

Nitrogen fixation is a complex process with a high energetic cost, requiring the
activity of several genes (Fig. 2.1). In the free-living diazotroph Klebsiella pneumoniae
20 genes involved in nitrogen fixation (nif genes) have been identified (Table 2.1). The
enzyme responsible for nitrogen fixation, the nitrogenase, shows high degree of con-
servation of structure, function and amino acid sequence across wide phylogenetic
ranges (Fani et al. 2000). Nitrogenase contains an unusual metal clusters, the Iron-
Molybdenum cofactor (FeMo-co), that is considered to be the site of dinitrogen reduc-
tion, and whose biosynthesis requires the products of nifE, nifN and several other nif
genes (Fig. 2.1). All known Mo-nitrogenases consist of two components, component
I (dinitrogenase, or Fe-Mo protein), an o3, tetramer encoded by nifD and nifK, and
component II (dinitrogenase reductase, or Fe-protein) a homodimer encoded by nifH.

In the last years some light has been shed on the molecular mechanisms respon-
sible for the evolution of nif genes and the interconnections of nitrogen fixation
with other metabolic pathways, such as bacteriochlorophyll biosynthesis (Xiong
et al. 2000). In spite of this, many questions remain still open:

Is nitrogen fixation an ancestral character, arising prior to the appearance of LUCA?

How many genes were involved in the ancestral nitrogen fixation process?

How did the nif genes originate and evolve?

How and at what extent was nitrogen fixation correlated to other metabolic pro-
cesses in the earliest cells?

5. Which were the molecular mechanisms involved in the origin, evolution and
spreading of nitrogen fixation?

bl

Is Nitrogen Fixation an Ancestral Character?

The time and order of appearance of nitrogen fixation in relation to the other nitrogen
related metabolic pathways is still under debate. However, it is generally thought that
N, fixation represents an early invention of evolution since the biological importance
of the elements and the rapid depletion of abiotically fixed nitrogen in the primordial
metabolism (Falkowski et al. 2008). Such model is consistent with both geological
evidence, for example the availability of molybdenum and iron in the Archaean
(Canfield et al. 2006), and phylogenomics analyses (Raymond et al. 2004).
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Nevertheless, since nif genes can be organized in (compact) operons that are prone to
HGT, the presence of nif genes in Archaea and Bacteria is not considered a straight-
forward demonstration of the antiquity of the metabolic pathway (Raymond et al.
2004; Shi and Falkowski 2008). Moreover Mancinelli and McKay (1988), basing on
the complexity of the pathway, the high energy costs of fixation, and the absence in
eukaryotic organelles, suggested that these findings are not compatible with an early
origin of N, fixation that they proposed evolved after denitrification when fixed nitro-
gen was available for early metabolism by abiotic reactions or ammonification. This
model is in agreement with the lack of supporting data for a depletion of atmospheric
N, in presence of coupling of early nitrogen fixation and absence of denitrification
(Capone and Knapp 2007). However, this scenario has some pitfalls (Klotz and Stein
2008), such as the absence, in the Archean and Proterozoic eras, of nitrous oxide
reductase (NOS), an enzyme possessed by extant denitrifiers for the lack of its copper
cofactor and the low concentration of nitrite that could had formed only in limited
amounts by combustion in the early neutral to mildly reducing CO, depleting Archean
atmosphere (Navarro-Gonzalez et al. 2001).

How Many Genes were Involved in the Ancestral Nitrogen Fixation?

Recently (Fondi et al., unpublished data) the phylogenetic distribution of nif genes
was checked in completely sequenced prokaryotes. The analysis performed by
probing 842 prokaryotic genomes (52 archaea and 790 bacteria) for the presence of
nifH genes revealed that 124 possessed it. All these genomes were scanned for the
presence of genes homologous to each of the 20 K. pneumoniae nif genes. As
shown in Fig. 2.6, only six nif genes (nifHDKENB), involved in the synthesis of
nitrogenase, nitrogenase reductase and Fe—-Mo Cofactor biosynthesis, were present
in almost all the genomes. All the other nif genes have a patchy phylogenetic dis-
tribution revealing a complex evolutionary history.

This finding strongly suggests that if nitrogen fixation is an ancestral metabolic
trait possessed by LUCA, it is quite possible that only nifHDKENB genes were pres-
ent in the genome of the LUCA community. Thus, if nitrogen fixation required other
enzymes, their function might have been performed by enzymes with low substrate
specificity (in agreement with the Jensen hypothesis on the origin and evolution of
metabolic pathways). According to this idea, the nif HDKENB might represent a
“universal core” for nitrogen fixation, whereas the other genes might have been dif-
ferentially acquired during evolution in the different phylogenetic lineages.

How Did the nif Genes Originate and Evolve?

In/out — paralogs of nif genes. The hypothesis proposed in the previous paragraph
implies that during evolution some genes might have been recruited from other
metabolic pathways through duplication and divergence of genes coding for
enzymes with a low substrate specificity.
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sent the absence or presence of the corresponding genes, respectively. Dark grey boxes represent

fusions of the corresponding genes
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This idea is supported by the finding that most of nif genes have in- paralogs (i.e.
paralogs involved in the same pathway) and/or out-paralogs (i.e. paralogs involved in
different pathways) as pointed out by Fondi et al. (unpublished data) using a Psi-blast
analysis using each Nif protein as query (Fig. 2.7). The analysis did not retrieve any
known paralogs for nifW (nifO), nifT (fixU), nifQ and nifZ which are also missing
from a large fraction of diazotrophs genomes. Eight nif genes (nifAFHJLMSU) are
related at a different extent to proteins involved in other metabolic pathways (out-
paralogs). NifS is related to a number of paralogs mainly involved in amino acid and
carbon metabolisms. Nif], a multidomain pyruvate:ferredoxin (flavodoxin) oxi-
doreductase, exhibited a large number of paralogs. Several of the proteins involved in
Fe—Mo cofactor biosynthesis have paralogs in other cofactor biosyntheses.

Eight Nif proteins share a significant degree of sequence similarity with proteins
involved in other metabolic routes, and also with other nif genes products; this
group can be further separated into two different clusters, the first of which includes
nifDKEN, and the second being composed by nifBXY and nifV. Actually, NifBXY
are related through a common domain of about 90 aminoacids; moreover, nifB has
an additional domain belonging to the S:-adenosylmethionine (SAM) family, found
in proteins that catalyze diverse reactions, including unusual methylations, isomeri-
sation, sulphur insertion, ring formation, anaerobic oxidation and protein radical
formation. Evidence exists that these proteins generate a radical species by reduc-
tive cleavage of SAM through an unusual Fe-S centre. The genes nifV and nifB are
not directly linked and their connection is due to multidomain proteins sharing
homology with NifV and NifB in different domains.

As expected, NifDKEN showed sequence similarity with Bch proteins involved
in bacterial photosynthesis.

Nitrogen fixation and bacterial photosynthesis: an ancestral interconnections
through a cascade of gene and operon duplication. The two gene pairs nifD-nifK
and nifE-nifN, coding for nitrogenase and the tetrameric complex Nif N_E,, form a
paralogous gene family, and arose through duplications of an ancestral gene, by a
two-step model in which an ancestor gene underwent an in-tandem duplication
event giving rise to a bicistronic operon; this, in turn, duplicated leading to the
ancestors of the present-day nifDK and nifEN operons (Fani et al. 2000).

The model proposed is in agreement with the Retrograde Hypothesis but also fits
the Jensen’s hypothesis of the metabolic pathways assembly. Accordingly, the ancestor
of the nif gene family encoded a protein which might assemble to give a homotetra-
meric (or a homomultimeric) complex with a low substrate specificity able to catalyse
more than one enzymatic reactions (Fani et al. 2000). By assuming that the ability to
fix nitrogen was a primordial property dating back to LUCA (Woese 1998; Zillig et al.
1992), then the duplication events leading to the two operons predated the appearance
of LUCA and the function(s) performed by this primordial enzyme might have
depended on the composition of the early atmosphere. There is no agreement on the
composition of the primitive atmosphere, but it is generally accepted that O, was
absent and this represents an essential prerequisite for the appearance of (an ancestral)
nitrogenase, which is inactivated by free oxygen (Fay 1992). The appearance of nitro-
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genase on the primitive Earth would have represented a necessary event for the first
cells, living in a planet whose atmosphere was neutral, containing dinitrogen, but not
ammonia (first scenario). In fact, if ammonia was required by the primitive micro-
organisms for their syntheses, then its absence must have imposed a selective pressure
favouring those cells that had evolved a system to synthesise ammonia from atmo-
spheric dinitrogen. Therefore, according to this scenario, the function of the ancestral
enzyme might have been that of a “nitrogenase”, slow, inefficient and with low sub-
strate specificity able to react with a wide range of compounds with a triple bond.

According to a second theory, the early atmosphere was a reducing one and con-
tained free ammonia (Fig. 2.8). In those conditions, the evolution of a nitrogen fixa-
tion system was not a prerequisite because of the abundance of abiotically produced
ammonia. Hence, why a nitrogenase in those days? The answer to this question
relies in the catalytic properties of nitrogenase. In fact the enzyme is able to reduce
also other molecules such as acetylene, hydrogen azide, hydrogen cyanide, or
nitrous oxide, all of which contain a triple bond. Therefore, according to this second
scenario (Fig. 2.8), the primitive enzyme encoded by the ancestor gene, would have
been a detoxyase, an enzyme involved in detoxifying cyanides and other chemicals
present in the primitive reducing atmosphere (Silver and Postgate 1973). This sce-
nario implies that the progressive exhaustion of combined nitrogen would have
imposed the refinement of the enzyme specificity which very likely modified and
adapted to another triple-bond substrate, dinitrogen, and was selected for, and
retained by some bacterial and archaeal lineages to enable survival in nitrogen-
deficient environments. Finally, the decreasing of free ammonia and cyanides in the
atmosphere triggered the evolution of the detoxyase toward nitrogenase, that might
have been a common feature of all microbial life until photosynthesising cyanobac-
teria largely increased the oxygen concentration and burned cyanides.

Particularly intriguing is the finding that genes coding for nitrogenase (nifDK)
and nitrogenase reductase (nifH) are evolutionary related to the genes involved in
bacteriochlorophyll biosynthesis (see below). Chlorophyll (Chl) and bacteriochlo-
rophyll (Bchl) are the photochemically active reaction centre pigments for most of
the extant photosynthetic organisms. During the synthesis of both Chl and Bchl,
reduction of the tetrapyrrole ring system converts protochlorophyllide (Pchlide),
into a chlorin. A second reduction that is unique to the synthesis of Bchl converts
the chlorin into a bacteriochlorin. There are two mechanisms for reducing the
double bond in the fourth ring of protochlorophyllide. One enzyme complex func-
tions irrespective of the presence or absence of light and is thus termed “light-
independent protochlorophyllide reductase”. The second is a light-dependent
reaction that utilizes the enzyme NADPH-protochlorophyllide oxidoreductase
(Suzuki et al. 1997). In Rhodobacter capsulatus, the products of three genes are
required for each reduction: bchL, bchN, and bchB for the Pchlide reductase and
bchX, behY, and behZ for the chlorin reductase (Burke et al. 1993b). Both enzymes
are three-subunit complexes. Burke et al. (1993a, b) detected a significant degree
of sequence similarity between BchlL, BchN, BchB, and BechX, BehY and BehZ,
respectively, suggesting that the six genes represent two triads of paralogs and that
the two enzymes are derived from a common three-subunit ancestral reductase.
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It was also found that the so-called “chlorophyll iron protein” subunits encoded by
bchX, bechL, and chiL shared a remarkable sequence similarity with the nitrogenase
Fe proteins (Burke et al. 1993a). Burke et al. (1993a) suggested that genes involved
in bacteriochlorophyll biosynthesis and nitrogen fixation were related mechanisti-
cally, structurally and evolutionarily. Similarly to NifH protein, which serves as the
unique electron donor for the nitrogenase complex, the products of bchL and bchX
could serve as the unique electron donor into their respective catalytic subunits
(BchB-BchN and BehY-BchZ). The idea of a common ancestry of nifH, bchL and
chiL genes (Burke et al. 1993b; Fujita et al. 1993) has had an elegant experimental
support by Cheng et al. (2005) who demonstrated in the photosynthetic eukaryote
Chlamydomonas reinhardtii that NifH is able to partially complement the function
of ChIL in the dark-dependent chlorophyll biosynthesis pathway.

Nitrogenases and carboxylases might have represented bacterial preadaptations,
multigenic traits that were retained because of new selective advantages in altered
environments. As abiotically produced organic matter became depleted, competition
for the organic prerequisites for reproduction ensued. As the carboxylation and
nitrogen-fixing functions were achieved, a new, abundant, and direct source of car-
bon and nitrogen for organic synthesis became available-the atmosphere. The ability
to take up atmospheric carbon and nitrogen would be of great selective advantage
(Margulis 1993). It is possible to propose a model (Fig. 2.9) for the origin and
evolution of nitrogen fixation and bacterial photosynthesis based on multiple and

Ancestral Operon  ~~=~""~" Coo—ymm)y - o“

\ Ancestral reductase
Operon duplication
and divergence

@ nifH DE KN bchlX NY BZ
Nﬁ?;e:;r:;e Ancestral Operons duplication Ancestral
reductage OgeNa/NIMNE and divergence Reductase

bchl N B X Y z
S "
(@ 6@
Nitrogenase Nitrogenase NifEN protein Pchlide Chlorin
reductase Reductase Reductase
Nitrogen fixation Bacterial photosynthesis

Fig. 2.9 Possible evolutionary model accounting for the evolutionary relationships between nif
and bch genes
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successive paralogous duplications of an ancestral operon encoding an ancient
reductase. The eight genes (nifDKEN and bchYZNB) are members of the same par-
alogous gene family, in that that all of them are the descendant of a single ancestral
gene. The model proposed posits the existence of an ancestral three-cistronic operon
(Fig. 2.9) coding for an unspecific reductase. One might assume that this complex
was (eventually) able to perform both carboxylation and nitrogen fixation. The fol-
lowing evolutionary steps might have been the duplication of the ancestral operon
followed by an evolutionary divergence that led to the appearance of the ancestor of
nifH, nifDE, and nifKN on one side, and bchLX, bchNY and bchBZ on the other one.
In this way the two reductases narrowed their substrate specificity with one of them
channelled toward nitrogen fixation and the other one toward photosynthesis.

However, each of the two multicomplex proteins was able to perform at least
two different reactions:

1. The ancestor of nifDKEN, was likely able to carry out the reduction of dinitrogen
to ammonia and the synthesis of Fe-Mo cofactor (Fani et al. 2000)

2. The ancestor of protochlorophyllide reductase and chlorin reductase performed
both of the reactions that in the extant photosynthetic bacteria are carried out by
two triads (BchN and BchLX, respectively)

The complete diversification of the function of the two heteromeric complexes was
likely achieved thorough duplication of nifDE nifKN ancestors and by the duplication
of the three-cistronic operon bch(LX)(NY)(NZ) followed by evolutionary divergence
(Fig. 2.9). In our opinion, this idea may perfectly fit the Jensen’s hypothesis.

Concerning the timing of the above reported evolutionary events (Fani et al.
2000) the two paralogous duplication events leading to nifDK and nifEN likely
predated the appearance of the LUCA. Conversely, other authors (Raymond et al.
2004) have proposed a different scenario, according to which nitrogen fixation per
se was invented by methanogenic Archaea and subsequently transferred, in at least
three separate events, into bacterial lineages.

Differently from nitrogen fixation, tetrapyrrole-based photosynthesis occurs
only in bacteria and bacterially derived chloroplasts, therefore it can be surmised
that the appearance of photosynthesis should have not predated the divergence of
Archaea and Bacteria.

Which were the Molecular Mechanisms Involved in the Spreading
of Nitrogen Fixation?

The phylogenetic analysis performed using a concatenation of NifHDKEN proteins
(Fig. 2.10) may help to shed light on the main evolutionary steps leading to the
extant distribution of nitrogen fixation in prokaryotes.

As shown in Fig. 2.10, a group of bacteria (including representatives from green
sulphur bacteria (GSB) 8-Proteobacteria and Chloroflexi) are strongly supported as
sister groups of a cluster embedding Methanosarcina (Euryarchaea). Similarly,
some Firmicutes (mainly Clostridium species) cluster as a sister clade with the
euryarchaeote Methanoregula boonei. Their position in the phylogenetic tree
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suggests that these bacteria might have acquired nitrogen fixation via HGT from an
archaeon. It is worth of noticing that all the microorganisms embedded in this clade
are frequently found among syntophic consortia in anaerobic environment, provid-
ing a viable environment for gene sharing (Garcia et al. 2000).

All the other bacterial sequences are embedded in a single monophyletic group.
Interestingly, the sequences from Cyanobacteria, Firmicutes and Actinobacteria
form three monophyletic clades that emerge as sister groups of a-, 6- and y-Pro-
teobacteria, respectively. The monophyly of the three groups that are surrounded
by proteobacteria, points toward a later acquisition of nitrogen fixation in these
bacteria from a proteobacterium; hence, HGT appears to have played a key role in
spreading nitrogen fixation within the different bacterial lineages. The phyloge-
netic analyses also suggested that the ancestor of extant proteobacteria was a
diazotroph.

An evolutionary model for origin and spreading of nitrogen fixation is shown in
Fig. 2.11. The available data do not permit to discern whether LUCA was a diaz-
otroph or not. If we assume that LUCA already possessed the set of genes necessary
for nitrogen fixation (the LCA hypothesis, Fig. 2.11a) then gene loss should have
played a major role in the evolution of nitrogen fixation pathway. Conversely, if we
assume that nitrogen fixation was not present in LUCA but was later “invented” by
methanogenic Archaea (Raymond et al. 2004), extensive HGT must be invoked to
account for the distribution and the phylogeny that we observe in present-day
prokaryotes (Fig 2.11b).

Finally, phylogenetic data suggest that, once appeared in bacteria, nif genes
flowed through the ancestral prokaryotic communities by vertical inheritance and
HGT events.

Conclusions

Metabolic pathways of the earliest heterotrophic organisms arose during the
exhaustion of the prebiotic compounds present in the primordial soup and it is
likely that the first biosynthetic pathways were partially or wholly non-
enzymatic.

In the course of molecular and cellular evolution different mechanisms and dif-
ferent forces might have concurred in the arisal of new metabolic abilities and
shaping of metabolic routes.

Several data confirm that duplication of DNA regions represents a major force
of gene and genome evolution. The evidence for gene elongation, gene duplication
and operon duplication events suggests in fact that the ancestral forms of life might
have expanded their coding abilities and their genomes by “simply” duplicating a
small number of mini-genes (the starter types) via a cascade of duplication events,
involving DNA sequences of different size.

In addition to this, gene fusion also played an important role in the construction
and assembly of chimeric genes.
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Fig. 2.11 Schematic representation of the origin, evolution and spreading of nif genes in Bacteria

and Archaea assuming (a) the presence of a core of nif gene in LUCA or (b) the appearance of
Nitrogen Fixation in methanogenic Archaea
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The dissemination of metabolic routes between micro-organisms might be
facilitated by horizontal transfer events. The horizontal transfer of entire metabolic
pathways or part thereof might have had a special role during the early stages of
cellular evolution when, according to Woese (1998), the “genetic temperature”
was high.

Many different schemes can be proposed for the emergence and evolution of
metabolic pathways depending on the available prebiotic compounds and the avail-
able enzymes previously evolved. Even though most of data coming from the
analysis of completely sequenced genomes and directed-evolution experiments
strongly support the patchwork hypothesis, we do not think that all the metabolic
pathways arose in the same manner. In our opinion the different schemes might not
be mutually exclusive. Thus, some of the earliest pathways may have arisen from
the Horowitz scheme, some from the semi-enzymatic proposal, and later ones from
Jensen’s enzyme recruitment. However, other ancient pathways, such nitrogen fixa-
tion might be assembled using (at least) two different schemes (Horowitz and
Jensen). Recent data speak toward a pivotal role played by HGT events in the evolu-
tion and the spreading on nitrogen fixation genes within the microbial world.

The investigation of the origin of life and early molecular evolution will help the
understanding of the interactive dynamics between geochemical cycles and expansion
of the variety of the life forms. We are confident that this research direction will be
actively pursued in the future by researchers in both life and earth sciences.
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Chapter 3
Novel Cultivation Strategies
for Environmentally Important Microorganisms

Jorg Overmann

The Significance of Culture-Based Approaches

Prokaryotes dominate the biosphere (Whitman et al. 1998). Although bacteria were
already discovered three centuries ago by Antonie van Leeuwenhoek (1632-1723),
they continue to represent the least understood group of organisms since analyses
of their diversity and biogeochemical significance are impeded by the persisting
difficulties of culturing relevant bacteria from environmental samples.

Many of the techniques currently employed for the isolation of bacteria date
back to the nineteenth century. After microscopic techniques enabled the direct
enumeration of bacteria after the 1930s, it became apparent that only 0.001-1% of
all bacterial cells in natural samples typically grow on standard cultivation media.
Yet, up to 91% of the cells were demonstrated to be metabolically active in situ
(Ouverney and Fuhrman 1999). For more than half a century this so-called “great
plate count anomaly” (Staley and Konopka 1985) continued to remain a major
obstacle for the study of environmentally relevant bacteria and led to a shift towards
novel culture-independent molecular approaches for the study of the diversity and
ecology of microorganisms.

Broad-scale analyses of bacterial 16S rRNA gene sequences uncovered a vast
diversity of different types of microorganisms in the environment. Today, the esti-
mated number of bacterial species ranges from one million to one billion (Gans
et al. 2005), whereas only 8,400 species (as of May 2010) have been validly
described (Deutsche Sammlung von Mikororganismen und Zellkulturen; http://
www.dsmz.de/). These studies also revealed that 16S rRNA gene sequences of
strains isolated from natural bacterial communities frequently do not match the
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numerically dominant sequence types. Meanwhile, the number of bacterial phyla
consisting entirely of not-yet-cultured sequence types outnumber those phyla
which encompass the known bacteria. Obviously, many of the relevant bacteria so
far have escaped isolation and characterization. Evidently, numerous novel capaci-
ties with relevance to biogeochemical cycles, biotechnology and medicine are
awaiting their discovery.

Parallel to the rapid advances of culture independent molecular techniques, a
considerable number of novel cultivation approaches have been established over the
past two decades. As a result, the rate of discovery of novel bacterial species has
increased steadily over the past 10 years and a growing number of environmentally
significant bacteria could be enriched or even isolated in pure culture, like novel
Acidobacteria, the marine mesophilic Crenarchaeon Nitrosopumilus marinus, or
symbionts of phototrophic consortia, to name just a few. State-of-the-art molecular
and culture-based approaches are now seen as complementary and of equal signifi-
cance for the understanding of the ecology of microbial communities. A combina-
tion of the two offers the most promising way for the retrieval of key microbial
players and the study of their specific adaptations, regulation mechanisms and
evolution in the environment.

The successful enrichment, isolation and cultivation of prokaryotes critically
depends on an educated choice of appropriate inoculum, growth media and incu-
bation conditions. Existing methods for cultivation are introduced and discussed
in the following paragraphs. Without doubt, however, another important
prerequisite for cultivation success will always be the persistence of the
individual researcher.

Basic Requirements of the Bacterial Cell

For a rational design of cultivation-based studies of bacterial communities, the
nutritional and energetic needs of the particular target bacteria have to be consid-
ered. Essential macroelements and trace elements must be included in the media
and an appropriate amount of energy-yielding substrates or, in the case of pho-
totrophic bacteria, light of suitable wavelengths must be provided.

Macroelements (listed in Overmann 2002) are constituents of structural compo-
nents and enzymes, or represent major ionic constituents of the cytoplasma and
therefore are required at relatively high concentrations. The molar ratio of
macroelements necessary for a balanced growth can be calculated from the average
composition of the bacterial cell

C4H6.4Ol .SNPO,O9SO.024 :

By comparing the ratio of macroelements in a medium recipe with that in bacterial
biomass, it can be determined which of the macroelements will limit the growth of
the cells in a culture.
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Essential trace elements (Overmann 2002) usually are added at concentrations
between 0.1 and 1 uM since they are only minor constituents of the biomass but exert
toxic effects at higher concentrations. While Mn, Co, Cu, Mo, Zn, Ni and V are rou-
tinely included in cultivation media, strict anaerobes often require selenium and
tungsten. Lately, the requirement for boron has been recognized as being rather wide-
spread, since many bacteria employ the AI-2 autoinducer, a cyclic borate diester.

In addition, certain bacteria depend on specific organic compounds for growth.
These growth factors may be amino acids, purins/pyrimidins, or vitamins and are
supplied at small concentrations of 0.1-1 uM. Fewer bacteria require porphyrins,
short branched or straight chain fatty acids (Balch and Wolfe 1976), cholesterol,
betaine or polyamine. If the growth factor requirements of a target bacterium are
not known, complex substrates like digested yeast extract or fermented manure
extract can be added instead of a defined mixture of a large number of potentially
essential compounds (Widdel 1983). Yeast extract is often employed as a conve-
nient source of most vitamins and also amino acids. Freshly prepared yeast
autolysate has been found to be superior to commercially available dried prepara-
tions (Leadbetter et al. 1999; Vogl et al. 2006). Sterilized rumen extract contains a
number of volatile, particularly short branched, fatty acids, but also vitamins and
hemine. However, yeast extract or casamino acids inhibit the growth of many
photolithoautotrophic and chemolithoautotrophic bacteria even at low concentra-
tions of 0.01% (w/v) (Overmann and Pfennig 1989). Sludge supernatant is another
complex source of supplines but has been applied less frequently. The polyol
Tween 80 (polyoxyethylenesorbitan monooleate) is used as a water soluble source
of the long chain fatty acid oleate (cis-9-octadecenoic acid) and also contains
linoleate, palmitate and stearate as minor compounds. Finally, cold soil extract has
been observed to stimulate growth of certain soil bacteria and humic substances are
utilized as electron-donating substrates by various Proteobacteria. The quinone
groups of humic substances, or their quinone analogs (anthroquinone-2,6-disul-
fonate), are redox active compounds and hence can serve as electron shuttles
between the cells of dissimilatory iron reducing bacteria and their insoluble elec-
tron acceptors like Fe(II) oxides. Organic ligands are used for the mobilization of
Fe(III). Many of these supplements are heat-labile and are added to the basal
medium after sterilization by filtration to avoid deterioration.

The macroelements N and S occur at various redox states, but many bacteria can
assimilate only particular compounds. A number of obligately anaerobic bacteria,
like about half of the known strains of anoxygenic phototrophic bacteria or the
methanogenic archaea, are not capable of assimilatory sulfate reduction and thus
require reduced sulfur compounds (mostly sulfide, in some cases alternatively
cysteine) to satisfy their requirements for growth. Similarly, bacteria lacking the
enzymes for assimilatory nitrate reduction need to be cultivated with ammonia or
an organic nitrogen source.

Bacterial growth often results in the production or consumption of acidic com-
pounds, in particular during fermentative growth. At low pH, weak organic acids
(like benzoic acid, propionic acid and sorbic acid) influence the cytoplasmic pH in
a direct manner since they are lipophilic in their undissociated form and rapidly
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diffuse through cell membranes. This results in a transport of hydrogen ions along
the transmembrane gradient and a decrease of the intracellular pH. In high nutrient
complex media, the various acidic and basic groups of the organic constituents
provide sufficient buffering capacity to maintain the desired external pH. However,
in many mineral media and low nutrient strength complex media, it is mandatory
to maintain a suitable pH value during the growth of the cells by adding suitable
buffers. To this end, K- or Na-phosphate are frequently employed at concentrations
of 10-30 mM. Yet, such high concentrations of inorganic phosphate have been
found to inhibit the growth of freshwater aquatic bacteria (Bartscht et al. 1999; Bast
2001). HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) has been
documented to be superior for the cultivation of fastidious bacteria from natural
samples. A second disadvantage of phosphate is its precipitation with Ca*, Mg**
and Fe** ions even at concentrations <10 mM phosphate. If phosphate is used as
buffer, the Ca** concentration therefore has to be decreased to 200 uM which still
permits a sufficiently high cell yield for most bacterial strains.

Principles of the Selective Enrichment

In selective enrichments, culture conditions are tailored to favor microbes with a
particular metabolic activity. The target bacteria grow faster than accompanying
bacteria and reach a numerical dominance even if the original cell numbers were
very low in the original natural sample.

In each novel enrichment trial, the first task is to determine whether the energet-
ics of the envisioned metabolism is favorable for bacterial growth, i.e. whether the
free energy change is negative. It is generally accepted that an organism can exploit
a reaction for growth, if the Gibbs free energy is 220 kJ (mol substrate)~' which is
sufficient for the translocation of one proton across the cytoplasmic membrane
(Schink 1991). Most of the ATP-yielding metabolic pathways involve redox pro-
cesses such that the standard free energy change can be calculated from the differ-
ence between the standard redox potential of the electron donor (E(don)) and that
of the electron acceptor (E,'(acc)) according to:

AG,"”=-n-F-AE,”=—-n-F-[E,’ (acc)—E,” (don)] (3.1)

where 7 is the number of electrons transferred and F is the Faraday constant (96.5

kJ-V-1). For all types of reactions, the standard free energy change can be calculated

from the tabulated free energy of formation (G”) of the products and reactants
(Thauer et al. 1977):

AG, = 2 G,’ (products) — 2 G,’ (reactants) (3.2)

However, since biogeochemical transformations in nature rarely proceed under
standard conditions, the feasibility of a potential reaction (hence the free energy
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change AG') must be assessed based on the actual (natural) concentrations of
reactants A and B and the products C and D according to

aA +bB < cC+dD (3.3)
c d
A = 26,7+ kTS0 o
[A]°- [B]

where R is the universal gas constant (8.314 J mol™' K™') and T the temperature in
K. This means that reactions which are endergonic under standard conditions can
actually provide energy for growth in the natural habitat. A well documented
example is the oxidation of short-chain fatty acids which involves the liberation of
molecular hydrogen. Thus, if the hydrogen partial pressure is kept at very low
values (<10 Pa), fatty acids like propionate or butyrate can be oxidized to acetate,
CO, and H, despite a positive value of AG'. This represents one prominent example
of interspecies interactions between different types of bacteria which needs to be
considered for their cultivation (see below).

When novel substrate combinations were selected based on the thermodynamic
considerations outlined above, previously unknown types of bacteria could be cul-
tivated and isolated. These include bacteria oxidizing Fe(II) with oxygen at circum-
neutral pH, bacteria reducing arsenate or oxidizing arsenite, or even strains
exploiting phosphite as electron donors to reduce sulfate (Schink and Friedrich
2000). The continuing success in the retrieval of novel metabolic types suggests
that many ecological niches of microorganisms so far have been overlooked.

However, numerous not-yet-cultured bacteria seem to utilize the same substrates
as known bacteria, rather than depending on novel exotic compounds. Aquatic
microbial communities in particular are dominated by oligotrophic bacteria which
are adapted to low substrate concentrations and reach only low maximum growth
rates. In contrast, copiotrophic bacteria exhibit a low affinity towards the limiting
growth substrate but attain high maximum specific growth rates at substrate satura-
tion. Consequently, copiotrophs overgrow the oligotrophs rapidly when high sub-
strate concentrations are used for enrichment.

Media with significantly lowered substrate concentrations have been found to
provide a limited selective advantage for oligotrophic forms. The cultivation
success can be increased further and significantly by physical separation of target
bacteria from the competing cells. A well established protocol is the separation by
Percoll gradient centrifugation. Percoll is superior to other agents like sucrose in
that it is osmotically inert and therefore exerts only marginal effect on the viability
of the bacterial cells. However, density gradient centrifugation can only be used for the
separation of bacterial cells with sufficiently different buoyant densities. If target
bacteria dominate the natural microbial community, the dilution-to-extinction
method provides a convenient means for separation. To this end, serial 1:10 or 1:5
dilutions are prepared in test tubes or microtiter dishes. The method requires a
sufficient number of dilution steps such that at least the last dilution statistically
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receives a single bacterial cell. The chance to obtain a pure culture or at least a
culture consisting of very few types of bacteria can be increased by preparing
several dilution series in parallel.

It has to be kept in mind, however, that the dilution to extinction methods not only
relies on a dominance of the target bacteria in the original sample but also requires
that a high fraction of these cells are indeed capable of growing in the laboratory
medium. Even in improved cultivation media, however, the fraction of dividing cells
of certain target species is very low. Accordingly, high-throughput cultivation
methods have been introduced which permit the generation of hundreds or thou-
sands of cultures, each inoculated with one or few bacterial cells (Bruns et al. 2003a;
Connon and Giovannoni 2002) (Fig. 3.1a). Some of these methods require only short
periods of time (minutes) for the inoculation of hundreds of cultures in microtiter
plates. While the detection of growth can be automated using microtiter plate
readers, screening such a high number of cultures for particular target bacteria is a
demanding task and can be accomplished by PCR amplification with specific
primers, PCR amplification combined with dot blot hybridization using specific
oligonucleotide probes, or by fluorescent in situ hybridization (FISH).

Improved Classical and Advanced Cultivation Methods

Preconditions for a successful enrichment and growth of target bacteria are (1) to
obtain sufficient information on the potential ecological niche, particularly for
stenoec microorganisms (e.g., methylotrophs or psychrophiles), and (2) to control the
growth of undesired competitors, either by specific inhibition or by exploiting the
actual (rather than the potential) ecological niche of the target bacteria. An example
for the latter case is the specific enrichment strategy applied for green sulfur bacteria
which are capable of growing at higher light intensities but compete successfully with
accompanying phototrophs like purple sulfur bacteria only at low light intensities.

Determining Potential Growth Substrates

Theoretically, enrichment trials could be performed by tedious testing of a large
number of different substrate combinations at different concentrations. However, state-
of-the-art molecular methods are now available which can provide essential informa-
tion about the metabolism of target bacterial species in a much more rapid way.
Monitoring the uptake of radiolabeled substrates by microautoradiography can
be combined with FISH, such that potential growth substrates can be determined in
a culture-independent manner (Ouverney and Fuhrman 1999). The recently devel-
oped nano-scale secondary-ion mass spectroscopy (nanoSIMS) can be used to
monitor the uptake of C- or “N-labeled compounds at single-cell resolution
(Musat et al. 2008). An alternative, non-microscopic approach is stable
isotope probing which is based on the detection of the incorporation of *C-labeled
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Fig. 3.1 (a) Photograph of the MicroDrop® AutoDrop microdispenser for automated inoculation of
170-pl aliquots of a bacterial suspension into a 96-well microtiter plate. In the center of the pipeting
robot, the glass capillary (volume, 25 ul) surrounded by a piezo actuator can be seen. Bar denotes
5 cm. (b) Scheme of a laboratory-made microscopic chamber for chemotaxis assays. Two sides and
the back of the chamber are sealed with paraffin/mineral oil (not shown). Flat glass capillaries are loaded
with substrate solutions, sealed at one end with plasticine and inserted into the chamber through the
opening in front. (¢) All glass vessel for the cocultivation of two cell suspensions separated by a dialysis
membrane. The latter (diameter, 25 mm) is fixed between the flanges of the two side arms
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substrates into target 16S rRNA gene sequences (Radajewski et al. 2000).
A third technique to identify potential growth substrates is based on the incorpora-
tion of bromodeoxyuridine (BrdU) into genomic DNA by metabolically active cells
which are subsequently detected by immunological methods (Pernthaler et al.
2002). An advantage of this latter method is that a nested testing scheme can be
performed easily since mixtures of substrates can be added to the assay and com-
pounds of activating mixtures can be tested individually in a subsequent step.
Potential polymeric substrates can be tested by co-localization of key extracellular
enzymes with particular types of microorganisms using the enzyme labeled fluores-
cence (ELF) technique (Nedoma and Vrba 2006).

A principally different, yet also culture-independent method is the chemotaxis
assay which can be applied if the target bacteria are motile (Overmann 2005). Flat
rectangular glass capillaries with a length of 50 mm, an inside diameter of 0.1 x 1.0
mm and a capacity of 5 ul (Vitrocom, Mountain Lakes, N.J., USA) are filled with
sterile filtered water from the natural environment, to which test substrates have been
added. These capillaries are inserted into chemotaxis chambers consisting of micro-
scope slides (Fig. 3.1b) or bottles, or can even be exposed directly in the aquatic habitat
of the target bacteria. After exposure of the chemotaxis assay, capillaries are recovered
and examined directly by phase contrast microscopy. Bacterial cells from positive
enrichments can be identified based on their 16S rRNA gene sequences. Since sub-
strates mixtures as well as single substrates can be tested rapidly (i.e. within hours),
the spectrum of potential substrates can be determined in a very efficient manner.

Finally, the membrane filter microcultivation technique has been used to rapidly
determine the growth requirements of bacteria. For this purpose, bacterial cells are
filtered onto a polycarbonate membrane and the membrane positioned on a soil
slurry or another growth medium to be tested. After a time period of 7-10 days, the
membrane is removed from the substrate and the bacteria capable of growing are
identified as microcolonies by FISH using group-specific oligonucleotide probes
(Ferrari et al. 2005).

Mimicking the Chemical Composition in the Natural Environment

In many instances, cultivation strategies must be modified to represent the environ-
mental conditions of the target microorganisms more correctly and to account for
their specific growth kinetics. Synthetic media have been developed which mimic
the ionic composition of freshwater (Bartscht et al. 1999), seawater (Coolen and
Overmann 2000), or that typically found in soil solution (Angle et al. 1991). These
media represent an improvement as compared to other types of media employed
previously. Special attention should be paid not only to the composition
(see above), but also to the overall concentrations of organic carbon substrates.
Some fastidious bacteria like the Planctomycetales are long known to require
low concentrations of organic carbon substrates (yeast extract, peptone or casamino
acids) in the range of 0.25 g-1"!. Growth experiments on solid media with diluted
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nutrient broth (80 mg-17") resulted in significantly increased colony-forming units
of Alphaproteobacteria, Firmicutes, Acidobacteria, Actinobacteria and
Verrucomicrobia from soil samples (Janssen et al. 2002). For planktonic bacteria,
the apparent cultivation success (the ratio of most probable numbers relative to the
total cell count) can be increased significantly from 0.1% to values up to 20-60%
by decreasing the organic carbon content further to <5 mg-1"' or using just straight
filtered autoclaved seawater (Button et al. 1993; Connon and Giovannoni 2002). In
the pelagic and deep ocean, organic carbon concentrations is present at concentra-
tions of 30-200 uM, corresponding to 0.36-2.4 mgC-1=' (Jannasch et al. 1996).
Consequently, not more than 1-10 mg-I"' of bacto yeast extract (Difco) must be
added to the respective cultivation media in order to simulate the natural organic
carbon concentrations. These observations indicate that the majority of het-
erotrophic prokaryotic cells in different aquatic and soil environments are adapted
to lower concentrations for growth as routinely applied. Oligotrophic bacteria are
defined as those which, on first cultivation, develop on media containing 1-15 mg
C 17! but cannot grow above 350 mg organic carbon I=! (Overmann 2002). Cell divi-
sion of typical oligotrophs like the marine Alphaproteobacteria Sphingomonas
alaskensis (Schut et al. 1993, 1997) and Pelagibacter ubique (Rappé et al. 2002),
or the Gammaproteobacteria of the marine OMG group (Cho and Giovannoni
2004) is already inhibited at nutrient concentrations above 5-200 mg organic
carbon-1I"' and some of these bacteria reach maximum growth rates at nutrient con-
centrations as low as 1 mg organic carbon 1.

The filtration-acclimatization method (Hahn et al. 2004) targets planktonic ultra-
microbacteria which are inhibited by high nutrient concentrations only during ini-
tial cultivation, but can be gradually adapted to higher nutrient concentrations. In
order to avoid that these bacteria are outcompeted by fast growing, larger bacteria,
the latter are first removed by filtration through 0.2 um pore size membrane filters,
which reduces cell numbers by 90% of total cell numbers. During the subsequent
acclimatization procedure, complex carbon substrates are added in increasing
doses, until concentrations of organic carbon reach those typically employed in
standard microbial media. This method has been used successfully for the isolation
of typical freshwater Actinobacteria.

The cultivation success of planktonic bacteria can also be increased by reducing
nitrogen and phosphorus concentrations to 50 uM N and 1.5 uM P (Eilers et al.
2001). The use of dilute growth media, in some instances nothing more than steril-
ized seawater amended with low amounts of phosphate (0.1 uM) and ammonium
(1 uM), permits the growth of typical planktonic bacteria like the marine chemo-
heteroph Pelagibacter ubique or planktonic cyanobacteria from oligotrophic envi-
ronments (Rappé et al. 2002). Evidently, phosphate cannot be used for buffering
these low-nutrient concentration media and has to be replaced by non-ionic com-
pounds like HEPES (see above). Reduction of phosphate concentrations to 5.2 nM
hasbeen very successful for the isolation of pelagic cyanobacterialike Trichodesmium
thiebautii and T. erythraeum (Waterbury 1991).

Many chemoorganotrophic bacteria require carbon dioxide in small amounts
(~6% of total cell carbon synthesized) for anaplerotic reactions, like the synthesis
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of oxaolacetate by phosphoenolpyruvate (PEP) carboxylase, PEP carboxykinase,
PEP carboxytransphosphorylase, and by pyruvate carboxylase (Wood-Werkman
reactions). Since CO, is produced during catabolism of organic compounds, it does
not normally become a limiting nutritional factor. However, some pathogenic bac-
teria, such as Neisseria and Brucella, require elevated concentrations of carbon
dioxide of up to 10% in the atmosphere for good growth in organic media. Similarly,
elevated concentrations of CO, prevail in soil. Here, values between 0.07% and
0.23% are common, but can increase to 12 vol % (per vol air-filled space). Certain
aerobic bacteria, like the nitrifyers, but also many obligate anaerobic bacteria are
adapted to CO, levels greater than those prevalentin the atmosphere. Correspondingly,
incubations at elevated CO, concentrations resulted in a significantly increased
cultivation success of soil Acidobacteria (Stevenson et al. 2004).

Three-electrode poised-potential amperometric culture systems consist of a
platinum counter electrode, a platinum or graphite working electrode and a
AgCl-Ag reference electrode connected to a potentiostat. These systems offer the
possibility to grow anaerobic prokaryotes at a precisely controlled and constant
redox potential despite continuing redox reactions and a flow of electrons to the
working electrode (Bond et al. 2002). In fact, a graphite electrode can function as
sole electron acceptor if it is inserted into an anoxic sediment. It functions as an
anode by connection in an electrical circuit via a fixed resistor to a cathode in the
overlying aerobic water. These so-called fuel cells not only can be used to harvest
electric energy (currents of 20-30 mA-[m? electrode surface]™), but also yield
enrichments of Fe(Ill)-reducing Deltaproteobacteria when incubated in freshwater
or marine anoxic sediments. Geobacter, Geothrix and Pelobacter spp. are the domi-
nant bacteria enriched in freshwater sediments, while Desulfuromonas has been
obtained in marine sediments. Vice versa, a potentiostat-poised graphite electrode
(at =500 mV versus Ag/AgCl) has been shown to promote nitrate reduction or
fumarate respiration in sediment enrichments as the sole electron donor. In contrast
to Geobacter spp., numerous bacteria, including E. coli and Proteus vulgaris,
require mediator compounds like neutral red, thionin, methyl viologen, phenazine
ethosulfate or anthraquinone 2,6-disulfonate (AQDS) as electron shuttles.

Finally, viable cell counts of freshwater or marine planktonic bacteria reached on
agar-solidified media are usually orders of magnitude smaller than those obtained as
most probable numbers in liquid extinction dilution series (see below for methods of
purification of agar). Many bacteria, especially from planktonic samples, do not
appear to grow on solid media and have to be isolated in liquid dilution series. In
contrast, the cultivation success of soil bacteria on improved solid media has been
reported to surpass that in liquid cultures at least in one case (Janssen et al. 2002).

Effect of Cyclic Adenosine Monophosphate (cAMP)

The transcription factor ¢° is involved in the transition to stationary phase. The
transcription of the corresponding gene (rpoS) is negatively regulated by cAMP
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in a complex with the cAMP receptor protein (CRP-cAMP). Addition of
extracellular cAMP exerts the same effect. In addition, cAMP is known to regu-
late scavenging transporters. It has therefore been suggested to add extracellular
cAMP to enrichments of bacteria from nutrient-limited habitats in order to main-
tain bacterial cells in a nutrient scavenging state and prevent them to enter the
protective stationary phase response. In the absence of other stress factors, this
could facilitate cultivation.

If a growth limiting substrate (e.g., glycerol, glucose, ribose, phosphate or
ammonia) is added to cells previously starved for the same substrate, growth is
inhibited. This so-called “substrate-accelerated death” has been described for sev-
eral laboratory strains like Klebsiella, Escherichia, Streptococcus, Azotobacter,
Arthrobacter and Mycobacterium, but its significance for the not-yet-cultured
majority of the bacteria remains unknown. In laboratory cultures, substrate-accel-
erated death can be suppressed by the addition of extracellular cAMP or the addi-
tion of Mg*. Correspondingly, it has been reported that the addition of small
amounts of cAMP significantly increases the cultivation success for bacteria from
natural samples (Bruns et al. 2003b).

Mimicking the Physical Structure and Heterogeneity
of the Natural Environment: Polymer Matrices, Solid Surfaces
and Defined Laboratory Gradient Systems

Although solid surfaces may lead to stimulation of cell division and growth of
starved bacteria, the capability of attachment has rarely been exploited as a selec-
tive factor for the enrichment and isolation of novel types of prokaryotes. Recent,
systematic analyses demonstrated that selective enrichments on solid surfaces with
a specific chemical composition yielded a variety of previously non-cultured types
of freshwater bacteria (Frederic Gich, Melanie Konig, Jorg Overmann; unpublished
results). Gliding bacteria, like the green sulfur bacterium Chloroherpeton thalas-
sium, require a solid matrix for growth. For initial isolation, washed soft agar at a
final concentration of 0.8% has been found to be most suitable matrix which per-
mits some spreading of the filaments during growth and leads to a fluffy appearance
of the colonies. However, a gelling agent needs to be added even to the pure cul-
tures for growth. Good results have been obtained by adding Gelrite (4% w/v stock
solution) to a final concentration of 0.025% which produces a visible increase in
viscosity of the liquid medium and significantly stimulates cell division of the glid-
ing bacteria. The filamentous gliding multicellular sulfate-reducing Desulfonema
spp. can also be maintained on insoluble aluminum phosphate precipitate which
can readily be precipitated in the anoxic medium by the addition of AICI, and
Na,CO, solutions (Widdel et al. 1983).

Colorless chemolithoautotrophic sulfur bacteria Beggiatoa, Thioploca,
Thiovulum or Thiomargarita, or magnetoctacti cocci, occur in highly stratified
environments like the chemocline of stratified lakes or marine sediments. These
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bacteria are adapted to a defined and very narrow concentration regime of sulfide
and oxygen. Appropriate conditions can be established in gradient tubes, in which
sulfide-containing and higher strength agar is overlaid with low concentration oxic
agar containing growth medium. Subsequently, an agar-stabilized artificial oxy-
gen-sulfide countergradient builds up gradually. This cultivation system provides
a particular advantage in that the bacteria of interest themselves precisely create
the environmental conditions necessary for growth and resulted in the first isola-
tion of pure cultures of Beggiatoa alba or magnetotactic cocci.

Iron is present in soils and sediments in a concentration range of several 10 mM.
As a result, Fe(Il) is an important electron-donating substrate in various habitats.
Although most of these environments are circumneutral in pH, the majority of
lithotrophic iron-oxidizing bacteria isolated to date are acidophilic. The underlying
reason for this bias is the different stability of Fe(II) at different pH values. Below
pH 4, Fe(Il) is stable and consequently achieves high concentrations in oxic aque-
ous environments. Towards neutral pH, however, the chemical oxidation of Fe(Il)
becomes very rapid and competes with the biological process. This limits the
growth of aerobic, neutrophilic iron-oxidizing bacteria to oxic-anoxic transition
zones where Fe(II)-concentrations range between only tens and hundreds of micro-
molar and concentrations of dissolved oxygen reach tens of micromolar. Bacteria
colonizing such gradients are adapted to the specific environmental conditions and
often are microaerophiles. The low concentrations notwithstanding, bacteria in
such gradients can form dense biomass accumulations due to the high fluxes of
Fe(Il) and O,. In its simplest version, cultivation of neutrophilic Fe(I)-oxidizing
bacteria is performed in gradient tubes which are set up by overlaying a mixture of
ferrous ammonium sulfate (Fe(NH,),(SO,),-6H,0) and FeS precipitates by an
appropriate oxic liquid growth medium. In order to stabilize the chemical gradient
and to maintain the position of the bacterial cells, the bottom layer is prepared in
1.5-3% agar or 1% high melt agarose and after solidification is overlaid with semi-
solid mineral media, solidified by 0.8% agar or 0.15% low melt agarose.

Removal of Inhibitors and Avoiding the Formation of Toxic
Compounds and Oxygen Radicals

Depending on the source, even drinking water may contain various compounds
which inhibit the growth especially of freshwater or marine planktonic bacteria.
While the purification by ion exchange or reverse osmosis may be sufficient for the
cultivation of some prokaryotes, double quartz-distillation is the most reproducible
way of maintaining a constantly high quality of water for the preparation of growth
media. In addition, treatment of water with UV removes trace organic
contaminants.

Another important element of cultivation is the proper cleaning of glassware.
Sodium, silicate and borate are liberated from fresh glassware into the medium.
Compared to other types, borosilicate glass releases only small quantities of free
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alkali, however, a special treatment for the removal of contaminants is still essential
for the cultivation of fastidious bacteria. Detergents like Mucasol® aid in a proper
cleaning, but if applied alone often do not remove all adsorbed impurities. Soaking
in the appropriate detergent for 1 week and subsequent rinsing with double-distilled
water, followed by 1 week of soaking in 0.5 N HCI, and then by repeated washings
with double-distilled water often alleviates these problems. Afterwards, the glass-
ware needs to be rinsed thoroughly with bidistilled water since even traces of
detergents act inhibitory on various bacteria, like marine oligotrophic chemoorgan-
otrophs or certain cyanobacteria.

The agents used for solidification of growth media include agar, Gelrite and
silica gel. Agar is still employed most frequently, but commercial preparations
contain variable amounts of impurities such as Ca, Mg, Fe and other minerals, as
well as organics like long-chain fatty acids, phenolics, pigments. Such soluble non-
polymeric contaminants can be conveniently removed by repeated washing in dis-
tilled water (e.g., five times in a volume of double distilled water corresponding to
300% of the final volume). Alternatively, agar suspensions can be purified by sub-
sequent extraction with 95% ethanol and analytical grade acetone. Inhibitory
effects of agar can also be avoided by employing Gelrite (Gelan gum) as a solidify-
ing agent. Gelrite is an anionic heteropolysaccharide consisting of glucose,
glucuronic acid and rhamnose which is produced by Sphingomonas strains and
starts to solidify upon addition of Ca*. In fact, it has recently been documented that
bacteria which are inhibited by agar nevertheless grow on Gelrite media (Janssen
et al. 2002). Other bacteria, like the reductively dechlorinating bacteria, though not
growing on agar surfaces, do form colonies in semisolid medium prepared with
0.5-0.7% low-melting agarose. Finally, silica gel media have been developed for
cases in which solid media free of any organic contaminations are needed, if a low
pH of the medium is desired, or if agar-degrading microorganisms (some strains of
Cytophaga, Pseudomonas or Vibrio spp.) are to be cultivated on solid media.

Trace elements typically are present as contaminations in the mineral salts used
for media preparation or even as contaminants of glassware and water. For example,
certain cyanobacteria like Synechococcus spp. or especially Trichodesmium spp.
are highly sensitive to Cu at concentrations as little as ten nanomolar (!), such that
cultivation has been found to be only successful if Cu is completely eliminated
from the medium by the use of Chelex 100 columns. For the cultivation of such
fastidious marine oligotrophic bacteria, special precautions therefore need to be
taken to avoid organic and inorganic contaminants and can often be achieved only
by employing non-glass cultivation systems. This includes the use of teflon vessels
for the preparation of natural seawater which is sterilized by gentle Tyndallization
(three times heating to 100°C for 30 min with intermittent cooling to room tem-
perature) in a microwave and the cultivation of bacteria in polycarbonate flasks
(e.g., Nalgene) (Waterbury 1991).

When autoclaved together, the carbonyl groups of reducing sugars react with
free amino groups of primary amines which may result in the formation of toxic
products like furfurals or furaldehyde. This so-called Maillard (“browning”)
reaction is accelerated by oxygen or oxidation products. Glucose and other sugars



82 J. Overmann

may form inhibitory sugar phosphates when autoclaved with phosphate salts.
Sulfide and organic thiols such as cysteine will be oxidized by other medium ingre-
dients during autoclaving and form toxic radicals. Accordingly, these reductants
must be added separatedly afterwards.

Upon exposure to molecular oxygen, hydrogen peroxide (H,O,), superoxide
(0,7, or hydroxyl radicals (OH’) are produced by electron transport in the bacte-
rial cells. In addition, these toxic oxygen intermediates are produced during auto-
claving of growth media. Oxidative stress can be abolished by the addition of
H,0,-degrading enzymes or compounds, like catalase, ascorbic acid, sodium pyru-
vate or 2-oxoglutaric acid. A lowering of the oxygen partial pressure to 1-2% O,
vol/vol may exert similar effects. Catalase or pyruvate can be added as oxygen
radical scavengers and can improve the growth of bacteria. Finally, activated char-
coal has been added as a scavenger of toxic oxygen radicals and resulted in a
significantly increased cultivation success for bacteria from deep terrestrial sub-
surface samples.

For the cultivation of obligate anaerobic bacteria, the Hungate technique still
represents the fundamental and appropriate methodology (Hungate 1950, 1966).
This technique has been further improved by the use of butyl rubber stoppers, and
of serum bottles closed with crimp-closure aluminum seals holding butyl rubber
stoppers, the syringe technique, and the use of pressurized tubes and vessels for
culture of methanogens. Larger quantities (2-5 1) can be prepared anoxically in
Widdel flasks. Traces of oxygen can be removed from the gas prior to use by lead-
ing the gas through hot copper wire. For the isolation in agar-solidified media, deep
agar dilution series are frequently employed. Media are kept oxygen free by prepa-
ration under a N,/CO, (80/20, v/v) atmosphere and by adding a reductant, most
frequently sulfide or cysteine. In cases where free sulfide is toxic, amorphous
ferrous sulfide can be employed as a reducing agent. A mixture of thioglycollate
and ascorbate which has been used for the cultivation of Clostridia, yet may act
inhibitory on other, more fastidious anaerobes. Sulfur-free reducing agents of espe-
cially low redox half-potential (-480 mV) are titanium (III) citrate or titanium
nitriloacetic acid (NTA).

Removal or Selective Inhibition of Bacterial Competitors

Ultramicrobacteria reach a cell volume of < 0.1 um® and prevail in oligotrophic
waters. While several bacterial species produce ultramicrocells by reductive divi-
sion upon nutrient deprivation, others like Sphingomonas alaskensis, some
Verrucomicrobiales or Pelagibacter ubique constantly maintain a small cell volume
of 0.03-0.06 um?®. The small size of ultramicrobacteria can be exploited to selec-
tively enrich them by separation from accompanying larger cells by filtration
through 0.2, 0.45 or 0.8 um pore size membrane filters (Hahn et al. 2004). Using
the same principle, large filamentous bacteria can be mechanically enriched by
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passing cell suspensions through a copper grid (mesh size, 256 per mm?) used for
electron microscopy, which is fixed in a glass tube (Widdel 1983). This technique
results in the removal of the often dominant smaller accompanying bacteria and can
also readily be used for anaerobes.

In certain cases, accompanying but undesired bacteria can be selectively inhib-
ited by supplementing the growth media with suitable inhibitors. Mixtures of rifam-
picin (final concentration, 2.5 mg-1"), kanamycin A (5 mg-1™"), erythromycin (50
mg-17"), tetracyclin (100 ug-ml™), and penicillin G (50 mg-1"") or ampicillin (100
mg-1™") and fosfomycin (100 mg-17") inhibit the growth of many Bacteria, while
cycloheximide (100 mg-17"), tunicamycin (250 ug-17"), colchicin (20 pug-1™') and
cordycepin (25 mg-17") suppress growth of Eucarya. It has to be stressed, however,
that resistant Bacteria or Eukarya occur even in pristine natural environments and
usually overgrow target microorganisms like Archaea in such enrichments.
Antibiotics interfering with cell wall biosynthesis inhibit cell division and growth
but do not kill non-dividing cells. To ensure that sensitive populations are indeed
eliminated, antibiotics need to be added to at least three consecutive culture trans-
fers. Rifamycin and fosfomycin have been employed for selective enrichments of
spirochetes.

Bile salts suppress the growth of many non-enteric bacteria. Compounds avail-
able for the selective inhibition of more specific physiological groups of bacteria
comprise bromethane sulfonate (BES) and molybdate which can be employed for
the selective inhibition of methanogenic Archaea and sulfate-reducing bacteria,
respectively. Nitrapyrin (2-chloro-6-(trichloromethyl)-pyridine; N-serve) interacts
with the active site of ammonia monooxygenase and thus inhibits nitrification at the
level of NH,*-oxidation. In contrast, sodium chlorate (NaClO,) inhibits the nitrate
formation step of nitrification. Acetylene (C,H,) inhibits nitrification of chemo-
lithoautotrophs at very low concentrations of 1-10 Pa. Ethylene can be employed
against denitrifying bacteria and DCMU against oxygenic phototrophs.

Exploiting Positive Interactions Between Bacteria: Cocultivation
and Dialysis Cultures

In their natural environment, bacterial cells are spaced only 1-112 um apart, even
if distributed homogenously in the environment (Overmann 2001). Over such small
distances, metabolites like hydrogen or small organic carbon compounds diffuse
rapidly within 0.0003 and 4.2 s, respectively. Due to the large diversity of bacteria
in natural samples, the closest neighbour of a bacterial cell statistically would be
expected to represent another species. These theoretical considerations predict that
the exchange of metabolites and signal molecules between different bacteria is
significant under natural conditions. Indeed, microcolonies, net-like structures,
biofilms or aggregates consisting of up to 18 different prokaryotic genera are com-
monly observed in natural samples. In the pelagic environment, free-living bacteria
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seem to accumulate in 10-100 wm-large patches. In some cases, different bacteria
are even capable of forming specific, highly structured and tight associations,
so-called consortia (Overmann 2001). Cell-cell interactions therefore need to be
taken into consideration for cultivation trials and may actually be decisive for a
successful enrichment of some novel types of bacteria.

One of the most early recognized and best understood mutual interactions
between prokaryotes is the interspecies hydrogen transfer (Schink 1991).
Thermodynamically unfavorable substrates like propionate, butyrate, caproate,
caprylate or benzoate are converted by fermenting bacteria to acetate, H, and
CO, only in the presence of a hydrogen-scavenging partner. Growth of
Syntrophomonas wolfei or Syntrophobacter wolinii is therefore only observed in
coculture with a hydrogen-utilizing anaerobe, like a methanogen. Pure cultures
of the fermenting bacteria can be obtained, however, using alternative substrates
like crotonate. In sulfur syntrophy, cocultures of green sulfur bacteria with sul-
fur- or sulfate-reducing chemotrophic bacteria are capable of growing in the
presence of an organic carbon source like acetate at limiting concentrations of
sulfur compounds. Here, the sulfide-producing chemotroph relies on the sulfide-
oxidizing phototroph for generation of its electron acceptor, while the activity of
the green sulfur bacteria depends on the activity of the sulfide-producing organ-
ism (Pfennig 1980).

Cell-cell-signalling between cells of the same clone has been shown to be impor-
tant for resuscitation of some bacteria. Autoinduction has been found in several
actinobacteria including Micrococcus luteus (Mukamolova et al. 2006). In the lat-
ter, cells can be resuscitated by addition of a so-called resucitation promoting fac-
tor, a lytic transglycosylase excreted into the culture supernatant and active at
picomolar concentrations.

Heterologous microbial interactions, even if unknown, can be exploited by
embedding cells in agar, sandwiched between 0.03-um pore-size membrane filters
and incubation in the natural environment (Kaeberlein et al. 2002). Meanwhile,
simple cultivation devices for the cocultivation of different bacteria have become
available in which two different growth chambers are separated by a membrane
which is permeable to metabolites (Fig. 3.1c).

Techniques for the Isolation of Individual Cells

Many approaches towards the molecular genetics and physiology of the bacterial
cell still rely on the availability of a pure culture. A culture free of other microor-
ganism (an axenic culture) represents a population derived from a single cell.
Various methods have been established to physically separate individual bacterial
cells, transfer it to a growth medium and incubate the culture under aseptic condi-
tions. In soils and sediments, a significant fraction of bacterial cells are attached to
particles. At least part of these cells can be detached by the addition of a mixture
of the mild nontoxic detergent Tween 80 (final concentration 0.05% v/v) and
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sodium pyrophosphate (10 mM in 10 mM HEPES buffer) in order to complex
bridging divalent cations which bind bacterial cells to mineral surfaces.

Classical isolation techniques rely on the sequential dilution of a sample
containing bacterial cells in or on appropriate media. For cells capable of growing
on solid media like agar plates, separation can be accomplished by streaking of a
small sample using an inoculation loop or by evenly spreading a larger liquid
volume (<100 ul) with a Drigalski spatula. Liquid dilution methods comprise
sequential liquid dilution series, agar pour plates, and deep agar dilution series
(the latter for anaerobic bacteria). Among the latter three, the preparation of deep
agar dilution series is the most demanding technique. Typically, test tubes con-
taining 3 ml of 3% washed agar are autoclaved with cotton plugs on top.
Afterwards, the plugs are replaced by sterile butyl rubber stoppers and the tubes
kept at 60°C. Sulfide-reduced medium is heated to 40°C and 6 ml-aliquots are
dispensed directly into the liquid agar. The tubes are kept at 43°C to avoid solidi-
fication. Some fastidious anaerobes have been reported to require highly reducing
conditions for growth in these agar media. For this purpose, dithionite solution
can be added to the medium at a final concentration of <200 uM (Overmann and
Pfennig 1989). For dilution, the first tube is inoculated, mixed, and a tenth of its
volume is transferred to the following tube. After dilution has been completed,
the agar media are solidified in a 20°C water bath, rapidly gassed with N, or a
mixture of N_/CO, and sealed with the rubber stoppers. As soon as bacterial colo-
nies appear in the agar, those colonies which are spaced apart from others can be
isolated by means of sterile Pasteur pipets.

When liquid dilution series are to be used for the isolation of pure cultures, cell
suspensions have to be diluted to the point where a culture tube receives just one
single viable cell of the target bacterium. In these so called dilution-to-extinction
approach, at least the final tube of each dilution series must not exhibit bacterial
growth. Liquid dilutions are only suitable for isolation, if the target bacteria (1)
outnumber all other bacteria growing in the growth medium and (2) are capable of
dividing in the medium. A set of 3—10 parallel liquid dilution series can be used to
estimate the most probable number (MPN) of dividing bacteria in a natural sample.
The MPN is calculated from the pattern of tubes exhibiting positive growth based
on probability values. If prepared in selective media, e.g. for benzoate-degrading or
for sulfate-reducing bacteria, MPN series can be used to estimate the numbers of
culturable cells of these particular physiological types.

With respect to the chances of isolating a pure bacterial culture, one drawback
of the dilution-to-extinction method is that only few (3-10) potentially pure
cultures are obtained from the highest positive dilutions. Recent attempts to
enrich and isolate not-yet-cultivated bacteria indicated that such bacteria in fact
can grow in carefully designed laboratory media, but that only a very low frac-
tion of the target cells multiply and, on statistical grounds, would never end up
in the last positive dilutions. Advanced high throughput techniques permit a
separation of virtually each cell in a sample before cell division commences,
thereby avoiding competition with faster growing accompanying bacteria. The
inoculation can be performed in a highly efficient and automated manner
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employing the MicroDrop® AutoDrop microdispenser (Microdrop GmbH,
Norderstedt, Germany) (Bruns et al. 2003a). With this device, microdroplets of
100-200 pl volume are generated by a piezoelectric actuator and positioned
directly in individual wells of microtiter dishes (Fig. 3.1a). A large number of
cultures is inoculated rapidly (100 inoculations in less than 1 min). Alternatively,
microdroplets can also be positioned on the surface of suitable agar media.
Provided that the average cultivation success for cells is known for a given
sample, the number of pure cultures produced can be increased by orders of
magnitude without increasing the total number of cultures inoculated. To this
end, an appropriate amount of inoculum is chosen which statistically contains
0.5 viable cells, and many parallel tubes are inoculated. The number of positive
wells or positions follows a Poisson distribution and MPN values can be calcu-
lated from the fraction p of positive tubes (the number of positive cultures
divided by the total number of cultures n) according to

MPN =-In(1-p) (3.5)

with the standard deviation of the MPN

[
S.D. = i) (3.6)

In another approach, bacterial cells are encapsulated individually in agarose gel
microdroplets, which are then packed into a column to be percolated with medium,
e.g. sterilized seawater medium (Zengler et al. 2002). The rationale of this approach
is to grow the cells of the same microbial community (1) in close proximity as they
prevail under natural conditions, while (2) they are caged and thus can be separated
afterwards, and (3) to provide low nutrient flux conditions. As few as five to seven
doublings of the cells within the beads can be detected which permits a highly
sensitive monitoring also of a slow growth response of many bacterial cells in high
throughput. Microcapsules that contain colonies are subsequently sorted by flow
cytometry into microtiter dishes containing organic-rich medium.

Even more tedious isolation procedures include the use of micromanipulator
devices which are used to physically separate single bacterial cells from complex
microbial communities using a microcapillary (diameter, 1-10 um opening
diameter) under an inverted light microscope and with computer-assisted electronic
controls (Frohlich and Konig 1999). The isolated cells are then transferred to sterile
media. So-called optical tweezers represent a technically more costly technique for
the separation of single cells. Individual bacteria suspended in a rectangular glass
capillary are trapped in the strongly focussed beam of an infrared laser (Nd YAG,
wavelength 1,064 nm, maximum power 1 W) and moved to one end of the capillary
(Huber et al. 1995). Afterwards, the capillary is broken and the isolated cell trans-
ferred to appropriate growth medium. In contrast to the high throughput methods
described above, these single cell-based techniques have been especially successful
if morphologically conspicuous but less frequent bacteria are to be isolated from
complex sample material.



3 Novel Cultivation Strategies for Environmentally Important Microorganisms 87
References

Angle JS, McGrath SP, Chaney RL (1991) New culture medium containing ionic concentrations
of nutrients similar to concentrations found in the soil solution. Appl Environ Microbiol
57:3674-3676

Balch WE, Wolfe RS (1976) New approach to the cultivation of methanogenic bacteria:
2-mercaptoethane sulfonic acid (HS-CoM)-dependent growth of Methanobacterium ruminan-
tium in a pressurized atmosphere. Appl Environ Microbiol 32:781-791

Bartscht K, Cypionka H, Overmann J (1999) Evaluation of cell activity and of methods for the
cultivation of bacteria from a natural lake community. FEMS Microbiol Ecol 28:249-259

Bast E (2001) Mikrobiologische methoden, 2nd edn. Gustav Fischer, Stuttgart, 429 pp

Bond DR, Holmes DE, Tender LM, Lovley DR (2002) Electrode-reducing microorganisms that
harvest energy from marine sediments. Science 295:483—485

Bruns A, Hoffelner H, Overmann J (2003a) A novel approach for high throughput cultivation
assays and the isolation of planktonic bacteria. FEMS Microbiol Ecol 45:161-171

Bruns A, Niibel U, Cypionka H, Overmann J (2003b) Effect of signal compounds and incubation
conditions on the culturability of freshwater bacterioplankton. Appl Environ Microbiol
69:1980-1989

Button DK, Schut F, Quang P, Martin R, Robertson BR (1993) Viability and isolation of marine
bacteria by dilution culture: theory, procedures, and initial results. Appl Environ Microbiol
59:881-891

Cho J-C, Giovannoni SJ (2004) Cultivation and growth characteristics of a diverse group of olig-
otrophic marine Gammaproteobacteria. Appl Environ Microbiol 70:432-440

Connon SA, Giovannoni SJ (2002) High-throughput methods for culturing microorganisms in
very-low-nutrient media yield diverse new marine isolates. Appl Environ Microbiol
68:3878-3885

Coolen MJL, Overmann J (2000) Functional exoenzymes as indicators of metabolicallly active
bacteria in 124,000-year-old sapropel layers of the eastern Mediterranean sea. Appl Environ
Microbiol 66:2589-2598

Eilers H, Pernthaler J, Peplies J, Glockner FO, Gerdts G, Amann R (2001) Isolation of novel
pelagic bacteria from the German Bight and their seasonal contributions to surface picoplank-
ton. Appl Environ Microbiol 67:5134-5142

Ferrari BC, Binnerup SJ, Gillings M (2005) Microcolony cultivation on a soil substrate membrane
system selects for previously uncultured soil bacteria. Appl Environ Microbiol
71:8714-8720

Frohlich J, Konig H (1999) Rapid isolation of single microbial cells from mixed natural and labo-
ratory populations with the aid of a micromanipulator. System Appl Microbiol 22:249-257

Gans J, Wolinsky M, Dunbar J (2005) Computational improvements reveal great bacterial diver-
sity and high metal toxicity in soil. Science 309:1387-1390

Hahn MW, Stadler P, Wu QL, Pockl M (2004) The filtration-acclimatization method for isolation
of an important fraction of the not readily cultivable bacteria. J] Microbiol Meth 57:379-390

Huber R, Burggraf S, Mayer T, Barns SM, Rossnagel P, Stetter KO (1995) Isolation of a hyper-
thermophilic archaeum predicted by in situ RNA analysis. Nature 376:57-58

Hungate RE (1950) The anaerobic mesophilic cellulolytic bacteria. Bacteriol Rev 14:1-49

Hungate RE (1966) The rumen and its microbes. Academic, New York

Jannasch HW, Wirsen CO, Doherty KW (1996) A pressurized chemostat for the study of marine
barophilic and oligotrophic bacteria. Appl Environ Microbiol 62:1593-1596

Janssen PH, Yates PS, Grinton BE, Taylor PM, Sait M (2002) Improved culturability of soil bac-
teria and isolation in pure culture of novel members of the divisions Acidobacteria,
Actinobacteria, Proteobacteria, and Verrucomicrobia. Appl Environ Microbiol
68:2391-2396

Kaeberlein T, Lewis K, Epstein SS (2002) Isolating “uncultivable” microorganisms in pure culture
in a simulated natural environment. Science 296:1127-1128



88 J. Overmann

Leadbetter JR, Schmidt TM, Graber JR, Breznak JA (1999) Acetogenesis from H, plus CO, by
spirochetes from termite guts. Science 283:686—-689

Mukamolova GV, Murzin AG, Salina EG, Kell DB, Kaprelyants AS, Young M (2006) Muralytic
activity of Micrococcus luteus Rpf and its relationship to physiological activity in promoting
bacterial growth and resuscitation. Mol Microbiol 59:84-98

Musat N, Halm H, Winterholler B, Hoppe P, Peduzzi S, Hillion F, Horreard F, Amann R,
Jgrgensen BB, Kuypers MMM (2008) A single-cell view on the ecophyisology of anaerobic
phototrophic bacteria. Proc Natl Acad Sci USA 105:17861-17866

Nedoma J, Vrba J (2006) Specific activity of cell-surface acid phosphatase in different bacterio-
plankton morphotypes in an acidified mountain lake. Environ Microbiol 8:1271-1279

Ouverney CC, Fuhrman JA (1999) Combined microautoradiography — 16S rRNA probe technique
for determination of radioisotope uptake by specific microbial cell types in situ. Appl Environ
Microbiol 65:1746-1752

Overmann J (2001) Phototrophic consortia: a tight cooperation between non-related eubacteria.
In: Seckbach J (ed) Symbiosis: mechanisms and model systems. Kluwer, Dordrecht, The
Netherlands, pp 239-255

Overmann J (2002) Principles of enrichment, isolation, cultivation, and preservation of bacteria. In:
Dworkin M et al (eds) The prokaryotes: an evolving electronic resource for the microbiological
community, 3rd edn (latest update release 3.11, September 2002). Springer, New York, 2000
(http://ep.springer-ny.com:6336/contents/ or http://141.150.157.117:8080/prokPROD/index.htm)

Overmann J (2005) Chemotaxis and behavioural physiology of not-yet-cultivated microbes.
Methods in enzymology, vol 397, Chapter I1.8. Elsevier, San Diego, CA, pp 133-147

Overmann J, Pfennig N (1989) Pelodictyon phaeoclathratiforme sp. nov., a new brown-colored
member of the Chlorobiaceae forming net-like colonies. Arch Microbiol 152:401-406

Pernthaler A, Pernthaler J, Schattenhofer M, Amann R (2002) Identification of DNA-synthesizing
bacterial cells in coastal North Sea plankton. Appl Environ Microbiol 68:5728-5736

Pfennig N (1980) Syntrophic mixed cultures and symbiotic consortia with phototrophic bacteria:
a review. In: Gottschalk G, Pfennig N, Werner H (eds) Anaerobes and anaerobic infections.
Fischer, Stuttgart, pp 127-131

Radajewski S, Ineson P, Parekh NR, Murrell JC (2000) Stable-isotope probing as a tool in micro-
bial ecology. Nature 403:646-649

Rappé MS, Connon SA, Vergin KL, Giovannoni SJ (2002) Cultivation of the ubiquitous SAR11
marine bacterioplankton clade. Nature 418:630-633

Schink B (1991) Syntrophism among prokaryotes. In: Balows A, Triiper HG, Dworkin M,
Schleifer KH (eds) The prokaryotes, 2nd edn. Springer, Berlin/Heidelberg/New York, pp
276-299

Schink B, Friedrich M (2000) Phosphite oxidation by sulphate reduction. Nature 406:37

Schut F, Devries EJ, Gottschal JC, Robertson BR, Harder W, Prins RA, Button DK (1993)
Isolation of typical marine bacteria by dilution culture: growth, maintenance, and characteris-
tics of isolates under laboratory conditions. Appl Environ Microbiol 59:2150-2160

Schut F, Gottschal JC, Prins RA (1997) Isolation and characterization of the marine ultrami-
crobacterium Sphingomonas sp. strain RB2256. FEMS Microbiol Rev 20:363-369

Staley JT, Konopka A (1985) Measurement of in situ activities of nonphotosynthetic microorgan-
isms in aquatic and terrestrial habitats. Ann Rev Microbiol 39:321-346

Stevenson BS, Eichorst SA, Wertz JT, Schmidt TM, Breznak JA (2004) New strategies for cultiva-
tion and detection of previously uncultured microbes. Appl Environ Microbiol 70:4748-4755

Thauer RK, Jungermann K, Decker K (1977) Energy conservation in chemotrophic anaerobic
bacteria. Bacteriol Rev 41:100-180

Vogl K, Glaeser J, Pfannes KR, Wanner G, Overmann J (2006) Chlorobium chlorochromatii
sp. nov., a symbiotic green sulfur bacterium isolated from the phototrophic consortium
“Chlorochromatium aggregatum”. Arch Microbiol 185:363-372

Waterbury JB (1991) The cyanobacteria — isolation, purification, and identification. P.2058 —
2078. In: Balows A, Triiper HG, Dworkin M, Schleifer KH (eds) The prokaryotes, 2nd edn.
Springer, Berlin/Heidelberg/New York, pp 149-196


http://ep.springer-ny.com:6336/contents/
http://141.150.157.117:8080/prokPROD/index.htm

3 Novel Cultivation Strategies for Environmentally Important Microorganisms 89

Whitman WB, Coleman DC, Wiebe WJ (1998) Prokaryotes: The unseen majority. Proc Natl Acad
Sci USA 95:6578-6583

Widdel F (1983) Methods for the enrichment and pure culture isolation of filamentous gliding
sulfate-reducing bacteria. Arch Microbiol 134:282-285

Widdel F, Kohring G-W, Mayer F (1983) Studies on dissimilatory sulfate-reducing bacteria that
decompose fatty acids. III. Characterization of the filamentous gliding Desulfonema limicola
gen. nov. sp. nov., and Desulfonema magnum sp. nov. Arch Microbiol 134:296-294

Zengler K, Toledo G, Rappe M, Elkins J, Mathur EJ, Short JM, Keller M (2002) Cultivating the
uncultured. Proc Natl Acad Sci USA 99:15681-15686



Chapter 4
Environmental Proteomics: Studying Structure
and Function of Microbial Communities

Thomas Schneider and Kathrin Riedel

Introduction

Open Questions in Microbial Ecology

Microbes such as bacteria, fungi and viruses are omnipresent. They play an essen-
tial role in biogeochemical cycles and can decompose virtually all natural com-
pounds, thereby exerting a lasting effect on biosphere and climate. About 20 years
ago microbial ecologists started to realize that activity and physiology of a certain
environment is strongly dependent on the diversity of microbial communities and
interactive processes such as nutrient competition, predation and cellular signalling
(Brock 1987). However, the fact that more than 90% of the microorganisms in a
given environment are un-cultivable (Amann et al. 1995) hampered investigations
aiming towards a deeper insight into the structure and function of biological sys-
tems for a long time and individual contributions of different species to a certain
environment remained largely unknown. The recent development of a multitude of
novel molecular tools bypassing the need to isolate and culture individual microbial
species has opened up a promising new field of research that might revolutionize
our concepts of microbial diversity and physiology within complex consortia and
up to entire ecosystems: (1) 16S rRNA sequencing approaches provide important
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information about species composition and evolution (reviewed in Schloss and
Handelsman 2006), (2) novel shotgun sequencing techniques enable the mapping
of whole metagenomes (reviewed in Vieites et al. 2009) as well as the study of
transcriptional profiles of microbial consortia (see also Chapter 4), and (3) environ-
mental proteomics techniques allow qualitative and quantitative assessment of the
protein complement of an environment (reviewed in Keller and Hettich 2009;
Wilmes and Bond 2009; Verberkmoes et al. 2009a; Schneider & Riedel 2009). The
presented chapter starts with an overview of the historical development and poten-
tial of environmental proteomics, introduces the reader to state-of-the-art proteom-
ics technologies, summarizes the most important publications in the field and
closes with conclusions and future perspectives.

Historical Retrospective of “Omics” Technologies

Until 10 years ago global technologies to analyze microbial genomes, transcriptomes,
proteomes, or even metabolomes were restricted to cultivable mono-species. Today,
tremendous advances in “omics” technologies make it possible to study not only so
far un-cultivable organisms, but complex microbial communities and even entire
ecosystems. Figure 4.1 depicts the historical evolution and technical milestones of
these global molecular approaches. At the turn of the millennium novel shotgun DNA
sequencing technologies such as 454 pyrosequencing (Ahmadian et al. 2006) coupled
with significant cost reduction have boosted culture-independent metagenomics
approaches that suddenly opened up exciting perspectives on the diversity and distri-
bution of indigenous microbial populations in natural environments (reviewed in
Tringe et al. 2005). As yet metagenomics strategies can’t elucidate the functionality
of microorganisms present in the respective ecosystem. Moreover, an enormous
number of newly identified ORFs with no homology to well-characterized genes still
await functional assignment. These limitations have stimulated the development
of environmental transcriptome analyses, although the short half-life of mRNA mol-
ecules, challenging extraction protocols due to interfering organic and inorganic
compounds, and the often low correlation between transcript levels and actual protein
expression still appear to be major drawbacks of metatranscriptome studies (Zhou
and Thompson 2002). Finally, proteomics has emerged as a promising novel tech-
nique to characterize microbial activities at the molecular level. Proteomics, origi-
nally defined as “the large-scale study of proteins expressed by an organism” (Wilkins
et al. 1995), started to develop in the 1970s when protein profiles of single organisms
were analyzed by two-dimensional gel electrophoresis (O-Farrel 1975). At that time
protein identification was, if at all possible, time consuming and cost-intensive due to
a lack of genomic sequence information and advanced protein sequence analyses.
Since the 1990s proteomics has become much more widespread, feasible and reliable
thanks to three technical revolutions: (1) the enormous increase of genomic and meta-
genomic data provides a solid basis for protein identification, (2) tremendous prog-
ressin sensitivity and accuracy of mass spectrometers enables a correct, high-throughput
protein identification, relative and absolute quantification of proteins, and the
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determination of post-translational modifications, and (3) impressive improvements
in computing power and bioinformatics allow processing and evaluation of substan-
tial datasets. Global analyses of proteins involved in biotransformation, i.e. enzymes,
finally allow a holistic characterization of microbial metabolic dynamics and shed
light on the regulation of the metabolome, the complete set of metabolic intermedi-
ates, signalling molecules and secondary metabolites found within a biological sample



94 T. Schneider and K. Riedel

(Bochner 2009). State-of-the-art proteomics technologies and future perspectives will
be discussed in the following paragraphs.

Environmental Proteomics — A Babylonian Confusion?

Less than 5 years ago Wilmes and Bond (2004) defined metaproteomics as ‘“‘the
large-scale characterization of the entire protein complement of environmental
microbiota at a given point in time”; meanwhile rapid advances and multi-fold
applications of high-throughput “omics” technologies have led to many novel
denominations including environmental proteomics, community proteomics, Or
community proteogenomics. These terms are often used as synonyms; however, as
rightly stated by Verberkmoes et al. (2009a), they stand in fact for slightly different
experimental setups and outcomes. While environmental proteomics should be
regarded as a generic term simply describing proteome analyses of environmental
samples, metaproteomics comprises studies of highly complex biological systems
which do not allow assigning large numbers of proteins to specific species within
phylotypes. In contrast, the term community proteomics implies that most of the
identified proteins can be related to specific members of the community; thus far
such studies have been limited to low- or medium-complexity environments.
The term proteogenomics, which was initially used to describe the application of
proteomics for the enhancement of gene annotations, does nowadays also define
the assessment of strain or species variations and the evolutionary development of
the genomic makeup of certain environments (Verberkmoes et al. 2009a).

Potential Applications of Environmental Proteomics

In their natural habitat microorganisms are often facing expeditious and harsh
changes of environmental parameters such as temperature, humidity, nutrient avail-
ability, and predators. Most microbes overcome these challenges rapidly by altering
their protein expression profiles but not by genomic rearrangements. Consequently,
the mere study of individual genes and their regulation is not sufficient to fully
understand microbial adaptation strategies and post-genomic analyses including
transcriptomics and proteomics are urgently needed to investigate the physiology of
complex microbial consortia at a molecular level.

Even though still in its infancy, environmental proteomics already comprises a
real “treasure chest” of technologies ranging from simple protein cataloging (e.g. by
mapping the protein complement of an ecosystem at a certain time point), to
comparative and quantitative proteomics (e.g. by evaluating how different environ-
mental conditions affect protein expression), analyses of protein localizations,
discovery of post-translational modifications which might affect protein functionality,
investigation of protein-protein interactions, and even determination of amino-acid
sequences and genotypes e.g. by strain-resolved proteogenomics.
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Hence, potential applications of the above listed technologies in microbial ecology
are numerous and include the description of novel functional genes, the identification
of completely new catalytic enzymes or entire metabolic pathways and the description
of functional bioindicators to monitor dynamics and sustainability of environment
quality (reviewed in Maron et al. 2007). Further improvement and concerted usage
of the complete set of “omics” technologies will allow us to revisit microbial ecology
concepts by linking genetic and functional diversity in microbial communities and
relating taxonomic and functional diversity to ecosystem stability.

State-of-the-Art Proteomics Technologies

A standard proteomics experiment typically comprises three basic steps (Fig. 4.2):
(1) sample preparation including protein extraction, purification, and concentration,
(2) protein or peptide separation and mass spectrometry (MS) analysis, and (3)
protein identification based on the obtained MS and/or tandem mass spectrometry
(MS/MS) data. A trustworthy proteome analysis includes furthermore the validation
of the obtained results by complementary approaches e.g. transcriptome analyses,
quantitative PCR, or (if applicable) phenotypical assays. Metaproteomics approaches
employ basically similar experimental setups although they need to overcome
additional challenges inherent in samples from natural environments e.g. high
organism/protein complexity, over- or under-representation of certain organisms/
proteins, heterogeneity of organic and inorganic contaminants etc. The following
paragraphs will give an overview of state-of-the-art proteomics techniques focussing
on the requirements of environmental proteomics and will discuss weaknesses and
strengths of different experimental strategies.

Sample Preparation

The first critical step in a metaproteome experiment is the comprehensive extraction
of the entire protein complement of a given sample; thereby the respective protocol
should be as efficient, non-biased and reproducible as possible. Moreover, it is cru-
cial to avoid the addition of organic or inorganic compounds/solvents that might
interfere with sequential protein separation and mass spectrometry. Dependent on
sample type (e.g. activated sludge, ocean or ground water, soil) and complexity, dif-
ferent extraction strategies have to be employed. For activated sludge, an environ-
ment of moderate complexity, a multi-step protocol has been developed which
included various washing buffers, French press lyses and precipitation procedures
and resulted in a satisfying number of identified proteins (Wilmes and Bond 2004;
Wilmes et al. 2008a, b). Protein extraction from highly complex samples such as
soil, which is mainly hampered by the presence of perturbing matrix compounds
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(e.g. humic acids), requires even harsher extraction procedures e.g. snap-freeze
protein extraction (Singleton et al. 2003), hydrofluoric acid to dissolve soil minerals
(Schulze et al. 2005), or NaOH extraction followed by phenol treatment (Benndorf
et al. 2007, 2009). The relatively low number of proteins identified so far from soil-
derived samples (see following paragraphs) demonstrates the need for improved
protein extraction methods in order to obtain sufficiently concentrated and purified
protein samples from complex environments for down-stream analyses.

Protein/Peptide Separation and Mass Spectrometry Analyses

Protein or peptide separation by gel-based or chromatographic techniques. Protein
samples derived from natural environments do not lend themselves to direct MS
analysis; rather, sample complexity has to be reduced first by gel-based or chromato-
graphic techniques. This can either be accomplished on the protein level (“top-down
approaches”) or on the peptide level after proteolytic degradation of sample proteins
(“bottom-up approach” or “shotgun” proteomics). For many years two-dimensional
polyacrylamide gel electrophoresis (2D-PAGE) was regarded as the “gold standard”
of proteomics research (O-Farrel 1975; Gorg et al. 1988). With this method proteins
are first separated along a pH gradient by isoelectric focussing, followed by a second
separation according to mass on SDS-PAGE gels. In this way, over a thousand pro-
teins can be resolved on a single gel as discrete spots. Staining the gels (e.g. with
silver, Coomassie blue, or fluorescent dyes) allows the direct determination of pro-
tein expression rates based on protein spot size and intensity. Protein spots can be
subsequently excised and digested in-gel (most commonly with trypsin) prior to
mass spectrometric analysis. A significant improvement of this technology was
introduced in the late 1990s, when it became possible to label different samples with
fluorescent dyes and pool these samples before 2D-PAGE (Unlii et al. 1997), thereby
reducing experimental variations. Nevertheless, 2D-PAGE, which has been employed
in various environmental studies (see following paragraphs), suffers from numerous
limitations: (1) separation of proteins with extreme molecular masses and isoelectric
points as well as hydrophobic proteins (membrane protein) by 2D-PAGE is
extremely difficult, (2) co-migration of proteins within the gel hampers accurate
identification and quantification, and (3) the method is hardly automatable and con-
sequently unsuited for high-throughput analyses. Recently, one- or multi-dimen-
sional liquid chromatography (LC) coupled to mass spectrometry has emerged as a
promising alterative to 2D-PAGE (reviewed in Lane 2005). An experimental strategy
that has proven extremely useful for the analysis of membrane proteins or highly
polluted samples (where contaminants might interfere with trypsin digestion) is the
separation of proteins by 1D-PAGE, followed by in-gel digestion of excised protein
bands and separation of the resulting peptides by reverse phase chromatography.
Finally, the so-called shotgun proteomics employing two- or multidimensional chro-
matography (e.g. strong cation exchange chromatography followed by reverse-phase
chromatography) to separate peptides generated by trypsin digestion of original
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protein samples (reviewed in Motoyama et al. 2008) gains more and more
momentum for environmental proteomics studies. The major advantage of these
approaches is their high level of automation, i.e. an online connection of chromatog-
raphy and mass spectrometry enabling the generation of thousands of mass spectra
per hour and thus greatly facilitating high-throughput analyses.

Mass spectrometry. After applying gel-based or chromatographic separation meth-
ods to reduce sample complexity sufficiently, peptide mixtures undergo mass spec-
trometry analyses. Generally a mass spectrometer consists of three components: an
ion source, a mass-analyzer that measures the mass to charge (m/z) ratio of the ion-
ized particles, and a detector that monitors the number of signals at each m/z value
(reviewed in Aebersold and Mann 2003; Domon and Aebersold 2006) . Frequently
used ionization techniques are (1) matrix-assisted laser desorption/ionization
(MALDI), where the ionization of matrix-embedded peptides is triggered by a laser
beam and (2) electrospray ionization (ESI), where the ionization is achieved by
dispersing a peptide-containing liquid by electrospray; these ion sources can then be
coupled to various mass analyzers, most commonly time-of-flight (Tof) or ion traps.
Successful environmental proteomics studies require tandem mass spectrometers
with high resolution, sensitivity and mass-accuracy; moreover, automation, e.g.
coupling LC separation directly to ESI-MS, greatly facilitates the analyses of numer-
ous, complex samples. State-of-the-art mass spectrometers such as hybride quadru-
pole time-of-flight (Q-Tof) analysers, Fourier-transformation ion cyclotron resonance
(FT-ICR) mass spectrometers (Marshall et al. 1998), or LTQ-Orbitrap mass spec-
trometers (Hu et al. 2005) allow highly accurate mass determination in the low-ppm
to sub-ppm range. Very recently, an ultra-high resolution Tof analyser (maXis) with
thus far un-matched accuracy, resolution and sensitivity has been developed that will
further boost the application of mass spectrometry for metaproteome analyses.

Data Analysis and Protein Identification

There are generally two main routes for protein identification: (1) peptide mass finger-
printing that matches peptide masses measured by MS with those calculated in silico
for each protein entry in the database and (2) tandem mass spectrometry (MS/MS) that
determines peptide masses and generates additional peptide sequence information.

Peptide mass fingerprinting (PMF). The identification of proteins based on PMF
requires the presence of the respective protein sequence information in the refer-
ence database; such data are mainly generated by genome or metagenome sequenc-
ing projects. Consequently, PMF is generally not suited for organisms or microbial
communities where little or no sequence information is available, which naturally
limits its application for environmental proteomics studies.

Identification of proteins by MS and MS/MS data. MS/MS is emerging as the most
reliable tool to identify proteins; it determines the masses of fragment ions that have
been generated by the fragmentation of specific parent ions; this information can then
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be used to generate peptide sequence information if the reference database contains a
protein/peptide with similar fragmentation characteristics (Hunt et al. 1986). Software
packages such as Mascot (Perkins et al. 1999), SEQUEST (Eng et al. 1994), or
Xltandem (Craig and Beavis 2004) allow high-throughput analyses of thousands of
un-interpreted experimental MS and MS/MS spectra that can be generated by a single
MS run. The newest generation of mass spectrometers provides MS/MS data with suf-
ficient mass accuracy to deduce the exact amino acid sequence of peptides (Nesvizhskii
et al. 2007). De-novo sequencing of peptides is especially useful for the identification/
characterization of proteins for which no homologue in the database exists and thus
highly suitable for metaproteome analyses of unexplored microbial communities.

Data Evaluation

Analogous to conventional proteome analyses, metaproteomics data should be
evaluated by complementary approaches, e.g.16S rRNA-pyrosequencing or
fluorescent in-situ hybridization (FISH) to assess community composition, and
also transcriptome analyses and quantitative PCR approaches to confirm the
expression of protein coding genes on the mRNA level. If applicable, phenotypical
assays (e.g. enzymatic measurements) should be employed to confirm the expression
and functionality of certain proteins. Naturally, the isolation of RNA and active
proteins from environmental samples is hampered by sample complexity and interfering
contaminants, thus a comprehensive validation of data obtained by metaproteome
analyses remains extremely challenging.

Current Environmental Proteomics Studies — Where
Are We So Far?

Even though microorganisms are of major importance for every biological system as
they contribute to global nutrient cycling, organic matter decomposition, eutrophization,
and many other processes, the application of community or metaproteome analyses to
study structure and function of uncultivable microorganisms or microbial communities
in their natural environment is still limited (Table 4.1). In the following paragraphs we
will discuss milestone publications in detail, starting with low-complexity communities,
e.g. mixed biofilms, followed by medium-complexity habitats, e.g. animal and human
intestinal tract, up to highly complex habitats, e.g. aqueous or soil environments.

Community Proteomics of Marine Symbionts of Riftia pachyptila

The deep-sea tube worm R. pachyptila harbours a specialized organ, the trophosome,
filled with sulphide-oxidizing endosymbiotic bacteria that provide the worm with
carbon, nitrogen and other nutrients. An intracellular and membrane protein reference
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map based on metagenomic data of the endosymbionts (Robidart et al. 2008) was
created by 2D-PAGE coupled to MALDI-Tof MS and 1D-PAGE combined with
2D-LC-MS/MS (Markert et al. 2007). It showed that the bacteria simultaneously
express enzymes of the Calvin cycle and the reductive TCA cycle to fix CO,.
Moreover, the comparison of protein profiles derived from sulphide-rich and sul-
phide-depleted environments indicated that the Riftia endosymbionts repress the
expression of energetically costly sulphide-oxidation-related enzymes and the key
Calvin cycle enzyme RubisCo in favour of less ATP-consuming TCA cycle
enzymes when H,S is limited (Markert et al. 2007).

Whole-Community Proteomics of Richmond Acid Mine
Drainage (AMD) Mixed Biofilms

An outstanding example for a comprehensive shotgun proteomics approach
(2D-LC-MS/MS) is represented by the study of Ram et al. (2005) who investigated
the protein complement of natural biofilms present in the acid drainage of the
Richmond mine that exhibit a comparatively low complexity . The authors identi-
fied more than 2,000 proteins from the five most abundant species and obtained a
remarkable 48% protein coverage for the dominant biofilm organism Leptospirillum
group IL. In further analyses of the same biofilms, Lo et al. (2007) were able to
differentiate between peptides of discrete AMD populations and found strong
evidence for interpopulation recombination — an approach strongly dependent on a
database containing strain-specific genome information and referred to as “strain-
resolving proteogenomics”. The study was expanded by Denef et al. (2009), whose
extensive analysis of 27 distinct AMD biofilm protein profiles revealed that specific
environmental conditions select for particular recombinant types thus leading to a
fine-scale tuning of microbial populations.

Proteome Analyses of Waste Water Treatment Plants
and Activated Sludge

Lacerda et al. (2007) investigated the response of a natural community in a contin-
uous-flow wastewater treatment bioreactor to an inhibitory level of cadmium by
2D-PAGE combined with MALDI-Tof/Tof MS and de-novo sequencing. The
authors observed a significant shift of the community proteome after cadmium
shock, as indicated by the differential expression of more than 100 proteins including
ATPases, oxidoreductases and transport proteins. Park et al. (2008) analyzed the
protein complement of extracellular polymeric substances of activated sludge flocs
by 1D-PAGE combined with LC-MS/MS and identified a limited number of bacterial
but also human polypeptides, among them proteins associated with bacterial
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defense, cell appendages, outer membrane proteins and a human elastase. In 2004,
Wilmes and Bond (2004) studied the molecular mechanisms of enhanced biological
phosphorus removal (EBPR) by a comparative metaproteome analysis of two
laboratory wastewater sludge microbial communities with and without EBPR
performance by 2D-PAGE combined to MALDI-Tof MS. Major differences in
protein expression profiles between the two reactors were detected. A short time
later, more than 2,300 proteins were identified by 2D-LC-MS/MS analyses of
activated sludge (Wilmes et al. 2008a, b), aided by reference metagenomic data
from studies of EBPR sludge (Garcia Martin et al. 2006). The obtained data indi-
cated that the uncultured polyphosphate-accumulating bacterium “Candidatus
Accumulibacter phosphatis” is dominating the microbial community of the EBPR reac-
tor and further enabled an extensive analysis of metabolic pathways, e.g. denitri-
fication, fatty acid cycling and glyoxylate bypass, all central to EBPR.

Community Proteomics of Animal and Human Intestinal Tracts

Warnecke et al. (2007) employed a combined genomics and 3D-LC-MS/MS pro-
teomics approach to investigate the microbial community present in the hindgut of
higher wood-feeding termites. They reported the presence of a large set of bacterial
enzymes involved in the degradation of cellulose and xylan and other important
symbiotic functions such as H, metabolism, CO,-reductive acetogenesis and N, fixation.
In a more recent study Toyoda et al. (2009) used 1D-PAGE coupled to MS/MS to
identify cellulose-binding proteins derived from sheep rumen; among these proteins
were endoglucanase F of the cellulolytic bacterium Fibrobacter succinogenes and
fungal exoglucanase Cel6A (Piromyces equi). Klaassens et al. (2007) studied the
functionality of the uncultured microbiota of human infant stool samples by
2D-PAGE combined with MALDI-Tof MS. The authors observed time-dependent
changes in the gut metaproteome, but were not able to identify more than one protein
exhibiting high similarity to a bifidobacterial transaldolase due to at that time limited
microbiome sequence information. Finally, Verberkmoes et al. (2009b) identified
several thousand proteins present in human fecal samples by an extensive shotgun
proteome analysis, among them bacterial proteins involved in well-known but also
un-described microbial pathways and human antimicrobial peptides.

Metaproteome Analyses of Ocean Water

One of the very first metaproteome analyses was presented by Kan et al. (2005),
who compared protein profiles from various sample origins of the Chesapeake Bay
by 2D-PAGE and tried to identify protein spots excised from the gels by an LC-MS/
MS approach; however, the obtained information was rather limited, as a substantial
DNA sequence background was still lacking. Recently, Sowell et al. (2009)
published a comprehensive study of the Sargasso Sea surface metaproteome.
The authors employed 2D-LC coupled to MS/MS and identified over 1,000 proteins,
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among them an overwhelming number of SAR11 periplasmic substrate-binding
proteins as well as Prochlorococcus and Synechococcus proteins involved in
photosynthesis and carbon fixation. High abundance of SAR11 transporters suggests
that cells endeavor to maximize nutrient uptake activity and thus gain a competitive
advantage in nutrient-depleted environments.

Metaproteome Studies of Highly Complex Groundwater
and Soil Environments

Schulze et al. (2005) presented an interesting functional insight into the complex micro-
bial communities present in dissolved organic matter from lake water and seepage water
adhering to soil micro-particles. Although the number of proteins identified by
2D-LC-MS/MS was comparatively low, the authors were able to assign functional
proteins to broad taxonomic groups and observed rather unexpected seasonal variations
of the protein complement. Notably, decomposing enzymes were only found among
proteins extracted from soil particles, thereby indicating that the degradation of soil
organic matter mainly takes place in biofilm-associated communities. More recently,
Benndorf et al. (2007) published a metaproteome analysis of protein extracts from
contaminated soil and groundwater employing either 1D- or 2-D-PAGE combined with
LC and MS/MS. Proteome analyses of soils mainly suffer from numerous inorganic and
organic contaminants, which hamper protein separation and identification; thus, only 59
proteins could be identified although the authors presented a multi-step purification
protocol combining NaOH treatment and phenol extraction. A similar approach was
employed to investigate the metaproteome of an anaerobic benzene degrading com-
munity inhabiting aquifier sediments (Benndorf et al. 2009). Even though only a hand-
ful of proteins were identified — among them an enoyl-CoA hydratase involved in the
anoxic degradation of xenobiotics —, the authors demonstrated that their metaproteome
extraction method is potentially valuable to investigate anoxic microbial communities.

Future Perspectives and Final Remarks

When viewed in relation to its enormous potential, the actual output of environmental
proteomics appears so far to be disappointingly limited. Present studies have mainly
focussed on microbial communities with a relatively low diversity or dominated by a
particular phylogenetic group. The main obstacles towards a comprehensive
metaproteome coverage seem to be (1) the irregular species distribution within
environmental samples, (2) the wide range of protein expression levels within
microbial cells and (3) the enormous genetic heterogeneity within microbial popu-
lations (Wilmes and Bond 2009). It is encouraging to note, however, that constantly
improving extraction methods alongside advances in down-stream mass spectrometry
technology and a steadily growing pool of bioinformatics data might soon help to
overcome the current challenges and limitations of metaproteomics research.
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Improvements of Mass Spectrometer Sensitivity and Accuracy

A successful environmental proteomics experiment entails the reliable identification
not only of the predominant but also of low-abundance proteins, which intimately
depends on ultra-sensitive and highly accurate mass spectrometers. A significant
and foreseeable improvement in mass spectrometry performance will enable us to
(1) identify low-abundance but important gene products e.g. proteins involved in
transcriptional and translational regulation, (2) evaluate the spatial distribution of
proteins within complex habitats and (3) investigate proteins on such a fine scale
that we might even envision single cell proteome analyses.

Quantitative Metaproteomics — Dream or Reality?

Another important future line of research will take advantage of the increasing
power of metaproteomics approaches to quantitatively analyse/compare protein
expression rates in environmental samples. Despite its well-known drawbacks,
2D-PAGE has dominated quantitative protein expression studies until recently;
moreover, quantitative proteomics has been strictly limited to biological systems of
low complexity. Nowadays, 2D-gel free LC-MS-based technologies have emerged
as powerful tools for comparative/quantitative proteome studies and might be also
employed for in-depth, quantitative proteome profiling of complex environments.
A revolutionary development in the field of quantitative proteomics was the intro-
duction of isotope- or isobar-tag based technologies e.g. ICAT (Gygi et al. 1999),
iTRAQ (Ross et al. 2004), and ANIBAL (Panchaud et al. 2008). However, so far
none of these methods was used to assess protein expression in complex environ-
mental samples, which might be due to the fact that these techniques are relatively
costly, can only be applied to a limited number of samples and need considerable
post-processing of the original samples. These serious disadvantages might be
overcome by novel label-free techniques, which are either based on measuring
signal intensities of peptide precursor ions belonging to a particular protein (e.g.
Ono et al. 2006) or on counting fragment spectra of peptides used to identify a
certain protein (e.g. Gilchrist et al. 2006). The first approach relies on high-quality
mass-spectrometric data characterized by high mass accuracy to reduce interfering
signals and optimized peptide chromatographic reproducibility, which allows the
correlation of corresponding peptides in different samples. Promising tools to meet
these requirements are the newest generation electrospray ultra-high resolution
TOF mass spectrometers, which might even have the potential to generate reliable
quantitative data from complex environments. Another advantage of label-free
approaches is their comparable high dynamic range, which is of particular importance
when multifaceted and large protein changes within different samples have to
be anticipated (reviewed in Bantscheff et al. 2007). Even though promising, these
novel approaches still encounter certain limitations: On the one hand, they are less
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accurate than 2D-PAGE or label-based quantitative technologies as samples have to be
analyzed separately; to overcome this it is crucial that sample preparation and analysis
become highly standardised and reproducible. On the other hand, the analysis of
complex datasets places enormous demands on computational power. At present
the development of commensurate hardware and, even more importantly, software tools
lags behind the advances in mass spectrometry (Choi et al. 2008; Ono et al. 2006).

Final Remarks

Proteomics is one of today’s fastest developing research areas and has contributed
substantially to our understanding of individual organisms at the cellular level. Its
attractiveness stems from being able to probe many protein functions and responses
simultaneously, and seems also ideally suited to improve our knowledge of the
complex interplay between the constitution of a habitat, diversity and architecture
of microbial communities and ecosystem functioning. Recently, a limited number
of studies describing large-scale proteome analyses of environmental samples
have demonstrated the huge potential of metaproteomics to unveil the molecular
mechanisms involved in function, interaction, physiology and evolution of microbial
communities. Moreover, the rapidly growing number of genomic and metage-
nomic sequences together with revolutionary advances in protein analysis and
bioinformatics have opened up a completely new range of applications, e.g. studying
the impact of environmental changes upon protein expression profiles of entire
microbial communities (“quantitative metaproteomics”) or measuring low-level
protein expression differences in order to resolve the functional significance of spatial
protein distribution within a given environment. In conclusion, the comprehensive
knowledge gained by the concerted application of system-level approaches such as
genomics, transcriptomics, proteomics and metabolomics will greatly advance our
understanding of biogeochemical cycles and will facilitate the use of biotechnologies
that rely on microbial communities or un-cultivable organisms.
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Chapter 5
Analysis of Microbial Communities
by Functional Gene Arrays

Joy D. Van Nostrand, Zhili He, and Jizhong Zhou

Introduction

A major hurdle to the study of microbial communities is that only about 1% of
microorganisms are cultivated (Whitman et al. 1998). As such, culture-independent
approaches are necessary in order to examine the vast majority of environmental
microorganisms. Many molecular techniques are available for community analy-
sis, and most of these techniques utilize phylogenetic markers such as the 16S
rRNA or the DNA gyrase gene (gyrB) (Wilson et al. 1990; Yamamoto and
Harayama 1995; Hugenholtz et al. 1998; Brodie et al. 2006). While the use of
these genes provides information regarding phylogenic diversity and structure of
a microbial community, they don’t provide much, if any information relating to the
functional potential and/or activity of the community. Functional genes have been
used to examine both phylogenetic and functional diversities (e.g., McDonald
et al. 1995; Braker et al. 1998). However, even if multiple functional genes are
examined, conventional molecular techniques only provide information on a small
fraction of the community. This is because conserved PCR primers cannot be
designed for many functional genes of interest due to a lack of sequence homology
or a lack of a sufficient number of sequences. Consequently, conventional PCR-
based approaches cannot be used to detect and quantify many functional genes of
interest. As such, a more comprehensive technique is required to provide a full
picture of microbial community activity and dynamics in a rapid, parallel, and
high-through-put manner.

Use of microarrays is one way to overcome these limitations. Microarrays
provide a rapid and high-throughput method of examining thousands of functional
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genes at one time without the need for conserved primers. Microarray technology
was first developed for analyzing gene expression in the plant Arabidopsis thaliana
(Schena et al. 1995). Such gene expression arrays are now commonly used to study
individual microorganisms. However, the potential usefulness of microarray technology
was greatly expanded when Guschin and colleagues (1997) proposed and tested the
use of microarrays to study microbial communities. Now, several different types of
arrays are available for the study of microbial communities in the environment
(Zhou and Thompson 2002; Zhou 2003; Gentry et al. 2006). Phylogenetic oligonu-
cleotide arrays (POA) are designed to determine community composition or phylo-
genetic relatedness using 16S rRNA or other phylogenetically informative genes
(Small et al. 2001; Loy et al. 2001; Wilson et al. 2002). The most comprehensive
POA is the PhyloChip, which contains almost 300,000 perfect-match and mismatch
probes for 842 subfamilies (Brodie et al. 2006); although the 23S rRNA gene has
also been used for POA construction (Lee et al. 2006). Community genome arrays
(CGA) are used to examine the relatedness of microbial strains or to detect specific
microorganisms in the environment using whole genomic DNA of individual species
or strains as probes (Wu et al. 2004; Zhang et al. 2004; Wu et al. 2008). Metagenomic
arrays (MGA) are made using clone libraries created from environmental DNA as
probes (Sebat et al. 2003). This array was used as a high-throughput screening
method for clone libraries. Whole-genome open reading frame (ORF) arrays (WGA)
are comprised of probes for all ORFs in one or more genomes (Wilson et al. 1999).
This type of array has been used to examine the diversity and relatedness of several
metal-reducing Shewanella strains (Murray et al. 2001). A WGA of 353 virulence
factors was used to evaluate over 100 strains of Pseudomonas syringae to determine
those genes associated with host specificity and several genes were identified that
were statistically associated with specific hosts (Sarkar et al. 2006). Functional gene
arrays (FGA) are composed of probes for key genes involved in microbial functional
processes of interest (Wu et al. 2001; Gentry et al. 2006; He et al. 2007). FGAs allow
for the simultaneous examination of many functional gene groups (Wu et al. 2001;
Zhou and Thompson 2002; Gentry et al. 2006; Wu et al. 2006; He et al. 2007;
Wagner et al. 2007; Zhou et al. 2008; Wang et al. 2009) unlike PCR-based tech-
niques, which limit the number of genes that can be examined at once. The focus of
this chapter will be the development and application of FGAs.

Functional Gene Array Development

The first reported FGA contained ~100 PCR-amplicon probes targeting N-cycling
genes (nirS, nirK, amoA, and pmoA) (Wu et al. 2001). However, the use of PCR-
based probes limits the comprehensiveness of an array since a very large number of
diverse bacterial strains and environmental clones would be required. Another issue
with the use of PCR probes is the need to develop conserved primers for each gene
or gene group, which would pose a problem as no conserved PCR primers can be
designed for many functional genes of interest. In addition, although fairly conserved
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primers can be designed for some functional genes of interest, it iS sometimes
difficult to amplify these genes from environmental samples. To overcome these
technical challenges, oligonucleotide probes have been used instead of PCR
amplicons. Oligonucleotide probes have higher specificity but lower sensitivity than
PCR-based probes (Zhou 2003), can be easily customized allowing more targeted
probe design (Denef et al. 2003; Zhou 2003; Gentry et al. 2006), and are relatively
inexpensive. As such, FGAs are often constructed using oligonucleotide probes.

In the decade since the first FGA was reported, several different FGAs have been
developed (Cho and Tiedje 2002; Bodrossy et al. 2003; Rhee et al. 2004; Gentry
et al. 2006; Zhang et al. 2006). Some have targeted specific functional groups or
genes, such as antibiotic resistance (Call et al. 2003), organic contaminant degradation
and metal resistance (Rhee et al. 2004), N-cycling (Taroncher-Oldenburg et al. 2003;
Steward et al. 2004; Tiquia et al. 2004), methanotrophs (Stralis-Pavese et al. 2004),
virulence factors and pathogen-specific markers (Miller et al. 2008; Palka-Santini
et al. 2009), nodC variants (Bontemps et al. 2005), or specific locations like acid
mine drainage sites (Yin et al. 2007). To date, the most comprehensive FGA reported
is the GeoChip 2.0 (He et al. 2007), a high density FGA, with 24,243 50-mer oligo-
nucleotide probes, targeting ~10,000 functional genes from 150 gene families
involved in the geochemical cycling of C, N, and P cycling, sulfate reduction, metal
reduction and resistance, and organic contaminant degradation. The GeoChip was
designed to provide sufficient oligonucleotide probe specificity for genes that have
high homologies and to provide a truly comprehensive FGA probe set, both of which
were lacking in previous FGAs (He et al. 2007). A newer version, GeoChip 3.0,
which covers ~47,000 sequences from 292 gene families, covering twice as many
functional gene groups as GeoChip 2.0, including the phylogenetic marker gyrB, has
been developed (He et al. 2010a).

Comparison of FGA to Other High-Throughput Genomic
Technologies

Several high-throughput methods are available for microbial community studies in
addition to GeoChip, including the PhyloChip and barcode-based high-throughput
sequencing. In contrast to 16S rRNA gene-based microarrays (e.g., PhyloChip) and
sequencing technologies (e.g., 454), functional gene arrays (e.g., GeoChips) have
several advantages: (a) Detecting functions. While PhyloChip is a powerful tool for
examining microbial communities, this array only has probes for the 16S rRNA
gene to detect the presence of a strain but not its functional activity. Sequencing
allows for obtaining hundreds of thousands of sequences, but requires an initial
PCR step. As mentioned above, the use of PCR primer based methods are limited
since primers are only available for a limited number of functional genes. In addi-
tion, the sheer number of reactions would be prohibitive. Therefore, an examination
of a wide variety of functional genes of interest is nearly impossible with this
method. FGAs, however, use functional gene markers and thus provide information
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on the potential metabolic functions of a community (Wu et al. 2001; He et al.
2007). As such, GeoChip, which contains probes for thousands of functional genes,
is particularly useful in linking microbial community structure to community func-
tion (He et al. 2007; 2010a). (b) Higher resolution. GeoChip can provide resolution
at the species-strain level (Tiquia et al. 2004); whereas the resolution of PhyloChip
is at the family-subfamily level (DeSantis et al. 2007) and 16S rRNA gene-based
sequencing can generally provide resolution at the genus-species level (He Z et al.,
unpublished data). (c) Quantitation. Many ecological studies require quantitative
information regarding microbial abundance. Since PhyloChip and sequencing
require PCR amplification steps, these techniques may not provide quantitative
results because amplification bias is a well-known phenomenon in PCR (Warnecke
et al. 1997, Lueders and Friedrich 2003; Suzuki and Giovannoni 1996). In contrast,
GeoChip does not rely on PCR amplification for detection. Previous studies with
FGAs have shown that hybridization of template DNA with or without random
amplification are quite quantitative (Wu et al. 2001; Tiquia et al. 2004; Rhee et al.
2004; Wu et al. 2006; Gao et al. 2007). In addition, whole community genome
amplification (WCGA), which can be used to increase the amount of DNA avail-
able for hybridization has been shown to produce minimal bias (Wu et al. 2006).
In addition to the process differences discussed above, these technologies also
have advantages and disadvantages specific to the study of microbial community
structure and dynamics. These include (a) Random sampling errors. Although meta-
genomic technologies are able to provide a lot of data, only a small portion of the
microbial community is actually sampled in most studies. Mckenna et al. (2008)
obtained only ~1,400 rRNA gene sequences per sample from the gut microbiome of
Rhesus macaques using 454 sequencing, an underestimate of the gut community
based on Chaol estimates. With an estimated density of 10''-10'? bacterial cells per
mL (Whitman et al. 1998) or 10°-10' g=! of stool (Palmer et al. 2007) in the human
gut, results of 454 pyrosequencing would be expected to greatly underestimate the
microbial community. If the sampling process is completely random, theoretically,
the probability of sampling the same portion of a community over multiple sampling
events would be small (Zhou et al. 2008). Although dominant populations would, in
all probability, be sampled multiple times, it is still not possible to ensure that the
same populations of a microbial community are measured across different sampling
events. As such, the estimated species richness would be subjected to random sam-
pling errors. In contrast, microarray-based approaches compare all samples against
the same set of probes (i.e., those contained on the array), ensuring that the same
population are sampled for comparison across all samples in a study. As a result, the
artifact due to the nature of random sampling can be minimized if not eliminated. (b)
Relative abundance. Unlike pure cultures, the abundance of different species in a
microbial community varies greatly. Sequencing-based approaches will be very sen-
sitive to the distribution of species abundance. For instance, if the abundance of spe-
cies A is 5% of the abundance of species B; theoretically, only one of the 20 molecules
sequenced will be from species A while the remainder would be from species B.
To have a 1x sequence coverage for species A, 20-fold more sequencing effort would
be required. Thus, detecting all of the rare species within a community would not be
cost effective or feasible even with next-generation sequencing technologies.
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Microarray-based detection approaches are not affected by the relative abundance of
species as long as their abundance is above the detection limit. (c) Detecting new
sequences. Sequenced-based technologies can find new or novel sequences since
there are no limitations on what sequences are sequenced. However, because microar-
rays are limited to detecting only sequences covered by the probe sequences on an
array, detecting new sequences is impossible. (d) Community comparison. Randomly
sequencing a small portion of the microbial communities from different environ-
ments or conditions may not be informative or meaningful for comparative purposes
due to random sampling errors (Zhou et al. 2008), as discussed above, unless sufficient
sequencing coverage is achieved. In contrast, since microarrays interrogate communi-
ties with the same set of probes across samples, comparisons between samples and
environments can easily be made. (e) Cost. In addition, although sequencing tech-
nology has developed rapidly and the cost per base pair has decreased considerably,
sequencing capacity and cost are still limiting factors when entire microbial commu-
nities and/or multiple communities are considered. In contrast, after the initial
output for printing and imaging equipment, microarray analysis is much less expen-
sive than 454 pyroequencing, even for multiple samples with a barcode approach.

Design and Development of Geochip

Probe Design

A flowchart of the basic design protocol is shown in Fig. 5.1. First, specific func-
tional genes for key functional processes of interest are selected. Genes should be

Array Development Pipeline Target Preparation Data Analysis Pipeline
N
Sequence selection by Nucleic acid extraction 4{ Data cleaning
keywords and purification )
I |
e N N
HMMER evaluation Whole community nucleic Data normalization
acid amplification )
[ N I J
50mer probe design and ( h )
array printing Nucleic acid labeling Statistical analysis
J

A

{ Hybridization

[ Digital image analysis

Fig. 5.1 Major steps for GeoChip design and use. See text for full explanation of all steps
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chosen for key enzymes or proteins that are vital to pathways or functions of inter-
est. Public databases (e.g., GenBank) are searched automatically using selected
keywords and resulting sequences are downloaded. Care should be taken in select-
ing keywords as genes may be annotated differently in different microorganisms or
may have a more general or specific description so using very broad key words is
often best. Second, the downloaded sequences are evaluated using HMMER align-
ment (http://hmmer.wustl.edu/) with seed sequences, which have had protein iden-
tity and function and experimentally confirmed. The selection of seed sequences is
a critical step in probe design and care should be taken in choosing appropriate
sequences. The seed sequences are stored in a database for later array updates.
Sequences passing HMMER alignment are deposited to a local sequence database.
Third, gene-specific or group-specific 50-mer oligonucleotide probes are designed
with CommOligo (Li et al. 2005) using experimentally determined criteria based
on sequence homology (<90% identity for gene-specific; >96% for group-specific),
continuous stretch length (<20 bases for gene-specific; >35 for group-specific), and
free energy (= —35 kJ mol! for gene-specific; < —60 kJ mol™ for group-specific
(He et al. 2005b; Leibich et al. 2006). In addition, to ensure specificity, all designed
probes are screened against the GenBank database. Finally, the resultant probes are
then commercially synthesized and used for array construction. Probes can be spotted
onto glass slides (Taroncher-Oldenburg et al. 2003; Tiquia et al. 2004; Rhee et al.
2004) or nylon membranes (Steward et al. 2004). Glass slides are generally used
since they produce less background fluorescence (Schena et al. 1995, 1996) and
allow higher probe density (Ehrenreich 2000).

Target Preparation

An important factor in obtaining reliable microarray data is to use high quality DNA
or RNA. The key steps in target preparation are shown in Fig. 5.1. Microbial com-
munity DNA from environmental samples is generally extracted and purified using
a well-established freeze-grind method since it results in large fragments of genomic
DNA (Zhou et al. 1996; Hurt et al. 2001) which are important if the DNA needs to
be amplified. The purified DNA should have A, :A, > 1.8 and A ‘A, > 1.7. We
have had success with the use of agarose gel purification followed by a phenol-
chloroform-butanol extraction (Liang et al. 2009b). Impurities in the DNA can
inhibit subsequent amplification, labeling and hybridization processes. If < 2.0 ug of
DNA is obtained, WCGA can be used to increase the amount of DNA available for
hybridization with small quantities of DNA (1-100 ng) (Wu et al. 2006). WCGA
provides a sensitive (10 fg detection limit) and representative amplification (<0.5%
of amplified genes showed >twofold different from unamplified) (Wu et al. 2006).
While the use of DNA provides information on the community structure and the
functional potential of the microbial community, it does not provide information on
the activity of the community. To examine activity of microbial communities,
mRNA can also be used with FGAs. However, two major challenges in using RNA
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are the relatively low abundance of mRNA in environmental samples, and short
turnover rates of mRINA. Several methods are available for extraction of community
RNA from environmental samples, including simultaneous extraction of DNA and
RNA (Hurt et al. 2001), RNA extraction via a bead-beating method (Burgmann et al.
2003), or use of gel electrophoresis to isolate mMRNA from total RNA (McGrath et al.
2008). Purified RNA should have A :A,  >1.90 and A, :A,, >1.70. Since only a
small portion of the total RNA is mRNA, a large quantity of RNA (10-20 ng) is
required for hybridization. However, environmental samples often do not provide a
sufficient quantity of RNA, so whole community RNA amplification (WCRA) (Gao
et al. 2007) may be required. WCRA employs a fusion primer comprised of a short
(6-9) set of random nucleotides and a T7 promoter. Amplification of 50-100 ng of
total RNA resulted in a representative amplification that maintained the original
relationship of mRNA (Gao et al. 2007). Another option is the use of stable isotope
probing of active community members (Leigh et al. 2007).

The DNA or RNA is then labeled with fluorescent dyes (e.g., Cy3, Cy5). For DNA,
random priming with the Klenow fragment of DNA polymerase is used (Wu et al.
2006). RNA is labeled using Superscript™ II/IIl RNase H-reverse transcriptase (He
et al. 2005b). The labeled nucleic acids are then purified and dried for hybridization.

Hybridization

Labeled DNA or RNA is suspended in hybridization buffer for hybridization. GeoChips
can be hybridized at 42-50°C and 50% formamide (He et al. 2007; Mason et al. 2009;
Liang et al. 2009a, b; Van Nostrand et al. 2009; Waldron et al. 2009). The hybridization
temperature and formamide concentration can be adjusted to increase or decrease strin-
gency in order to detect more or less diverse sequences. The effective hybridization
temperature can be increased by the use of formamide (0.6°C for every 1%).

Hybridizations using glass arrays can be carried out manually or using automated
or semi-automated hybridization stations. Manual hybridizations are performed
using a water bath or hybridization oven and specially designed hybridization
chambers that help maintain humidity levels within the chamber. Several hybridiza-
tion stations provide incubation at controlled temperatures and mixing (e.g., Mai
Tai® from SciGene, SlideBooster from Advalytix, Maui from BioMicro Systems).
Washing after hybridization can be accomplished manually or using an automated
wash station (e.g., Maui Wash Station, BioMicro Systems). Other systems are
completely automated from pre-hybridization through post-hybridization washes
(e.g., Tecan HS4800Pro, TECAN US).

Image Analysis

After hybridization, the array is imaged using a microarray scanner with a reso-
lution of 10 um or better. The image is then digitally analyzed by quantifying
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the pixel density (intensity) of each spot using microarray-analysis software.
The analysis software can also be used to evaluate spot quality using predetermined
criteria and flag poor or low quality spots for later removal. Distinguishing a positive
spot from background noise is generally based on signal-to-noise ratio [SNR; SNR
= (signal mean — background mean)/background standard deviation]. However,
other calculations can be used instead of SNR. He and Zhou (2008) developed a
signal-to-both-standard-deviations ratio [SSDR; SSDR = (signal mean — back-
ground mean)/(signal standard deviation — background standard deviation)] which
resulted in fewer false positives and negatives than the SNR calculation.

This raw data is then uploaded to the GeoChip data analysis pipeline (http://ieg.
ou.edu/) and evaluated. The quality of individual spots, evenness of control spot
hybridization signals across the slide surface, and background levels are assessed.
Poor and low quality spots are removed along with outliers. Outliers are determined
based on the signal intensities of replicate arrays and are defined as those positive
spots with (signal — mean signal intensity of all replicate spots) is greater than three
times the replicate spots’ signal standard deviation (He and Zhou 2008). The signal
intensities are then normalized and the data is stored in an experiment database for
further statistical analysis using the data analysis pipeline.

Data Analysis

The most difficult task with FGAs, especially GeoChip, is data analysis due to the
seemingly overwhelming amount of data obtained. A few data analysis methods
have been used frequently and include relative abundance of gene groups based on
gene number or total signal intensity, richness and diversity indices based on gene
number, percent of gene overlap between samples, and response ratios. Methods
commonly used for statistical analysis of microarray data include principal compo-
nent analysis (PCA), cluster analysis (CA), and neural network analysis (NNA) (He
et al. 2008). PCA is a multivariate statistical method which reduces the dimension-
ality of variables to maximize the visible variability of the data. The major advan-
tage of PCA is that it identifies outliers (e.g., genes) in the data set that behave
differently from most of the genes across a set of experiments. CA is used to identify
groups with similar gene profiles, and it can help establish functionally related
groups of genes to gain insights into structure and function of a given microbial
community. NNA is a relatively new analysis technique for FGA data but can be
used to examine gene relationships. Response ratios, which compare community
response (e.g., gene levels or signal intensity) between conditions (e.g., control
versus treatment, contaminated versus uncontaminated) (Luo et al. 2006), has been
used to compare the community response to varying levels of oil contamination
(Liang et al., 2009a). In addition, if environmental variables are available, canonical
correspondence analysis (CCA) (ter Braak 1986), variation partitioning analysis
(VPA) (@kland and Eilertsen 1994; Ramette and Tiedje 2007), and other correla-
tion analyses (e.g., Mantel test) can be used to correlate environmental conditions
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with the community structure for further understanding of the relationship between
the microbial community and ecosystem functioning. CCA has been used in several
GeoChip-based studies to better understand how environmental factors are affecting
community structure (Yergeau et al. 2007; Wu et al. 2008; Zhou et al. 2008;
Waldron et al. 2009; Van Nostrand et al. 2009). VPA is used to determine the relative
influence of environmental parameters on the microbial community structure and
is based on results of the CCA. The Mantel test has been used to correlate environ-
mental factors with functional genes detected with GeoChip (He et al. 2007;
Wau et al. 2008; Van Nostrand et al. 2009; Waldron et al. 2009).

Important Issues for Microarray Application

A great deal of progress has been made over the past decade with regards to the develop-
ment of microarray technology for studying environmental communities (Wu et al. 2001,
2004, 2006; Adey et al. 2002; Rhee et al. 2004; Leibich et al. 2006; Gao et al. 2007; He
et al. 2007; He and Zhou 2008). However, several challenges and key issues remain.

Nucleic acid quality. One of the most important steps for successful FGA analysis
is obtaining high-quality DNA or/and RNA from environmental samples. Our lab
has successfully used an established freeze-grind extraction method (Zhou et al.
1996; Hurt et al. 2001) followed by agarose gel purification (Liang et al. 2009b).
However, some samples are still difficult to purify to the necessary level. In addi-
tion, gel purification only works for fresh DNA and for samples which yield a rela-
tively large amount of DNA, since some portion of DNA may be lost with this
method. Use of mRNA presents an even greater challenge. Isolation of mRNA from
environmental samples is difficult due to the low abundance and instability of the
mRNA. Very few studies have used FGAs for environmental mRNA analysis (Hurt
et al. 2001; Dennis et al. 2003; Gao et al. 2007).

Probe coverage. One of the drawbacks of earlier FGA versions is that they lacked
a comprehensive probe set and focused on only a few genes or gene groups.
GeoChip 2.0 provided the most comprehensive FGA currently available and cov-
ered >150 gene groups (He et al. 2007). GeoChip 3.0 provides coverage of 292 gene
groups and about four times as many genes as GeoChip 2.0 (He et al. 2010a).
However, regardless of how comprehensive the GeoChip is now, sequences are
constantly being added to public databases, leading to an exponential increase in
the number of functional genes as well as the number of sequences for each particu-
lar functional gene. As such, continual updates of GeoChip are necessary. The
probe design system used in our lab has an automatic update feature using prede-
termined keywords and seed sequences. However, even with the advances in probe
design software, this process is still time consuming due to the large number of
sequences and probes that must be designed and tested.

Specificity. Specificity is an important attribute of gene probes, especially for those
designed to analyze environmental samples. However, a difficulty in designing
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specific probes is that so many environmental sequences are unknown, and that
many homologous genes are highly similar. Careful design of oligonucleotide
probes can provide highly specific hybridizations. Criteria based on similarity,
stretch and free energy have been used to design specific probes (He et al. 2005a,
2007; Leibich et al. 2006). Our evaluation of GeoChip 2.0 probes designed using
these criteria revealed that a minimal number of false positives (0.002-0.004%)
were observed (He et al. 2007).

In addition to probe design criteria, specificity can be adjusted by changing the
hybridization conditions to increase or decrease stringency. Hybridization strin-
gency is generally controlled by temperature or formamide concentration. At 65°C,
hybridization occurred for sequences with similarities >87% (Wu et al. 2001). At
45°C, hybridization occurred for sequences with similarities as low as 70-75% (Wu
et al. 2001). Hybridizations using 50-mer oligonucleotide FGAs at 50°C and 50%
formamide (effective temperature, 80°C) were able to discriminate sequences with
<88 to 94% similarities (Rhee et al. 2004; Leibich et al. 2006; Deng et al. 2008).

Signal intensity can be affected by sequence divergence as well as by sequence
abundance; therefore, strategies need to be developed to determine which condition
is occurring. One option to determine a true signal is the use of mismatched probes.
Deng et al. (2008) found that probes with mismatches (3-5) distributed evenly across
the probe were better able to distinguish perfect-matched targets versus mismatched
targets than randomly distributed mismatched nucleotides. In addition, using relative
comparisons across samples (i.e., comparing signal intensities from test samples to a
control or background sample) rather than absolute comparisons will minimize or
eliminate the effects of potential cross-hybridization (He et al. 2007). Assuming that
test and control samples have similar community composition, using the ratios of test
to control samples will cancel out any cross-hybridization (He et al. 2007).

Sensitivity. Another important aspect of microarrays is sensitivity, especially for envi-
ronmental samples which often have complex communities with many strains in low
abundance. Based on current FGA technology, the detection limit is 5% of the micro-
bial community (Bodrossy et al. 2003), which provides coverage for only the dominant
community members. PCR-based probes had sensitivity of 1 ng of pure genomic DNA
or 25 ng of community DNA (Wu et al. 2001). Similar detection limits were observed
for 50 mer oligonucleotide probes (Rhee et al. 2004; Tiquia et al. 2004). Several strate-
gies could be used to increase sensitivity although these also decrease specificity. For
example, increasing the length of probes, increases sensitivity (Denef et al. 2003; He
et al. 2005a), but at the cost of specificity (Reldgio et al. 2002). Another strategy that
has been suggested is to increase the amount of probe per spot (Cho and Tiedje 2002;
Reldgio et al. 2002; Zhou and Thompson 2002) since membrane based arrays are
generally more sensitive, due to the higher probe concentrations on the array surface
(>1 pgf/spot for membranes; <20 pg/spot for glass slides) (Cho and Tiedje 2002).
Although increasing the probe concentration may result in a lower signal intensity
(Denef et al. 2003), which would effectively counteract any gain in sensitivity.

In addition to probe or array design strategies, sensitivity can also be increased by
utilizing several sample preparation and hybridization strategies. Whole community
genome amplification (WCGA) can increase the concentration of all community
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DNA; including low abundance sequences (Wu et al. 2006). WCGA is able to
representatively amplify 1 to 250 ng of community DNA (Wu et al. 2006). This
amplification method showed a detection limit of 10 pg of the original DNA, although
with a much higher amplification bias than observed with 1 ng of DNA. Amplification
via multiplex PCR, using primers for all genes contained on an array, has been used
to increase the amount of array-specific DNA for a pathogen array (Palka-Santini
et al. 2009). While this strategy may work for some FGAs, especially those focused
on relatively small numbers of genes, this would not work for GeoChip because of
the difficulty in designing primers for all genes on the array. Another option is the use
of more sensitive labeling techniques. Using cyanine dye-doped nanoparticles (Zhou
and Zhou 2004) or tyramide signal amplification labeling (Denef et al. 2003) can
increase sensitivity up to tenfold. A final strategy is to develop more sensitive signal
detection systems (Cho and Tiedje 2002; Zhou and Thompson 2002).

Quantitative applications. A major goal for microarray analysis is to be able to pro-
vide quantitative information. Some studies have shown a correlation between signal
intensity and DNA concentration. PCR probes showed a correlation (r = 0.94) between
signal intensity and DNA quantity over the concentration range of 0.5-100 ng (Wu et al.
2001). Oligonucleotide probes (50-mer) provided a linear relationship (r = 0.98-0.99)
over a concentration range of 8—1,000 ng (Tiquia et al. 2004). Hybridizations with RNA
have also been shown to be linear over the range of 50-100 ng (Gao et al. 2007).

Activity. Using DNA with FGAs provides information on population changes
which can be used to infer microbial activity; but does not provide absolute evidence
of that activity. The use of community mRNA would provide information on which
community members or functional processes are active, similar to transcriptional
arrays for pure cultures (Dennis et al. 2003; Bodrossy et al. 2006; Gao et al. 2007).
However, our current difficulties with community mRNA are the low amount and
the stability of environmental mRNA. WCRA overcomes the problem of low abun-
dance (Gao et al. 2007) although the current amplification protocol is complex and
time consuming. Therefore, improved methods for RNA extraction from environ-
mental samples and mRNA amplification are needed. Another option for determin-
ing microbial activity is SIP analysis (Leigh et al. 2007).

Application of GeoChip for Microbial Community Analysis

The GeoChip has been used in numerous studies to examine the functional com-
munity structure and dynamics of microbial communities. Most of these studies
have utilized community DNA to measure gene abundance although RNA or stable
isotope probing (SIP) can also be used to examine gene expression. These studies
have shown the power of GeoChip to link microbial community functional structure
to biogeochemical, ecological, and environmental processes.

U(VI) contaminated environments. GeoChip has been used in several studies to
examine U-contaminated groundwater at the US DOE’s Field Research Center
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(FRC) in Oak Ridge, TN. GeoChip 1.0, a prototype array containing 2006 (50-mer)
oligonucleotide probes (Rhee et al. 2004; Tiquia et al. 2004), was used to examine
communities within the FRC, which is contaminated with nitrate, uranium, and
organic compounds. This study examined samples from contaminated and uncon-
taminated areas and observed higher gene numbers in uncontaminated sites com-
pared to the contaminated sites, indicating the deleterious effect of the contaminants
on the microbial communities (Wu et al. 2006). Using GeoChip 1.0, another study
examined samples with a range of contamination levels and found that more genes
were detected from the uncontaminated control site compared to the numbers
detected from contaminated wells (Waldron et al. 2009). Microbial communities
were examined within a pilot-scale test system established for the biostimulation of
U(V]) reduction in the subsurface by injection of ethanol. A significant correlation
(r=0.73, p < 0.05) was observed between the U(VI) concentration and the amount
of cytochrome genes detected, indicating the importance of cytochrome containing
microorganisms in U(VI) reduction at this site (He et al. 2007). In the same biore-
mediation system, the effects of dissolved oxygen (DO) and ethanol amendment on
the microbial community were examined, and the results showed that ethanol was
a much stronger driver in controlling community structure than U(VI) or DO (Van
Nostrand et al. 2009).

Hydrocarbon contaminated sites. GeoChip 2.0 was used to examine the microbial
community of a bioremediation system designed for the remediation of diesel fuel
in Vega Baja, Puerto Rico (Rodriguez-Martinez et al. 2006). Genes involved in the
degradation of diesel and organic contaminants (phthalate, biphenyl, cyclohexanol,
benzoate, and naphthalene degradation genes) were detected. The amount of anaero-
bic degradation genes increased over time, suggesting that, consistent with other
evidence, the system shifted to an anaerobic process. Liang et al. (2009b) used
GeoChip 2.0 to examine the microbial community of contaminated oil fields before
and after bioremediation treatment. Ozonation treatment resulted in a decrease in
most functional gene categories, including carbon, nitrogen, and sulfur cycling and
organic contaminant degradation genes, but all gene categories recovered after treat-
ment. Another study examined microbial communities from a contaminated oil field
in China and found that higher levels of oil contamination resulted in lower diversity
and a decreased number of functional genes detected (Liang et al., 2009a). In addi-
tion, genes associated with oil degradation, including catechol, protocatechuate,
biphenyl degradation, increased under a moderate oil contamination level.

Soil communities. GeoChip 1.0 was used to examine functional changes of microbial
communities under different land use strategies and found that diversity and functional
gene numbers increased as soil organic carbon increased (Zhang et al. 2007). In
another study, Yergeau et al. (2007) examined Antarctic sediments and found that cel-
lulose degradation and denitrification genes were positively correlated with soil tem-
perature. Additionally, Zhou et al. (2008) used GeoChip 2.0 to assess the gene-area
relationship of microbial communities of forest soils, and the results suggest that the
forest soil microbial community demonstrated a relatively flat gene-area relationship
with less turnover than observed for plants and animals (Zhou et al. 2008).
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Marine environments. Sediments from the Gulf of Mexico were examined using
GeoChip 1.0 (Wu et al. 2008). Genes for carbon degradation, nitrification, denitrification,
nitrogen fixation, sulfur reduction, phosphorus utilization, contaminant degradation,
and metal resistance were detected and communities become more distinctive as
depth increased. The environmental parameters, depth, porosity, and concentrations
of ammonium, phosphate, Mn(II), and silicic acid appeared to be important drivers in
determining the structure of the microbial communities in this environment. Another
study characterized microbial communities from deep sea hydrothermal vents,
including a mature chimney and the inner and outer portions of a 5-day-old chimney
with GeoChip 2.0, and the results showed communities from the inner chimney were
less diverse than those from the outer portion of the 5-day-old chimney or the mature
chimney (Wang et al. 2009). GeoChip 2.0 has also been used to examine microbial
communities from deep sea basalt and genes involved in carbon fixation, methane
oxidation, methanogenesis, and nitrogen fixation, processes not previously associated
with this environment, were detected (Mason et al. 2009).

Climate change. The latest version of GeoChip (GeoChip 3.0) has been used to
study the effects of elevated CO, on microbial communities at a multifactor grass-
land experiment site, BioCON (Biodiversity, CO,, and Nitrogen deposition) at the
Cedar Creek Ecosystem Science Reserve in Minnesota, USA. This study suggests
that elevated CO, significantly affects the soil microbial community (He et al.,
2010b). In addition, the soil microbial community appears to influence global car-
bon and nitrogen cycling and may moderate the effects of climate change. These
studies show the power and utility of GeoChip for analyzing microbial community
functional structure from a variety of environments.

Other. In addition to these community DNA-based studies, several other studies
have used GeoChip 2.0 to examine pure cultures and microbial activity within
communities. Van Nostrand et al. (2007) used GeoChip 2.0 to probe four metal-
resistant (Ni, Co, Cd, Zn) actinomycetes for metal resistance genes. Multiple
metal resistance genes were detected including some implicated in Ni, Co, Cd, and
Zn resistance. Leigh et al. (2007) used stable isotope probing (biphenyl) in con-
junction with GeoChip to detect active PCB-degrading microbial populations
within a hydrocarbon-contaminated aquifer. Gao et al. (2007) used amplified com-
munity mRNA to examine the activity of microbial communities from a denitrify-
ing fluidized bed reactor at a uranium contaminated site. Genes expected to be active
at this site were detected including nitrate reduction genes and several organic con-
taminant degradation genes.

Summary

Over the past decade great advances have been made in microarray technology and
in FGA development. The GeoChip 2.0 has garnered a great deal of attention,
and numerous studies over the last couple of years have demonstrated its applications
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in the study of microbial ecology and linking microbial communities and
geochemistry. These studies have demonstrated GeoChip’s ability to provide sensitive,
specific, and potentially quantitative information concerning microbial communities
from a wide range of environments. This high-throughput, cutting edge technology is
expected to revolutionize the field of microbial ecology and the study of microbial
community functional structure and dynamics.

However, there are still technical, experimental and analysis challenges that need
to be overcome. These include increasing sensitivity either through new technologies
and methods in array printing or novel and/or improved target labeling methods to
better detect functional genes at a low abundance. Strategies must be developed
to improve the quantitative accuracy of FGA hybridizations. Bioinformatic tools and
techniques are needed to assist in analysis, evaluation, and interpretation of the vast
amounts of data resulting from FGA analysis. New tools are also needed for sequence
retrieval, evaluation, and probe design. Novel analytical techniques are needed to
fully utilize the FGA data. In addition, strategies and techniques must be developed
in order to be able to compare data sets across samples, experiments, and labs.
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Chapter 6

Probing Identity and Physiology of Uncultured
Microorganisms with Isotope Labeling
Techniques

Alexander Loy and Michael Pester

Introduction

The global nutrient cycles are mainly driven by microorganisms, which are the
caretakers of our past, present, and future biosphere. Microorganisms also interact
intimately with the geosphere, thereby mediating fluxes of elements from the abiotic
to the biotic world. While the functional importance of microorganisms for sustaining
life on Earth is generally acknowledged, we are just beginning to understand how
physiological activities of specific microbial guilds and taxa contribute to large-scale
processes on the ecosystem and the global levels. In the last 2 decades, molecular
methods targeting ribosomal RNA (rRNA) or rRNA genes for microbial identifica-
tion and quantification in environmental samples have been instrumental in decipher-
ing the vast natural diversity of microorganisms. More than 85 new bacterial phyla
were discovered with this approach, but for most not a single cultivated representative
is available and virtually nothing is known about the metabolic capabilities of their
constituents (Achtman and Wagner 2008). It is expected that this gap in knowledge
will further increase because the discovery of novel microbial diversity has not yet
come to an end (Sogin et al. 2006), fueled by new high-throughput sequencing tech-
nologies that generate an unprecedented amount of data such as the GS FLX Titanium
sequencer from 454 Life Sciences Corporation. A single run of the GS FLX Titanium
sequencer produces about 1,250,000 sequences of 400450 bp from a complex mix-
ture of bacterial 16S rRNA genes (e.g., recovered by PCR or reverse transcriptase
PCR from an environmental DNA or RNA extract, respectively), which is more than
have been generated during 20 years of application of the 16S rRNA approach and
traditional Sanger sequencing. In addition, metagenomics and genome sequencing of
recently isolated microorganisms continually reveal the presence of variants of
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phylogenetic marker genes which are not covered by the “universal” primer sets
widely used in phylogenetic studies. In terms of the natural 16S rRNA sequence
diversity, one can thus expect a continuous filling of the missing branches in the tree
of life. While a comprehensive analysis of microbial richness in environments having
high microbial diversity (such as soils, sediments, and the gastrointestinal tracts of
humans and animals) now seems within reach, a major conceptual and technical chal-
lenge confronting the field of microbiology is to uncover the physiological capabili-
ties and ecological functions of the many microorganisms for whom only the 16S
rRNA sequence is presently known. Of great importance for detecting the physiologi-
cal properties and activity of uncultivated microorganisms are holistic molecular
approaches targeting whole natural communities rather than individual community
members, such as metagenomics, metatranscriptomics, and environmental proteomics.
There are, however, limitations with the aforementioned methods because neither the
mere presence of genes coding for specific metabolic functions nor their expression
(transcription and translation) in an environmental sample definitively proves the
existence of a specific physiological processes (Wagner 2009). Furthermore, the func-
tion of many genes and proteins recovered by these methods is still unknown, and
therefore the absence of known functional genes involved in a specific metabolic
pathway does not prove that a particular metabolic capability is absent, but rather that
there may exist another, not yet elucidated, pathway.

Substrate-mediated isotope labeling techniques combined with molecular methods
for identification of microorganisms are powerful approaches to fill this gap.
By linking physiological activity to organismal phylogeny, isotopic labeling methods
are used both as discovery tools as well as to confirm hypotheses generated by the
above-mentioned “meta-omics” technologies. Some isotope tracer techniques also
enable quantitative analysis of the contributions of specific microbial groups to
certain ecosystem processes.

This chapter provides a concise overview of isotopic labeling methods and pro-
vides guidance for integrated application of these techniques in light of recent
advances in state-of-the-art instrumentation such as the NanoSIMS and confocal
Raman-microspectroscope. For further details, the reader is referred to several
excellent reviews (e.g. Boschker and Middelburg 2002; Dumont and Murrell 2005;
Friedrich 2006; Madsen 2006; Neufeld et al. 2007a, c; Orphan, 2009; Wagner et al.
2006; Wagner 2009; Whiteley et al. 2000).

The Principle of Substrate-Mediated Isotope Labeling Techniques

“You (= microorganism) are what you eat (= isotope-labeled substrate) under
certain conditions” is the simplified concept behind isotope labeling techniques.
In an experiment, a natural microbial community is exposed to an isotope-labeled
compound under conditions designed to stimulate microbes that are capable of
carrying out a process of interest. In addition to measuring uptake of the isotope
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label and its incorporation into the cellular biomass, the identities of the labeled
microorganisms can also be determined by molecular methods.

Depending on the downstream analysis, substrates are usually fully labeled
(>99.5% of the respective atoms) with either a radioactive (mostly *C, *P or *H) or
a stable (mostly "*C, "N or 80) isotope. The labeling experiments are often
performed in micro- or mesocosms in which environmental samples are incubated
under (nearly) in situ conditions. Ideally the incubations reproduce in situ conditions,
realized through the addition of the labeled compound at low, environmentally-relevant
concentrations and/or by simulating the inherently dynamic conditions in natural
habitats (e.g., gradients or fluctuating concentrations of nutrients and other environ-
mental parameters). Stable isotope compounds offer greater flexibility in experimental
design of tracer studies because radioactive isotopes of many biologically important
elements, such as nitrogen and oxygen, have an impractically short half-life (<1 day).
An added benefit of stable isotope compounds is that they can be directly applied in
the environment (Jeon et al. 2003; Liou et al. 2008; Pumphrey and Madsen 2008) or
administered to animals or humans without safety concerns.

No matter which type of isotope is used, if identification of primary consumers
of the isotope-labeled substrate is desired it is advisable to minimize the incubation
time as much as possible. Time series experiments can be used to optimize the incu-
bation time such that the extent of cell labeling just exceeds detection limits (Neufeld
et al. 2007a). Prolonged incubation times can lead to cross-feeding of labeled deg-
radation products by secondary and tertiary consumers, creating a blurring effect
that could result in the miss-identification of microorganisms involved in the meta-
bolic process of interest. While cross-feeding was initially considered a problem, it
is now also recognized as an opportunity to trace the flow of the isotopic label
through different trophic levels. Time course incubation experiments, during which
samples for isotopic and molecular analyses are taken at appropriate time intervals,
need to be carefully planned and performed in order to obtain insights into nutritional
interdependencies of microorganisms. While such analyses of the microbial food
web or of dietary interactions among symbiotic organisms are very compelling (Lu
and Conrad 2005; Lueders et al. 2004b), the effort associated with the analyses of
many samples has so far restricted widespread application of this approach. Rapid
analysis of multiple samples is now, however, becoming feasible with the application
of the highly parallel microarray format for simultaneous microbial identification
and tracking of isotope incorporation into rRNA (see isotope array below).

Substrate-mediated isotope labeling studies can be broadly classified as either
exploratory community screening approaches or directed approaches employing
phylogenetic probe hybridization for identification of (groups of) organisms under
surveillance (Fig. 6.1, Table 6.1). The former approaches are also known as stable
isotope probing (SIP) and generally rely on the analysis of cellular biomarkers in
which the stable isotope label has been incorporated. Nucleic acids-based SIP
approaches are often used as discovery tools to search for new organisms that mediate
a certain environmental process. In contrast, the focus of directed approaches is the
ecophysiology of defined groups of microorganisms for which specific rRNA-targeted
probes are either available (Loy et al. 2007) or can be developed. The two approaches
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Fig. 6.1 Schematic overview of radioactive and stable isotope-labeling techniques

are complementary and generally produce the most reliable and interesting results
when used in combination (Ginige et al. 2004; Huang et al. 2009a).

Community-Wide Screening Approaches

Stable Isotope Probing of Phospholipid-Derived Fatty Acids

Thefirstbiomarkersexploited for SIP were membranelipids, i.e. phospholipid-derived
fatty acids (PLFA), extracted from environmental samples after incubation with
labeled substrates. Stable isotope ratios of PLFA are analyzed via gas chromatog-
raphy combustion isotope ratio mass spectrometry (GC/C/IRMS). This analytical
setup is very sensitive; detecting even very small changes in stable isotope compo-
sition (e.g., changes in relative *C content of ca. 0.001%), enabling the amendment
of labeled compounds to SIP incubations at levels that mirror or even constitute
only a fraction of the natural substrate pool. PLFA-SIP can provide three pieces of
information: (a) identity of the microorganisms (assessed from the composition
of the environmental PLFA profile), (b) amount of biomass (PLFA concentration),
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Table 6.1 Selected features of isotope-labeling techniques
Method Features

Community-Wide Screening

PLFA-SIP * Rapid label incorporation, short incubation times
e Very sensitive (detection limit 1-2%¢ 8'*C enrichment)
* Estimates on growth rates and yields of functional populations
¢ Limited phylogenetic resolution
¢ PLFA composition of uncultivated microorganisms is
unknown
DNA-SIP e Prolonged incubation times compared to PLFA- and
RNA-SIP
¢ Lower sensitivity (>10-30 atom% "*C, >40 atom% “N)
* Discovery tool for organisms performing specific metabolic
functions
* High sequence/primer-dependent phylogenetic resolution
¢ Combination with microarrays and metagenomics possible
¢ Work intensive
¢ Metabolic rate measurements for defined target organisms are
not possible
RNA-SIP ¢ Short incubation times
¢ Lower sensitivity (>10-30 atom% '*C, >40 atom% *N)
¢ Discovery tool for organisms performing specific metabolic
functions
* High sequence/primer-dependent phylogenetic resolution
¢ Combination with microarrays and metatranscriptomics
possible
¢ Work intensive
e Metabolic rate measurements for defined target organisms are
not possible
Magnetic beads-probe- ¢ Capture probe-dependent phylogenetic resolution; probe
based rRNA capturing specificity depends on hybridization conditions
e High isotope detection sensitivity (using micro-elemental
analyzer-IRMS)
¢ Dependent on larger rRNA quantities; limited to more
abundant taxa
SeSPERA e Primer-dependent phylogenetic resolution; primer specificity
depends on hybridization conditions in solution
¢ Low multiplexing (i.e., parallel analysis of a few primer-
dependent target populations)
* Discovery tool, if primers are designed based on
environmental rRNA gene libraries
¢ Limited to radioactive isotopes and their application field
Isotope microarray e Short incubation time
* Sensitive due to radioactive isotopes
¢ High multiplexing, high-throughput screening (i.e., parallel
analysis of multiple probe-dependent target populations)
¢ Probe-dependent phylogenetic resolution; probe specificity
depends on hybridization conditions

(continued)
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Table 6.1 (continued)
Method Features

* Discovery tool, if microarray probes are designed based on
environmental rRNA gene libraries

¢ Limited number of probes (up to hundreds) due to large probe
spots (@ 500-700 um)

¢ Limited to radioactive isotopes and their application field

e Substrate incorporation rate measurements possible

Single cell analyses ¢ Spatial (co-)localization within the natural environment
(requires appropriate sample preservation and preparation)
¢ Probe-dependent phylogenetic resolution; probe specificity
depends on hybridization conditions
¢ Discovery tool, if probes are designed based on
environmental rRNA gene libraries

MAR-FISH e Short incubation time
* Sensitive due to radioactive isotopes
¢ Lateral resolution 0.5-2 um; limited single cell resolution in
microbial aggregates
* Limited to radioactive isotopes and their application field
e Substrate uptake measurements (affinity) possible
Raman-FISH e Lower sensitivity (>10 atom% "*C)
e Lateral resolution 1 um
¢ Analysis of label incorporation into different compound
classes (e.g., nucleic acids vs. proteins vs. carbohydrates)
¢ Non-destructive method
e Combination with downstream single cell methods possible,
e.g., single cell genomics
¢ Cost intensive instrument (approximately € 200,000)
* Low throughput (typically one-cell-after-another analysis)
NanoSIMS-FISH e Very sensitive (approximately 1,000 times more sensitive than
MAR)
¢ Superb lateral resolution (up to ~ 50 nm)
* Imaging of multiple isotopes in parallel
e Very cost intensive instrument (approximately €3,000,000)
e Very time-consuming sample preparation and screening (low
throughput)

and (c) level of activity (isotope ratios, i.e., relative amount of isotope incorporated
into PLFA) (Boschker and Middelburg 2002).

The first application of PLFA-SIP revealed that bacteria related to the Gram-positive
Desulfotomaculum acetoxidans were the main acetate consuming sulfate reducers
in estuarine and brackish sediment samples (Boschker et al. 1998). In the same
study, type I methanotrophs were identified as the primary methane oxidizers in a
freshwater sediment sample. While these applications nicely showed the potential
of PLFA-SIP, the main constraint with this method is that the PLFA composition of
uncultivated microorganisms is entirely unknown. Environmental PLFA profiles,
typically consisting of a few tens of dominant peaks, can thus only be interpreted
in view of the PLFA composition of cultivated microorganisms, which, along with
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the limited phylogenetic resolution of PLFA, has thus far restricted wide application
of PLFA-SIP in complex environmental samples.

Stable Isotope Probing of Nucleic Acids (DNA/RNA-SIP)

Nucleic acid biomarkers provide a higher phylogenetic resolution than PLFA,
allowing for a more refined assignment in SIP experiments of functional properties
to certain phylogenetic groups of microorganisms. No sophisticated and expensive
instrumentation is usually needed for DNA- and RNA-SIP, making these tech-
niques very popular for metabolic analyses of complex microbial communities.
After sample incubation with a labeled substrate (most studies use *C-compounds),
the extracted mixture of heavy and light nucleic acids is simply separated by isopy-
cnic ultracentrifugation in cesium chloride (DNA) or cesium trifluoroacetate
(RNA) gradients. When the DNA-SIP technique was initially developed, separated
DNA was visualized by ethidium bromide staining/UV illumination, which facili-
tated the selective retrieval of heavy and light DNA fractions with a needle and
syringe for subsequent molecular analysis. This is not, however, an adequate option
to retrieve partially labeled DNA that results from experiments designed with short
incubation times because of the overlap of unlabeled high-GC content DNA and
partially labeled low/intermediate-GC content DNA. In addition, RNA, which can
be loaded only to a maximum amount of 500 ng, can hardly be visualized by such
an approach. The preferred alternative is thus the complete fractionation of density
gradients and subsequent analysis of changes in the (phylo)genetic composition
over all retrieved DNA or RNA fractions (Lueders et al. 2004a).

Important to the success of DNA/RNA-SIP are the rate and degree of isotopic
enrichment of nucleic acids, which must be great enough to enable sufficient
separation during density gradient centrifugation. Isotope incorporation in DNA
requires replication and growth of the respective organisms, which is potentially
problematic for the application of DNA-SIP because this could result in community
shift biases during prolonged incubations (i.e., enrichment through selective over-
growth of certain microorganisms). In contrast, RNA is a more sensitive biomarker
for SIP because isotopic enrichment of RNA depends on RNA turnover rather than
replication, and thus proceeds significantly faster than isotopic enrichment of DNA
(Manefield et al. 2002). Incubation times can be further shortened via approaches
that increase the detection sensitivity of heavy target nucleic acids. Increased sen-
sitivity can be achieved by improving the recovery efficiency of heavy target
nucleic acids through the addition of *C-labeled carrier nucleic acids (synthetic or
from non-target organisms) during gradient centrifugation (Gallagher et al. 2005)
or the use of glycogen as a carrier during nucleic acid precipitation from gradient
fractions (Neufeld et al. 2007b). These simple tricks can shorten incubation times
from days to hours, thereby reducing possible community shift biases.

The great majority of DNA/RNA-SIP studies rely on the administration of
13C-labeled tracers, but the use of other isotopes such as N and '3O greatly expand
the suite of possible SIP applications. ’N,-DNA-SIP has been used in combination
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with 16S rRNA gene and nifH (a marker gene for nitrogen fixing microorganisms) to
identify free-living diazotrophs in soil, which provided the first evidence of nitrogen
fixation by uncultivated Actinobacteria outside of the order Actinomycetales (Buckley
et al. 2007a). H,"*O, which is not used as an energy, nitrogen, or carbon source by
microorganisms, represents a general activity marker for the identification of all
growing cells in DNA-SIP experiments, without the need to add additional substrates
(Schwartz 2007). H,'*O-based SIP is also an excellent option for studying the impact
of recurring wetting and drying events on microbial activities, e.g., in natural wetland
systems or floodplains. The major issue with use of isotopes other than "*C is reduced
sensitivity; for example labeled pure culture DNA must contain at least ~40 atom%
15N for sufficient separation in the density gradient (Cadisch et al. 2005).

An additional complication in separation of nucleic acids is that the buoyant
density of nucleic acids is not only dependent on the level of isotopic enrichment,
but also on GC content. Thus, unlabeled high-GC content nucleic acids can display
buoyant densities similar to labeled low-GC content nucleic acids (Lueders et al.
2004a). This problem is of even greater relevance for "N studies because of the
lower number of N atoms in nucleic acids. Optimization of ultracentrifugation con-
ditions is an important first step to minimize this problem, but additional strategies
have also been employed for the detection and amelioration of cross-contamination.
A useful indicator for cross-contamination of ‘heavy’ nucleic acids fractions with
‘light’ nucleic acids is the addition of unlabeled, high-GC content nucleic acids from
an organism that does not occur in the sample (Singleton et al. 2007). The confound-
ing effect of unlabeled, high-GC content DNA can be alleviated by application of a
sophisticated, two-step ultracentrifugation protocol. Addition of the DNA-binding
ligand bis-benzimide to the second centrifugation step ensures enhanced separation
of labeled and unlabeled DNA (Buckley et al. 2007b). Another important control is
parallel incubation under exactly the same conditions but with unlabeled (e.g., '*C)
substrate. Comparative analysis of the nucleic acids SIP fractions obtained from the
labeled and unlabeled substrate incubations helps to assess potential cross-contami-
nation of ‘heavy’ fractions with unlabeled GC-rich nucleic acids.

There are many options for molecular analysis following fractionation and
recovery of nucleic acids from SIP gradients. Differences in the phylogenetic com-
position of the many fractions (as assessed from rRNA or the respective genes) can
be analyzed by fingerprinting techniques (such as denaturing gradient gel electro-
phoresis and terminal restriction fragment length polymorphism), DNA microarrays,
and quantitative (reverse transcriptase) PCR. Phylogenetic analyses of sequenced
genes have often only been performed for selected fractions because of the effort
associated with the preparation and analysis of clone libraries, but traditional phy-
logenetic analyses will likely increasingly be complemented by deep pyrosequenc-
ing of PCR products, which does not require the tedious preparation of clone
libraries and offers higher sampling depth and a superior phylogenetic resolution
compared to fingerprinting techniques.

An advantage of DNA-SIP is that additional genetic information can be obtained
from metabolically active microorganisms, either by PCR amplification of selected
genes that encode characteristic metabolic functions or by metagenomic analysis



6 Probing Identity and Physiology of Uncultured Microorganisms 135

(Dumont et al. 2006). Preparation of large-insert metagenomic clone libraries
requires significant amounts of labeled DNA, which can often only be obtained after
long incubation with artificially high substrate concentrations, and so microorganisms
that are less relevant in situ might be enriched in the SIP incubations, leading to
biased community compositions. A promising alternative is whole genome amplifi-
cation of low amounts of labeled DNA based on phi29-DNA polymerase. However,
like other enzymatic DNA amplifications, phi29-based multiple displacement ampli-
fication is subject to selective amplification and chimera formation (Lasken and
Stockwell 2007), though impact of the latter can be minimized by subsequent enzy-
matic treatment (Zhang et al. 2006). This approach was successfully applied to
retrieve the near complete genome of the novel methylotroph Methylotenera mobilis
from a lake sediment (Kalyuzhnaya et al. 2008) and to snapshot the genomic reper-
toires of uncultivated Methylocystis species in acidic peatlands (Chen et al. 2008).

Although there would be great value in assigning transcribed genes to microor-
ganisms that are active under certain circumstances, molecular analysis of RNA-SIP
fractions has so far been restricted to rRNA, with one exception. In a ground-break-
ing study, expression of a certain napthalene dioxygenase gene type was detected
in heavy RNA-SIP fractions by RT-PCR after exposing groundwater samples
aerobically to in situ concentrations of [*C, napthalene (Huang et al. 2009a). The
expressed napthalene dioxygenase gene could subsequently be linked to an unculti-
vated Acidovorax species by combining rRNA/mRNA-SIP with Raman microspec-
troscopy-fluorescence in situ hybridization (FISH) of single cells (see below).
Low recovery of mRNA from environmental samples is generally considered one of
the major constraints of mRINA-SIP (Neufeld et al. 2007a). In a total RNA extract,
mRNA represents only a minor fraction among the bulk of rRNA. Selective ampli-
fication of mRNA (Frias-Lopez et al. 2008) or depletion of rRNA (Urich et al. 2008)
from heavy RNA fractions coupled with high-throughput pyrosequencing are poten-
tial strategies for (a) increased sensitivity of future mRNA-SIP experiments and (b)
selective metatranscriptomic analysis of microbial populations with specific func-
tional properties.

Directed Phylogenetic Oligonucleotide Probe-Based
Approaches: From Communities to Single Cells

What to Keep in Mind When Using rRNA-Targeted
Oligonucleotide Probes/Primers

A suite of published rRNA-targeted probes is available that target microorganisms
at different phylogenetic levels (Loy et al. 2007). New probes can also easily be
designed if necessary using appropriate computer programs (Ludwig et al.
2004). Owing to the ever-increasing number of rRNA sequences, periodic checks
of the in silico coverage and specificity of existing and newly designed probes
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(Loy et al. 2008) is essential for pre-selection of adequate probes. However, current
in silico predictions of probe behavior fall short of addressing the physically and
chemically variable conditions of different hybridization-based techniques such as
microarrays or FISH. Optimal hybridization conditions must be determined empiri-
cally for each hybridization format using adequate target and non-targets to ensure
high specificity and sensitivity of a probe (set). To increase the reliability of iden-
tification, it is recommended that hierarchically nested multiple probes (i.e., a target
group is covered by more than one probe) are used when the hybridization format
supports simultaneous use of multiple probes. Rigorous computational and empirical
evaluation of a probe (set) for a particular hybridization application is necessary
before the probe can be used for identification of target microorganisms that have
incorporated an isotope-labeled substrate in one of the approaches described below.

The Magnetic Beads-Probe-Based rRNA Capture Approach

A conceptually elegant method for focusing the analysis of isotopic labeled rRNA
to a defined phylogenetic group of microorganisms is to employ an oligonucleotide
probe as bait in a molecular ‘fishing” approach (MacGregor et al. 2002). After
incubation of a sample with a stable isotope-labeled substrate, total RNA is
extracted and hybridized in solution with a biotin-labeled probe. Probe-target
hybrids are subsequently bound to streptavidin-coated paramagnetic beads and
separated from non-target rRNA with the help of a magnet. The yield of captured
rRNA can be estimated by polyacrylamide gel electrophoresis. Elemental analyzer-
IRMS is used to determine the relative isotopic composition of captured rRNA. A
first application of this approach used domain-specific rRNA-targeted probes and
demonstrated that Bacteria and not Eukarya were the main consumers of '*C-labeled
acetate, propionate, amino acids or glucose in North Sea sediments. Use of a micro-
elemental analyzer-IRMS increases the sensitivity of the technique approximately
10-fold and has allowed insights into '3C-substrate utilization by Desulfobacteraceae
in marine sediments (Miyatake et al. 2009). While '*C-labeling in the range of natu-
ral abundance delta'3C ratios can be studied, it remains to be shown whether low
amounts of labeled rRNA from rare taxa can also be effectively captured and ana-
lyzed with this approach.

Sequence Specific Primer Extension RNA Analysis (SeSPERA)

The SeSPERA method allows simultaneous investigation of a small number of dif-
ferent phylogenetic groups for their ability to assimilate a radioactively-labeled
substrate (Franchini et al. 2009). A key feature of this multiplex method is the use
of taxon-specific primers that bind to different positions on target rRNA. Primer
elongation with a reverse transcriptase lacking RNase H activity and subsequent
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digestion of single stranded rRNA overhangs with RNase T1 yields taxon-specific
rRNA-DNA hybrids of different length. Size-dependent separation and identifica-
tion of the fragments is performed by gel electrophoresis. Radioactive rRNA-DNA
hybrids from active microbes are determined by electrotransfer from the gel onto a
membrane, followed by membrane autoradiography or other radioactive imaging
techniques. This relatively simple method does not require expensive instrumenta-
tion. The chief disadvantage, however, is that multiplex analysis is limited by the
number of primers that can hybridize specifically to target rRNA under monostrin-
gent conditions and by the number of rRNA-DNA bands that can be effectively
separated via gel electrophoresis.

Isotope Microarrays

Phylogenetic DNA microarrays (phylochips), utilizing up to thousands of different
rRNA-targeted probes immobilized on a miniaturized, solid support like a glass
microscope slide, are used to simultaneously analyze many microbial community
members. The same principle is also modified in the isotope microarray not solely
for microbial identification, but also to uncover the active metabolism of microor-
ganisms through the isotopic labeling of their rRNA (Wagner et al. 2007). This
isotope microarray approach begins with the exposure of an environmental sample
to a radioactive ("C) labeled compound. In the next step, total RNA is extracted
from the sample, tagged with fluorescence dye molecules, fragmented chemically,
and hybridized with a phylochip. Sequential scanning for fluorescence and radio-
activity and subsequent digital image analysis distinguishes microorganisms that
incorporated '“C in their rRNA from community members that did not. An addi-
tional, attractive feature of the isotope microarray is that the efficiency of isotope
incorporation by a probe-defined target group can be inferred from changes in the
ratio between radioactivity and fluorescence intensity of a probe recorded over dif-
ferent incubation times (Adamczyk et al. 2003). Isotope microarrays contain probe
spots of larger sizes than most other DNA microarray applications (>500 um in
diameter) (Loy and Bodrossy 2006) due to the lower resolution of the beta-imager
used for radioactivity scanning. This currently restricts the number of spots on an
isotope microarray and thus the number of target groups that can be analyzed in a
single hybridization to a few hundred.

The isotope microarray and other complementary methods were recently used to
reveal the substrate utilization profiles of diverse Rhodocyclales community mem-
bers in activated sludge from a wastewater treatment plant (Hesselsoe et al. 2009).
Three different substrates were separately added to activated sludge samples and
incubated under oxic or anoxic, nitrate-reducing conditions. Each incubation con-
tained an inhibitor of autotrophic ammonia oxidation together with '*C-bicarbonate
as a general activity marker for heterotrophic carbon assimilation (Hesselsoe et al.
2005). Comparisons with control incubations (performed under identical conditions,
but without addition of substrates) revealed that most detected Rhodocyclales
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groups were actively involved in nitrate reduction, but varied in their consumption
of propionate, butyrate or toluene. Furthermore, radioactive signals were recorded
for probes targeting Rhodocyclales groups that were present in the activated sludge
at a low relative abundance of approximately 1% of the total bacterial community
(as analyzed by quantitative FISH). This study demonstrates that the high-through-
put capacity of the isotope array is of unique value for analysis of many samples
and target organisms. This is particularly relevant for exploring potential substrate
competition and niche partitioning of different community members, which neces-
sitates the study of many different incubation regimes.

Fluorescence In Situ Hybridization Combined
with Microautoradiography

Approximately 20 years ago, hybridization with fluorescently-labeled rRNA-tar-
geted oligonucleotides was used for the first time for the identification of phyloge-
netically distinct groups of chemically preserved microorganisms under the
microscope (DeLong et al. 1989). The invention of FISH was the start of a success
story that revolutionized the field of microbiology, yielding unparalleled informa-
tion about microbial abundances, the stereoscopic organization of microscopic
architectures such as microbial biofilms and flocs, and spatial interdependence of
trophically co-acting or competing microbes (Daims et al. 2006; Maixner et al.
2006). Microautoradiography (MAR), the microscopic visualization of silver grain
formation in a photographic emulsion above individual cells that have become
radioactive after assimilation or uptake of a radioactive isotope-labeled substrate,
has an even longer history (Brock and Brock 1966). However, it took about a
decade of co-existence of FISH and MAR before the techniques were merged (Lee
et al. 1999; Ouverney and Fuhrman 1999) into what is today, besides DNA/RNA-
SIP, the most widely applied “bread and butter” technique for physiological studies
of uncultivated microbes (Wagner et al. 2006; Wagner 2009). With a lateral resolu-
tion of 0.5-2 um (depending on the radioactive isotope and equipment used) FISH-
MAR was the first single-cell technique that allowed linking the phylogenetic
identity of individual microbial cells to their physiological properties. In compari-
son to DNA/RNA-SIP, FISH-MAR is more sensitive because the total cellular
radioactivity and not only the isotope-labeled DNA or RNA is measured. The cross-
feeding problem is thus less of a concern with FISH-MAR, because an environmen-
tal sample can be incubated for only a few hours with a low dose of a radioactive
compound. During the FISH-MAR procedure, samples are first fixed with para-
formaldehyde or ethanol and then overlaid with the autoradiographic emulsion.
Samples with multidimensional architectures of aggregating microbes such as bio-
films additionally require cryosectioning or alternative cell dispersal strategies to
obtain a thin layer of cells on the slide. This ensures that silver grain formation is
correctly attributed to individual radioactive cells or cell clusters whose corresponding
identities are determined in the microscope by FISH. Under certain circumstances,
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the number of silver grains per cell is even a measure for the amount of substrate
that was assimilated by the cell (Nielsen et al. 2003). The quantification of
substrate-assimilation rates unquestionably adds to our understanding of the
ecophysiology of the microorganisms of interest. However, quantitative FISH-MAR
is laborious and requires the establishment of a standard curve from known
microbes exposed to different doses of a radioactive compound, which in many
cases is not feasible (Nielsen et al. 2003; Wagner et al. 2006).

Another limitation of FISH-MAR is that many, especially large, organic molecules
with a uniform isotope-labeling are either not available or available only at excep-
tionally high prices, limiting the range of metabolic features that can be analyzed
in isotope-labeling experiments. Heterotrophic FISH-MAR circumvents this limita-
tion by using inexpensive '“CO, for labeling and comparison of MAR-active cells
after incubation with and without unlabeled substrates (Hesselsoe et al. 2005).
Most heterotrophic microorganisms incorporate the "“C from CO, into biomass via
diverse carboxylation reactions during growth. Undesired labeling of autotrophs
can be excluded by the addition of appropriate inhibitors.

Fluorescence In situ Hybridization Combined
with Raman-Microspectroscopy

Raman-microspectroscopy is based on inelastic scattering of the incident mono-
chromatic laser light by the specific chemical bonds of the molecules in a small
sample volume (approx. 1 um in diameter, depending on the width of the incident
laser beam). Application of this technique to a single microbial cell yields a Raman
spectrum that represents the overlaying individual Raman spectra of the different
cellular molecules and can thus be regarded as a proxy for the biochemical compo-
sition of the cell (Wagner 2009). While inherently complex, several major com-
pound classes of a microbial cell can be distinguished in a Raman spectrum (such
as nucleic acids, proteins, lipids, and carbohydrates) (Huang et al. 2004). In addi-
tion, it is possible to delineate specific molecules that have the capacity for pro-
nounced Raman scattering {such as phenylalanine, polyhydroxybutyrate (De
Gelder et al. 2008), cytochrome C, and elemental sulfur (Pasteris et al. 2001)}. Due
to these characteristics, Raman spectra of individual cells were initially used for
biochemical fingerprinting and identification of cultivated microorganisms.
However, even more interesting for microbiologists is that assimilation of heavy
isotope substrates produces significant shifts in certain bands of the Raman spectra
of individual microorganisms (so far shown for '3C and '"N), compared to microor-
ganisms fed with the corresponding light isotope substrates (Huang et al. 2004).
Using a customized confocal Raman-microspectroscope that is additionally
equipped with an epifluorescence microscope unit, the identity of an uncultivated
microorganism can be determined through hybridization with a specific FISH
probe, whereas the physiology of this microbe can additionally be inferred from its
Raman spectrum. In such studies, the pronounced phenylalanine peak is used as
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diagnostic region, because a significant and isotope tracer abundance-dependent
shift in the position and height of the peak is visible in the Raman spectrum of
3C-labeled cells. The ratio of the light (unlabeled) and heavy (labeled) phenylalanine
peaks at 1,003 and 967 cm™, respectively, shows a nearly linear relationship with
the '*C-content of living and fluorescent probe-stained pure culture cells (Huang
et al. 2007). Such reference curves of pure cultures can thus be applied to quantify
the *C-content from phenylalanine Raman peak shift ratios of corresponding
probe-defined cells in complex environmental samples. The detection limit for the
phenylalanine peak shift is a labeling level of approximately 10 atom% '*C, which
is equal to or better than the detection limit of RNA- or DNA-SIP.

In an initial application of the Raman-FISH approach, members of the genus
Pseudomonas were demonstrated to be involved in aerobic naphthalene degradation
in groundwater microcosms (Huang et al. 2007). From differences in the *C-content
of individual Pseudomonas cells, it was further evident that metabolic activities
varied within the probe-defined population in situ. The subsequent study of the
same system by Whiteley and colleagues provides an excellent example how
different isotope-labeling techniques can be integrated under the same experimental
umbrella (Huang et al. 2009a). Combining rRNA- and mRNA-SIP with Raman-FISH,
it was shown that also members of an uncultivated Acidovorax species were
performing naphthalene degradation, but occupied a different niche in the
groundwater system as they were selectively active under a much lower naphthalene
concentration. In another pioneering study, Raman-microspectroscopy was com-
bined with laser tweezer sorting to separate individual living *C-labeled cells for
subsequent cultivation or whole genome amplification (Huang et al. 2009b); opening
the door for genomics of single cells with defined physiological properties.

Whole Cell Hybridization and Secondary Ion Mass Spectrometry

Another very promising option for detecting differences in the isotopic composition
of microorganisms is secondary ion mass spectrometry (SIMS). Combination of
FISH and SIMS was first introduced by DeLong and colleagues, but because of
limitations in resolution (~5 um) was initially restricted to the analysis of larger cell
aggregates such as those formed by syntrophic archaea and sulfate-reducing bacte-
ria performing anaerobic oxidation of methane (Orphan et al. 2001). However, the
latest breakthrough in developing an instrument with nano-scale resolution (up to
~50 nm) for imaging multiple isotopes simultaneously (NanoSIMS) not only allows
SIMS analysis of single microbial cells, but also promises a level of sensitivity
unmatched by any other isotopic-labeling detection technique (for an overview of
biological NanoSIMS applications see Lechene et al. 2006; Wagner 2009). Isotope
ratios of different ion masses obtained in parallel from the same biological sample
area provide quantitative data and, if ratios are above the natural level, directly
confirm incorporation of the isotope tracer. The first studies utilizing this approach
investigated (a) the in situ fixation of "N, by the bacterial symbiont Teredinibacter
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turnerae thriving in shipworm gills, which provided evidence for transfer of bacterial
N-compounds to the host (Lechene et al. 2007), (b) "CO, and "N, fixation and
metabolite exchange in and between individual cells of filamanteous Anabaena
oscillarioides (Popa et al. 2007), and (c) subcellular and intraday segregation of
PCO, and "N, fixation in the cyanobacterium Trichodesmium (Finzi-Hart et al.
2009). Combination of whole cell hybridization for microbial identification with
NanoSIMS is achieved by using a halogen (such as iodine, bromine, and fluorine
with low natural background levels) or stable isotope label for visualizing cells that
hybridize to phylogenetic probes. The halogen label is introduced into the cell
either directly with the halogenated probe (Li et al. 2008) or by using the catalyzed
reporter deposition system. In the latter approach, detection sensitivity is signifi-
cantly improved by enhancing halogen deposition in the cell via a combination of
horseradish peroxidase-tagged probes with signal amplification using tyramides
labeled with halogen-containing fluorescent dyes (Behrens et al. 2008; Musat et al.
2008). This technique (a) proved that '3C- and '"N-metabolites that are initially
assimilated by an Anabaena cyanobacterium are shuttled to a co-cultivated and
physically interacting Rhizobium strain, and (b) identified that members of the
phylum Bacteroidetes incorporate '*C-labeled amino acids in an oral biofilm from
a healthy human individual (Behrens et al. 2008). Another intriguing NanoSIMS
in situ hybridization study explored the role of anaerobic, phototrophic bacteria in
an oligotrophic, meromictic lake and identified a potential keystone species, which
is present at low abundance, but contributes significantly to ecosystem function
(Musat et al. 2008). Chromatium okenii was the least abundant (~0.3% of total cell
number) of three targeted species, but was responsible for more than 40% of the
total uptake of "N-ammonium and for 70% of the total uptake of H”CO," in
the system. Furthermore, metabolic rates varied greatly between individual cells
of the same species, potentially resulting from considerable genomic and/or
physiological heterogeneity between different populations.

Conclusions

There is an increasing flood of information about the (phylo)genetic composition of
natural microbial communities, obtained by using current- and next-generation
sequencing technologies for 16S rRNA gene and metagenomic surveys, which is
crucial for informing hypotheses on the ecological function of microorganisms in
their natural environment. It is time to complement these large-scale efforts in inven-
torying the structure and dynamics of the microbial metagenome in time and space
with targeted follow-up studies aimed at addressing the actual physiological and
metabolic status of microbial community members. The tool box of isotope-labeling
techniques offers many opportunities that can be customized and combined to
address various physiological aspects of different phylogenetic groups of microbes
at the level of all group members or of individual cells. Such cultivation-independent
insights into organismal physiology are important for elucidating interrelationships
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between different groups or cells of microorganisms and their natural environment.
Low sample throughput remains the main bottleneck of isotope-labeling techniques,
restricting time- and space-dependent analyses that require analysis of many samples.
The parallelized analysis of many community members via the isotope array approach
is a promising solution and thus justifies continued efforts in further developing
this technology.
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Chapter 7
The Geomicrobiology of Arsenic

Rhesa N. Ledbetter and Timothy S. Magnuson

Introduction

Since the beginning of life on Earth, microorganisms have had the remarkable
ability to evolve the necessary molecular machinery to cope with and even benefit
from high concentrations of toxic metals in the environment. Many metals (in trace
amount) play an integral role in biological processes; however, many of the same
metals, as well as those not required in biological systems, can be quite harmful.
This is most commonly a consequence of the metal concentration; however, specia-
tion and physicochemical form of the element are added factors. Some metals that
microorganisms depend on in low concentrations include arsenic, calcium, cobalt,
chromium, copper, iron, potassium, magnesium, manganese, sodium, nickel, and zinc;
whereas, aluminum, cadmium, gold, lead, mercury, and silver are not known to
be part of cellular structures or processes (Bruins et al. 2000; Stolz et al. 2002). The
essential metals have been found to be crucial components in redox processes, gene
expression, biomolecule activity, cellular osmotic balance, and protein and bacterial
cell wall structures (Hughes and Poole 1989; Ji and Silver 1995; Poole and Gadd
1989). Yet, if any of these metals exceed certain concentrations, microorganisms
must use resistance mechanisms to survive the ‘metal stress’. Because many environ-
ments inhabited by microorganisms have continuously contained poisonous ele-
ments, resistance mechanisms most likely developed shortly after the evolution of
prokaryotic life.

Over one third of the elements on the periodic table are transformed by microbes
(Stolz et al. 2002). One such element is arsenic, and until recently its role and
importance in biogeochemical cycling had not been fully understood (Oremland
et al. 2004, 2005; Oremland and Stolz 2003; Rhine et al. 2005). Arsenic is not
considered an abundant element; however, in certain environments, such as hydro-
thermal, sulfidic, evaporitic, and iron hydroxide rich systems, it can reach significant
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concentrations (Stolz et al. 2002). Microorganisms living in arsenic-rich environ-
ments possess unique metabolic pathways for surviving in and even benefiting from
the presence of this toxic metal. Furthermore, arsenic-transforming microbes play
a notable role in the cycling of arsenic and overall, contribute to the balance of the
ecosystem.

Arsenic in the Environment

Arsenic is relatively abundant in soils and natural waters, and although it is primar-
ily a consequence of anthropogenic sources, it also occurs naturally in the Earth’s
crust, minerals, and in groundwaters in contact with geologic formations containing
high levels of arsenic. In nature, there are four oxidation states of arsenic. They
include arsenide [As(-III)], elemental arsenic [As(0)], arsenite [As(II)], and arsen-
ate [As(V)] (Table 7.1). Arsines are primarily found in fungal cultures and strongly
reducing environments, and elemental arsenic rarely occurs (Bentley and Chasteen
2002; Stolz et al. 2006). Arsenite and arsenate are the two primary forms of inor-
ganic arsenic in the environment. Arsenate is most often bound with iron oxides on
mineral surfaces (Matera et al. 2003), while arsenite is more toxic and soluble.
Arsenic-transforming microbes and/or the physicochemical conditions of the
environment can alter the valence state and mobility of arsenic (Oremland and Stolz
2005; Stolz et al. 2006). For example, arsenate trapped in sediment and minerals
can be readily reduced and liberated in the form of arsenite (Ahmann et al. 1997;
Jones et al. 2000; Zobrist et al. 2000). Abiotic and biotic reduction of arsenate in

Table 7.1 Chemical speciation and formulas of arsenic (Adapted from
Paez-Espino et al. 2009)

Arsenic species Oxidation state Chemical formula
Inorganic

Elemental Arsenic As(0) As

Arsine As(-11T) AsH,

Arsenite As(III) As(OH),
Arsenate As(V) AsO,H,
Organoarsenicals

Methylarsine MMA(II) CH,AsH,
Dimethylarsine DMA(III) (CH,),AsH
Trimethylarsine TMA(III) (CH,),As
Methylarsonic acid MMA(V) CH,AsO(OH),
Dimethylarsonic acid DMA(V) (CH,),AsO(OH)
Trimethylarsine oxide TMAO (CH,),AsO
Tetramethylarsonium ion TMA* (CH,),As*
Arsenocholine (CH,),As*CH,CH,OH

Arsenobetaine (CH,),As*CH,COOH
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the presence of sulfide can also occur, resulting in the formation of arsenic-sulfide
minerals (Eary 1992; Ledbetter et al. 2007; Newman et al. 1997a). Furthermore,
reduction of minerals (i.e. iron oxides) can release bound arsenate, making it more
available for reduction throughout the system (Lovley 1993).

Research on inorganic arsenic in bodies of water has shown that there are
distinct zones of arsenic speciation. Data from several lakes have revealed a dis-
tinct transition zone between arsenate and arsenite throughout the oxycline
(Hollibaugh et al. 2005; Peterson and Carpenter 1983; Seyler and Martin 1989).
Studies in arsenic rich thermal springs showed a change in the distribution of
arsenite and arsenate down an outflow channel (Fig. 7.1) with microbial commu-
nities all along the flow path harboring arsenic transforming genera (Fig. 7.2)
(Connon et al. 2008).

Although inorganic species are the most prevalent forms of arsenic, there are
also several organoarsenicals found in the environment (Table 7.1).
Organoarsenicals are typically less toxic than their inorganic counterparts and are
frequently associated with marine environments. These arsenic compounds have
also been widely used in medicine, herbicides, and animal feed additives
(Mukhopadhyay et al. 2002). For example, organoarsenicals are added to chicken
feedstock to enhance the growth of chicken muscle by promoting vascularization
(a good example of arsenic being a beneficial toxin). Considering how much
chicken is produced and consumed around the world, the amount of arsenic
released into the environment in chicken production and processing is substantial
(Jackson and Bertsch 2001).

: Therophi c
'&|As(111) Oxidizer

Fig. 7.1 Outflow channel of Alvord Hot Spring AO3C. Thermal waters containing primarily
As(III) emerge from the source, and microbial biofilms are established all along the flow channel.
Mineral deposits in the transition zone (dark and light materials) include iron oxides, which can
bind to arsenic species and contain abundant arsenic-reducing bacteria. Scale bar equals 1 m
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Hot Spring Geochemical Gradients
Aslll:aAsV Ratio

72 66 45 40 28 22 19 15 14 1.2 11

Temperature (C)
77.8 774 77.2 77.2 761 75.7 75.8 75.6 749 74.8 75.0

pH %001

6.81 6.84 6.89 6.93 6.99 7.00 7.01 7.02 7.08 7.09 7.09

cm L 1 1 L L 1 1 1 1 L Jl
0 10 20 30 40 50 60 70 80 90 100

'\&‘\
)

Microbial Communities

Aquaficales Aquaficales
Thermus/Dienococcus Thermocrinus
Thermus/Dienococcus

Fig. 7.2 Field data from Alvord Hot Spring AO3C. There is a thermal and pH gradient from
source to end, as well as an As(Il) gradient which decreases along the flow path. Microbial
metabolism coupled to physicochemical factors drives the biogeochemistry found along the flow
channel. Prominent phylogenic groups found in each area are shown

Arsenic in Biological Systems

Living cells are most commonly exposed to and affected by arsenite and arsenate
(Silver and Phung 2005b). Although human cells cannot tolerate high concentra-
tions of arsenic, many microbial cells have developed the necessary machinery
to manage the toxicity due to their continuous association with the metal.
Arsenite has a high affinity for thiol groups and subsequently affects essential
metabolic reactions (NRC 1999), whereas arsenate is an analog of phosphate
and manifests its poisonous affects by uncoupling oxidative phosphorylation
(Hindmarsh 2000). Microorganisms can control the toxicity of arsenic by either
actively exporting it out of the cell or by chemically altering it to a less toxic
form (Ellis et al. 2001). Some microorganisms can use arsenic to their advantage
and employ it in energy generating reactions (Gihring and Banfield 2001; Macy
et al. 1996, 2000; Newman et al. 1997b; Santini et al. 2000; Silver and Phung
2005b; Stolz and Oremland 1999). Specific processes used to transform arsenic
include oxidation, reduction, methylation, and demethylation. To accomplish
these processes, energy generating or not, microbes must possess the proper
uptake systems and enzymes.
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Uptake of Arsenic from the Environment

Even though arsenic is considered an ‘essential’ toxin, it is not required for nutri-
tion or metabolism intracellularly (Paez-Espino et al. 2009). Arsenic is essential
in that may be used as an osmolite in some marine environments (Stolz et al.
2002). It has also been found in polysaccharide materials from algae (Stolz and
Oremland 1999). The fundamental role of arsenic as an ‘essential’ toxin is still
quite unclear to date, and benefits of this toxic metal at low concentrations are
still being discovered.

Because arsenic plays no role in the cytoplasm, existing transport systems on
the cell surface are used to uptake arsenic from the environment (Rosen and Liu
2009). Arsenite is brought into the cells by aqua-glyceroporins, which are part of
the aquaporin superfamily of transporters (Meng et al. 2004; Mukhopadhyay et al.
2002). At physiological pH, arsenite resembles glycerol (Mukhopadhyay et al.
2002). The aqua-glyceroporin in E. coli, known as GlpF, channels glycerol into the
cell but can also utilize arsenite as a substrate’ doesn’t seem to fit correctly.
Homologues of this transporter have been found in other organisms (Gourbal et al.
2004) and are also thought to take up reduced arsenic. Arsenate, being an analog
of phosphate, is taken up using phosphate transport membrane systems (Harold
and Baarda 1966; Rosen and Liu 2009), such as the Pit (phosphate transporter) and
Pst (specific phosphate transporter) systems of Escherichia coli (Rosenberg et al.
1977; Willsky and Malamy 1980). These mechanisms of arsenic uptake illustrate
how substrate specificity may be somewhat non-specific, accommodating several
different substrates. This is reasonable, as phosphate and glycerol molecules have
a distinct structural similarity when examined side by side with arsenate and
arsenite respectively.

Arsenic Tranformation Mechanisms

Arsenic Oxidation

Arsenite oxidase catalyzes the oxidation of highly toxic As(III) to less toxic As(V)
and is most commonly used as an electron donor in the electron transport chain for
energy generation; however, it can also function in detoxification processes with no
net energy yield. The arsenite oxidase enzyme was first purified and characterized
from the bacterium Alcaligenes faecalis (Anderson et al. 1992), and its crystal
structure was determined (Ellis et al. 2001; Silver and Phung 2005b). The data
demonstrated that the arsenite oxidase belongs to the dimethylsulfoxide (DMSO)
class of enzymes and is a periplasmic or membrane associated heterodimer
consisting of both a large (88 kDa) and a small subunit (14 kDa) (Fig. 7.3) (Silver
and Phung 2005b; Stolz et al. 2002). The large ‘A’ subunit contains a molybdop-
terin cofactor and a [3Fe-4S] cluster, whereas the small ‘B’ subunit encompasses a
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Fig. 7.3 Models of arsenic oxidase (/eff) and arsenic reductase (right) enzyme complexes, show-
ing catalytic centers and substrate binding ‘funnel’ (Modified from Silver and Phung 2005b)

Rieske type [2Fe-2S] cluster that appears to serve as an electron shuttle (Ellis et al.
2001). asoA and asoB genes encode the large and small subunit respectively and
are found on an “arsenic gene island” comprised of more than 20 additional genes
that are also considered to be a part of arsenic metabolism (Lloyd and Oremland
2006; Silver and Phung 2005b). A Twin Arginine Transporter (TAT) leader
sequence is found on AsoB and serves to transport the folded protein across the
cytoplasmic membrane (Silver and Phung 2005a, b). Once the protein has reached
the periplasmic space, the leader sequence is cleaved, and the substrate As(IIl) can
come into contact with the enzyme. As(IIl) enters through a shallow, ‘funnel’
shaped cavity found on the large subunit, upon which it binds to the molybdenum
center (Silver and Phung 2005a, b). Upon contact, the molybdenum subsequently
becomes reduced, arsenate is released from the cavity, and a succession of two
electron transfer events occurs (Hoke et al. 2004; Silver and Phung 2005a, b). They
include the transfer of electrons to the [3Fe-4S] in the large subunit, then onto the
[2Fe-2S] center of the Rieske type subunit, and finally into the respiratory chain
(Fig. 7.3). It is important to note that the nomenclature for these enzymes varies
depending on specific process, with Aox referring to the oxidase used by chemo-
heterotrophs, and Aro referring to that used by chemolithoautotrophs. Regardless,
the protein designations Aso, Aox, and Aro all refer to arsenite oxidase.

Recently, an arsenite oxidase was purified and characterized from an Arthrobacter
sp. that had similar subunit composition to that of Alcaligenes, with the exception
of an unusual FeS protein in the small subunit (Prasad et al. 2009). Upon sequencing
of the small subunit gene, little homology was found when compared to other
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known asoB sequences, raising the possibility that the biochemical behavior of
arsenite oxidases could be modulated through sequence changes in the small sub-
unit. Despite the difference in structure and sequence homology, the function of the
enzyme remains the same.

Genetic analysis of two arsenic oxidizing bacteria (Achromobacter sp. SY8 and
Pseudomonas sp. TS44) revealed distinct arsenic oxidation and resistance operons,
both of which were inducible by arsenite and arsenate respectively (Cai et al. 2009).
These result suggesting that this type of organization and regulation might be pres-
ent in other arsenic oxidizing microbes.

An arsenic oxidizing, nitrate-reducing chemolithotroph, Alkalilimnicola ehrlichii,
was described in physiologic and genomic detail (Richey et al. 2009), and while the
organism lacked expected arsenic oxidase genes, it did possess two respiratory
arsenate reductase (arr) operons, one of which appears to be evolutionarily adapted
for arsenic oxidation. Catalytically, the enzyme resulting from expression of this
operon is biochemically reversible and can catalyze both arsenic oxidation and
reduction reactions. These findings represent an interesting evolutionary possibil-
ity, in that oxidation capability arose from reductase enzymes.

Phylogenetically and physiologically, arsenic oxidizing bacteria are very diverse
and include representatives from the Alpha-, Beta-, and Gammaproteobacteria,
Deinocci (i.e. Thermus), and Crenarchaeota (Stolz et al. 2002). The fact that this
type of metabolism is so widespread supports the idea that microbial arsenic
metabolism is an ancient process that has spread to many kinds of microbes.

Arsenic Reduction

There are two distinct types of arsenate reductases, namely, respiratory (or dissimi-
latory) and cytoplasmic detoxification enzymes. The respiratory arsenate reductase
is used as a terminal electron acceptor in the electron transport chain, and this
metabolism is found in a number of microorganisms (referred to as dissimilatory
arsenic reducing prokaryotes, or DARPs) distributed throughout the prokaryotic
domain (Stolz et al. 2002). As with arsenite oxidase, it falls into the DMSO class
of enzymes and is a periplasmic or membrane associated heterodimer consisting of
both a large (87 kDa) and a small (29 kDa) subunit (Fig. 7.3) (Silver and Phung
2005b; Stolz et al. 2002). The large subunit contains a molybdopterin cofactor and
a [4Fe-4S] cluster, while the small subunit contains up to four [4Fe-4S] clusters
(Silver and Phung 2005b). In addition, the small subunit is twice the size (Afkar
et al. 2003; Krafft and Macy 1998; Saltikov and Newman 2003) and non- homolo-
gous to the Rieske-type small subunit of the arsenite oxidase (Silver and Phung
2005b), providing more evidence that oxidation and reduction can be altered by the
structure of the small subunit. The genes encoding for the respiratory arsenate
reductase subunits are arrA for the large subunit and arrB for the small subunit.
A TAT sequence is located on ArrA and provides the same function as described
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for arsenite oxidase enzyme (Silver and Phung 2005a, b). The series of events for
the respiratory arsenate reductase occur opposite in comparison to the oxidation
reaction (Silver and Phung 2005a). Because arsenate is used as a terminal electron
acceptor, the electrons are carried from the end of the chain, to the enzyme, onto
the molybdopterin cofactor, and finally to the substrate As(V), which in turn
reduces the As(V) to As(III) (Fig. 7.3) (Silver and Phung 2005a).

The ArsC cytoplasmic arsenate reductase, used for detoxification of arsenic, is
a small monomeric, cytoplasmic protein that requires either thioredoxin or glutare-
doxin linked reactions for activity (Mukhopadhyay and Rosen 2002; Silver and
Phung 2005b). The glutathione-glutaredoxin coupled reaction or thioredoxin pro-
vides the reducing power to convert As(V) to As(IIl) and in the end results in the
removal of As(IIT) by an ATPase (Fig. 7.4) (Mukhopadhyay and Rosen 2002). ArsC
arsenate reductases have been found in phylogenetically diverse groups of microbes
and in nearly all bacteria with genomes larger than two megabases (Silver and
Phung 2005b). Additionally, these genes are often found on plasmids, making them
available for lateral gene transfer and distribution within arsenic bearing environ-
ments (Paez-Espino et al. 2009). It has even been noted that this activity appears to
be more predominant in prokaryotes than the activity for tryptophan biosynthesis
(Silver and Phung 2005b).

AsO ¥ Arsc GSSG
4

As(lll)

Cytosol

ATP

As(lll)

Membrane/Cell Wall

As(Iln)

Fig. 7.4 Arsenic detoxification systems in E. coli. Transporters bring arsenate (AsO,*) into the
cell, where it is then reduced by ArsC, with glutathione as electron donor. The resultant As(III) is
then exported via ATP-dependent ArsAB
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Methylation

Although detoxification and energy generating processes are the most common
mechanisms employed in the transformation of arsenic, both prokaryotic and
eukaryotic organisms can methylate arsenic (Paez-Espino et al. 2009; Stolz et al.
2006). Methylation is a process by which organisms synthesize organic arsenic
compounds (C—As) and produce mono-, di-, and trimethylated arsenicals (Thomas
et al. 2007). This mechanism has been well studied in eukaryotes (Bentley and
Chasteen 2002; Gadd 1993); however, much less is known about bacterial methyla-
tion (Stolz et al. 2006). Challenger was the first to describe methylation in fungi
(Challenger 1945). His work with Scopulariopsis brevicaulis demonstrated that the
organism reduced As(V) to As(IIl), then oxidatively added a methyl group to the
reduced arsenic (Challenger 1951; Dombrowski et al. 2005). This process created
various methylated arsenic compounds including methyl arsenite, dimethyl arsenate,
dimethyl arsenite, and trimethyl arsine oxide (Fig. 7.5) (Paez-Espino et al. 2009;
Stolz et al. 2006). This mechanism proposed by Challenger is predicted to be very
similar in bacterial species. S-adenosylmethionine (SAM) typically provides the
methyl groups, but in some cases, anaerobic bacteria may use methylcobalamin as
the donor instead (Gadd 1993; Krautler 1990; Stupperich 1993). Additionally,
glutathione and other thiol-containing compounds supply reducing power during
various methylation steps (Paez-Espino et al. 2009). It is important to note that
different organisms will yield various methylated products. For example, bacteria
tend to produce more arsines (Bentley and Chasteen 2002).

OH @ CH,
_ | + R M _ I +
o’lAS\OH — H07AS\0H — O’IAS\OH
OH OH OH
Arsenate xl
CH, s CH,
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Fig. 7.5 Microbial methylation of arsenic. The initial reduction of arsenate supplies arsenite to
feed the pathway. The arsines are typically volatile. R: Reduction step; M: Methylation step
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Most methylated arsenicals are less toxic than inorganic arsenic species, but
trivalent arsenicals are more noxious (Qin et al. 2006); thus, it is debated as to
whether or not this is a detoxification mechanism. In spite of this debate, these
trivalent organic species are volatile, which means they are immediately released
into the atmosphere upon assimilation, then quickly re-oxidized into water-soluble
arsenic species that are less toxic (Paez-Espino et al. 2009).

The enzyme Cytl9 catalyzes As(III)-S-adenosylmethyltransferase activity in
rats and humans (Thomas et al. 2004; Waters et al. 2004a, b). More recently though
a homolog of that enzyme, ArsM (30 kDa) (Qin et al. 2006), has been identified in
over 120 bacteria and 16 archaea (Stolz et al. 2006). The arsM genes are found
downstream of an arsR gene, encoding the archetypical arsenic-responsive tran-
scriptional repressor that controls expression of ars operons (Wu and Rosen 1993).
The location of the arsM genes strongly suggests that ArsM is directly related to
arsenic resistance in bacteria (Qin et al. 2006).

Demethylation

Some organisms can utilize methylated arsenic compounds as carbon and energy
sources through cleavage of the C—As bond (Stolz et al. 2006) in a process known
as demethylation. Challenger, who discovered methylation, also first described
demethylation in fungi (Challenger 1945). Bacteria from the genera Alcaligenes,
Pseudomonas, and Mycobacterium have been found to demethylate mono- and
dimethyl arsenic compounds (Bentley and Chasteen 2002). Additionally, Quinn
and McMullan isolated a Gram-negative bacterium (strain ASV2) and found that it
was able to use arsonoacetate and arsonochloroacetate as its sole carbon and energy
sources and upon degradation release arsenate into the environment (Quinn and
McMullan 1995). Although several organisms have been implicated in demethyla-
tion, very little is known concerning the specific process(es) and enzymes involved
(Stolz et al. 2006), and more research in this area is warranted.

Applying Molecular and Microbiological Tools to the Study
of Microbial Arsenic Transformation

Despite continuous efforts at developing new and innovative techniques for
uncovering and examining microbes that can mediate metal transformations,
current methodologies are still demonstrating a lack of specificity or deficiencies in
sensitivity. Further research is necessary for the development of methods that will
complement and extend present approaches. Currently, there are four major areas
that are employed to study microbe metal transformations. They include cultivation,
functional gene analysis, (meta)proteomics, and (meta)genomics.
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Cultivation Methods

It has been estimated that less than 1% of the microorganisms from the environment
can be cultured (Amann et al. 1990). This certainly limits the knowledge and under-
standing of microbial physiology, genetics, and ecology (Schloss and Handelsman
2005) and in fact, most likely presents a skewed view of the phylogenetic and
physiologic groups that are most dominant in specific environments. Scientific
researchers have been actively attempting to develop new methods that increase the
culturability of microbes, and one approach in particular that seems to have some
effect on the level of cultivation success is the unique design of a growth medium
that selects for the physiologic group(s) of interest. Having the ability to accurately
simulate the organisms’ environment would be ideal; however, it is a very difficult
task due to the gap of knowledge not only in the understanding of natural habitats
but also in the lack of tools for measuring each component, significant or not, con-
tributing to the system. Nonetheless, the more the laboratory environment mimics
the natural environment, the higher the probability of culturing the microorganisms
that are sought after (Kaeberlein et al. 2002). In the case of arsenic transforming
microorganisms, Connon and coworkers developed a synthetic hot spring medium
containing a solidifying agent and successfully isolated several arsenic oxidizing
and reducing Thermus strains from thermal areas in Oregon within a time of 2
weeks (Connon et al. 2008). Successful application of unique cultivation approaches
has also resulted in the discovery of new modes of energy production. The discov-
ery of organisms capable of coupling the oxidation of arsenite (electron donor) to
the reduction of nitrate (electron acceptor) was achieved in spite of a low energy
yielding respiration and extreme haloalkaliphilic conditions (Hoeft et al. 2007).
Physiologic description of ‘Halarsenatibacter silvermanii’ SLAS-1(T) (Blum et al.
2009) revealed a novel mode of motility and an arr operon conferring arsenate
respiration ability, demonstrating the scientific benefits of cultivating new members
of arsenic transforming organisms for study.

Additional strategies that have been implemented and contributed to some
improvement in cultivation include increased incubation times (Davis et al. 2005;
Joseph et al. 2003; Stevenson et al. 2004), the addition of signaling compounds and
inhibitors (Bruns et al. 2002, 2003; Stevenson et al. 2004), and the use of solid-
phase minerals as a growth substratum (Reardon et al. 2004). Even with advances
in strategic culturing approaches, it is evident that there are major challenges to
overcome and improvements to be made before this classical method can be used
exclusively to look at microbes that are playing a role in arsenic transformation.

Culture Independent Methods

Because of the limitations with cultivation studies, the development of improved
techniques is vital to the understanding of what phylogenetic and physiologic
groups are present and actively participating in metabolic and biogeochemical
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processes. Continued development of methods that do not rely on cultivation but
rather on community analysis provide better insight into microbial structure and
function in the natural environment.

Functional Gene Detection

PCR based functional gene analysis is utilized to amplify genes that encode specific
proteins. However, the genes encoding the enzyme of interest are widely distributed
among microbes and typically possess great sequence diversity. The lack of highly
conserved sequences prevents the development of gene specific universal primers
for the detection of these genes in new isolates (Silver and Phung 2005b). For
example, Fig. 7.6 represents the genes for the arsenite oxidase enzyme in four
different isolates and illustrates the variability in homology when compared to
A. faecalis. The highest percentages of amino acid sequence similarity for the large
and small subunit are 73% and 62%, respectively. The lowest percentage for the
large subunit is 45% and 43% for the small subunit. Despite the recognized
variability in sequence homology, new primers that claim enhanced detection of
arsenite oxidase genes have been developed (Inskeep et al. 2007; Rhine et al. 2007).
Cloning and analysis of Hydrogenobaculum aoxAB genes led to a means of exam-
ining aox gene expression in situ along physicochemical gradients in an acidic
thermal stream in Yellowstone National Park (Clingenpeel et al. 2009). Recent
examples of successful detection and amplification of respiratory arsenic reduction
genes (arrA) are also in the literature (Malasarn et al. 2004; Song et al. 2009). With
the increasing variety of functional gene primers becoming available, detection and
characterization of these genes in a wide variety of environments is much more
dependable. However, it is important to realize the potential problems. The primers
may be too degenerate or too specific for microbes with novel enzymes that have
yet to be discovered. By using this method in conjunction with other approaches,
added reliability and accuracy can be obtained.

Fe-S Arsenite Oxidase
Aleali Rieske Mo-pterin subunit
}aecc;z lis < oxyS I< oxyX ]I asoA >| moaA > I phnD >( phnC>
491 aa 352aa 175aa 826 aa 364 aa 333 aa 276 aa
Cenibacteri
P Sory>253] [aoxd| aoxB >
>253 aa 173 aa 826 aa 203aa 105aa
9% 62% 73 %
strain NT-26 [aroB>| arod >
175 aa 845 aa
43 % 49 %
envi'r OIlln:ental gmoaC [orr I55>| asoA >D| moad > [orf >263§
Isolate >1452aa 155aa 172 aa 808 aa 121aa 329 aa >263 aa
43 % 45 % 35%

Fig. 7.6 Arsenite oxidase operons from four different isolates. Gene designations and protein size
and are given, and percentages represent homology to the A. faecalis sequences (Adapted from
Silver and Phung 2005b)
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(Meta)proteomics

One area of promise in the research on arsenic geomicrobiology is the use of
proteomics tools to examine complex samples from environments such as microbial
mat biofilms. This method is carried out by extracting a total protein fraction from
an environmental sample such as soil, biofilm, or water, digesting it with trypsin,
and then using shotgun mass spectrometry to sequence the fragmented peptides
(Ram et al. 2005). The approach is relatively simple, in that one can either analyze
environmental samples directly (environmental proteomics) or analyze a subset of
proteins obtained from protein electrophoresis gels. A study using a combination of
these approaches was done using a thermophilic pure culture and biofilms from
arsenic rich hydrothermal springs in Oregon (Connon et al. 2008; Ledbetter et al.
2007). Arsenite oxidase and arsenate reductase activities were initially detected
using zymography (Fig. 7.7) and then confirmed using proteomic analysis as
described above. Peptide hits obtained from proteomic analysis corresponded to

Respiratory
Arsenate Reductase Arsenite Oxidase

Fig. 7.7 Protein electrophoresis and zymography of arsenic metabolizing enzymes from pure
cultures and microbial biofilms. Left Panel: Protein extracts from thermal biofilms resolved by
SDS-PAGE. The gel was stained for activity, followed by total protein staining with Coomassie
Blue. Note that two different sizes of arsenate reductase are detected in different biofilm samples.
Right panel: Protein extract from Thermus AO3C resolved by SDS-PAGE. The gel was stained for
As(III) oxidase and then for total protein. Note that in both cases, the bands detected are of the
expected size for these enzymes
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arsenic transforming enzymes, verifying that the enzyme activities seen on the gel
were indeed arsenite oxidase and arsenate reductase activities (Table 7.2). When
applied to pure cultures, proteomics can reveal much about how arsenic affects
cellular metabolism and gene expression. A study on an arsenic hypertolerant
Pseudomonad revealed the expected ars operons, but proteomics showed that a
number of ‘hypothetical’ proteins were also expressed with arsenic, as were cellular
arsenic binding proteins not previously known to be associated with arsenic
transformation (Patel et al. 2007). Proteomic analysis is a powerful complementary
tool to current existing approaches used to characterize complex microbial com-
munities. When used in combination with metagenomics, one can not only assess
the phylogenetic and functional gene diversity of an environment but also the
metabolism taking place with both spatial and temporal resolution comparable to
nucleic acid based methods.

(Meta)genomics

Metagenomics is a culture independent method based either on sequencing or
expression and is used to analyze genetic information extracted directly from the
environment (Riesenfeld et al. 2004; Schloss and Handelsman 2003). This tool has
been applied in a variety of metal-impacted habitats including the Sargasso
Sea (Venter et al. 2004), an acid mine drainage system (Tyson et al. 2004), soil
(Tringe et al. 2005), and on sunken whale skeletons (Tringe et al. 2005). Although
there are challenges associated with these metagenome studies due to the number
of sequence assemblies and in the distinguishing of heterogeneities between
organisms, it appears to be a logical method for examining the genome sequences
of microbial communities (Schloss and Handelsman 2005). The overall foundation
of this method is quite powerful and not only provides insight into taxonomy but
can also be applied to the study of functional genes using expression libraries
(Handelsman 2004). Functional genes and their associated protein can be deter-
mined through the transcription and translation of the metagenome into peptide
sequences. The acquired amino acid sequences can be entered into a database to
search for homologous proteins; however, if the protein is novel, no putative identity
can be assigned. Another possibility is that the new protein will not be expressed in
the host bacterium that was selected for cloning (Handelsman 2004).

A combined ‘proteogenomic’ analysis was applied to the study of an acid mine
drainage microbial community (Tyson et al. 2004). The spectrometry data results were
compared to the metagenome sequence in order to identify proteins that were part of
the community structure. This study determined that approximately 49% of the open
reading frames from the five major genomes found in their metagenome data were
linked to one or more of the peptide sequences. Even with the originality of this work,
it still poses problems with the discovery of novel proteins since these cannot always
be identified by database matching (Banfield et al. 2005). With additional optimiza-
tion, these techniques hold great promise when looking for undiscovered enzymes
along with characterized enzymes that catalyze metal transformations.
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Table 7.2 Proteomic results obtained from activity staining and bulk analysis of
arsenic transforming pure cultures and microbial communities from thermal springs.
Closest BLAST hits are shown, along with the number of peptides corresponding to
the protein

Number of
Significant hits peptides

Thermus arsenite oxidase gel band

Transporter periplasmic component Thermus thermophilus

Polynucleotide phosphorylase Thermus thermophilus

Arsenite oxidase large subunit Thermus thermophilus

NAD dependent glutamate dehydrogenase Thermus thermophilus

60 kDa chaperonin Thermus thermophilus

Delta aminolevulinic acid dehydratase Thermus thermophilus

Acetyl CoA acetyltransferase Thermus thermophilus

Probable transaldolase Thermus thermophilus

Thermus arsenate reductase gel band

Molybdopterin oxidoreductase Chloroflexus aurantiacus J 10 fl

Molybdopterin oxidoreductase Chloroflexus aurantiacus J 10 fl 2

Environmental sample

Arsenite oxidase Mo-pterin subunit (Fragment), Environmental 3
sequence

Arsenite oxidase Mo-pterin subunit (Fragment), environmental 2
sequence

_—— = N W R B

[\

By combining tools commonly used in the study of microbial ecology and by
taking advantage of the most contemporary (meta)genomic and (meta)proteomic
techniques, great strides can be made in the achieving a greater understanding of
arsenic-transforming microbes and their ecophysiologic roles. Bioinformatics
and in silico tools also have an important place in the genomic study of arsenic
transforming microbes. Since there are now hundreds of sequenced microbial
genomes, one can query the data repositories for any number of genes related
to arsenic metabolism. One such useful tool is the Joint Genome Institute
(US Department of Energy) Integrated Microbial Genomes interface (http://www.
jgi.doe.gov), where both pure culture genomes and metagenomes from a variety of
environments can be queried.

Contributions from the Study of Microbial Arsenic
Transformation

Microorganisms can facilitate the transformation of a considerable number of
elements (Stolz et al. 2002) and through these chemical alterations play a central role
in the geochemistry of Earth environments. Several positive roles metal-transforming
bacteria play have just recently been recognized and the appreciation for these
organisms and processes has proliferated among scientists. As local, national, and
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world news sources have popularized on global warming, clean up of radioactive
waste, and life on Mars, even the general public is beginning to connect the importance
of microorganisms with world changing processes and exobiology.

Biogeochemical Cycling

Biogeochemical cycling is the movement (cycling) of elements through both
biological and geological systems. A variety of elements are cycled, many of which
are essential components of life. The significance of microorganisms in the carbon,
oxygen, nitrogen, and phosphorus cycles has long been established; however,
biological roles in the cycling of some trace elements including arsenic have just
recently been elucidated (Oremland et al. 2004; Oremland and Stolz 2005; Stolz
et al. 2002; Stolz and Oremland 1999). Figure 7.8 demonstrates the coupled
biological cycling of carbon and arsenic in Mono Lake, CA, USA (Oremland et al.
2004). This is not only a prime example of a microbial arsenic cycle in nature but
also an illustration of how arsenic metabolism contributes to the cycling of organic
and inorganic carbon as well.

Bioremediation

The cleanup of contaminants using biological agents is largely regarded as an attrac-
tive treatment method since it can be carried out with limited disturbance to the
contaminated area (Head 1998). Microorganisms have the metabolic capabilities to
convert toxic compounds into relatively non-toxic products, hence eliminating con-
taminants (Head 1998). Physical mechanisms of clean up do not destroy contaminants
but rather consolidate them into certain locations (Head 1998). Enzyme mediated
microbial metal transformations, for example reductive immobilization, play a vital

CH,0 As(V) CH,0

2

Dissimilatory
arsenate reducing
prokaryotes

Chemoautotrophic
arsenic oxidizers

co, As(lll) co,
Fig. 7.8 Coupled carbon-arsenic biogeochemical cycle. Key ecophysiologic reactions are shown.
Note how two distinct groups of arsenic transforming organisms (oxidizers and reducers) can
interact and exchange carbon as well as arsenic
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role in the bioremediation of pollutants (Lovley and Coates 1997). Because arsenic
holds a number of varying valence states, which differ in toxicity and mobility,
remediation strategies are complicated, due to the continuous transformation of
arsenic, biologically or chemically (pH, redox potential, etc.). This means a deep
understanding of microbial populations and how they behave and interact in the
natural environment is fundamental to the development of efficient and effective
mechanisms of clean up in arsenic contaminated environments.

Exobiology

The notion that life may be or was present on other worlds has always been considered
a viable concept, and research in this area has given some evidence to support this
possibility. However, due to the absence of unidentifiable remains, mineralogical
‘biosignatures’ are now being used as a means of searching for signs of life (Banfield
et al. 2001). Many minerals are associated with biological activity and can often form
indirectly as byproducts of microbial metal metabolism. Examples of biogenic minerals
include arsenic sulfides, iron sulfides, iron oxides, manganese oxides, carbonates,
phosphates, halides, oxalates, sulfates, and silica (Lowenstam 1981; Stolz and
Oremland 1999). Desulfotomaculm auripigmentum forms the arsenic sulfide mineral,
orpiment (As,S.,) by reducing arsenate and sulfate during growth in culture (Stolz and
Oremland 1999). This mineral, along with many other minerals, have abiotic coun-
terparts (Banfield et al. 2001; Lowenstam 1981; Stolz and Oremland 1999), thus their
occurrence in the environment is not always indicative of life. B-realgar (B-As,S,)
produced by the arsenate reducing thermophile strain YeAs is unique in structure,
and the first description of biologically produced B-realgar (Fig. 7.9) (Ledbetter et al.
2007). Additionally, the abiotic formation of this mineral is thermodynamically unfa-
vorable and has only been produced abiotically at temperatures above 250°C.
In many instances, there are certain attributes (chemical or physical) that distinguish
between the abiotic and biotic forms, as evidenced with B-realgar. Although it is
imperative that non-biological activity be positively identified when looking for evi-
dence of life in these extreme environments, previously classified biogenic minerals
along with newly unearthed signatures could undoubtedly result in the discovery of
life on Mars and other worlds.

Conclusions

Regardless of the exact method of arsenic metabolism, the notable role microorga-
nisms play in the biogeochemical cycling of arsenic and numerous other elements
cannot go unoticed. The microbial ‘eating and breathing’ (Nealson et al. 2002)
of metals has considerably impacted our world and certainly contributes to the
operation and stability of ecosystems. Arsenic oxidation and reduction appear to
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Fig. 7.9 Biogenic mineral production in a thermophilic anaerobe. Left Panel: Colonies of
arsenate reducing bacteria isolated from Murky Pot hot spring, OR. The colonies contain
conspicuous arsenic sulfide minerals in association with the cells. Right Panel: A culture of strain
YeAs grown anaerobically with arsenate. Note the abundant arsenic sulfide mineral precipitate.
This material was determined to be B-realgar

have evolved in several directions, with distinct biochemical mechanisms required
depending on whether the organism is gaining energy or detoxifying the metal.
Arsenic methylation is a ubiquitous process stemming from humans to Archaea,
whereas demethylation is strictly found in microorganisms. Whether building or
breaking arsenic compounds, both methylation and demethylation contribute to the
coupled cycling of arsenic and carbon, and represent additional forms of arsenic
required by some microbes. Genomics and proteomics have opened new vistas onto
microbial arsenic metabolism and have revealed unexpected mechanisms and
adaptations for survival with arsenic. Microorganisms capable of transforming the
elements are making extensive contributions on a global scale and even though their
vast metabolic capabilities are difficult to completely comprehend, the more under-
standing that is gained only enhances the admiration and appreciation for these
intricate and multifaceted life forms.
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Chapter 8
Bioinformatics and Genomics
of Iron- and Sulfur-Oxidizing Acidophiles

Violaine Bonnefoy

Important protagonists in geomicrobiology are the “biomining” microorganisms
which are used to recover valuable metals from mineral ores and concentrates.
These microorganisms either convert insoluble metal sulfides to soluble metal
sulfates, a process referred to as bioleaching, or weaken the ore by removing iron
and/or sulfur making the valuable metal accessible to subsequent chemical treat-
ment, a process known as biooxidation (Rawlings 2005; Rawlings and Johnson
2007). The drawback of this industrial biotechnology is the formation of acid
mine drainage (AMD) from uncontrolled abandoned mines, mine dumps or tail-
ing dams, and acid rock drainage when sulfide-rich ores are exposed to air and
weathering.

This process is linked indirectly to the capacity of acidophilic prokaryotes to
oxidize ferrous iron and reduced inorganic sulfur compounds (RISC) where sulfur
has different oxidation states. The products of these oxidations, that is ferric iron
and sulfuric acid respectively, then chemically attack the mineral (Rohwerder and
Sand 2007) releasing the metal, Fe(IT) and RISC (Fig. 8.1a).

The identification of the microorganisms involved in metal solubilization and
the understanding of the molecular mechanisms involved in Fe(IT) and RISC oxida-
tion are therefore of outstanding importance. A number of reviews have been pub-
lished about the microbial ecology of bioleaching operations (Hallberg and Johnson
2001; Rawlings 2002, 2005; Norris 2007; Schippers 2007; Rawlings and Johnson
2007 and Chapter 19 of this book). The physiological characteristics of Fe(Il) and/
or RISC oxidizing acidophilic microorganisms which genome sequence has been
analysed are summarized in Table 8.1.

Despite multidisciplinary approaches, knowledge of Fe(II) and RISC oxidation in
bioleaching microorganisms remains rudimentary. A bottleneck in advancing it, is
the lack of well established genetic systems that permit the construction of mutants
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Fe**  Fe?* Metal Metal ~ RISC H,S0,
b A/ c
Acidithiobacillus ferrooxidans Microorganisms: Reduced inorganic sulfur compounds oxidation
Cyte P aa, oxidase pathways: enzymes/electron transporters
g 3

CytepCu * Bacteria: At caldus Sor + TQR + SQR + TetH + Sox / boy, bd, aay

Cu? % Cyte » Cyth/FeS/Cytc $QHNADHI At. ferrooxidans TQR + SQR + Hdr + Sat + TetH / b, bo, bd, aa
At. thiooxidans TQR + TetH + Sox
Leptospirillum groups 11 and 111

bb. oxidase Archaea: Metallosphaera sedula TQR + SQR + Hdr + Sat + TetH / Cyth/FeS, bb,

¢ ’ = 3
Cyte» Cyte X2 Sulfolobus spp. Sor! + TQR? + SQR® + Hdr + Sat / Cytb/FeS, bb, aa,

Cytb/FeS % Q »NADHI S
1 only in S. tokodaii; ~: not in S. acidocaldarius; 3 only in S. solfataricus

Ferroplasma acidarmanus Underlined: proteins mainly described in archaea
>

Metallosphaera sedula

Fig. 8.1 Schematic representation of the metal sulfide bioleaching (a), the iron (b) and RISC
(c) oxidation pathways. Cu: copper protein. For the other abbreviations, see the text

to test existing hypotheses. Furthermore, marker exchange mutagenesis can only be
applied for non essential genes already characterized. Till recently, the analysis of a
metabolic pathway was therefore limited to few specific genes/proteins. However,
these last decades have seen the development of “global” analysis owed to rapid
advances in technologies such as genomics, transcriptomics and proteomics. How
these new tools were applied to mining biotechnologies and how these new concepts
helped deciphering, not only the molecular mechanisms involved in Fe(Il) or RISC
oxidation of known bioleaching microorganisms, but also of the microbial commu-
nities during the process are the main topics addressed in this chapter.

“Omics”, What Does that Mean?

The suffix “-om-" comes from “genome” and “chromosome” and designs different
large-scale quantitative biology fields, such as “transcriptome” and “‘proteome”.
These approaches are global rather than targeted and aim to explain the highly
complex regulatory and metabolic networks inside the living cell. Since few years,
such technologies have been implemented for Fe(II) and/or RISC oxidizing acido-
philes and have been reviewed by Holmes and Bonnefoy (2007), Quatrini et al.
(2007c¢) and Jerez (2007).
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Fig. 8.2 Schematic overview of the different “omics” approaches

Few basic knowledges are required to understand these techniques. A gene is a
portion of deoxyribonucleic acid (DNA) that contains both the “coding” sequence
that determines a transcript, and the “regulatory” sequence that determines when
the gene is expressed (Fig. 8.2a). When a gene is switched on, the coding sequence
is transcribed into ribonucleic acid (RNA) (Fig. 8.2a). Two sorts of RNA exist: the
“coding” RNA (messenger mRNA (mRNA)), and the non-coding RNA which play
roles in the regulation of DNA expression and in the structure of cell components
(such as the ribosomal and transfer RNA in the ribosomes). The ribosomes “read”
the mRNA and synthesize the proteins (translation) (Fig. 8.2a).

Genomics

Genomics is the analysis of the entire DNA sequence of an organism (genome) with
informatic software programs (bioinformatics) (Fig. 8.2b). It allows when possible: (a)
the identification of genes, (b) the assignment of their biological function, (c) the recon-
struction in silico of metabolic pathways, (d) the prediction of regulatory circuits in
which different processes are connected depending on the environmental conditions.
The comparison of the genome and of the metabolism between different microorganisms
(comparative genomics) could help understanding the general mechanism of evolution
but also deciphering metabolic pathways. Metagenomics is the culture-independent
genomic analysis of microbial communities directly from their natural environment
(Fig. 8.2c), allowing to bypass the isolation and cultivation of individual organisms and
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to study the unculturable ones which could represent up to more than 99% of the micro-
organisms in some environments. It provides clues about how the different organisms
interact and benefit each other living in the same biotope.

Transcriptomics

Transcriptome is the totality of the mRNA present in one cell population at a given
time under defined conditions (Fig. 8.2b). It reflects the active expression of a sub-
group of genes and varies according to the growth conditions. Higher the expres-
sion of a gene in one condition, the more likely that gene is involved in the
corresponding metabolism. Consequently, transcriptomics can help deciphering the
role of genes that do not have an assigned function.

Transcriptomics is generally based on DNA microarray. In this high throughput
technology, single-stranded DNA corresponding to each gene of a genome are spot-
ted on a solid substrate (nylon membrane or glass slide). These probes are used to
capture (hybridize) selectively their complementary labeled transcripts (target), act-
ing as “molecular sensors” for quantitative measurements (Dharmadi and Gonzalez
2004). First the RNA are extracted from the bacteria grown under the two condi-
tions to be compared (Fig. 8.3a). They are retro-transcribed into labeled cDNA, with
radioactivity or fluorochromes (Fig. 8.3a). The labeled single stranded cDNA are
then hybridized to the DNA microarrays. They bind specifically to their comple-
mentary sequence with high affinity. Probe-target hybridization is detected and
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I
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a P e — b
RNA 0 F r[ | ! Protein
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Fig. 8.3 Schematic representation of the transcriptomics (a) and proteomics (b). MW: molecular
weight
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quantified to determine relative abundance of nucleic acid sequences in the target
(Fig. 8.3a). The signal intensity of each spot on the microarray gives an estimate of
the abundance of the corresponding target (cDNA) in the given environmental con-
dition and therefore of the expression level of each gene.

Metatranscriptomics is the study of the metatranscriptome of a microbial con-
sortia (Fig. 8.2c). It provides information about the response of the community to
varying environmental conditions, in particular which genes are more highly
expressed, and therefore required for adaptation.

Proteomics

The proteome is the set of synthesized proteins at a given time under defined condi-
tions (Blackstock and Weir 1999) (Fig. 8.2b). Proteomics allows to detect specific
qualitative and quantitative protein changes, i.e. to determine the presence and the rela-
tive abundance of proteins in certain growth conditions and to detect post-translational
modifications such as phosphorylation and methylation. This approach gives the con-
ditions in which a protein is synthesized, thus giving clues to its function.

In proteomics, the proteins are separated by two dimensional polyacrylamide gel
electrophoresis (2D-PAGE). Complex mixtures of up to 1,800 proteins can be
resolved in a single gel. Separation of proteins by 2D-PAGE relies on their charge
and their molecular weight (MW). In the first dimension, the proteins are separated
according to their isoelectric point (pI) through a pH gradient (isoelectric focusing).
A protein stops migrating when its net electrical charge is neutral, i.e. when it
reaches a pH value corresponding to its pl (Fig. 8.3b). Proteins are then further
resolved according to their MW by SDS-PAGE (Fig. 8.3b). Separated proteins are
visualized by gel staining. The proteins that changed their level of synthesis during
growth on the conditions analyzed are identified (N-terminal amino acid sequencing,
mass spectrometry, peptide mass fingerprinting, tandem mass spectrometry, etc.).

Metaproteomics is the study of all the proteins synthesized in one microbial
ecosystem with cultivation-independent molecular genomic approaches (Wilmes
and Bond 2004, 2006) (Fig. 8.2c). It has been used to monitor the functional prod-
ucts of the microbiota.

Acidithiobacillus ferrooxidans

Genomics

The sequence of At. ferrooxidans ATCC23270 (type strain) genome has been
determined by the J. Craig Venter Institute (JCVI) and annotated with the Center
for Bioinformatics and Genome Biology (CBGB) (Valdés et al. 2008a). Two other
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At. ferrooxidans genomes have been sequenced: ATCC53993, previously character-
ized as Leptospirillum ferrooxidans (DOE JGI), and DSM16786 owned by
BioSigma, SA. They will not be discussed here, the first one being not published
and the second one being not publicly available (Levicén et al. 2008). The circular
chromosome of ATCC23270 strain carries 2,982,397 bp (58.77% G+C content) and
encodes 3,217 putative proteins, of which 1,147 are hypothetical or of unknown
function (Valdés et al. 2008a). No plasmids were detected. Lateral gene transfers
have been predicted and notably, the petl operon involved in Fe(Il) oxidation
(Valdés and Holmes 2009). It has to be pointed out also that the genes and operons
involved in Fe(Il) (rus and petl) and RISC (tetH, dox and sqr) oxidation are located
near by the origin of replication suggesting that they are highly transcribed early in
the cell division cycle (Valdés and Holmes 2009).

From this genome sequence, analysis have been performed to search for genes
encoding cytochromes ¢ (Yarzdbal et al. 2002a), sulfurtransferases (Acosta et al.
2005), acyl-homoserine lactone (AHL) synthases (Farah et al. 2005; Rivas et al. 2007),
and small regulatory RNAs (Shmaryahu and Holmes 2007; Shmaryahu et al. 2009).
Some metabolic pathways have been confirmed or extended such as carbon metabo-
lism (Appia-Ayme et al. 2006; Esparza et al. 2009 and Holmes, personal communica-
tion), amino acid metabolism (Selkov et al. 2000; Barreto et al. 2003), sulfur uptake
and assimilation (Valdés et al. 2003; Quatrini et al. 2007c), hydrogen metabolism
(Barreto et al. 2003) and toxic compound fluxes (Barreto et al. 2003), while others
were reconstructed in silico including phosphate starvation response (Vera et al. 2003),
iron homeostasis (Quatrini et al. 2005, 2007a, b; Osorio et al. 2008a, b), biofilm forma-
tion (Barreto et al. 2005a, b; Quatrini et al. 2007¢), quorum sensing (Farah et al. 2005,
Valenzuela et al. 2007) and c-di-GMP pathway (Ruiz et al. 2007; Castro et al. 2009;
Ruiz et al., in preparation). Models were presented for anaerobic metabolism (Osorio
et al. 2009), nitrogen fixation, stress responses, DNA repair and pH tolerance mecha-
nisms (Valdés et al. 2008a). Concerning the topic of this review, Fe(Il) and RISC
oxidation, most of the components of the electron transport chains which have been
characterized in different At. ferrooxidans strains (Appia-Ayme et al. 1999; Levicdn
et al. 2002; Brasseur et al. 2002, 2004; Yarzabal et al. 2004; Bruscella et al. 2007), have
been confirmed for the type strain (Quatrini et al. 2006, 2009).

Proteomics

Proteomics in At. ferrooxidans has been performed long before the genome
sequence was available thanks to the pioneering work of Jerez’s group. The effects
of the external pH (Amaro et al. 1991), heat shock (Varela and Jerez 1992), phos-
phate starvation (Seeger and Jerez 1993a, b; Jerez et al. 1995; Vera et al. 2003; He
et al. 2005a) and attachment to solid surfaces (Jerez et al. 1995; Valenzuela et al.
2006) on At. ferrooxidans ATCC19859 and/or R2 strain proteome were reported.
Response to copper or other heavy metals of private strains was also analyzed
(Novo et al. 2000, 2003; Paulino et al. 2002; Felicio et al. 2003).
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By a high throughput proteomic analysis, 131 proteins located in the periplasm
of the type strain grown in thiosulfate have been identified (Chi et al. 2007). Most
of them were very basic (pI > 7) in agreement with the strict acidophily of At. fer-
rooxidans. Among the proteins identified, six were involved in energy metabolism.
Two were encoded by the petll operon proposed to be involved in sulfur (S°) oxida-
tion pathway (Bruscella et al. 2007): the cytochrome ¢, CycA2, and the HiPIP
protein Hip (Bruscella et al. 2005, 2007). While reported as an outer membrane
protein, the tetrathionate hydrolase (Buonfiglio et al. 1999; Kanao et al. 2007) was
detected in the periplasm, suggesting that it is loosely bound to the outer mem-
brane. Finally, the cytochromes ¢, CycAl and Cycl, the outer membrane cyto-
chrome Cyc?2 and the rusticyanin were identified.

The differential protein expression of several strains of At. ferrooxidans
(ATCC23270, ATCC19859, CCM4253 and a private strain) grown on different
energy sources, including, Fe(IT), S° or metal sulfides, has been analyzed by following
proteomics (Osorio et al. 1993; Ramirez et al. 2002, 2004; Jerez et al. 1995; He et al.
2005b; Valenzuela et al. 2005, 2006; Bouchal et al. 2006; Jerez 2007), paving the way
for the understanding of oxic Fe(II) and RISC respiratory pathways. Among the redox
proteins which are more expressed in Fe(I) than S°, were the outer membrane cyto-
chrome ¢ Cyc2, the cytochrome c, Cycl, the rusticyanin, the aa, cytochrome oxidase
subunit II, the Rieske subunit of the be, complex I (PetAl), supporting the models in
which the proteins encoded by rus and petl operons are involved in Fe(II) oxidation.
On the other side, a periplasmic rhodanese-like protein (P21), a periplasmic putative
thiosulfate sulfur transferase protein, a thiosulfate/sulfate/molybdate binding protein
and sulfide quinone reductase were more expressed in S° than in Fe(II).

Transcriptomics

From the annotated and curated At. ferrooxidans ATCC23270 genome sequence
(Valdés et al. 2008a), an internal 50-mer oligonucleotide was designed for each of
the predicted ORF and spotted on glass slides (Quatrini et al. 2006), opening the
way to comparison of gene expression profiles of At. ferrooxidans cells grown on
different conditions.

Preliminary genomic expression profiles of planktonic and sessile cells of Atz
ferrooxidans grown on pyrite showed different gene expression patterns (Vera et al.
2009). Most notably, there was clearly a parallel between planktonic state and
Fe(Il) oxidation on one hand, and sessile state and RISC oxidation on the other
hand, indicating that the planktonic cells oxidized the soluble Fe(Il) released by
pyrite bioleaching and the sessile cells oxidized insoluble RISC attached to pyrite.

The expression profiles of the At. ferrooxidans cells grown on Fe(II) with those
grown on S° were compared, focusing on carbon metabolism (Appia-Ayme et al.
2006) and on the energy metabolism (Quatrini et al. 2006, 2009). Interestingly, genes
involved in CO, fixation, carboxysome formation, 2P-glycolate detoxification, glyco-
gen biosynthesis and glycogen branching/debranching system are upregulated in S°
medium, whereas those proposed to be required for glycogen utilization are upregu-
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lated in Fe(IT) medium. S° being more energetic than Fe(Il), it was proposed that Az.
ferrooxidans fixes CO, and stores some of the fixed carbon as glycogen in these
energetically favorable conditions while it uses glycogen as carbon and energy
sources in leaner conditions such as when Fe(I) is the only energy source available.

This transcriptomic analysis allows to extend our knowledge on the Fe(Il) and
RISC oxidation pathways within At. ferrooxidans (Quatrini et al. 2006, 2009). As
shown in Figs. 8.1 and 8.4, these pathways are quite complex being both branched
and redundant providing At. ferrooxidans a flexible respiratory system allowing it
to adapt efficiently to environmental changes. The electrons from the oxidation of
Fe(I) are transferred to oxygen (downhill pathway) by the proteins encoded by the
rus operon and to NAD(P) (uphill pathway) through the electron carriers encoded
by the petl operon (Fig. 8.4a). The proteins encoded by the rus operon have been
proposed to constitute an “electron wire” spanning both the outer and the inner
membranes to conduct electrons from metal sulfides, the natural substrate of At
ferrooxidans, to oxygen (Appia-Ayme et al. 1999; Yarzdbal et al. 2002b, 2004). The
outer membrane cytochrome ¢, Cyc2, transfers electrons from Fe(II) to the periplas-
mic blue copper rusticyanin, which passes them to the membrane-bound cyto-
chrome ¢, Cycl and from there to the cytochrome oxidase CoxBACD where
oxygen is reduced to water (Fig. 8.4a). Cup, a putative copper protein, was pro-
posed to be involved in electron transfer, perhaps between Cyc2 and Cycl bypass-
ing rusticyanin and providing an alternative route for electron flow during Fe(II)
oxidation and an additional point for its regulation (Quatrini et al. 2009). The pet/
operon encodes the proteins involved in the uphill pathway in which electrons from
the cytochrome ¢, CycAl are transferred via the bc, complex to a NADH complex
(Fig. 8.4a) driven energetically by the proton motive force (Levican et al. 2002;
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Quatrini et al. 2006, 2009; Bruscella et al. 2007). The bifurcation in the electron
flow from Fe(Il) to NAD(P) (uphill) or O, (downhill) has been proposed to occur
at the level of rusticyanin (Fig. 8.4a) (Quatrini et al. 2006, 2009; Bruscella et al.
2007). By adjusting the electron flow at this branch point, At. ferrooxidans could
balance its requirements for NAD(P)H and ATP.

RISC oxidation pathways are predicted to involve various enzymes and electron
carriers because, in contrast to iron that occurs in only two oxidation states, +2 and
+3, sulfur exists in multiple states from —2 to +6. In addition, abiotic oxidation of
some sulfur compounds can occur complicating identification of relevant enzymes
and products. Microarray transcript profiling results predict that RISC oxidation
pathways involve proteins in all the cellular compartments: in the outer membrane
facing the periplasm (tetrathionate reductase, TetH), in the periplasm (high potential
iron-sulfur protein, Hip), attached to the cytoplasmic membrane on the periplasmic
side (cytochrome ¢, CycA2), in the cytoplasmic membrane (sulfide quinone reductase
[SQR], thiosulfate quinone reductase [TQR], be, complex, NADH complex I, aa,, bd
and bo, terminal oxidases) and in the cytoplasm (heterodisulfide reductase [Hdr], and
ATP sulfurylase [Sat]) (Fig. 8.4b) (Quatrini et al. 2009). S° is converted to sulfane
sulfate (GSSH) which is then transferred to the cytoplasmic heterodisulfide reductase
(Hdr) through a cascade of sulfur transferases (Stf). Electrons coming from RISC
enter the respiratory chain at the level of the quinol pool (QH,) through SQR, TQR
or Hdr and are transferred either (1) directly to terminal oxidases bd or bo,, or indi-
rectly throught a bc, complex and cytochrome ¢ CycA2/high potential iron—sulfur
protein Hip probably to the aa, oxidase, where O, reduction takes place or (2) to
NADH complex I to generate reducing power (Fig. 8.4b) (Quatrini et al. 2009).

Possible regulators allowing coordinated modulation of Fe(II) and RISC oxida-
tion gene expression according to the growth conditions have been proposed: (a)
CtaR predicted to belong to the iron responsive regulator Rrf2 family and (b) a two
component sensor-regulator of the RegB-RegA family that may respond to the redox
state of the quinone pool and could play a role in switching between Fe(II) and S°
oxidation, between aerobic and anaerobic oxidation or could help in making regula-
tory changes to balance electron equivalents between uphill and downhill electron
flow (Quatrini et al. 2009). CtaR and regBA expression is induced by Fe(II) and not
repressed by S°, like rus and petl operons (Amouric et al. 2009). Furthermore, RegA
binds to the regulatory region of the rus and cta operons, strongly suggesting that
this protein regulates their expression (Amouric et al. 2009).

Acidithiobacillus thiooxidans and Acidithiobacillus caldus

Acidithiobacillus caldus

A draft genome sequence of the At. caldus type strain (ATCC51756) has been
annotated and analysed (Valdés et al. 2009). It carries 2,982,397 bp (61.4% G+C
content).
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Genes necessary for amino acid, nucleotide and prosthetic group synthesis have
been predicted as well as the genes involved in carbon fixation and ammonia uptake.
Contrarily to At. ferrooxidans, the genes for flagella formation and chemotaxis have
been identified but not those necessary for nitrogen fixation (Valdés et al. 2009).

Two ¢yoBACD, six c¢ydAB and one quoxBACD operons encoding bo,, bd and aa,
quinol oxidases respectively, have been detected suggesting that Az. caldus is able to
adapt to a large range of oxygen tensions. As expected, the At. ferrooxidans rus and
petl operons involved in Fe(Il) oxidation pathways are not present. Concerning RISC
oxidation, some genes already identified in At. ferrooxidans are present, i.e. sqr and
tetH encoding sulfur quinone reductase and tetrathionate hydrolase, as well as doxD
encoding the thiosulfate quinone oxidoreductase previously characterized in this strain
(Rzhepishevska et al. 2007) (Fig. 8.1c). Very interestingly, the sox genes involved in
thiosulfate oxidation in most neutrophilic and mesophilic sulfur oxidizers and the sor
gene encoding sulfur oxygenase:reductase identified so far only in thermophiles are
present (Fig. 8.1c). The presence of sor gene in different At. caldus strains has recently
been reported (Janosch et al. 2009). All together, these data indicate that the RISC
oxidation pathways in At. caldus and At. ferrooxidans are different.

Comparative Genomics Between the Acidithiobacilli

Draft genome sequence of the At. thiooxidans type strain (ATCC19377) has been
annotated by Holmes’ group (unpublished data). The DSM17318 strain has also
been sequenced but will not be discussed here since it is owned by Biosigma, SA
(Levican et al. 2008). Comparison between the At. thiooxidans, At. caldus and
At. ferrooxidans genome sequences has been performed to predict genes involved
in respiratory pathways, carbon and nitrogen fixation, quorum sensing, flagella
formation, chemotaxis, and iron assimilation (Valdés et al. 2008b) as well as in
c-di-GMP pathway (Castro et al. 2009). In the genome of the three bacteria, a large
number of genes encoding iron transporters, in particular TonB-dependent
Fe(III)-siderophore transporters (OMR) typical of iron scavengers, are present.
Interestingly, the isoelectric point of these OMR varies in broad range, likely
allowing the Acidithiobacilli to grow in environments with different pH and iron
availability (Osorio et al. 2008a, b). At. ferrooxidans is particularly more fit out
Fe(Ill) siderophore transporters which could explain its greater sensitivity to
Fe(III). Surprisingly, no genes for classical siderophore production have been
detected in the three species. Instead, Fe(IIl) uptake by phosphate chelation or
dicitrate uptake system has been proposed (Osorio et al. 2008a, b). Main differ-
ences between the three Acidithiobacilli lie in (a) the absence of nitrogen fixation
genes in At. caldus and At. thiooxidans, (b) the presence of flagella formation and
chemotaxis signaling genes in At. caldus and At. thiooxidans but not At. ferrooxi-
dans, (c) the absence of AHL-based quorum sensing genes in At. caldus and
At. thiooxidans (d) the absence in these two Acidithiobacilli of the At. ferrooxi-
dans rus and petl operons necessary for Fe(Il) oxidation, and (e) the presence in
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At. caldus and At. thiooxidans, but not in At. ferrooxidans, of the sox genes
involved in thiosulfate oxidation (Fig. 8.1c) suggesting some differences in the
RISC oxidation mechanisms between the three Acidithiobacilli, even if all the
three have the genes encoding tetrathionate hydrolase (tetH) and thiosulfate qui-
none oxidoreductase (doxD) (Fig. 8.1c) (Valdés et al. 2008a, b, 2009; Valdés and
Holmes, personal communication).

Leptospirillum spp.

Before Leptospirilla genome sequences were accessible, Parro and Moreno-Paz
(2003; 2004; 2006) have studied the global nitrogen fixation pathway in L. ferrooxi-
dans. Gene expression analysis by shotgun DNA microarray (i.e., a random
genomic library printed on a slide) between L. ferrooxidans grown with and with-
out ammonium allowed them to identify most of the genes known to be involved in
nitrogen fixation.

A L. ferriphilum strain (Leptospirillum sp. group II) was sequenced, but this
strain and its genome sequence are owned by Biosigma, SA and will not be
discussed here (Levican et al. 2008). Nearly complete genome sequences of two
Leptospirillum group II (one related to L. ferriphilum [2.72 Mbp] and “L. rubarum”
[2.64 Mbp]) and of “L. ferrodiazotrophum” from group III (2.66 Mbp) were recon-
structed directly from the environment (Tyson et al. 2004; Lo et al. 2007; Simmons
et al. 2008; Goltsman et al. 2009). Surprisingly, Leptospirillum group II has no
genes involved in nitrogen fixation while they have been detected in Leptospirillum
group III. In addition, more proteins involved in biofilm formation (glycosyltrans-
ferases, polysaccharide export proteins, cellulose synthase) from group III than
from group II have been detected by metaproteomic analysis (Ram et al. 2005; Lo
et al. 2007; Goltsman et al. 2009) suggesting that Leptospirillum group III plays a
key role in the microbial community. Both groups possess all the informations for
a chemotaxis system and flagella formation. Leptospirilla encode a number of
metal resistances. Contrary to the Acidithiobacilli, Leptospirilla have no known
Fe(II) transporters and it was proposed that this was a strategy to evade iron stress
(Quatrini et al. 2007b, c; Osorio et al. 2008a, b). On the other hand, Leptospirilla
have less Fe(III) siderophore receptors and these receptors are in a much restricted
pls range than the Acidithiobacilli, likely because Leptospirilla grow in a more
acidic and narrow pH range.

Concerning energetic metabolism, Leptospirillum groups II and III have genes
encoding a high number of cytochromes c, a bc, complex, NADH:ubiquinone dehy-
drogenase, two cytochrome cbb,-type heme-copper oxidases and a cytochrome
bd-type quinol oxidase (Tyson et al. 2004; Goltsman et al. 2009). Among the cyto-
chromes, two were proposed to play a role in Fe(Il) oxidation: Cyc_, and Cyc_,
(see Fig. 8.1b and below in the “From the microbial communities to protein analy-
sis” section).
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Surprisingly, the genes encoding the bd oxidase are clustered with a gene encod-
ing a sulfide-quinone reductase and the genes encoding formate-hydrogen lyase
have been detected suggesting that Leptospirilla can oxidize hydrogen sulfide and
grow in anaerobic conditions (Goltsman et al. 2009), while they have been consid-
ered as “specialist” oxic iron oxidizers using Fe(Il) as their sole electron donor and
oxygen as their electron acceptor.

Ferroplasma spp.

Three genome sequences derived from the Iron Mountain AMD are available for
Ferroplasma spp.: a draft from the isolate Fp. acidarmanus ferl (1.94 Mbp) (Allen
et al. 2007) and two partial from Ferroplasma type I (1.48 Mbp) and II (1.82 Mbp)
(Tyson et al. 2004).

From the analysis of these sequences, a number of pathways have been proposed
(Tyson et al. 2004), supported in some cases by proteomics (Baker-Austin et al.
2005; Dopson et al. 2005, 2007; Baker-Austin et al. 2007) or metaproteomics
(Ram et al. 2005). Nitrogen fixation and flagella formation genes have not been
detected in Ferroplasma spp. (Tyson et al. 2004). Surprisingly, the genes
encoding the key enzymes of the three known archaea CO, fixation pathways
(the 3-hydroxypropionate, the reductive acetyl coenzyme A and the reverse TCA
cycles) are not present. Metabolic reconstruction strategies predict a novel and
chimaeric CO/CO, fixation pathway with steps from the reductive Acetyl-CoA and
serine pathways (Cardenas et al. 2009). However, no up-regulation of proteins typi-
cally associated with CO, fixation was evident from proteomic analysis between
cells grown with or without yeast extract (Dopson et al. 2005). Since a plethora of
ABC-type sugar and amino acid transporters encoded in the Ferroplasma type 1
and IT genomes have been found, these organisms may prefer the heterotrophic to
autotrophic lifestyle (Tyson et al. 2004). Several metal resistance genes have been
identified (Gihring et al. 2003; Tyson et al. 2004; Baker-Austin et al. 2005).
Proteomic analysis have shown DNA repair and stress proteins upregulation
in response to high levels of copper (Baker-Austin et al. 2005) or arsenic
(Baker-Austin et al. 2007). It has to be pointed out that Ferroplasma spp., while
extremely resistant to arsenic, lack arsC encoding arsenate reductase suggesting
that they have an alternative arsenate resistance mechanism.

The cellular machinery of Fp. acidiphilum (which genome has not been sequenced)
is iron-protein-dominated (Ferrer et al. 2007) as shown by proteomics, the iron
atom acting as “iron rivets” organizing and stabilizing the three-dimensional
structure of the proteins.

No cytochrome ¢ genes have been detected while heme-copper terminal oxi-
dases, cytochrome b, Rieske iron-sulfur proteins, and sulfocyanin (a blue copper
protein) genes are present suggesting that they may form a terminal oxidase super
complex (Tyson et al. 2004). Based on biochemical, genomic and proteomic
analysis, a model for oxic Fe(II) oxidation in which the sulfocyanin receives the
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electron from Fe(Il) and transfers it to the chb, oxidase (Fig. 8.1b) (Dopson et al.
2005) and a model for the anoxic Fe(IIl) reduction mediated by the reductive TCA
cycle and an electron transport involving cytochromes b and ¢ (Dopson et al. 2007)
have been proposed.

Metallosphaera sedula

The circular chromosome of the extremely thermoacidophilic archaeon
Metallosphaera sedula type strain (DSMS535) carries 2.2 Mbp (46% G+C con-
tent) predicted to encode 2,258 proteins, 35% of which are annotated as either
“hypothetical protein” or “protein of unknown function” (Auernik et al. 2008).
Adhesion and metal tolerance genes have been detected as well as the genes
involved in carbon fixation via a modified 3-hydroxypropionate cycle (Auernik
et al. 2008).

From genomic combined with transcriptomic analysis (Auernik et al. 2008;
Auernik and Kelly 2008), components involved in Fe(II) and RISC oxidation
electron transfer chains have been identified. Obviously, the M. sedula Fe(Il)
iron oxidation pathway is different from that described in At. ferrooxidans.
Four genes encoding blue copper proteins, two of which containing the
recognized protein signatures for rusticyanin, have been detected (Auernik
et al. 2008). However, none of them responded to Fe(Il) (Auernik and Kelly
2008). Instead, SoxNL-CbsAB (putative Rieske protein and cytochrome b of
the bc, complex-cytochromes b, and b,,) and Fox cluster (soxHB-like and
cbsAB-like genes encoding cytochrome oxidase subunits I and II and cyto-
chromes b_ and b, respectively) are important for Fe(Il) oxidation (Fig. 8.1b).
The fox cluster was proposed to be involved in the reverse (uphill) direction to
NAD(P).

The genes encoding a thiosulfate:quinone reductase (DoxDA), involved in the
oxidation of thiosulfate to tetrathionate, are present in the M. sedula genome
sequence (Auernik et al. 2008), but, surprisingly, they are not differentially
expressed in RISC compared to Fe(Il) conditions (Auernik and Kelly 2008). On the
contrary, and therefore likely important for the RISC oxidation (Auernik and Kelly
2008), are (a) the soxLDD’-ABC gene cluster encoding the Rieske protein and the
cytochrome b of a putative bc, complex (SoxLC), the cytochrome oxidase subunits
T and IT (SoxAB) and two membrane proteins (SoxDD’), (b) the tetH gene encoding
a putative tetrathionate hydrolase, (c) a locus encoding a novel polysulfide/sulfur/
dimethyl sulfoxide reductase-like complex, and (d) a large locus encoding sul-
furtransferases and a heterodisulfide reductase complex which has been proposed
to transfer the sulfur as sulfane sulfur to the heterodisulfide reductase which could
work in reverse and oxidize disulfide to sulfite and/or adenosine-5'phosphosulfate
(APS) (see the Acidithiobacillus ferrooxidans section above and Quatrini et al.
2009) (Fig. 8.1c¢).
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Sulfolobus spp.

Sulfolobus acidocaldarius

The type strain circular chromosome of 2,225,959bp (36.7% G+C content)
encodes 2,292 proteins of which 50% were either exclusive to S. acidocaldarius or
to Sulfolobus (Chen et al. 2005). The stable genome organization of S. acidocal-
darius compared to S. solfataricus and S. tokodaii is probably due to the absence
of active mobile elements. The genes involved in the production of sulfuric acid
from hydrogen sulfide (i.e. sulfite reductase, phosphoadenosine phosphosulfate
reductase, and sulfate adenylyltransferase) have been detected (Chen et al. 2005),
but not those encoding sulfur oxygenase:reductase, thiosulfate and sulfide quinone
reductases (Fig. 8.1c). A hdr cluster encoding a novel heterodisulfide reductase-
like complex also present in At. ferrooxidans (Quatrini et al. 2009) has been
identified (Fig. 8.1c¢).

Cell cycle (Lundgren and Bernander 2007) and UV irradiation response (Gotz et al.
2007), but not S° metabolism, of this archaeon were analysed by transcriptomics.

Sulfolobus solfataricus

The type strain single chromosome is 2,992,245 bp long (35% G+C content) encod-
ing 2,997 proteins of which one third have no homologs (She et al. 2001). Putative
mobile elements represent 11% of the genome, conferring it a high plasticity.

The genes encoding the enzymes involved in RISC oxidation to sulfate have
been identified. S° and thiosulfate are converted to sulfate via the formation of
adenylylsulfate. The electrons from sulfide and thiosulfate oxidation reduce the
caldariella-quinone pool via the sulfide and thiosulfate quinone reductases, respec-
tively (Fig. 8.1c). The sulfur oxygenase:reductase gene was not detected. The
caldariella-quinol then transfer electrons to two archaeal specific cytochrome
complexes, SOxABCD (a heme aa,-Cu oxidase) and Sox EFGHIM (heme bb.,-Cu
oxidase) (Fig. 8.1c). Recently a cluster of genes encoding sulfur transferases and a
heterodisulfide reductase complex, proposed to be involved in S° oxidation to
sulfite or APS, has been detected (see At. ferrooxidans section above and Quatrini
et al. 2009) (Fig. 8.1c¢).

The S. solfataricus proteome was analysed for n-propanol assimilation (Chong
et al. 2007a), ethanol metabolism (Chong et al. 2007b), stress to nickel (Salzano
et al. 2007). Response to UV irradiation was studied by a whole-genome microar-
ray approach (Gotz et al. 2007). By combining genomic, proteomic, transcriptomic
and biochemical data, Snijders et al. (2006) have reconstructed the central carbon
metabolism (glycolysis, gluconeogenesis and tricarboxylic acid cycle).
Unfortunately, RISC metabolism has not be studied.



184 V. Bonnefoy

Sulfolobus tokodaii

The size of the type strain circular chromosome is 2,694,756 bp size ( G+C
content of 32.8%) (Kawarabayasi et al. 2001). Duplication of genomic regions,
rearrangement of genomic structure and plasmid integration suggest a high
level of plasticity. The genome encodes 2,826 potential proteins, 32.2% with
assigned function. Among them, are the genes involved in hydrogen sulfide
oxidation to sulfate: flavocytochrome ¢ sulfide dehydrogenase, sulfite oxidase,
thiosulfate quinone reductase, thiosulfate sulfurtransferase, sulfite reductase,
phosphoadenosine phosphosulfate reductase, and sulfate adenyltransferase
(Fig. 8.1c). As with the other Sulfolobus spp. which genome has been sequenced,
the locus encoding a heterodisulfide reductase complex and sulfurtransferases
has been detected (Quatrini et al. 2009) (Fig. 8.1c). Noteworthy, it is the only
Sulfolobus spp. encoding a sulfur oxygenase:reductase (Chen et al. 2005)
(Fig. 8.1c¢).

The fox locus, up-regulated in Fe(Il) conditions in S. metallicus (Bathe and
Norris 2007) and encoding SoxB/M-like (quinol oxidase subunit I), SoxH-like
(quinol oxidase subunit IT), CbsA-like (cytochrome b) and iron-sulfur proteins, was
detected in S. fokodaii (Fig. 8.1c) and, indeed, S. tokodaii was shown to grow by
oxidizing Fe(II) (Bathe and Norris 2007).

From the Microbial Communities to Protein Analysis

This section illustrates how metagenomics and metaproteomics can help (a) to study
a microbial community directly in its environment and to show who is doing what,
(b) to find the growth conditions to isolate an as yet unculturable microorganism
(c) to improve cell yield by predicting nutritional requirement and (d) to purify
directly from natural microbial consortia proteins which play a key role in their
environment and to characterize them, bypassing the microorganism isolation step.
Richmond Mine at Iron Mountain (California, USA) represents a self-
contained biogeochemical system characterized by tight coupling between micro-
bial iron oxidation and acidification due to pyrite dissolution with extremely acid
water (pH 0.5-1.0) and high levels of metals. Banfield and coworkers focused
their studies on a pink biofilm grown hundred of feets underground on the surface
of sulfuric acid-rich solutions. Because of these harsh conditions, the microbial
communities have a low diversity and contain Leptospirillum group II (75%),
Leptospirillum group III (10%), archaea (1%), including Ferroplasma spp., and
eucaryotic species (4%) (Tyson et al. 2004). From this natural acidophilic bio-
film, genome sequences from two Leptospirillum group II (one related to L. fer-
riphilum (Tyson et al. 2004) and L. rubarum (Lo et al. 2007; Goltsman et al.
2009)), one from group III (L. ferrodiazotrophum (Goltsman et al. 2009), from
F. acidarmanus ferl (Allen et al. 2007), and Ferroplasma types I and II (Tyson
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et al. 2004; Allen et al. 2007) were reconstructed. These data combined with
metaproteomic analysis (Ram et al. 2005; Lo et al. 2007; Goltsman et al. 2009)
provide insights in the community metabolic network. Noteworthy, L. ferrodiaz-
otrophum (group III) carbohydrate metabolism was shown by proteomics (Ram
et al. 2005) to be considerably greater than in Leptospirillum group II and in
Ferroplasma type 11 where genes for extracellular polymer substances have not
been clearly identified. In addition, this bacterium, which at first sight was con-
sidered as a minor member, is the only one which could fix nitrogen since the nif
genes were detected only in its genome sequence (Tyson et al. 2004; Lo et al.
2007; Allen et al. 2007; Goltsman et al. 2009). Therefore, while in low abundance
in the microbial community, L. ferrodiazotrophum (group III) played a central
role in biofilm formation and nitrogen fixation.

Based on this last prediction, one representative was isolated in nitrogen-free
liquid medium from an AMD biofim in which Leptospirillum group III was abun-
dant (Tyson et al. 2005). This Fe(Il) oxidizing, free-living diazotroph has been
tentatively named “L. ferrodiazotrophum”.

Because a number of genes encoding metabolic transporters for Ni**, sugars, and
amino acids have been predicted from Fp. acidarmanus reconstructed genome, it
was hypothesized that growth could be improved by increasing the yeast extract
concentration and by adding nickel to the medium. Indeed, yield increased more
than 100-fold compared to the usual laboratory medium (Baumler et al. 2005).

Finally, two unusual cytochromes ¢, Cyt,;, and Cyt,,, which have been shown to
be abundant in the biofilm by proteomic analysis (Ram et al. 2005) have been isolated
directly from natural samples (Jeans et al. 2008; Singer et al. 2008). Both are encoded
by groups II and III Leptospirilla (Goltsman et al. 2009). Insignificant sequence simi-
larity was found for both cytochromes in protein data banks. Cyt_, is located in the
outer membrane and Cyt, likely in the periplasm. While Fe(I) oxidation was not
favored thermodynamically at a pH < 3 by Cyt_, Cyt_, oxidized it at these physio-
logically relevant values. All together, these results indicate that Cyt_, is likely the
primary electron acceptor from Fe(I) and transfers them to the periplasmic Cyt,
which in turn shuttles them to the cbb, terminal oxidase complex embedded into the

cytoplasmic membrane according to the following pathway (Fig. 8.1b):

Fe (I1)— Cyc,,, — Cycs,, — cbb,-type oxidase — O,

Conclusion

Most of the acidophilic Fe(II) and/or RISC oxidizers are difficult to handle
experimentally (slow growth, poor cell yield, etc.). In addition, genetic manipulation
in these microorganisms is a real challenge and even when developed, is fastidious.
As shown in this review, not only the “omics” approaches can help to overcome
these difficulties but also give a global answer and therefore more informations.
A number of metabolic pathways have been reconstructed in silico, sometimes



186 V. Bonnefoy

supported by proteomics and/or transcriptomics. One of the most obvious conclu-
sion that can be drawn from the data obtained so far is that different Fe(IT) and RISC
oxidation pathways exist (Fig. 8.1b, c).

The electrons coming from Fe(II) are transferred to the terminal acceptor through
different redox proteins depending on the microorganism. In some cases, cyto-
chromes c are involved (At. ferrooxidans, Leptospirillum groups II and III), in others
copper protein (At. ferrooxidans, Fp. acidarmanus) or a complete/incomplete bc,
complex (At. ferrooxidans, Leptospirillum groups Il and III, M. sedula, S. tokodaii)
(Fig. 8.1b). The terminal oxidase where oxygen is reduced can be aa, (At. ferrooxi-
dans) or cbb,-type (Leptospirillum group Il and III, Fp. acidarmanus) (Fig. 8.1Db).

The most characterized RISC oxidation pathway is the Sox system (Friedrich
et al. 2005) which is present in the mesophilic neutrophiles but also in At. cal-
dus, and At. thiooxidans (Fig. 8.1c). Noteworthy, it is absent in At. ferrooxidans.
In a number of thermophiles, S° is oxidized by a sulfur oxygenase:reductase
encoded by the sor gene (Urich et al. 2004). This gene is also present in At.
caldus, which is a moderate thermophile, and in the extreme thermophile
S. tokodaii (Fig. 8.1c). In At. ferrooxidans, none of these characterized systems
are present (Fig. 8.1c). However, the dorDA, encoding thiosulfate quinone
reductase, which has been described till now only in Archaea (Muller et al.
2004) has been detected in the three Acidithiobacilli (Fig. 8.1c). As far as we
can say for the moment, a bc, and a (caldariella) quinol oxidase complexes are
involved in the respiratory chain from RISC to oxygen (At. ferrooxidans,
Sulfolobus spp. and M. sedula) (Fig. 8.1c¢).

This would suggest that biological Fe(II) oxidation has evolved separately many
times while RISC oxidation have evolved only few times and lateral gene transfer
occurred giving a “mosaic” pathway (like for example in Acidithiobacilli in which
some genes mainly described in archaea were detected [sor, doxDA and hdr]). The
answer will likely being given from the genome sequence analysis of more acido-
philic Fe(I) and/or RISC oxidizers.
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Chapter 9

The Geomicrobiology of Catastrophe:

A Comparison of Microbial Colonization
in Post-volcanic and Impact Environments

Charles Seaton Cockell

During microbial life’s tenure on the Earth it has been subject to catastrophic dis-
turbances both at the local and global scale. The number of mechanisms for these
disturbances is very large and they include: storms, fires, earthquakes, ocean turn-
over and disease. However, two mechanisms of change have had a particularly
profound influence exerted through geological changes wrought from within and
outside the Earth — volcanism and asteroid and comet impact events, respectively.
Both of these mechanisms of geological change have been linked to past mass
extinctions (Alvarez et al. 1980; Wignall 2001). Although there is often a focus on
the negative consequences of these changes and unravelling their effects on the
global scale is necessary to understand their influence on the course of biological
evolution, an equally pertinent line of enquiry is to understand the opportunities
created in post-volcanic and impact environments and thus the way in which dev-
astation caused by these events might provide new possibilities for life’s persistence
on the Earth through time.

Volcanism is a continuous process and at any given time there are active volca-
noes in some location on the Earth (Schminke 2004). By contrast, asteroid and
comet impact events, at least on the present-day Earth, are sporadic. An impact
event that caused the 1 km-diameter Barringer crater in Arizona, USA, for example,
is thought to occur about once every 1,000 years (Toon et al. 1997). Furthermore,
although the global scale effects of volcanic activity and impact events attract justi-
fied attention, it is worthwhile to remember that most volcanic activity and impact
events alter environmental conditions on a local scale (Toon et al. 1997; Kring
1997, 2003).

Understanding the way in which life can take advantage of post-volcanic and
impact environments has relevance for assessing the possibility of life on other
planets. Many of the perturbations that occur to ecosystems on the Earth, such as
fire and storm damage, cannot convincingly be described as universal phenomena
since they depend on planetary conditions. Fire and storm damage, for instance,
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depend upon combustible matter and sufficient oxygen in the atmosphere to support
fire in the former case (Agee 1993; del Pino et al. 2007) and atmospheric conditions
suitable for sufficiently sized storms to alter or threaten surface ecosystems in the
latter (Tester et al. 2003). Similar planet-specific arguments can be advanced for
disease and ocean turnover, for instance. Insofar as no solar system-forming pro-
cess is known that does not leave behind debris, impact events can be considered to
be a universal phenomenon. Similarly on any planet that has not completely cooled
down, volcanism would be expected to occur. As plate tectonics, which is one
mechanism for generating volcanic activity, might be required to create conditions
suitable for life (van Thienen et al. 2007), then it may be the case that volcanism is
inextricably linked to the phenomenon of life. Thus, understanding the geomicro-
biology of volcanic and impact environments has particular astrobiological
significance.

This chapter will focus on the geomicrobiology of rocky environments created
in volcanic and impact environments. The chapter will focus on phototrophs. The
arrival of phototrophs in disturbed environments has for a long time been recogn-
ised to be one of the first events in the re-establishment of the carbon cycle and
subsequently higher trophic levels (Carson and Brown 1978). Hydrothermal sys-
tems in impact craters and volcanic environments, created by thermal perturbation,
also provide new opportunities for microorganisms (Atkinson et al. 2000; Osinski
et al. 2001; 2005a; Donachie et al. 2002; Koeberl and Reimold 2004; Hode et al.
2008). The ecosystems sustained in these systems can be remarkably diverse, such
as those encountered in Yellowstone National Park (Barns et al. 1994). However,
this review will focus on mesophilic biota associated with terrestrial rocky sub-
strates generated in devastated volcanic and impact environments, which are pres-
ent long after hydrothermal systems have cooled.

The Geological Context

Igneous petrology is a vast area of research, but from a geomicrobiological perspec-
tive, several points can be made about volcanism that are essential to the ensuing
discussion. Rocks can be broadly split into different groups depending upon their
silica and alkali content. This convention, established by the International Union of
Geological Sciences (IUGS) is shown in Fig. 9.1 (Le Bas et al. 1992). Igneous
rocks are split into 15 fields. These categories are established, among other factors,
by the melting temperature of the magma. Rocks of high silica content are formed
at lower temperatures (typically about 700°C) than basaltic and ultramafic rocks,
which are formed at higher melting temperatures (between about 1,000-1,500°C).
High silica rocks (also referred to as ‘acidic’ rocks) generally have a higher content
of orthoclase (feldspar) and quartz and a lower content of pyroxenes, olivines and
plagioclase compared to mafic and ultramafic rocks (referred to as ‘basic’). Not all
igneous rocks can be classified on the TAS (Total Alkali-Silica) diagram and there
are variants on this diagram, for example the QAPF (Quartz, Feldspar, Plagioclase,
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glass described in this chapter is shown with a diamond, the composition of the obsidian with a
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Feldspathoid!) double triangle, but the TAS diagram is useful to categorise most
igneous rocks. Although many of these rock types could potentially be studied, one
approach to understanding the geomicrobiology of volcanic terrains is to examine
the end member mineralogies (high and relatively low silica rocks).

Another factor that is not expressed by the TAS diagram is the glassiness of the
material. Volcanic lava that comes into contact with ice or water is rapidly quenched
before crystals can form, resulting in a generally homogeneous glass, in contrast to
other rocks that are formed subaerially and cool slowly, forming crystalline materi-
als. Biologically, this may be an important difference from two perspectives.
Firstly, glasses will present to a biota a material with a more homogenous and
mixed composition, whereas in crystalline materials bioessential elements will be
localised to particular crystals, meaning that less of the total number of bioessential
elements required can be found in one location at the microscale. Secondly, basaltic
glass, in contrast to crystalline basalt, has the distinctive feature of weathering to
palagonite, a clay-like substance (Thorseth et al. 1991; Stroncik and Schminke 2002)

'The feldspathoids are a group of Silicate minerals which resemble feldspars but have a different
structure and much lower silica content.
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which tends to form within vesicles and fractures within the material and may have
implications for the enclosed biota, as will be discussed later.

In contrast to volcanism, impact events are an exogenous perturbation (French
2004). The first stage of a meteorite impact is a contact and compression stage during
which the impactor makes contact with the ground or water, followed by an excava-
tion phase during which a bowl-shaped “transient” crater cavity is formed. For
diameters greater than two to four kilometres on Earth subsequent modification can
occur, resulting in a central peak and/or peak ring, depending on the magnitude of
the event (Melosh 1989). The kinetic energy of such an event is large. The mean
impact velocity with the Earth is about 21 km/s; Stuart & Binzel 2004). The energy
will be released in large part as heat and the longevity of this thermal excursion will
depend, inter alia, upon the target lithology, the availability of water and local cli-
mate (Naumov 2005; Osinski et al. 2005a; Versh et al. 2005). The formation of a
crater cavity during the excavation and modification stages will influence the
hydrological cycle, particularly through the formation of long-lived water bodies.
Many impact craters known on Earth today with surface expressions host some type
of intra-crater water body. Lakes are eventually drained by breach of the crater rim
or infilling of the crater (they are, of course, not relevant for impacts in the marine
environment), making them, in most cases, more short-lived than changes in the
target geology. It is during the contact and compression phase that the target mate-
rial experiences temperatures that can exceed a 1,000°C and pressures on the order
of tens of gigapascals (Melosh 1989). Bulk properties of rocks are drastically
changed depending upon the target lithology.

From the point of view of geomicrobiology, the important distinction between
volcanism and impacts is that volcanism always generates a well-defined mineral
suite that is linked to repeatable mixing and cooling processes in magma chambers,
leading to the universally applicable TAS diagram. In contrast, impacts generate
diverse mineral suites and melts that will be linked to quite specific lithologies at
the site of impact, the way in which they are mixed (particular if glasses are
formed) and the specific conditions of temperature, pressure, presence of water,
etc., in any given location within an impact structure itself. Impact events can occur
into any type of target lithology: sedimentary, metamorphic or igneous. Despite
these statements, specific conditions of heat and pressure do lead broadly to well-
defined types of shocked minerals in given target materials that can be classified
into particular groups, just one example being the shocked gneisses of the Haughton
impact structure, Canada, which have been classified (Metzler et al. 1988).

Phototrophs and Endolithic Habitats
in the Post-volcanic Environment

Phototrophs are already known to be some of the first colonists of post-volcanic envi-
ronments, colonizing the surface of new volcanic substrates and soils and initiating
rock weathering (Adamo and Violante 1991; Adamo et al. 1993). However, volcanic
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rocks are generally opaque and considered poor substrates for the establishment of
phototroph populations within the substrate itself. Phototrophic colonization of
hydrothermal deposits laid down in geothermal regions (Gross et al. 1998; Gaylarde
et al. 2006; Walker et al. 2005) has previously been reported and in these cases the
geothermal substrates formed around hot springs, which are often iron-poor and silica
rich, probably provide favourable light penetration for phototrophs.

To understand better the factors that control colonization of volcanic rocks by
microorganisms, and particularly phototrophs, we examined two end member min-
eralogies: a silica-rich glass (obsidian) and basaltic glass. Figure 9.1 shows the TAS
(Total Alkaline-Silica) graph and the mineralogical position of the samples exam-
ined. Silica-rich volcanic materials weather more slowly than basaltic materials
(comparatively low silica content) (Wolff-Boenisch et al. 2004, 2006) and have
very different cation concentrations. Basaltic glass weathers to the clay-like mate-
rial, palagonite. Although obsidian can also weather to a hydrous material called
perlite, this is not the case in many exposed obsidians and recent outcrops in volca-
nic environments. We hypothesized that the differences between these two end
member minerals would allow us to understand the factors that influence endolithic
colonization in the post-volcanic environment. This review focuses on the glass
because we have a greater amount of data with respect to the phototrophs and the
crystalline materials have less contrasting colonization patterns and so are less
useful for making comparisons and drawing lessons with respect to plausible
mechanisms of colonization.

Samples of obsidian were collected from outcrops in Iceland (64°2.01°N,
19°7.75°W; Fig. 9.2), formed during the ~A.D. 150-300 Démadalshraun lava flow-
forming eruptions. Samples of weathered basalt glass (hyaloclastite) were collected
from Valafell, near Hekla volcano, at location 64°4.83°’N, 19°32.53’W in the south
of Iceland (Fig. 9.2). The material is a mixture of basaltic glass and its weathering
product, palagonite (Cockell et al. 2009a). The material is of Pleistocene age
(<0.8 Ma old) and forms exposed outcrops throughout the study area (Fig. 9.2)
(Jacobsson and Gudmundsson 2008). Samples of between 1 and 10 cm diameter
were collected. Rocks were collected into sterile plastic bags without handling.
Electron microprobe analyses of both sample types are shown in Table 9.1.

Culture-Independent Analysis

Culture independent methods were used to investigate the microbial inhabitants of
the material. 16S rDNA clone libraries were constructed from DNA extracted from
both types of material (Herrera and Cockell 2007; Herrera et al. 2008; Cockell et al.
2009a, b). The DNA was extracted from pooled samples and included the surface
of rocks and material to a depth of ~1 cm into each rock type.

The 16S rDNA libraries (Fig. 9.3) were used to determine whether sequences
corresponding to phototrophs could be detected, but also to understand the diversity
of the total bacterial community. In the obsidian, 47 bacterial sequences were
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Fig. 9.2 (a) Location of the two samples sites where basaltic glass and obsidian was collected in
southern Iceland in relation to major geological outcrops. (b) Images of rock outcrops from which
samples ere obtained

affiliated to six phyla. The most dominant phylum was the Actinobacteria (19%).
The second most abundant, accounting for 14% of the total sequences, was the
Acidobacteria. Ten percent of the total sequences were related to the Verrucomicrobia.
The Proteobacteria sequences, representing 9% of the total sequences, fell into the
a-subdivision. Six sequences were related to phototrophs.

Many of these sequences were related to organisms or sequences previously
obtained in rock environments. For example, two Actinobacteria showed closest
similarity with an uncultured actinobacterium 16S rDNA clone isolated from an
endolithic community in the Rocky Mountains (Walker et al. 2005). Four other 16S
rDNA sequences also showed closest similarity to an uncultured alpha proteobac-
terium 16S rDNA clone isolated from cryptoendolithic communities present in the
Dry Valleys of Antarctica (de la Torre et al. 2003), another alpha proteobacterium
sequence was found to be similar to an uncultured bacterium identified from a
deglaciated soil (Nemergut et al. 2007). One sequence was most similar to
Geodermatophilus sp. isolated from rocks, monument surfaces and dried soils
(Eppard et al. 1996).
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The other 33 sequences were identified as “unclassified” by RDP II database
analysis. These sequences showed similarity with only a few sequences from
unidentified bacterial clones or Chloroflexi related clones and they showed less than
85% similarity with known 16S rDNA sequences from isolated bacteria in
GenBank.

Molecular analyses of the obsidian revealed the presence of phototrophs.
16S rDNA cyanobacteria-related and plastid sequences (Table 9.2) were evident.
Three sequences (Genbank accession numbers AM773380, AM773352, AM773416)
showed a closest similarity (99%) with the cyanobacterium Chamaesiphon sp.
16S rDNA (AY170472) (Turner 1997) and 98% similarity with an uncultured
cyanobacterium 16S rDNA clone (DQ514063) isolated from a deglaciated soil
(Nemergut et al. 2007). Three other sequences (AM773393, AM773369 and
AM773349) showed closest similarity (99%) with an uncultured chlorophyte
16S rDNA clone (EF522360) isolated from an endolithic community inhabiting the
Rocky Mountains (Walker et al. 2005). Their closest similarity (90%) to a cultured
Sorganism was Koliella sp. (AF278747) (Katana et al. 2001).

In the basaltic glass one hundred and ten clones were examined and the phylo-
type comparison to the obsidian is shown in Figs. 9.3 and 9.4. The community
within the material was dominated by phylotypes belonging to Actinobacteria
(30%), Proteobacteria (26%), which fell into the o, B and y subdivision,
Bacteroidetes (11%). Seven of the sequences (6%) were related to phototrophs.

Thirty-one of the clones had a closest sequence match to organisms previously
described in cold soil and/or endolithic environments (12 from Antarctic soils
[represented by three Bacteroidetes, one Acidobacteria, five Actinobacteria, one
o- and one B-proteobacteria, and one unclassified], seven from Antarctic endoliths

Table 9.2 Phototrophs obtained in basaltic glass and obsidian by culture-independent methods
(16S rDNA analysis; which picks up cyanobacteria and plastids)

Accession Percent

number Nearest cultured sequences similarity ~ Reference

Obsidian

AM773380 99% (Turner 1997)
AM773352 Chamaesiphon sp. (shrub-like colonies)

AM773416

AM773393 90% (Katana et al. 2001)
AM773369 Koliella sp. (filamentous)

AM773349

Basaltic glass

EU621975 99% (Turmel et al. 2002)
FJ360644 Klebsormidium sp. (filamentous)

EU621980 Stichococcus sp. (rod) 97% (Katana et al. 2001)
EU621967 Closteriopsis sp. (filamentous) 86% (Ustinova et al. 2001)
FJ360671 95-95% (Jezberova 2006)
FJ360653 Acaryochloris sp. (coccoid)

FJ360664
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Fig. 9.4 Rarefaction curves (97% cut off) of basaltic glass and obsidian clone libraries

[all a-proteobacteria], five from glaciers and deglaciated soils [three Bacteroidetes,
one o.- and one -proteobacteria], three from the Atacama desert [all Actinobacteria]
and four from other endolithic environments [two actinobacteria and one o- and
one B-proteobacteria] Cockell et al. 2009a).

Molecular analyses of the basalt glass revealed the presence of phototrophs. 16S
rDNA cyanobacteria-related and plastid sequences (Table 9.2) were identified. Two
sequences (EU621975, FJ360644) showed a closest similarity (99%) to
Klebsormidium sp. (AF393600) (Turmel et al. 2002). One sequence (EU621980)
had a closest similarity (97%) to Stichococcus sp. (AF278751) (Katana et al. 2001).
One sequence (EU621967) had a closest similarity (96%) to an uncultured eubac-
terium (AJ292689) found in soil (Nogales et al. 2001). Its closest similarity (86%)
to a cultured organism was Closteriopsis sp. (Y17632) (Ustinova et al. 2001). Three
sequences (FJ360671, FJ360653, FI360664) showed a closest similarity (96-97%)
to an uncultured cyanobacterium found under quartz substrates in the Atacama
Desert, Chile (FI890990). Their closest similarity (95-96%) to a cultured organism
was Acaryochloris sp. (AM710387) (Jezberova 2006).

Among the non-phototrophic clones, Actinobacteria and Proteobacteria were
found in both rock types and have previously been shown to be abundant in endo-
lithic habitats (de la Torre et al. 2003; Walker et al. 2005). They are important groups
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in soils. Bacteroidetes (formally Cytophaga-Flexibacter-Bacteroidetes) were abun-
dant in the basalt glass and have previously been associated with soil crusts and soils
(Shivaji et al. 2004; Nagy et al. 2005; Gundlapally and Garcia-Pichel 2006),
although they are also found in freshwater (Wu et al. 2007), marine (O’Sullivan et al.
2004; Murray and Grzymski 2007) and microbial mat (Abed et al. 2007) environ-
ments and they may be associated with the degradation of organic material.

Some of the DNA sequences that we observed may belong to inactive organisms
that have become incorporated in the vesicular rocky material. For example, hyper-
thermophiles can be cultured from within the rock (unpublished data) whose prov-
enance may be hot springs in Iceland. However, both Bacteroidetes and
Actinobacteria isolates can be cultured from basaltic glass using crushed basalt
glass (and its indigenous carbon sources) as the growth substrate (Cockell et al.
2009b), showing that there exists a core population of these organisms within the
rocks that represent the metabolically active components. These organisms exhibit
resistant to desiccation, temperature fluctuations and some to heavy metals, attri-
butes that would be expected from volcanic rock-dwelling organisms. The addition
of a small amount of carbon in the form of yeast extract yielded many other acti-
nobacteria and Bacillus spp. (Cockell et al. 2009b).

All of the sequences obtained were associated with heterotrophic clades. None
clearly matched previously recognised chemolithotrophic clades. These results
show that the majority of the microbial population that is active within both rock
types must depend on carbon input, whether in precipitation, in the form of other
dead and decaying organisms, or carbon produced by phototrophs. These results
show the important role for phototrophs in initiating a carbon cycle within volcanic
environments.

Culture-Dependent Observations on the Phototroph
Population in Volcanic Glasses

Both rock types exhibit sequences corresponding to phototrophs using culture-
independent methods (16S rDNA libraries). However, in the obsidian, the phototro-
phs, which comprise both algal and cyanobacterial components, can be directly
observed to form layers of growth within the glass, which can be visualised by
SEM (Fig. 9.5). They can also be observed using FISH (Fluorescent In-situ
Hybridisation) in association with presumptive heterotrophic members of the popu-
lation (Herrera et al. 2008). The endolithic phototrophs are found under glassy
layers on the obsidian which can be removed from the rock surface with a sharp
blade. The endolithic growth of the phototroph population bears some similarities
to phototrophic endolithic communities in sedimentary rocks such as sandstones
and limestones (Friedmann 1980, 1982; Saiz-Jimenez et al. 1990; Biidel and
Wessels 1991; Bell 1993; Weber et al. 1996; Biidel et al. 2004; Omelon et al. 2006),
however the obsidian phototrophic endoliths are not widespread and do not form
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Fig. 9.5 Secondary Scanning Electron Microscopy (SEM) (a and b) of phototrophs colonizing
obsidian and forming well-defined layered colonies within glass

coherent layers throughout the rock substrate. Instead they form localised layers
within the rock where vesicles and exfoliation of the glass allow them to penetrate
the substrate and grow under sheet-like layers of glass.

These observations are in contrast to the basaltic glass where phototrophs are
observed in the 16S rDNA library, but they are not observed to form obvious layers
on or within the material. The presence of viable phototrophs can be confirmed and
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tested for both rock types by simple culturing experiments. Pieces (1 cm?) of the
obsidian and basaltic glass were incubated at room temperature (21°C) in 5 mL of
BG-11 medium to culture phototrophs. After incubation for 1 month, the pho-
totrophic microorganisms growing in each sample were characterized by light
microscopy using a Leica DMRP microscope. After 1 month incubation micro-
scopic observations revealed the presence of filamentous and coccoid phototrophs,
whose morphology resembled Anabaena and Chlorella (Herrera et al. 2009).

A question is how long these organisms take to colonize the rocks. We investi-
gated this by laying out four microscope slides (2.54 x 7.62 cm) in each of the
obsidian and basalt glass locations in July 2007 and collecting them in July 2008.
The slides were placed on exposed rock surfaces. After collection, the slides were
transferred to 50-mL tubes with 30 mL BG11 in the field and left to incubate under
a natural light/dark cycle at 21°C. After 1 month all of the tubes showed visible
growth of phototrophs. All cultured organisms from the slides were coccoid. They
were exclusively found in two morphotypes (Fig. 9.6). One morphotype was a coc-
coid alga (Fig. 9.6a) and corresponded in size to large cells observed in the endo-
lithic habitat by SEM (Fig. 9.5). The second morphotype was smaller, lighter green
organisms (Fig. 9.6b) which resemble coccoid cyanobacteria and also corresponded
in size to the small cells observed in the endolithic habitat by SEM. Intriguingly,
we did not observe filamentous forms, which dominate the phototroph sequences
in the clone library (Table 9.2) and occur in cultures from the rocks. These data
suggest that coccoid organisms are the dominant early aerial colonists of the volca-
nic rocks, which might reflect more efficient aerial transport than filamentous
organisms.

These data show that: (1) viable populations of phototrophs exist within the
obsidian and on the basaltic glass, but that in the obsidian they are capable of forming
well-defined endolithic colonies inside the glass itself, and (2) phototrophic
pioneers are being constantly deposited on volcanic substrates in Iceland and new
substrates will be rapidly colonized.

Effects of Position in TAS Diagram on Endolithic Colonization

These observations can be better understood when the chemical weathering charac-
teristics of these rocks is considered. Although weathering of the obsidian occurs,
it is much slower than the weathering of basaltic glass (Wolff-Boenisch et al. 2004,
2006). The higher silica concentration impedes the degradation of the material
since Si—O bonds are much more difficult to break than other bonds, and the silica
will tend to retard leaching of cations from the rock. Thus, the habitat is more long-
lived and the photosynthetic zone in which the organisms live preserved over longer
time periods compared to basaltic glasses. In contrast the basaltic glass is com-
prised of vesiculated glass which weathers to the clay-like material, palagonite,
which forms rinds on the glass (Cockell et al. 2009a), which may be less stable as
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Fig. 9.6 Bright field micrographs of phototrophs cultured from microscope slides left at the
sample location for 1 year. These examples are from slides left at the basaltic glass location, but
identical morphotypes were observed at the obsidian site. (a) Presumptive algae based on size and
pigmentation. (b) Presumptive cyanobacteria

a substrate for phototrophs inside the rock and, as discussed later, probably reduces
light penetration into the material.

These differences may go someway to explaining the different rarefaction data
for the bacterial community as a whole. The nutrients in the basaltic glass clay-like
palagonite are likely to be more accessible to a biota than the solid obsidian rock
matrix, creating a relatively copiotrophic environment compared with obsidian. The
palagonite is nearly 20% water (Cockell et al. 2009a). Although the basaltic glass
has lower concentrations of sodium and potassium than the obsidian, it has higher
concentrations of iron, magnesium and calcium and if the nutrients in palagonite are
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more accessible than in solid obsidian rock, overall a larger and more diverse
community would be predicted to be sustained. This would be consistent with obser-
vations of microbial abundance. Cockell et al. (2009a) observed high cell numbers
in basalt glass samples with abundances of ~107 cells g~'. By contrast, Herrera et al.
(2008) found that cells were highly localised to altered regions in the obsidian glass
and subsequent attempts to gather cell number data (unpublished) find total cell
numbers less than 10 cells/gram. Because the cells are so localised within the obsid-
ian, whole rock cell numbers were unreliable, but nevertheless the results show that
cell numbers are generally less in the obsidian than the basaltic glass samples.

Phototrophs and Endolithic Habitats
in the Post-impact Environment

We now turn to post-impact environments to consider how rocks in these environ-
ments are colonised. The most obvious influence of impacts on the local geology is
to fracture rocks, increasing their permeability. The advantages to a biota to be
gained from the impact-induced fracturing of rock are particularly evident in surface
environments where, if conditions are hostile, the fractures inside rocks provide
spaces for microorganisms to grow that are protected from the external conditions.
In the 39 million year old Haughton impact structure located in Nunavut, Canada,
abundant phototrophic colonization of impact-fractured rocks can be observed
(Cockell et al. 2005). Although these ‘chasmoendolithic’ habitats evidence an
increase in space for microbial growth, they are not unique to impacts since freeze-
thaw, and tectonic activity over the longer-term, for instance, can fracture rocks.
Impact events will merely have the effect of increasing the abundance of fractures
for microorganisms.

An effect more specific to impacts is the heating and pressurization of rocks over
very short time scales, leading to gross physical changes in the bulk characteristics of
the rock that are quite distinct from other geological processes. In the Haughton
structure this is manifested most clearly in the cryptoendolithic colonization of
shocked gneisses, which are colonized by cyanobacterial genera that inhabit the pore
spaces within shocked material exposed on the carbonate-rich melt rock hills (Cockell
et al. 2002, 2003a, 2005). One of the highest abundances of cryptoendolithic habitats
is on Anomaly Hill (Fig. 9.7), a localised area with a high abundance of heavily
shocked clasts (Osinski et al. 2005b). In contrast to the impact-induced chasmoendo-
lithic habitats, the shocked gneisses have a highly porous glassy structure (Fig. 9.8)
(Metzler et al. 1988) with sufficient permeability to allow the organisms not merely
to invade the rock along any fractures connected to the surface, but also to grow
through the spaces within the rock, forming coherent bands. The increase in porosity
provides space for microorganisms to colonise the rock. The density and porosity of
shocked rocks (shocked to >20 GPa) is on the order of 1 x 10° kg m= and 18.3%,
respectively. The low-shocked or unshocked rocks have a more typical density and
porosity of >2.5 x 10° kg m* and 9.3%, respectively.
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Fig. 9.8 Cryptoendolithic colonization of impact shocked gneiss. (a) Band of cryptoendolithic
colonization of shocked gneiss (scale bar 1 cm). (b) Secondary scanning electron image of
cyanobacterial colony within cryptoendolithic zone (scale bar 10 um). (¢) Bright field micrograph
of presumptive Chroococcidiopsis sp. colony in cryptoendolithic zone (scale bar 10 um)

Colonization by cyanobacteria is of specific interest in the context of impact
shock because their ability to colonise the rock will depend upon the availability of
light. The effects of element volatilization and the increase in permeability
increased the translucence of the shocked rock. Transmission at 680 nm, the chlo-
rophyll a absorption maximum, was increased by approximately an order of mag-
nitude in the shocked rocks compared to the unshocked material (Cockell et al.
2002). In the shocked rocks the lower limit of colonization, set by the minimum
light level required for photosynthesis, was calculated to be 3.6 mm, although this
will clearly vary within rocks (caused by heterogeneous fracturing and porosity)
and with shock level. In unshocked rocks the transmission of light is insufficient to
allow interior colonization of the rock by cyanobacteria, even if the porosity was
sufficient for the cells to grow within it. The cyanobacteria that inhabit the rocks
are not unique organisms to the crater, but are found on the surface and underside
of other rocks in the Arctic (Cockell and Stokes 2004, 2006). Within the endolithic
habitat species are dominated by Chroococcidiopsis and Gloeocapsa spp.
morphotypes.

Impacts also alter the chemical characteristics of target rock. One effect would
be predicted to be the impact-volatilisation of elements from target material, and
thus their depletion, at the high temperatures and pressures associated with impact,
rendering the target area impoverished. Evidence for depletion of bioessential cat-
ions can be found in the shocked gneiss compared to the unshocked material in the
Haughton impact structure (Table 9.1; data adapted from Fike et al. 2003). The
gneiss is comprised of diverse minerals which yield variations in the bulk composi-
tion determined by Inductively Coupled Plasma-Atomic Emission Spectroscopy
(ICP-AES). The shocked gneiss (samples shock to above 20 GPa) is depleted in
all major bioessential cations and phosphorus and resembles a silicate-rich glass.



210 C.S. Cockell

The chemical evidence from the impact-shocked gneiss must be reconciled with the
observations of enhanced phototrophic endolithic colonization of the shocked
material in the field. The result can be explained by the following observations:
(1) if the unshocked material lacks sufficiently sized or interconnected pore spaces
for colonization then clearly the presence of bioessential cations and anions within
the material is irrelevant, except for weathering populations of microorganisms on
the surface of the material, (2) the shocked material, despite its nutrient depleted
conditions, probably receives low concentrations of nutrient input from rainwater,
snowmelt and leaching of more nutrient-rich rocks in the melt sheet. Thus, although
the shocked material is nutrient poor compared to the unshocked material, the
organisms receive enough nutrients to colonize the material. These data show that
even oligotrophic impoverished impact environments can ultimately be colonised
by microorganisms that rely on allochthonous nutrient sources.

Although the gneissic habitats resemble endolithic habitats found in sedimentary
rocks a significant factor is that they represent the formation of an endolithic habitat
in crystalline rocks — substrates which are usually unsuitable for endolithic coloni-
zation. This observation is important because it shows that the impact event has not
merely increased the abundance of a geomicrobiological habitat that is already to
be found in similar rocks elsewhere (as is the case for chasmoendolithic habitats),
but that it has generated an entirely new type of endolithic habitat.

Some of the energy from impact must be consumed in physical disruption of the
target material, as well as that released as heat, sound and light. For low porosity
rocks, such as the gneisses just described, this energy will result in rock fracturing,
vesicularisation, etc., as discussed above. Although this would be expected to be the
case for other types of rocks, in the case of rocks that are initially very porous, such
as certain sedimentary rocks, some of the energy will be taken up in pore collapse
(Kieffer et al. 1976). Thus, a prediction would be that rocks that are initially very
favourable habitats could become less so.

Field observations of sandstones, again from the Haughton structure (Osinski
2007), provide a direct comparison to the gneissic habitats (Cockell and Osinski
2007). A coccoid cyanobacterium (Chroococcidiopsis) and the Gram-positive
bacterium, Bacillus subtilis were used to colonise samples of sandstones collected
from the Haughton structure and shocked to different levels. Low shock pressures
up to just above ~5 GPa cause pore collapse as would be expected, rendering the
rocks less suitable for endolithic colonization. However, higher shock pressures
caused vesicularisation of the rocks, generating interconnected spaces that allow
for the natural colonization of the rocks. Class 3 sandstones shocked to greater
than 10 GPa, but less than 20-25 GPa show natural endolithic colonization by
cyanobacteria such as Gloeocapsa and Chroococcidiopsis (Cockell and Osinski
2007). At shock pressures higher than about 30 GPa, solid glass is formed, which
is impenetrable to microorganisms. The effects are further complicated by the fact
that many of these rocks are emplaced in the meltsheets and would have been
subjected to heating during the cooling of the crater. The long term heating and
annealing of the rocks changes the characteristics of the pore spaces and their
interconnectedness.
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Comparison of Endolithic Colonization in the Post-volcanic
and Impact Environments

Despite the obvious differences just elaborated between volcanic and impact envi-
ronments there are some similarities from the