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#### Abstract

We present a pedagogical introduction to the notions underlying the connection formulation of General Relativity-Loop Quantum Gravity (LQG)-with an emphasis on the physical aspects of the framework. We begin by reviewing General Relativity and Quantum Field Theory, to emphasise the similarities between them which establish a foundation upon which to build a theory of quantum gravity. We then explain, in a concise and clear manner, the steps leading from the EinsteinHilbert action for gravity to the construction of the quantum states of geometry, known as spin-networks, which provide the basis for the kinematical Hilbert space of quantum general relativity. Along the way we introduce the various associated concepts of tetrads, spin-connection and holonomies which are a pre-requisite for understanding the LQG formalism. Having provided a minimal introduction to the LQG framework, we discuss its applications to the problems of black hole entropy and of quantum cosmology. A list of the most common criticisms of LQG is presented, which are then tackled one by one in order to convince the reader of the physical viability of the theory.

An extensive set of appendices provide accessible introductions to several key notions such as the Peter-Weyl theorem, duality of differential forms and Regge calculus, among others. The presentation is aimed at graduate students and researchers who have some familiarity with the tools of quantum mechanics and field theory and/or General Relativity, but are intimidated by the seeming technical prowess required to browse through the existing LQG literature. Our hope is to make the formalism appear a little less bewildering to the uninitiated and to help lower the barrier for entry into the field.


## Chapter 1 Introduction

The goal of Loop Quantum Gravity (LQG) is to take two extremely well-developed and successful theories, General Relativity and Quantum Field Theory, at "face value" and attempt to combine them into a single theory with a minimum of assumptions and deviations from established physics. Our goal, as authors of this paper, is to provide a succinct but clear description of LQG-the main body of concepts in the current formulation of LQG relying primarily on the self-dual variables approach, some of the historical basis underlying these concepts, and a few simple yet interesting results-aimed at the reader who has more curiosity than familiarity with the underlying concepts, and hence desires a broad, pedagogical overview before attempting to read more technical discussions. This paper is inspired by the view that one never truly understands a subject until one tries to explain it to others. Accordingly we have attempted to create a discussion which we would have wanted to read when first encountering LQG. Everyone's learning style is different, and accordingly we make note of several other reviews of this subject [1-11], which the reader may refer to in order to gain a broader understanding, and to sample the various points of view held by researchers in the field.

We will begin with a brief review of the history of the field of quantum gravity in the remainder of this section. Following this we review some topics in general relativity in Chap. 2 and Quantum Field Theory in Chap. 3, which hopefully fall into the "Goldilocks zone", providing all the necessary concepts for LQG, and nothing more. We may occasionally introduce concepts in greater detail than the reader considers necessary, but we feel that when introducing concepts to a (hopefully) wide audience who find them unfamiliar, insufficient detail is more harmful than excessive detail. We will discuss the Lagrangian and Hamiltonian approaches to classical GR in more depth and set the stage for its quantization in Chap. 4 then sketch a conceptual outline of the broad program of quantization of the gravitational field in Chap. 5, before moving on to our main discussion of the loop quantum gravity approach in Chap. 6. The pros and cons of the self-dual variables approach are also discussed in some depth in Sect. 5.3. In Chap. 7 we cover applications of the ideas and methods of LQG to the counting of microstates of black holes (Sect.7.1) and to the problem of quantum cosmology (Sect.7.2). Last, but not least, some common criticisms of

LQG and our rebuttals thereof are presented in Chap. 8 along with a discussion of its present status and future prospects.

It is assumed that the reader has a minimal familiarity with the tools and concepts of differential geometry, quantum field theory and general relativity, though we aim to remind the reader of any relevant technical details as necessary.

Before we begin, it would be helpful to give the reader a historical perspective of the developments in theoretical physics which have led us to the present stage.

We are all familiar with classical geometry consisting of points, lines and surfaces. The framework of Euclidean geometry provided the mathematical foundation for Newton's work on inertia and the laws of motion. In the 19th century Gauss, Riemann and Lobachevsky, among others, developed notions of curved geometries in which one or more of Euclid's postulates were loosened. The resulting structures allowed Einstein and Hilbert to formulate the theory of general relativity which describes the motion of matter through spacetime as a consequence of the curvature of the background geometry. This curvature in turn is induced by the matter content as encoded in Einstein's equations (2.10). Just as the parallel postulate was the unstated assumption of Newtonian mechanics, whose rejection led to Riemmanian geometry, the unstated assumption underlying the framework of general relativity is that of the smoothness and continuity of spacetime on all scales.

Loop quantum gravity and related approaches invite us to consider the possibility that our notion of spacetime as a smooth continuum must give way to an atomistic description of geometry in which the classical spacetime we observe around us emerges from the interactions of countless (truly indivisible) atoms of spacetime. This idea is grounded in mathematically rigorous results, but is also a natural continuation of the trend that began when 19th century attempts to reconcile classical thermodynamics with the physics of radiation encountered fatal difficulties-such as James Jeans' "ultraviolet catastrophe". These difficulties were resolved only when work by Planck, Einstein and others in the early 20th century provided an atomistic description of electromagnetic radiation in terms of particles or "quanta" of light known as photons. This development spawned quantum mechanics, and in turn quantum field theory, while around the same time the special and general theories of relativity were being developed.

In the latter part of the 20th century physicists attempted, without much success, to unify the two great frameworks of quantum mechanics and general relativity. For the most part it was assumed that gravity was a phenomenon whose ultimate description was to be found in the form of a quantum field theory as had been so dramatically and successfully accomplished for the electromagnetic, weak and strong forces in the framework known as the Standard Model. These three forces could be understood as arising due to interactions between elementary particles mediated by gauge bosons whose symmetries were encoded in the groups $U(1), S U(2)$ and $S U(3)$ for the electromagnetic, weak and strong forces, respectively. The universal presumption was that the final missing piece of this "grand unified" picture, gravity, would eventually be found in the form of the QFT of some suitable gauge group. This was the motivation for the various grand unified theories (GUTs) developed by Glashow, Pati-Salam, Weinberg and others where the hope was that it would be
possible to embed the gravitational interaction along with the Standard Model in some larger group (such $S O(5), S O(10)$ or $E_{8}$ depending on the particular scheme). Such schemes could be said to be in conflict with Occam's dictum of simplicity and Einstein and Dirac's notions of beauty and elegance. More importantly all these models assumed implicitly that spacetime remains continuous at all scales. As we shall see this assumption lies at the heart of the difficulties encountered in unifying gravity with quantum mechanics.

A significant obstacle to the development of a theory of quantum gravity is the fact that GR is not renormalizable. The gravitational coupling constant $G$ (or equivalently $1 / M_{\text {Planck }}^{2}$ in dimensionless units where $G=c=\hbar=1$ ) is not dimensionless, unlike the fine-structure constant $\alpha$ in QED. This means that successive terms in any perturbative series have increasing powers of momenta in the numerator. Rejecting the notion that systems could absorb or transmit energy in arbitrarily small amounts led to the photonic picture of electromagnetic radiation and the discovery of quantum mechanics. Likewise, rejecting the notion that spacetime is arbitrarily smooth at all scales-and replacing it with the idea that geometry at the Planck scale must have a discrete character-leads us to a possible resolution of the ultraviolet infinities encountered in quantum field theory and to a theory of "quantum gravity".

Bekenstein's observation [12-14] of the relationship between the entropy of a black hole and the area of its horizon combined with Hawking's work on black hole thermodynamics led to the realization that there were profound connections between thermodynamics, information theory and black hole physics. These can be succinctly summarized by the famous area law relating the entropy of a macroscopic black hole $S_{B H}$ to its surface area $A$ :

$$
\begin{equation*}
S_{B H}=\gamma A \tag{1.1}
\end{equation*}
$$

where $\gamma$ is a universal constant and $A \gg A_{\mathrm{P}}$, with $A_{\mathrm{P}} \propto l_{\mathrm{P}}^{2}$ being the Planck area. While a more detailed discussion will wait until Sect.7.1, we note here that if geometrical observables such as area are quantized Eq. (1.1) can be seen as arising from the number of ways that one can join together $\mathcal{N}$ quanta of area to form a horizon. In LQG the quantization of geometry arises naturally-though not all theorists are convinced that geometry should be quantized or that LQG is the right way to do so.

With this historical overview in mind, it is now worth summarizing the basic notions of general relativity and QFT before we attempt to see how these two disciplines may be unified in a single framework.

### 1.1 Conventions

Before we proceed, a quick description of our conventions for indices will hopefully be useful to the reader;

- Greek letters $\mu, \nu, \rho, \lambda, \ldots \in\{0,1,2,3\}$ from the middle of the alphabet are four-dimensional spacetime indices. Other Greek letters, $\alpha, \beta, \ldots$ will be used for general cases in $N$ dimensions.
- Lowercase letters from the start of the Latin alphabet, $a, b, c, \ldots \in\{1,2,3\}$ are three-dimensional spatial indices. These will often be used when dealing exclusively with the spatial part of a four-dimensional quantity that would otherwise have Greek indices.
- Lowercase Latin letters $j, k, l, \ldots \in 1,2,3, \ldots, N$ from the middle of the alphabet are indices for a space of $N$ dimensions. Equations involving these indices are the general cases, which can be applied to Minkowski space, $\mathbb{R}^{3}$, etc. They will also sometimes be used as $\mathfrak{s u}(2)$ Lie algebra indices.
- Uppercase letters $I, J, K, \ldots$ are specifically "internal" indices used for Lie algebra elements, which take values in the appropriate range, such as $\{1,2,3\}$ for the Pauli matrices, or $\{0,1,2,3\}$ for the $\mathfrak{s l}(2, \mathbb{C})$ Lorentz Lie algebra.

Wherever possible we will attempt to avoid using "special" letters (e.g. $\pi, i=\sqrt{-1}$, $\gamma$ in the context of the Dirac matrices, $\sigma$ in the context of the Pauli matrices) as indices, unless there is no chance of confusion.
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## Chapter 2 <br> Classical GR

General relativity (GR) is an extension of Einstein's special theory of relativity (SR), which was required in order to include observers in non-trivial gravitational backgrounds. SR applies in the absence of gravity, and in essence it describes the behavior of vector quantities in a four-dimensional spacetime, with the Minkowski metric ${ }^{1}$

$$
\begin{equation*}
\eta_{\mu \nu}=\operatorname{diag}(-1,+1,+1,+1) \tag{2.1}
\end{equation*}
$$

leading to a 4D line-element

$$
\begin{equation*}
d s^{2}=-c^{2} d t^{2}+d x^{2}+d y^{2}+d z^{2} \tag{2.2}
\end{equation*}
$$

The speed of a light signal, measured by any inertial observer, is a constant, denoted $c$. If we denote the components of a vector in four-dimensional spacetime with Greek indices (e.g. $v^{\mu}$ ) the Minkowski metric ${ }^{2}$ divides vectors into three categories; timelike (those vectors for which $\eta_{\mu \nu} v^{\mu} v^{\nu}<0$ ), null or light-like (those vectors for which $\eta_{\mu \nu} v^{\mu} v^{\nu}=0$ ), and spacelike (those vectors for which $\eta_{\mu \nu} v^{\mu} v^{\nu}>0$ ). Any point, with coordinates ( $c t, x, y, z$ ), is referred to as an event, and the set of all null vectors having their origin at any event define the future light-cone and past light-cone of that event (Fig. 2.1). Events having time-like or null displacement from a given event $E_{0}$ (i.e. lying inside or on $E_{0}$ 's lightcones) are causally connected to $E_{0}$. Those in/on the past light-cone can influence $E_{0}$, those in/on the future lightcone can be influenced by $E_{0}$.

[^0]

Fig. 2.1 The future-pointing and past-pointing null vectors at a point define the future and past light cones of that point. Slices (at constant time) through the past light cone of an observer are two-spheres centred on the observer, and hence map directly to that observer's celestial sphere

General relativity extends these concepts to non-Euclidean spacetime. The metric of this (possibly curved) spacetime is denoted $g_{\mu \nu}$. Around each event it is possible to consider a sufficiently small region such that the curvature of spacetime within this region is negligible, and hence the central concepts of Special Relativity apply locally. Rather than developing the idea that the curvature of spacetime gives rise to gravitational effects, we shall treat this as assumed knowledge, and discuss how the curvature of spacetime may be investigated. Since spacetime is not assumed to be flat (we'll define "flat" and "curved" rigorously below) and Euclidean, in general one cannot usefully extend the coordinate system from the neighborhood of one point in spacetime (one event) to the neighborhood of another arbitrary point. This can be seen from the fact that a Cartesian coordinate system which defines "up" to be the $z$-axis at one point on the surface of the Earth, would have to define "up" not to be parallel to the $z$-axis at most other points. In short, a freely-falling reference frame cannot be extended to each point in the vicinity of the surface of the Earth-or any other gravitating body. We are thus forced to work with local coordinate systems which vary from region to region. We shall refer to the basis vectors of these local coordinate systems by the symbols $e_{i}$. A set of four such basis vectors at any point is called a tetrad or vierbein. The metric is related to the dot product of basis vectors by $\mathrm{g}_{i j}=e_{i} \cdot e_{j}$. As the basis vectors are not necessarily orthonormal, we also may define a set of dual basis vectors $e^{i}$, where $e^{i} \cdot e_{j}=\delta_{j}^{i}$.

### 2.1 Parallel Transport and Curvature

Given the basis vectors $e_{i}$ of a local coordinate system, an arbitrary vector is written in terms of its components $v^{i}$ as $\vec{V}=v^{i} e_{i}$. It is of course also possible to define vectors
with respect to the dual basis. These dual vectors will have components with lowered indices, for example $v_{i}$, and take the general form $v_{i} e^{i}$. The metric is used to switch between components referred to the basis or dual basis, e.g. $v_{j}=g_{i j} v^{i}$. Vectors defined with raised indices on their components are called 'contravariant vectors' or simply 'vectors'. Those with lowered indices are called 'covariant vectors', 'covectors' or ' 1 -forms'. Note that $e_{i}$, having lowered indices, are basis vectors, while the $e^{i}$, having raised indices, are basis 1 -forms. We will return to the distinction between vectors and 1-forms in Sect.3.2.

When we differentiate a vector along a curve parametrised by the coordinate $x^{k}$ we must apply the product rule, as the vector itself can change direction and length, and the local basis will in general also change along the curve, hence

$$
\begin{equation*}
\frac{\mathrm{d} \vec{V}}{\mathrm{~d} x^{k}}=\frac{\partial v^{j}}{\partial x^{k}} e_{j}+v^{j} \frac{\partial e_{j}}{\partial x^{k}} \tag{2.3}
\end{equation*}
$$

We extract the $i$ th component by taking the dot product with the dual basis vector (basis 1-form) $e^{i}$, since $e^{i} \cdot e_{j}=\delta_{j}^{i}$. Hence we obtain

$$
\begin{equation*}
\frac{\mathrm{d} v^{i}}{\mathrm{~d} x^{k}}=\frac{\partial v^{i}}{\partial x^{k}}+v^{j} \frac{\partial e_{j}}{\partial x^{k}} \cdot e^{i}, \tag{2.4}
\end{equation*}
$$

which by a suitable choice of notation is usually rewritten in the form

$$
\begin{equation*}
\nabla_{k} v^{i}=\partial_{k} v^{i}+v^{j} \Gamma_{j k}^{i} \tag{2.5}
\end{equation*}
$$

The derivative written on the left-hand-side is termed the covariant derivative, and consists of a partial derivative due to changes in the vector, and a term $\Gamma_{j k}^{i}$ called the connection due to changes in the local coordinate basis from one place to another. If a vector is parallel-transported along a path, its covariant derivative will be zero. In consequence any change in the components of the vector is due to (and hence equal and opposite to) the change in local basis, so that

$$
\begin{equation*}
\frac{\partial v^{i}}{\partial x^{k}}=-v^{j} \frac{\partial e_{j}}{\partial x^{k}} \cdot e^{i} \tag{2.6}
\end{equation*}
$$

The transport of a vector along a single path between two distinct points does not reveal any curvature of the space (or spacetime) through which the vector is carried. To detect curvature it is necessary to carry a vector all the way around a closed path and back to its starting point, and compare its initial and final orientations. If they are the same, for an arbitrary path, the space (or spacetime) is flat. If they differ, the space is curved, and the amount by which the initial and final orientations of the vector differ provides a measure of how much curvature is enclosed within the path. Alternatively, one may transport two copies of a vector from the same starting point, A , along different paths, $\lambda_{1}$ and $\lambda_{2}$ to a common end-point, B. Comparing the orientations of the vectors after they have been transported along these two different


Fig. 2.2 The parallel transport of a vector around a closed path tells us about the curvature of a region bounded by that path. Here a vector is parallel transported along curve $\lambda_{1}$ from $A$ to $B$, and back from $B$ to $A$ along $\lambda_{2}$. Both $\lambda_{1}$ and $\lambda_{2}$ are sections of great circles, and so we can see that the vector maintains a constant angle to the tangent to the curve between $A$ and $B$, but this angle changes abruptly at $B$ when the vector switches from $\lambda_{1}$ to $\lambda_{2}$. The difference in initial and final orientation of the vector at $A$ tells us that the surface (a sphere in this case) is curved. Just as an arbitrarily curved path in $\mathbb{R}^{2}$ can be built up from straight line segments, an arbitrary path in a curved manifold can be built up from sections of geodesics (of which great circles are an example)
paths reveals whether the space is flat or curved. It should be obvious that this is equivalent to following a closed path (moving along $\lambda_{1}$ from A to B , and then along $\lambda_{2}$ from B to A, c.f. Fig. 2.2). The measure of how much this closed path (loop) differs from a loop in flat space (that is, how much the two transported vectors at B differ from each other) is called the holonomy of the loop.

In light of the preceding discussion, suppose a vector $\vec{V}$ is transported from point A some distance in the $\mu$-direction. The effect of this transport upon the components of $\vec{V}$ is given by the covariant derivative $\nabla_{\mu}$ of $\vec{V}$. The vector is then transported in the $\nu$-direction to arrive at point B . An identical copy of the vector is carried first from A in the $\nu$-direction, and then in the $\mu$-direction to B . The difference between the two resulting (transported) vectors, when they arrive at B is given by

$$
\begin{equation*}
\left(\nabla_{\mu} \nabla_{\nu}-\nabla_{\nu} \nabla_{\mu}\right) \vec{V} \tag{2.7}
\end{equation*}
$$

This commutator defines the Riemann curvature tensor,

$$
\begin{equation*}
R_{\rho \mu \nu}^{\lambda} v^{\rho}=\left[\nabla_{\mu}, \nabla_{\nu}\right] v^{\lambda} \tag{2.8}
\end{equation*}
$$

If and only if the space is flat, all the components of $R^{\lambda}{ }_{\rho \mu \nu}$ will be zero, otherwise the space is curved.

Since the terms in the commutator of covariant derivatives differ only in the ordering of the indices, it is common to place the commutator brackets around the indices only, rather than the operators, hence we can write

$$
\begin{equation*}
2 \nabla_{[\mu} \nabla_{\nu]}=\left[\nabla_{\mu}, \nabla_{\nu}\right]=\nabla_{\mu} \nabla_{\nu}-\nabla_{\nu} \nabla_{\mu} . \tag{2.9}
\end{equation*}
$$

### 2.2 Einstein's Field Equations

Einstein's equations relate the curvature of spacetime with the energy density of the matter and fields present in the spacetime. Defining the Ricci tensor $R_{\rho \nu}=R^{\mu}{ }_{\rho \mu \nu}$ and the Ricci scalar $R=R^{\nu}{ }_{\nu}$ (i.e. it is the trace of the Ricci tensor, taken after raising an index using the metric $g^{\mu \nu}$ ), the relationship between energy density and spacetime curvature is then given by

$$
\begin{equation*}
R^{\mu \nu}-\frac{1}{2} R g^{\mu \nu}+\Lambda g^{\mu \nu}=8 \pi \mathcal{G} T^{\mu \nu} \tag{2.10}
\end{equation*}
$$

where $\mathcal{G}$ is Newton's constant, and the coefficient $\Lambda$ is the cosmological constant, which prior to the 1990s was believed to be identically zero. The tensor $T^{\mu \nu}$ is the energy-momentum tensor (also referred to as the stress-energy tensor). We will not discuss it in great detail, but its components describe the flux of energy and momentum (i.e. 4-momentum) across various timelike and spacelike surfaces. ${ }^{3}$ The component $T^{\mu \nu}$ describes the flux of the $\mu$ th component of 4-momentum across a surface of constant $x^{\nu}$. For instance, the zeroeth component of 4-momentum is energy, and hence $T^{00}$ is the amount of energy crossing a surface of constant time (i.e. energy that is moving into the future but stationary in space, hence it is the energy density).

It should be noted that we can write $\Gamma_{\mu \nu}^{\rho}$ in terms of the metric $g_{\mu \nu}$ (see for e.g. [1]),

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\rho}=\frac{1}{2} g^{\rho \delta}\left(\partial_{\mu} g_{\delta \nu}+\partial_{\nu} g_{\delta \mu}-\partial_{\delta} g_{\mu \nu}\right) \tag{2.11}
\end{equation*}
$$

Since the Riemann tensor is defined from the covariant derivative, and the covariant derivative is defined by the connection, the metric $g^{\mu \nu}$ should be interpreted as a solution of the Einstein field equations, Eq. (2.10).

It is sometimes preferable to write Eq. (2.10) in the form

$$
\begin{equation*}
G^{\mu \nu}=8 \pi \mathcal{G} T^{\mu \nu}-\Lambda g^{\mu \nu} \tag{2.12}
\end{equation*}
$$

[^1]where the Einstein tensor $G^{\mu \nu}=R^{\mu \nu}-R g^{\mu \nu} / 2$ is the divergence-free part of the Ricci tensor. The explicit form of Eq. (2.10) emphasises the relationship between mass-energy and spacetime curvature. All the quantities related to the structure of the spacetime (i.e. $R^{\mu \nu}, R, g^{\mu \nu}$ ) are on the left-hand side. The quantity related to the presence of matter and energy, $T^{\mu \nu}$, is on the right-hand side. For now it remains a question of interpretation whether this means that mass-energy is equivalent to spacetime curvature, or identical to it. Perhaps more importantly the form of the Einstein field equations (EFEs) makes it clear that GR is a theory of dynamical spacetime. As matter and energy move, so the curvature of the spacetime in their vicinity changes.

It is worth noting (without proof, see for instance [1]) that the gravitational field in the simplest case of a static, spherically-symmetric field around a mass $M$, defines a line element of the form derived by Schwarzschild,

$$
\begin{equation*}
\mathrm{d} s^{2}=-c^{2}\left(1-\frac{2 \mathcal{G} M}{c^{2} r}\right) \mathrm{d} t^{2}+\left(1-\frac{2 \mathcal{G} M}{c^{2} r}\right)^{-1} \mathrm{~d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right) \tag{2.13}
\end{equation*}
$$

For weak gravitational fields, and test masses moving at low velocities ( $v \ll c$ ) the majority of the deviation from the line element in empty space is caused by the coefficient of the $\mathrm{d} t^{2}$ term on the right. This situation also coincides with the limit in which Newtonian gravity becomes a good description of the mechanics. In the Newtonian picture the force of gravity can be written as the gradient of a potential,

$$
\begin{equation*}
\vec{F}=\nabla V \tag{2.14}
\end{equation*}
$$

It can be shown that

$$
\begin{equation*}
\partial g_{00} \propto \nabla V, \tag{2.15}
\end{equation*}
$$

implying that gravity in the Newtonian or weak-field limit can be understood, primarily, as the amount of distortion in the local "speed" of time caused by the presence of matter.

### 2.3 Changes of Coordinates and Diffeomorphism Invariance

General relativity embodies a principle called diffeomorphism invariance. This principle states, in essence, that the laws of physics should be invariant under different choices of coordinates. In fact, one may say that coordinates have no meaning in the formulation of physical laws, and in principle we could do without them.

In a practical sense, however, when performing calculations it is often necessary to work with a particular choice of coordinates. When translating between different points we may find that basis vectors are defined differently at different points
(giving rise to a connection, as we saw above). However if we restrict our attention to a particular point we find that the coordinate basis may be changed by performing a transformation on the basis, leading to new coordinates derived from the old coordinates. Transformations of coordinates take a well-known form, which we will briefly recap. Suppose the two coordinate systems have basis vectors $x^{1}, \ldots, x^{n}$ and $y^{1}, \ldots, y^{n}$. Then for a given vector $\vec{V}$ with components $a_{k}$ and $b_{l}$ in the two coordinate systems it must be true that $a_{k} x^{k}=\vec{V}=b_{l} y^{l}$. Differentiating with respect to $y$, the relationship between coordinate systems is given by

$$
\begin{equation*}
b_{l}=a_{k} \frac{\partial x^{k}}{\partial y^{l}} . \tag{2.16}
\end{equation*}
$$

This tells us how to find the components of a vector in a "new" coordinate system (the $y$-basis), given the components in the "old" coordinate system (the $x$-basis). Let us write $J_{l}^{k}=\partial x^{k} / \partial y^{l}$, and then since a summation is implied over $k$ the transformation of coordinates can be written in terms of a matrix acting upon the components of vectors, $b_{l}=J_{l}^{k} a_{k}$. Such a matrix, relating two coordinate systems is called a Jacobian matrix. While one transformation matrix is needed to act upon vectors (which have only a single index), one transformation matrix per index is needed for more complex objects, e.g.

$$
\begin{equation*}
b_{j k l}=J_{j}^{m} J_{k}^{n} J_{l}^{p} a_{m n p} \tag{2.17}
\end{equation*}
$$

Since the metric defines angles and lengths (and hence areas and volumes) calculations involving the volume of a region of spacetime (e.g. integration of a Lagrangian) must introduce a supplementary factor of $\sqrt{-g}$ (where $g$ is the determinant of the metric $g^{\mu \nu}$ ) in order to remain invariant under arbitrary coordinate transformations. Hence instead of $d^{n} x \rightarrow d^{n} y$ we have

$$
\begin{equation*}
d^{n} x \sqrt{-g(x)} \rightarrow d^{n} y \sqrt{-g(y)} \tag{2.18}
\end{equation*}
$$

The square root of the determinant of the metric is an important factor in defining areas, as we can see by considering a parallelogram whose sides are defined by two vectors, $\vec{x}$ and $\vec{y}$. The area of this parallelogram is given by the magnitude of the cross product of these vectors, hence

$$
\begin{equation*}
A_{\text {parallel. }}=\sqrt{(\vec{x} \times \vec{y}) \cdot(\vec{x} \times \vec{y})}=\sqrt{(\vec{x} \cdot \vec{x})(\vec{y} \cdot \vec{y}) \sin ^{2} \theta}=\sqrt{(\vec{x} \cdot \vec{x})(\vec{y} \cdot \vec{y})\left(1-\cos ^{2} \theta\right)} . \tag{2.19}
\end{equation*}
$$

Suppose that $\vec{x}$ and $\vec{y}$ are basis vectors lying in a plane. Then the metric in this plane will be

$$
m_{i j}=\left(\begin{array}{ll}
\vec{x} \cdot \vec{x} & \vec{x} \cdot \vec{y}  \tag{2.20}\\
\vec{y} \cdot \vec{x} & \vec{y} \cdot \vec{y}
\end{array}\right)
$$

where $i, j \in\{\vec{x}, \vec{y}\}$. Comparing Eqs. (2.19) and (2.20), we see that

$$
\begin{equation*}
A_{\text {parallel. }}=\sqrt{(\vec{x} \cdot \vec{x})(\vec{y} \cdot \vec{y})-(\vec{x} \cdot \vec{y})^{2}}=\sqrt{\operatorname{det} m_{a b}} . \tag{2.21}
\end{equation*}
$$

It is therefore reasonable to expect an analogous function of the metric to play a role in changes of coordinates. Furthermore we would expect the total area of some two-dimensional surface, which can be broken up into many small parallelograms, to be given by integrating the areas of such parallelograms together (this point will be taken up again is Sect. 6.2).

To see why Eq. (2.18) applies in the case of coordinate transformations ${ }^{4}$, consider an infinitesimal region of a space. Let this region be a parallelipiped in some coordinate system $x^{1}, \ldots, x^{n}$. Now suppose we want to change to a different set of coordinates, $y^{1}, \ldots, y^{n}$, which are functions of the first set (e.g. we want to change from polar coordinates to Cartesian). The Jacobian of this transformation is

$$
J=\frac{\partial\left(x^{1}, \ldots, x^{n}\right)}{\partial\left(y^{1}, \ldots, y^{n}\right)}=\left(\begin{array}{ccc}
\frac{\partial x^{1}}{\partial y^{1}} & \cdots & \frac{\partial x^{1}}{\partial y^{n}}  \tag{2.22}\\
\vdots & & \vdots \\
\frac{\partial x^{n}}{\partial y^{1}} & \cdots & \frac{\partial x^{n}}{\partial y^{n}}
\end{array}\right)
$$

The entries in the Jacobian matrix are the elements of the vectors defining the sides of the infinitesimal region we began with, referred to the new basis. Each row corresponds with one vector, and the absolute value of the determinant of such a matrix, multiplied by $d^{n} y=d y^{1} \ldots d y^{n}$ gives the volume of the infinitesimal region. An integral referred to these new coordinates must include a factor of this volume, to ensure that the coordinates have been transformed correctly and the integral doesn't over-count the infinitesimal regions of which it is composed, hence

$$
\begin{equation*}
\int f\left(x^{1}, \ldots, x^{n}\right) d x^{1} \ldots d x^{n}=\int f\left(y^{1}, \ldots, y^{n}\right)|\operatorname{det} J| d y^{1} \ldots d y^{n} \tag{2.23}
\end{equation*}
$$

The Jacobian matrix defines the transformation between coordinate systems. To be specific, we will choose the Minkowski metric $\eta_{\mu \nu}$ for the first coordinate system. The metric of the second coordinate system remains unspecified, hence

$$
\begin{equation*}
g_{\alpha \beta}=\frac{\partial x^{\mu}}{\partial y^{\alpha}} \frac{\partial x^{\nu}}{\partial y^{\beta}} \eta_{\mu \nu} \tag{2.24}
\end{equation*}
$$

We can treat this expression as a product of matrices. If we do so, we must be careful about the ordering of terms, since matrix multiplication is non-commutative, and it is useful to replace one of the Jacobian matrices by its transpose. However this extra complication can be avoided since we are interested in the determinants of the matrices, and $\operatorname{det}(A B)=\operatorname{det} A \operatorname{det} B=\operatorname{det} B \operatorname{det} A$, and also $\operatorname{det} A^{T}=\operatorname{det} A$ so

[^2]the ordering of terms is ultimately unimportant. Taking the absolute value of the determinant of Eq. (2.24),
\[

$$
\begin{equation*}
|J|=\sqrt{\frac{g}{\eta}}=\sqrt{-g} \tag{2.25}
\end{equation*}
$$

\]

since $\eta=\operatorname{det} \eta_{\mu \nu}=-1$. From this and Eq. (2.23) the use of a factor $\sqrt{-g}$ follows immediately.

The transformations described above, where a new coordinate basis is derived from an old one is called a passive transformation. By contrast, it is possible to leave the coordinate basis unchanged and instead change the positions of objects, whose coordinates will consequently change as measured in this basis. This is called an active coordinate transformation. With this distinction in mind, we will elaborate on the concept of diffeomorphism invariance in GR.

A diffeomorphism is a mapping of coordinates $f: x \rightarrow f(x)$ from a manifold $U$ to a manifold $V$ that is smooth, invertible, one-to-one, and onto. As a special case we can take $U$ and $V$ to be the same manifold, and define a diffeomorphism from a spacetime manifold to itself. A passive diffeomorphism will change the coordinates, but leave objects based on them unchanged, so that for instance the metric before a passive diffeomorphism is $g_{\mu \nu}(x)$ and after it is $g_{\mu \nu}(f(x))$. Invariance under passive diffeomorphisms is nothing special, as any physical theory can be made to yield the same results under a change of coordinates. An active diffeomorphism, on the other hand, would yield a new metric $g_{\mu \nu}^{\prime}(x)$, which would in general measure different distances between any two points than does $g_{\mu \nu}(x)$. General relativity is significant for being invariant under active diffeomorphisms. This invariance requires that if $g_{\mu \nu}(x)$ is any solution of the Einstein field equations, an active diffeomorphism yields $g_{\mu \nu}^{\prime}(x)$ which must be another valid solution of the EFEs. We require that any theory of quantum gravity should also embody a notion of diffeomorphism invariance, or at the very least, should exhibit a suitable notion of diffeomorphism invariance in the classical limit.

An understanding of classical general relativity helps us to better understand transformations between locally-defined coordinate systems. We will now proceed to a discussion of Quantum Field Theory, where these local coordinate systems are abstracted to "internal" coordinates. And just as the discussion of GR provides us with tools to more easily visualise the concepts at the heart of QFT, the quantisation of field theories discussed in the next section will lay the foundations for our attempts to extend classical GR into a quantum theory of gravity.
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## Chapter 3 <br> Quantum Field Theory

Quantum Field Theory should be familiar to most (if not all) modern physicists, however we feel it is worth mentioning the basic details here, in order to emphasize the similarities between QFT and GR, and hence illustrate how GR can be written as a gauge theory. In short, we will see that a local change of phase of the wavefunction is equivalent to the position-dependent change of basis we considered in the case of GR. Just as the partial derivative of a vector gave (via the product rule) a derivative term corresponding to the change in basis, we will see that a derivative term arises corresponding to the change in phase of the quantum field. This introduces a connection and a covariant derivative defined in terms of the connection.

### 3.1 Covariant Derivative and Curvature

We may write the wavefunction of a particle as a product of wavefunctions $\phi(x)$ and $u(x)$ corresponding respectively to the external and internal degrees of freedom, ${ }^{1}$

$$
\begin{equation*}
\psi(x)=\phi(x)_{j} u(x)_{j} \tag{3.1}
\end{equation*}
$$

where there is an obvious analogy to the definition of a vector, with the $u_{j}$ playing the role of basis vectors, the $\phi(x)_{j}$ playing the role of the components, and summation implied over the repeated index $j$. In complete analogy with Eq. (2.3), by applying the product rule we find that

$$
\begin{equation*}
\frac{d \psi}{d x^{\mu}}=\frac{\partial \phi_{j}}{\partial x^{\mu}} u_{j}+\phi_{j} \frac{\partial u_{j}}{\partial x^{\mu}} \tag{3.2}
\end{equation*}
$$

[^3]For illustrative purposes, let us consider a fairly simple choice of basis, where we have only one $u$ and so we drop the index $j$. We will write $u=e^{i g \theta(x)}$. Then the derivative of $\psi$ will take the form

$$
\begin{align*}
\frac{d \psi}{d x^{\mu}} & =\frac{\partial \phi}{\partial x^{\mu}} e^{i g \theta(x)}+i g e^{i g \theta(x)} \phi \frac{\partial \theta(x)}{\partial x^{\mu}} \\
& =e^{i g \theta(x)}\left(\frac{\partial}{\partial x^{\mu}}+i g \frac{\partial \theta(x)}{\partial x^{\mu}}\right) \phi \tag{3.3}
\end{align*}
$$

Next we can pre-multiply the whole expression by $e^{-i g \theta(x)}$ to eliminate the exponential term on the right hand side. This is equivalent to Eq. (2.4) where we extracted an expression for the derivative of the components using $e^{i} \cdot e_{j}=\delta_{j}^{i}$. Lastly we switch notation slightly to more closely resemble Eq. (2.5), and define the term in brackets to be a covariant derivative

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i g A_{\mu} \tag{3.4}
\end{equation*}
$$

where $A_{\mu}=\partial_{\mu} \theta$, and $D_{\mu}$ satisfies all the properties required of a derivative operator (linearity, Leibniz's rule, etc.).

A transformation $\theta \rightarrow \theta^{\prime}=\theta+\lambda$ will result in a transformation of the wavefunction $\psi \rightarrow \psi^{\prime}=e^{i g \lambda} \psi$, and a transformation of the connection $A_{\mu} \rightarrow A_{\mu}^{\prime}$. For brevity, let us write $G=e^{i g \lambda}$. We can find the transformation of $A_{\mu}$ from the requirement that $D_{\mu}^{\prime} \psi^{\prime}=D_{\mu}^{\prime} G \psi=G D_{\mu} \psi$, which means that

$$
\begin{align*}
\left(\partial_{\mu}+i g A_{\mu}^{\prime}\right) G \psi & =G\left(\partial_{\mu}+i g A_{\mu}\right) \psi \\
\therefore\left(\partial_{\mu} G\right) \psi+G \partial_{\mu} \psi+i g A_{\mu}^{\prime} G \psi & =G \partial_{\mu} \psi+i g G A_{\mu} \psi \\
\therefore\left(\partial_{\mu} G\right) \psi+i g A_{\mu}^{\prime} G \psi & =i g G A_{\mu} \psi \\
\therefore i g A_{\mu}^{\prime} G & =i g G A_{\mu}-\left(\partial_{\mu} G\right) \\
\therefore A_{\mu}^{\prime} & =G A_{\mu} G^{-1}+\frac{i}{g}\left(\partial_{\mu} G\right) G^{-1} . \tag{3.5}
\end{align*}
$$

Substituting in $G=e^{i g \lambda}$ we deduce that $A_{\mu}$ transforms as

$$
\begin{equation*}
A_{\mu}^{\prime}=A_{\mu}-\partial_{\mu} \lambda \tag{3.6}
\end{equation*}
$$

Since we defined $A_{\mu}=\partial_{\mu} \theta$ above, the presence of a minus sign might be a bit surprising. Surely from the definition of $A_{\mu}$ we expect that $\partial \theta^{\prime}=\partial \theta+\partial \lambda$. However what Eq. (3.6) is telling us is simply that when we locally change the basis of a wavefunction but leave the overall physics unchanged, the connection must change in an equal and opposite manner to compensate. This is akin to the concept of diffeomorphism invariance discussed in Sect. 2.3. In both GR and QFT there are two ways to change the local coordinate basis. The first is by moving from an initial position to a new position where the basis is defined differently. The second is by
staying at one point and performing a transformation (a diffeomorphism in GR, a gauge transformation in QFT ) to change the coordinate basis. In each case, we want the laws of physics to remain the same, despite any change to the chosen coordinate basis. We can see how this condition is enforced by the transformation of the connection, Eq. (3.6), and the role of the covariant derivative in the action for a Dirac field $\psi$ of mass $m$;

$$
\begin{equation*}
S=\int d^{4} x \bar{\psi}\left(i \hbar c \gamma^{\mu} \partial_{\mu}-m c^{2}\right) \psi \tag{3.7}
\end{equation*}
$$

A global gauge transformation corresponds to rotating $\psi$ by a constant phase $\psi \rightarrow$ $e^{i g \lambda} \psi$. Under this change we can see that the value of the action

$$
\begin{equation*}
S \rightarrow \int d^{4} x \bar{\psi} e^{-i g \lambda}\left(i \hbar c \gamma^{\mu} \partial_{\mu}-m c^{2}\right) e^{i g \lambda} \psi \tag{3.8}
\end{equation*}
$$

does not change because the factor of $e^{i g \lambda}$ acting on $\psi$ and the corresponding factor of $e^{-i g \lambda}$ acting on $\bar{\psi}$ pass through the partial derivative unaffected, and cancel out. However if we allow $\lambda$ to become a function of position $\lambda(x)$, then the global gauge transformation is promoted to a local gauge transformation, due to which the partial derivative becomes

$$
\begin{equation*}
\partial_{\mu}\left(e^{i g \lambda(x)} \psi\right)=e^{i g \lambda(x)}\left(\partial_{\mu}+i g\left(\partial_{\mu} \lambda(x)\right)\right) \psi \tag{3.9}
\end{equation*}
$$

leading to a modification of the action $S \rightarrow S-\int d^{4} x \hbar c \gamma^{\mu}\left(\partial_{\mu} \lambda\right) \bar{\psi} \psi$. The covariant derivative, however, compensates for the $x$-dependence of $\lambda$, since as we saw in Eq. (3.5) it has the property that

$$
\begin{equation*}
D_{\mu} \psi \rightarrow D_{\mu}\left(e^{i g \lambda(x)} \psi\right)=e^{i g \lambda(x)} D_{\mu} \psi \tag{3.10}
\end{equation*}
$$

and so the phase factor passes through the covariant derivative as desired. It is now trivial to show that the Dirac action defined in terms of the covariant derivative,

$$
\begin{equation*}
S_{\text {Dirac }}=\int d^{4} x \bar{\psi}\left(i \hbar c \gamma^{\mu} D_{\mu}-m c^{2}\right) \psi \tag{3.11}
\end{equation*}
$$

is invariant under local phase transformations of the form $\psi \rightarrow e^{i g \lambda(x)} \psi, \bar{\psi} \rightarrow$ $\bar{\psi} e^{-i g \lambda(x)}$, so long as $A_{\mu}(x)$ transforms as per Eq. (3.6). The connection $A_{\mu}$ tells us how the phase of the wavefunction at each point corresponds to the phase at a different point, in analogy to the connection in GR which told us how coordinate bases varied from point to point, but additionally the requirement that the action be invariant under local gauge transformations necessitates that it is not simply the wavefunction, but also the connection that changes under a gauge transformation.

The discussion above has been restricted to the case of a simple rotation of the phase (that is, $e^{i g \lambda} \in U(1)$, the rotation group of the plane). In GR, by contrast, the local bases at different points may be rotated in three dimensions relative to each other (that is, the basis vectors are acted upon by elements of $S O(3)$ ). We can accordingly generalise the discussion above to include phase rotations arising from more elaborate groups. For instance, in the case of $S U(2)$ we replace the wavefunction $\psi$ by a Dirac doublet

$$
\begin{equation*}
\psi \rightarrow \psi=\binom{\psi_{1}(x)}{\psi_{2}(x)} \tag{3.12}
\end{equation*}
$$

and act upon this with transformations of the form

$$
\begin{equation*}
U(x)=\exp \left(i \lambda^{I}(x) t^{I}\right) \tag{3.13}
\end{equation*}
$$

Here $t^{I}=\sigma^{I} / 2$, (with $\sigma^{I}$ the $I$ th Pauli matrix). ${ }^{2}$ In this case the covariant derivative becomes

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}+i g A_{\mu}^{I} I^{I} \tag{3.14}
\end{equation*}
$$

(summation on the repeated index is implied). In analogy to the case discussed above for GR, we can form the commutator of covariant derivatives. In this case, we obtain the field strength tensor $F_{\mu \nu}$, the analogue of the Riemann curvature tensor,

$$
\begin{equation*}
\left[D_{\mu}, D_{\nu}\right]=i g F_{\mu \nu}^{I} t^{I} \tag{3.15}
\end{equation*}
$$

where we can see (by applying the standard commutation relations for the Pauli matrices, namely $\left[\sigma^{I}, \sigma^{J}\right]=2 i \epsilon^{I J K} \sigma^{K}$, and relabelling some dummy indices) that

$$
\begin{equation*}
F_{\mu \nu}^{I}=\partial_{\mu} A_{\nu}^{I}-\partial_{\nu} A_{\mu}^{I}-g \epsilon^{I J K} A_{\mu}^{J} A_{\nu}^{K} \tag{3.16}
\end{equation*}
$$

When our gauge group is abelian (as in QED) all the generators of the corresponding Lie algebra commute with each other and thus the structure constants of the group ( $\epsilon^{I J K}$ in the $S U(2)$ example of Eq. (3.16)) vanish. In this event the field strength simplifies to

$$
\begin{equation*}
F_{\mu \nu}^{I}=\partial_{\mu} A_{\nu}^{I}-\partial_{\nu} A_{\mu}^{I} \tag{3.17}
\end{equation*}
$$

The field strength $F_{\mu \nu}^{I}$ itself is gauge covariant but not gauge invariant. Under an infinitesimal gauge transformation $A_{0} \rightarrow A_{0}+\delta A$ the field strength also changes by $F\left[A_{0}\right] \rightarrow F\left[A_{0}+\delta A\right]=F_{0}+\delta F$ where the variation in field strength is given by $\delta F=D_{\mu}\left[A_{0}\right](\delta A)$ as the reader can easily verify by substituting and expanding in Eq. (3.16) or Eq. (3.17). Here $D_{\mu}\left[A_{0}\right]$ denotes that the covariant derivative is taken with respect to the original connection $A_{0}$.

[^4]The basic statement of Einstein's gravitational theory, often expressed in the saying

Matter tells geometry how to curve and geometry tells matter how to move.
has a parallel statement in the language of gauge theory. In a gauge theory, matter is represented by the fields $\psi$ whereas the "geometry" (not of the background spacetime, but of the interactions between the particles) is determined by the configurations of the gauge field. The core idea of GR can then be generalised to an equivalent idea in field theoretic terms,

Gauge charges tell gauge fields how to curve and gauge fields tell gauge charges how to move.

Now, what we have so far is an action, Eq. (3.11) which describes the dynamics of spinorial fields, interactions between which are mediated by the gauge field. The gauge field itself is not yet a dynamic quantity. In any gauge theory, consistency demands that the final action should also include terms which describe the dynamics of the gauge field alone. We know this to be true from our experience with QED where the gauge field becomes a particle called the photon. From classical electrodynamics Maxwell's equations possess propagating solutions of the gauge field-or more simply electromagnetic waves. The term giving the dynamics of the gauge field can be uniquely determined from the requirement of gauge invariance. We need to construct out of the field strength an expression with no indices. This can be achieved by contracting $F_{\mu \nu}^{I}$ with itself and then taking the trace over the Lie algebra indices. Doing this we get the term

$$
\begin{equation*}
S_{\text {gauge }}=-\frac{1}{4} \int d^{4} x \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right] \tag{3.18}
\end{equation*}
$$

which in combination with (3.11) gives us the complete action for a gauge field interacting with matter

$$
\begin{equation*}
S=S_{\text {gauge }}+S_{\text {Dirac }}=\int d^{4} x\left\{-\frac{1}{4} \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right]+\bar{\psi}\left(i \hbar c \gamma^{\mu} D_{\mu}-m c^{2}\right) \psi\right\} \tag{3.19}
\end{equation*}
$$

### 3.2 Dual Tensors, Bivectors and $\boldsymbol{k}$-Forms

The field strength is usually first encountered in the case of electromagnetism, where the relevant gauge group is $U(1)$ which has only one group generator and so we can drop the index $I$ in Eq. (3.17). The electromagnetic field strength $F_{\mu \nu}$ combines the electric and magnetic fields into a single entity,

$$
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}=\left(\begin{array}{cccc}
0 & E_{1} & E_{2} & E_{3}  \tag{3.20}\\
-E_{1} & 0 & -B_{3} & B_{2} \\
-E_{2} & B_{3} & 0 & -B_{1} \\
-E_{3} & -B_{2} & B_{1} & 0
\end{array}\right)
$$

Since each component of $F_{\mu \nu}$ is associated with two index values, we can think of the components as "bivectors" (oriented areas lying in the $\mu-\nu$ plane), in analogy with vectors which carry only a single index (and are oriented lengths lying along a single axis). For the reader unfamiliar with bivectors we will very quickly review them.

A unit basis vector $e_{i}$ can be visualised as a line segment with a "tail" and a "head", and an orientation given by traversing the vector from its tail to its head. A general vector is a linear combination of basis vectors, $\vec{v}=v^{1} e_{1}+v^{2} e_{2}+v^{3} e_{3}+\ldots$ Similarly a unit basis bivector can be visualised as an area bounded by the vectors $e_{i}$ and $e_{j}$, written as the wedge product $e_{i} \wedge e_{j}$, and with an orientation defined by traversing the boundary of this area along the first side, in the same direction as $e_{i}$, then along the second side parallel to $e_{j}$, and continuing anti-parallel to $e_{i}$ and $e_{j}$ to arrive back at the origin (this concept can be extended arbitrarily to define trivectors, etc. as illustrated in Fig. 3.1). A general bivector is a linear combination of basis bivectors. Writing the field strength as a general bivector we find that it takes the form

$$
\begin{equation*}
F_{\mu \nu}=E_{1}\left(e_{1} \wedge e_{0}\right)+E_{2}\left(e_{2} \wedge e_{0}\right)+E_{3}\left(e_{3} \wedge e_{0}\right)+B_{1}\left(e_{2} \wedge e_{3}\right)+B_{2}\left(e_{3} \wedge e_{1}\right)+B_{3}\left(e_{1} \wedge e_{2}\right) \tag{3.21}
\end{equation*}
$$

Electric fields are those parts of $F_{\mu \nu}$ lying in a plane defined by one space axis and the time axis, while magnetic fields are those lying in a plane defined by two space axes (Fig. 3.1). Reversing the orientation of a bivector is equivalent to traversing its


Fig. 3.1 Wedge products of basis vectors define basis bivectors, basis trivectors, and so on. While a vector's magnitude is its length, a bivector's magnitude is its area, and the magnitude of a trivector is its volume. The orientation of the unit bivector and unit trivector are shown here by the dashed arrows. The field strength $F_{\mu \nu}$ can be represented as a set of bivectors oriented between pairs of timelike and spacelike axes in four dimensions (shown here by distorting the angles between axes, as is done in a two-dimensional drawing of a cube). Shaded (unshaded) bivectors are the magnetic (electric) field components
boundary "backwards", so we may write $e_{j} \wedge e_{i}=-e_{i} \wedge e_{j}$. This is consistent with the fact that the field strength is antisymmetric, i.e. $F_{\mu \nu}=-F_{\nu \mu}$.

We can also combine the electric and magnetic fields into a single entity by defining the dual field strength,

$$
\star F^{\mu \nu}=\frac{1}{2} \epsilon^{\lambda \rho \mu \nu} F_{\lambda \rho}=\left(\begin{array}{cccc}
0 & -B_{1} & -B_{2} & -B_{3}  \tag{3.22}\\
B_{1} & 0 & E_{3} & -E_{2} \\
B_{2} & -E_{3} & 0 & E_{1} \\
B_{3} & E_{2} & -E_{1} & 0
\end{array}\right)
$$

We can see that the mapping between field strength and dual field strength ${ }^{3}$ associates a given electric field component with a corresponding magnetic field component, such that $E_{j} \leftrightarrow-B_{j}$. Thinking in terms of bivectors, the quantity defined on the plane between any pair of spacetime axes is associated to the quantity defined on the plane between the other two spacetime axes. The field strength is said to be self-dual if $\star F=+F$, and anti-self-dual if $\star F=-F$. Although we will not be concerned with (anti-)self-dual field strengths in the rest of this paper, we will be dealing with (anti-)self-dual gauge connections from Sect. 5.1 onwards. The EM field strength as presented here is merely the simplest example to use to introduce the concept of self-duality, and illustrate its physical meaning. Further discussion of duality, for the reader requiring a deeper understanding, is presented in Appendix E. Some readers will also no doubt have noticed the similarity between bivectors $e_{i} \wedge e_{j}$, and differential 2-forms $d x^{i} \wedge d x^{j}$. The two are indeed very similar. A bivector defined by the wedge product of two vectors $a \wedge b$ can be imagined as a parallelogram with two sides parallel to $a$, and the other sides parallel to $b$. The magnitude of this bivector is the area of the enclosed parallelogram. Differential forms, on the other hand, have a magnitude which is thought of as a density. This is often drawn as a series of lines (similar to the contour lines on a topographical map or the isobars on a weather map) with smaller spacing between lines indicating higher density (Fig. 3.2). Hence a 1 -form can be thought of as a density of contour lines or contour surfaces perpendicular to the direction of the 1 -form. The inner product of a vector with a 1 -form is a scalar-the number of lines that the vector crosses. Similarly a 2 -form can be thought of as a series of contours spreading out through a plane (this plane being defined by the directions of the two 1 -forms wedged together to make the 2 -form). Clearly there is a one-to-one mapping between vectors and 1forms, and between bivectors and 2-forms, which involves changing one's choice of magnitude, (length or area) $\leftrightarrow$ (density). It is certainly more common to see 1 -forms, 2-forms, and higher-dimensional forms used throughout physics, but bivectors and higher-dimensional multivectors can be very useful too (see Sect. E. 1 for a further discussion of multivectors) and are often easier to visualise.
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Fig. 3.2 Two vectors (far left) with the same direction and different magnitude differ in their length, while two bivectors (left) differ in their area. The magnitude of $k$-forms is a density, and can be represented by interval lines. A 1 -form (right) has a direction, just like a vector, but the spacing of interval lines represents its magnitude. A 2-form (far right) defines a plane, just like a bivector does, and once again the magnitude is represented by the spacing of interval lines. In all cases, the greater magnitude object is on the top row

### 3.3 Wilson Loops and Holonomies

In Sect. 2 we defined a holonomy as a measure of how much the initial and final values of a vector transported around a closed loop differ. The discussion in the previous section demonstrates that the internal degrees of freedom of a spinor can also be position-dependant, and hence it should be possible to define a holonomy by the difference between the initial and final values of a spinor transported around a closed loop. ${ }^{4}$ As a first step to constructing such a definition, let us consider what happens when we compare the values of a field at different points, separated by a displacement $d x^{\mu}$. We begin by using Eqs. (3.2), (3.3) and (3.4) to write

$$
\begin{equation*}
\frac{d \psi}{d x^{\mu}}=\frac{\partial \phi}{\partial x^{\mu}} u+\phi \frac{\partial u}{\partial x^{\mu}}=u\left(\partial_{\mu}+i g A_{\mu}\right) \phi \tag{3.23}
\end{equation*}
$$

from which we readily see that $i g A_{\mu} u=\partial_{\mu} u$, or equivalently $i g A_{\mu} u d x^{\mu}=d u$. The internal components of the fields will be related by a gauge rotation which we will call $U\left(d x^{\mu}\right)$. The action of this rotation can be expanded as

$$
\begin{equation*}
U\left(d x^{\mu}\right) u=u+d u=u+i g A_{\mu} u d x^{\mu}=\left(1+i g A_{\mu} d x^{\mu}\right) u \tag{3.24}
\end{equation*}
$$

and we immediately see that

$$
\begin{equation*}
U\left(d x^{\mu}\right)=\exp \left\{i g A_{\mu} d x^{\mu}\right\} \tag{3.25}
\end{equation*}
$$

[^6]$U\left(d x^{\mu}\right)$ is the parallel transport operator that allows us to bring two field values at different positions together so that they may be compared. Remembering that the effect of parallel transport is path-dependant, this operator can be readily generalised to finite separations along an arbitrary path $\lambda$ and connections valued in arbitrary gauge groups, in which case we find
\[

$$
\begin{equation*}
U(x, y)=\mathcal{P} \exp \left\{\int_{\lambda} i g A_{\mu}^{I}(x) t^{I} d x^{\mu}\right\} \tag{3.26}
\end{equation*}
$$

\]

where the $\mathcal{P}$ tells us that the integral must be path ordered, ${ }^{5} t^{I}$ are gauge group generators as before, and $x$ and $y$ are the two endpoints of the path $\lambda$ we are parallel transporting along. If the gauge connection vanishes along this path then the gauge rotation is simply the identity matrix and $\psi$ is unchanged by being parallel transported along the path. In general, however, the connection will not vanish.

Now consider the situation when the path $\lambda$ is a closed loop, i.e. its beginning and end-point coincide. Analogously to the situation for a curved manifold, where the parallel transport of a vector along a closed path gives us a measure of the curvature of the spacetime bounded by that path, the parallel transport of a spinor around a closed path yields a measure of the gauge curvature living on a surface bounded by this path. We can see this simply in the case of a small square "plaquette" in the $\mu-\nu$ plane, with side length $a$. The gauge rotation in this case is a product of the rotation induced by parallel-transporting a spinor along each of the four sides of the plaquette in order. The parallel transport operators for each side of the plaquette are found from Eq. (3.26), and explicitly, their product around a plaquette is

$$
\begin{equation*}
W=e^{i g a A_{\nu}^{\dagger}(x+a \nu)} e^{i g a A_{\mu}^{\dagger}(x+a \mu+a \nu)} e^{i g a A_{\nu}(x+a \mu)} e^{i g a A_{\mu}(x)} \tag{3.27}
\end{equation*}
$$

Assuming that we are dealing with a non-Abelian field theory, this product of exponentials can be converted to a single exponential by use of the Baker-CambellHaussdorf rule, which for the product of four terms takes the form

$$
\begin{equation*}
e^{A} e^{B} e^{C} e^{D}=\exp \{A+B+C+D+[A, B]+[A, C]+[A, D]+[B, C]+[B, D]+[C, D]+\ldots\} \tag{3.28}
\end{equation*}
$$

After a bit of algebra we find that this simplifies to

$$
\begin{equation*}
W=\exp \left\{i g a^{2} F_{\mu \nu}+\ldots\right\} \tag{3.29}
\end{equation*}
$$

where the . . represent higher-order terms. An arbitrary loop can be approximated by a tiling of small plaquettes, to yield a result proportional to the total tiled area, multiplied by $F_{\mu \nu}$. Since the common edges of adjacent plaquettes are traversed in opposite directions, the contributions along these edges are cancelled, and the entire tiling results in a path around the outside of the tiled area (Fig. 3.3). Such an arbitrary
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Fig. 3.3 An arbitrary closed path in the plane can be approximated by tilings of plaquettes. Since each plaquette is traversed anti-clockwise, adjacent edges make cancelling contributions to the parallel transport of a spinor, leaving only the contribution at the boundary of the tiling (as illustrated for the plaquettes in the lower-right corner)
loop is called a Wilson loop, and the holonomy associated to it is called the Wilson loop variable, and corresponds to an element in the gauge group of the theory. To obtain a single variable from the parallel transport around a loop, we take the trace of the holonomy

$$
\begin{equation*}
W_{\lambda}=\operatorname{Tr} \mathcal{P} \exp \left\{\oint_{\lambda} i g A_{\mu}{ }^{I}(x) t^{I} d x^{\mu}\right\} \tag{3.30}
\end{equation*}
$$

The Wilson loop is gauge-invariant, since each line segment of which the loop is composed transforms as

$$
\begin{equation*}
U(x, y) \rightarrow G(y) U(x, y) G^{-1}(x) \tag{3.31}
\end{equation*}
$$

under a gauge transformation like that in Eq. (3.5), and so the product of several line segments forming a closed loop transforms as

$$
\begin{equation*}
W \rightarrow W^{\prime}=G\left(x_{1}\right) U\left(x_{1}, x_{2}\right) G^{-1}\left(x_{2}\right) \ldots G\left(x_{n}\right) U\left(x_{n}, x_{1}\right) G^{-1}\left(x_{1}\right) \tag{3.32}
\end{equation*}
$$

Different gauge transformations therefore correspond with different choices of starting point for the loop. However the trace is invariant under cyclic permutations, $\operatorname{Tr}[A B C]=\operatorname{Tr}[B C A]=\operatorname{Tr}[C A B]$, and so the Wilson loop variable is independent of choice of gauge transformation [2].

This discussion shows that $F_{\mu \nu}$ is a measure of the gauge curvature within a surface, as well as a measure of the holonomy of the loop enclosing the surface (that is, the gauge rotation induced on a spinor when it is parallel-transported around a closed loop). Hence when the connection does not vanish the associated holonomy will in general not be trivial.

### 3.4 Dynamics of Quantum Fields

We will conclude this section with a discussion of two approaches to the dynamics of quantum fields. These are well-established in the case of theories like QED and QCD, and so it will be natural later on to consider equivalent approaches when we wish to quantise spacetime, which is the dynamical field in GR. These two approaches are based on Lagrangian and Hamiltonian dynamics.

### 3.4.1 Lagrangian (or Path Integral) Approach

As shown in Eq. (3.18), starting with the curvature of a gauge field it is possible to define an action which governs the dynamics of the gauge field. In the path-integral approach to quantum field theory the basic element is the propagator which allows us to calculate the probability amplitudes between pairs of initial and final states of our Hilbert space. Although we will be concerned with fields throughout the majority of the following discussion, the prototypical example is that of the non-relativistic point particle in flat space moving under the influence of an external potential $V(x)$ for which the action is given by

$$
\begin{equation*}
S_{p p}[\gamma]=\int_{\gamma} d^{3} x d t\left(\frac{1}{2} m \dot{x}^{2}-V(x)\right) . \tag{3.33}
\end{equation*}
$$

Note that the potential term must be replaced by a gauge field $A_{\mu}$ in the relativistic case, in which case the action takes the form

$$
\begin{equation*}
S_{R e l}[\gamma]=\int_{\gamma} d^{3} x d t \frac{\left(p^{\mu}+A^{\mu}\right)\left(p_{\mu}+A_{\mu}\right)}{m_{0}} \tag{3.34}
\end{equation*}
$$

where $p^{\mu}$ is the energy-momentum 4 -vector of the particle and $m_{0}$ is its rest mass. This is the familiar action for a charged point particle moving under the influence of an external potential, whose effect is encoded in the abelian gauge potential $A_{\mu}$. The action integral depends on the choice of the path $\gamma$ taken by the system as it evolves from the initial to final states in question. The action can be evaluated for any such path and not just the ones which extremize the variation of the action. This allows us to assign a complex amplitude (or real probability in the Euclidean case) to any path $\gamma$ by

$$
\begin{equation*}
\exp \{i S[\gamma]\} \tag{3.35}
\end{equation*}
$$

Using this complex amplitude as a weighting function we can calculate matrix elements for transitions between an arbitrary pair of initial $\Psi_{i}(t)$ and final $\Psi_{f}\left(t^{\prime}\right)$ states by summing all paths or histories which interpolate between the two states,

$$
\begin{equation*}
\left\langle\Psi_{i}(t) \mid \Psi_{f}\left(t^{\prime}\right)\right\rangle=\int \mathcal{D}[\psi] \exp \{i S[\gamma]\} \tag{3.36}
\end{equation*}
$$

in contrast to the classical view of dynamics, in which a system moves from an initial state to a final state in exactly one way. Here $\mathcal{D}[\psi]$ is an appropriate measure on the space of allowed field configurations.

For the point-particle $|q, t\rangle$ represents a state where the particle is localized at position $q$ at time $t$. The matrix-element between states at two different times then takes the form

$$
\begin{equation*}
\left\langle q, t \mid q, t^{\prime}\right\rangle=\int \mathcal{D}[\psi] \exp \left\{i S_{p p}[\gamma]\right\} \tag{3.37}
\end{equation*}
$$

The weighting factor gives higher value to the contribution from those paths which have an associated action close to the minimum. It is this which results in classical behaviour, in the appropriate limit. However the contributions of all possible paths must still be taken into account to accurately calculate the transitions between states.

### 3.4.2 Hamiltonian Approach: Canonical Quantisation

The alternative to the Lagrangian or path-integral approach is to study the dynamics of a system through its Hamiltonian. This leads to Dirac's procedure for canonical (or "second") quantisation. ${ }^{6}$ The Hamiltonian $H$ for a dynamical system can be constructed from the Lagrangian $L$ by performing a Legendre transformation. Given a configuration variable $q$, which we can think of as a generalised position, and a corresponding generalised momentum $p$ defined by

$$
\begin{equation*}
p=\frac{\partial L}{\partial \dot{q}} \tag{3.38}
\end{equation*}
$$

then the Hamiltonian is given by

$$
\begin{equation*}
H[p, q]=p \dot{q}-L[q, \dot{q}] \tag{3.39}
\end{equation*}
$$

in the case of a point particle, and generalisations of this equation for other systems. If we define the Poisson bracket of two functions by

$$
\begin{equation*}
\{f, g\}=\sum_{i=1}^{n}\left(\frac{\partial f}{\partial q_{i}} \frac{\partial g}{\partial p_{i}}-\frac{\partial f}{\partial p_{i}} \frac{\partial g}{\partial q_{i}}\right) \tag{3.40}
\end{equation*}
$$

[^8]where $f=f(q, p, t)$ and $g=g(q, p, t)$, then Hamilton's equations can be written in the form
\[

$$
\begin{equation*}
\dot{q}=\frac{\partial H}{\partial p}=\{H, p\} \quad \text { and } \quad \dot{p}=-\frac{\partial H}{\partial q}=\{H, q\} \tag{3.41}
\end{equation*}
$$

\]

and give the time evolution of the system. Hence, leaving the second spot in the brackets empty, time evolution is generated by the operator $\{H$,$\} which acts upon$ the generalised coordinates and momenta.

In quantum mechanics and quantum field theory observables are replaced by operators, i.e. $x \rightarrow \hat{x}$. While operators do not necessarily commute, classical observables do. However the Poisson bracket of two observables will not necessarily be zero, and Dirac was led to postulate that in the transition from classical to quantum mechanics, Poisson brackets between observables should be replaced by commutation relations, where the scalar value of the commutator is $i \hbar$ times the scalar value of the equivalent Poisson bracket, i.e.

$$
\begin{equation*}
\{f, g\}=1 \quad \text { implies } \quad[\hat{f}, \hat{g}]=i \hbar \tag{3.42}
\end{equation*}
$$

This prescription will be central to our attempts to quantise spacetime in later sections.
This completes the necessary background discussion of quantum field theories.
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## Chapter 4 <br> Expanding on Classical GR

We now return to the discussion of general relativity. Equipped with the preceding discussions of both the quantisation of field theories, and the geometrical interpretations of gauge transformations, it is time to set about formulating what will eventually become a theory of dynamical spacetime obeying rules adapted from quantum field theory. But before we get there we must cast classical GR into a form amenable to quantisation.

From classical mechanics we know that dynamics can be described either in the Hamiltonian or the Lagrangian frameworks. The benefits of a Lagrangian framework are that it provides us with a covariant perspective on the dynamics and connects with the path-integral approach to the quantum field theory of the given system. The Hamiltonian approach, on the other hand, provides us with a phase space picture and access to the Schrödinger method for quantization. Each has its advantages and difficulties and thus it is prudent to be familiar with both frameworks. We will begin with discussing these approaches in a classical framework, and move to quantisation in Chap. 5.

### 4.1 Lagrangian Approach: The Einstein-Hilbert Action

The form of the Lagrangian, and hence the action, can be determined by requirements of covariance and simplicity. Out of the dynamical elements of geometry-the metric and the connection-we can construct a limited number of quantities which are invariant under coordinate transformations, hence they should have no uncontracted indices. These quantities must be constructed out of the Riemann curvature tensor or its derivatives. These possibilities are of the form: $\left\{R, R_{\mu \nu} R^{\mu \nu}, R^{2}, \nabla_{\mu} R \nabla^{\mu} R, \ldots\right\}$. The simplest of these is the Ricci scalar $R=R_{\mu \nu \alpha \beta} g^{\mu \alpha} g^{\nu \beta}$. As it turns out this term is sufficient to fully describe Einstein's general relativity, yielding a Lagrangian that is simply $\sqrt{-g} R$, where as noted in Sect. 2.3, $g=\operatorname{det}\left(g^{\mu \nu}\right)$.

This allows us to construct the simplest lagrangian which describes the coupling of geometry to matter,

$$
\begin{equation*}
S_{\mathrm{EH}+\mathrm{M}}=\frac{1}{\kappa} \int d^{4} x \sqrt{-g} R+\int d^{4} x \sqrt{-g} \mathcal{L}_{\text {matter }} \tag{4.1}
\end{equation*}
$$

where $\mathcal{L}_{\text {matter }}$ is the Lagrangian for the matter fields that may be present and $\kappa$ is a constant, to be determined. If the matter Lagrangian is omitted, one obtains the usual vacuum field equations of GR. This action (omitting the matter term) is known as the Einstein-Hilbert action, $S_{\mathrm{EH}}$.

It is worth digressing to prove (at least in outline form) that the Einstein field equations (EFEs) can be found from $S_{\mathrm{EH}+\mathrm{M}}$. The variation of the action (4.1) yields a classical solution which, by the action principle, is chosen to be zero,

$$
\begin{equation*}
\delta S=0=\int d^{4} x\left[\frac{1}{\kappa} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}} R+\frac{1}{\kappa} \sqrt{-g} \frac{\delta R}{\delta g^{\mu \nu}}+\frac{\delta \sqrt{-g} \mathcal{L}_{\text {matter }}}{\delta g^{\mu \nu}}\right] \delta g^{\mu \nu} \tag{4.2}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}} R+\frac{\delta R}{\delta g^{\mu \nu}}=-\kappa \frac{1}{\sqrt{-g}} \frac{\delta \sqrt{-g} \mathcal{L}_{\text {matter }}}{\delta g^{\mu \nu}} . \tag{4.3}
\end{equation*}
$$

The energy-momentum tensor can be defined as

$$
\begin{equation*}
T^{\mu \nu}=-\frac{2}{\sqrt{-g}} \frac{\delta \sqrt{-g} \mathcal{L}_{\text {matter }}}{\delta g^{\mu \nu}} \tag{4.4}
\end{equation*}
$$

where $g=\operatorname{det}\left(g^{\mu \nu}\right)$, and $\mathcal{L}_{\text {matter }}$ is a Lagrangian encoding the presence of matter. ${ }^{1}$ From Eq. (4.4) we can immediately see that

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}} R+\frac{\delta R}{\delta g^{\mu \nu}}=\frac{\kappa}{2} T^{\mu \nu} . \tag{4.5}
\end{equation*}
$$

We now need to work out the variation of the terms on the left-hand-side. Omitting the details, which can be found elsewhere (see e.g. the appendix of [2]), we find that

$$
\begin{equation*}
\delta \sqrt{-g}=-\frac{1}{2 \sqrt{-g}} \delta \sqrt{g}=\frac{1}{2} \sqrt{-g}\left(g^{\mu \nu} \delta g_{\mu \nu}\right)=-\frac{1}{2} \sqrt{-g}\left(g_{\mu \nu} \delta g^{\mu \nu}\right) \tag{4.6}
\end{equation*}
$$

[^9]thanks to Jacobi's formula for the derivative of a determinant. The variation of the Ricci scalar can be found by differentiating the Riemann tensor, and contracting on two indices to find the variation of the Ricci tensor. Then, since the Ricci scalar is given by $R=g^{\mu \nu} R_{\mu \nu}$ we find that
\[

$$
\begin{equation*}
\delta R=R_{\mu \nu} \delta g^{\mu \nu}+g^{\mu \nu} \delta R_{\mu \nu} . \tag{4.7}
\end{equation*}
$$

\]

The second term on the right may be neglected when the variation of the metric vanishes at infinity, and we obtain $\delta R / \delta g^{\mu \nu}=R_{\mu \nu}$. Plugging these results into Eq. (4.5) we find that

$$
\begin{equation*}
-\frac{1}{2} g_{\mu \nu} R+R_{\mu \nu}=\frac{\kappa}{2} T^{\mu \nu} \tag{4.8}
\end{equation*}
$$

which yields the Einstein equations if we set $\kappa=16 \pi \mathcal{G}$.
As noted in Eq. (2.11), we can write $\Gamma_{\mu \nu}^{\rho}$ in terms of the metric $g_{\mu \nu}$,

$$
\Gamma_{\mu \nu}^{\rho}=\frac{1}{2} g^{\rho \delta}\left(\partial_{\mu} g_{\delta \nu}+\partial_{\nu} g_{\delta \mu}-\partial_{\delta} g_{\mu \nu}\right)
$$

and since the covariant derivative $\nabla_{\mu}$ is a function of $\Gamma_{\mu \nu}^{\rho}$, and the Riemann tensor is defined in terms of the covariant derivative, the Einstein-Hilbert action is ultimately a function of the metric $g_{\mu \nu}$ and its derivatives.

As a further aside, we will briefly describe how the Lagrangian formulation allows us to make contact with the path-integral or sum-over-histories approach outlined in Sect.3.4.1, and apply it to the behaviour of spacetime as a dynamical field. In general, this approach involves calculating transition amplitudes with each path between the initial and final states being weighted by an exponential function of the action associated with that path. In the case of gravity we may think of four-dimensional spacetime as a series of spacelike hypersurfaces, $\Sigma_{t}$, corresponding to different times. Each complete 4-dimensional geometry consisting of a series of 3-dimensional hypersurfaces that interpolate between the initial and final states may be thought of as the generalisation of a "path". This $3+1$ splitting of spacetime into foliated threedimensional hypersurfaces will be covered in more detail in the next subsection. To calculate the matrix-elements (as in Eq. (3.36)) for transition amplitudes between initial and final states of geometry, $\Sigma_{t}$ and $\Sigma_{t^{\prime}}$ (see Fig. 4.1) we use the Einstein-Hilbert action for GR on a manifold $\mathcal{M}$ without matter

$$
\begin{equation*}
S_{E H}=\frac{1}{\kappa} \int d^{4} x \sqrt{-g} R \tag{4.9}
\end{equation*}
$$

Let us represent the states corresponding to the initial and final hypersurfaces as $\left|h_{a b}, t\right\rangle$ and $\left|h_{a b}^{\prime}, t^{\prime}\right\rangle$, where $h_{a b}$ is the intrinsic metric ${ }^{2}$ of a given spatial hypersurface,
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Fig. 4.1 Weighted sums of transitions between different configurations of spacelike hypersurfaces may be used to calculate the transition amplitude between an initial and final state of geometry (right), see Eq. (4.10). This is analogous to the path-integral approach used in quantum field theory (left), see Eq. (3.36)
and $a, b \in\{1,2,3\}$. Then the probability that evolving the geometry will lead to a transition between these two states is given by

$$
\begin{equation*}
\left\langle h_{a b}, t \mid h_{a b}^{\prime}, t^{\prime}\right\rangle=\int \mathcal{D}\left[g_{\mu \nu}\right] \exp \left\{i S_{E H}\left(g_{\mu \nu}\right)\right\} \tag{4.10}
\end{equation*}
$$

where the action is evaluated over all 4-metrics $g_{\mu \nu}$ interpolating between the initial and final hypersurfaces. $\mathcal{D}\left[g_{\mu \nu}\right]$ is the appropriate measure on the space of 4-metrics. While this approach is noteworthy, and ultimately leads to a very successful compиtational approach to quantising gravity [3], it is not the path we follow to formulate loop quantum gravity. Instead, as mentioned above, the Lagrangian formulation of general relativity is used as a stepping-stone to the Hamiltonian formulation.

### 4.2 Hamiltonian Approach: The ADM Splitting

Since general relativity is a theory of dynamical spacetime, we will want to describe the dynamics of spacetime in terms of some variables which make computations as tractable as possible. The Hamiltonian formulation is well suited to a wide range of physical systems, and the ADM (Arnowitt-Deser-Misner) formalism, described below, allows us to apply it to general relativity. We can think of the action, Eq. (4.1), which is clearly written in the form of an integral of a Lagrangian, as a stepping-stone to this Hamiltonian approach. This Hamiltonian formulation of GR takes us to the close of our discussion of classical gravity, and will be used as the jumping-off point for the quantisation of gravity, to be undertaken in Chap 5.

Fig. 4.2 When performing the ADM splitting, the lapse function $N$ and shift vector $N^{\mu}$ define how points on successive hypersurfaces are mapped together


The ADM formalism involves foliating spacetime into a set of three-dimensional spacelike hypersurfaces, and picking an ordering for these hypersurfaces which plays the role of time, so that the hypersurfaces are level surfaces of the parameter $t$. This is a necessary feature of the Hamiltonian formulation of a dynamical system, although it seems at odds with the way GR treats space and time as interchangable parts of spacetime. However this time direction is actually a "fiducial time" ${ }^{3}$ and will turn out not to affect the dynamics. It is essentially a parameter used as a scaffold, which in the absence of a metric is not directly related to the passage of time as measured by a clock.

To begin, we will suppose that the 4-dimensional spacetime is embedded within a manifold $\mathcal{M}$ (which may be $\mathbb{R}^{4}$ or any other suitable manifold). Next we choose a local foliation ${ }^{4}\left\{\Sigma_{t}, t\right\}$ of $\mathcal{M}$ into spacelike 3-manifolds, where $\Sigma_{t}$ is the 3-manifold corresponding to a given value of the parameter $t$. We will refer to such a manifold as a "leaf of foliation". The topology of the original four-dimensional spacetime is then $\Sigma \otimes \mathbb{R}$, while $t$ is a parametrization of the set of geodesics orthogonal to $\Sigma_{t}$ (c.f. Fig. 4.2). In addition at each point of a leaf we have a unit time-like vector $n^{\mu}$ (with $n^{\mu} n_{\mu}=-1$ ) which defines the normal at each point on the leaf.

Given the full four-metric $g_{\mu \nu}$ on $\mathcal{M}$ and the vector field $n^{\mu}$ the foliation is completely determined by the requirement that the surfaces $\Sigma_{t}$ of constant "time" are normal to $n^{\mu}$.

The diffeomorphism invariance of general relativity implies that there is no canonical choice of the time-like vector field $t^{\mu}$ which maps a point $x^{\mu}$ on a leaf $\Sigma_{t}$ to the point $x^{\prime \mu}$ on the leaf $\Sigma_{t+\delta t}$, i.e. which generates time evolution of the geometry. This property is in fact the gauge symmetry of general relativity. It implies that we can choose any vector field $t^{\mu}$ as long as it is time-like. Such a vector field can be projected onto the three-manifold to obtain the shift vector $N^{a}=t_{\|}$which is the part

[^11]tangent to the surface, while the component of $t^{\mu}$ normal to the three-manifold is then identified as the "distance between hypersufaces" and its magnitude is called the lapse function $N=\left|t_{\perp}\right|$. Therefore $t^{\mu}$ can be written as
\[

$$
\begin{equation*}
t^{\mu}=N n^{\mu}+N^{\mu} \tag{4.11}
\end{equation*}
$$

\]

where, though we have written the shift as a four-vector to keep our choice of indices consistent, it is understood that $N^{0}=0$ in a local basis of coordinates adapted to the splitting.

Now we can determine the components of the four-metric in a basis adapted to the splitting as follows;

$$
\begin{align*}
g_{00} & =g_{\mu \nu} t^{\mu} t^{\nu} \\
& =g_{\mu \nu}\left(N n^{\mu}+N^{\mu}\right)\left(N n^{\nu}+N^{\nu}\right) \\
& =N^{2} n^{\mu} n_{\mu}+N^{\mu} N_{\mu}+2 N\left(N^{\mu} n_{\mu}\right) \\
& =-N^{2}+N^{\mu} N_{\mu} \tag{4.12}
\end{align*}
$$

where we have used $n^{\mu} n_{\mu}=-1$ and $N^{\mu} n_{\mu}=0$ in the third line. Working in a coordinate basis where $N^{\mu}=\left(0, N^{a}\right)$, we have $g_{00}=-N^{2}+N^{a} N_{a} .{ }^{5}$ Similarly to obtain the other components of the metric we project along the time-space and the space-space directions,

$$
g_{\mu \nu} t^{\mu} N^{\nu}=N^{\mu} N_{\mu} \equiv N^{a} N_{a} .
$$

Since, by definition $g_{0 \nu} \equiv g_{\mu \nu} t^{\mu}$, this implies that $g_{0 a}=N_{a}$. The space-space components of $g_{\mu \nu}$ are simply given by selecting values of the indices $\mu, \nu \in\{1,2,3\}$. Thus the full metric $g_{\mu \nu}$ can be written schematically as

$$
g_{\mu \nu}=\left(\begin{array}{cc}
-N^{2}+N^{a} N_{a} & \boldsymbol{N}  \tag{4.14}\\
\boldsymbol{N}^{T} & g_{a b}
\end{array}\right)
$$

where $a, b \in\{1,2,3\}$ and $N \equiv\left\{N^{a}\right\}$. The 4D line-element can then be read off from the above expression,

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=\left(-N(t)^{2}+N^{a} N_{a}\right) d t^{2}+2 N^{a} d t d x_{a}+g_{a b} d x^{a} d x^{b} \tag{4.15}
\end{equation*}
$$

where again $a, b \in\{1,2,3\}$ are spatial indices on $\Sigma_{t}$.
The components $g_{a b}$ of the metric restricted to a leaf of foliation are not the same as the intrinsic metric in a leaf of foliation. The intrinsic metric is related to the projection operator that takes any object $T_{\mu, \ldots, \nu}$ defined in the full four-dimensional manifold and projects out its component normal to the leaf $\Sigma_{t}$. To understand how to decompose $T_{\mu, \ldots, \nu}$ into a part $T_{\|}$, which lies only in the hypersurface $\Sigma_{t}$ and a

[^12]part $T_{\perp}$, orthogonal to $\Sigma_{t}$, we may consider an arbitrary vector $v^{\mu}$. The orthogonal component is given by $v_{\perp}=v^{\mu} n_{\mu}$. Similarly the component lying in $\Sigma_{t}$ is obtained by projecting the vector along the direction of the shift, so $v_{\|}=v^{\mu} N_{\mu}$. Writing a general four-vector as $v^{\mu}=v_{\perp} n^{\mu}+v_{\|} \frac{N^{\mu}}{|N|}$ (where $|N|=N^{\mu} N_{\mu}$ is the norm of the shift vector) and acting on it with $g_{\mu \nu}+n_{\mu} n_{\nu}$ we have
$$
\left(g_{\mu \nu}+n_{\mu} n_{\nu}\right)\left(v_{\perp} n^{\nu}+v_{\|} \frac{N^{\nu}}{|N|}\right)=v_{\perp} n_{\mu}\left(1+n^{\nu} n_{\nu}\right)+\frac{v_{\|}}{|N|}\left(N_{\mu}+n_{\mu} n^{\nu} N_{\nu}\right)=v_{\|} \frac{N_{\mu}}{|N|} .
$$

Since $n^{\mu} n_{\mu}=-1$, and $n^{\nu} N_{\nu}=0$ by definition, we are left with only the component of $v^{\mu}$ parallel to $\Sigma_{t}$. We see that $h_{\mu \nu}=g_{\mu \nu}+n_{\mu} n_{\nu}$ is the required projection operator. This tensor also happens to correspond to the intrinsic three-metric on $\Sigma_{t}$, induced by its embedding in $\mathcal{M}$,

$$
\begin{equation*}
h_{a b}=g_{a b}+n_{a} n_{b}, \tag{4.16}
\end{equation*}
$$

where as above $a, b \in\{1,2,3\}$. The reader might wonder how a rank 3 tensor $h_{a b}$ can be written in terms of a rank 4 object $g_{\mu \nu}$. To understand this, note that the spatial metric can also be written as a rank 4 tensor,

$$
h_{\mu \nu}=g_{\mu \nu}+n_{\mu} n_{\nu} .
$$

However, by construction, the time-time ( $h_{t t}$ ) and space-time ( $h_{t x}, h_{t y}, h_{t z}$ ) components vanish and we are left with a rank 3 object. There is no contradiction in writing the spatial metric with either spatial indices $(a, b, \ldots)$ or with spacetime indices ( $\mu, \nu, \ldots$ ) as its contraction with another object is non-zero if and only if that object has a purely spatial character.

We have already seen how the Einstein-Hilbert action can be written in terms of the metric $g_{\mu \nu}$ and its derivatives. It makes sense, therefore, that in the case of general relativity, where we have foliated the spacetime into spacelike hypersurfaces, we should take the intrinsic metric on $\Sigma$ (from now on we drop the $t$ superscript as we will deal with only one, representative, leaf of the foliation) as our configuration or "position" variable. To find the relevant Hamiltonian density we proceed in a manner that parallels the approach in classical mechanics or field theory-namely we perform a Legendre transform to obtain the Hamiltonian function from the Lagrangian. In the case of classical mechanics, given a Lagrangian $L$ dependent on some coordinates $q$, we see that

$$
\begin{equation*}
H[p, q]=p \dot{q}-L[q, \dot{q}] \quad \text { where } \quad p=\frac{\partial L}{\partial \dot{q}} \tag{4.17}
\end{equation*}
$$

where $p$ is the generalised momentum conjugate to $q$. Similarly, in the case of scalar field theory, we find that

$$
\begin{equation*}
H[\pi, \phi]=\int d^{4} x \pi \dot{\phi}-L[\phi, \dot{\phi}] \tag{4.18}
\end{equation*}
$$



Fig. 4.3 Intrinsic curvature measured by parallel transport (left), and extrinsic curvature measured by changes in the normal vectors (right). The cylinder in this example has no intrinsic curvature, the same as a flat sheet, since the solid vectors carried around the closed loop are unchanged, but the normal vectors of the cylinder are not all parallel, indicating non-zero extrinsic curvature

In the case of GR we find that

$$
\begin{equation*}
H\left[\pi^{\mu \nu}, h_{\mu \nu}\right]=\int d^{3} x \pi^{a b} \dot{h}_{a b}-L\left[h_{a b}, \dot{h}_{a b}\right] . \tag{4.19}
\end{equation*}
$$

In addition to the intrinsic metric $h_{a b}$, the hypersurfaces ${ }^{3} \Sigma^{6}$ also possess a tensor which describes their embedding in $\mathcal{M}$, as shown in Fig. 4.3. This object is known as the extrinsic curvature, and is measured by taking the spatial projection of the gradient of the normal vectors to the hypersurface,

$$
\begin{equation*}
k_{a b}=h_{a}{ }^{c} h_{b}^{d} \nabla_{c} n_{d} \equiv D_{a} n_{b} \tag{4.20}
\end{equation*}
$$

where $D_{a}$ is now the covariant derivative operator which acts only on purely spatial objects. This spatial covariant derivative operator is explored in more detail in Sect.C.1.

As is true in the case of the intrinsic metric, contracting the extrinsic curvature with any time-like vector gives zero, $k_{\mu \nu} n^{\mu}=0$, implying that the extrinsic curvature is a quantity with only spacelike indices, $k_{a b}$. Moreover $k_{a b}=k_{(a b)}$ is a symmetric object by virtue of its construction (Sect. C.2).

Due to the properties of the Lie derivative and the purely spatial character of the extrinsic curvature one can show (see Appendix B) that $k_{a b}=£_{n} h_{a b}$, i.e. the extrinsic curvature is the Lie derivative of the intrinsic metric with respect to the unit normal vector field $n^{a}$. Now the Lie derivative $£_{\hat{v}} X$ of an object $X$ with respect to a vector field $v^{a}$ can be interpreted as the rate of change of $X$ along the integral curves generated by $v^{a}$. By analogy with the definition of $p$ in Eq. (4.17) we might be tempted to identify the extrinsic curvature with the "momentum variable" conjugate to the "position variable" (namely the intrinsic metric). This is not far off the mark.

[^13]As we will see the conjugate momentum will, indeed, turn out to be a function of $k_{a b}$.

The Einstein-Hilbert action can be re-written in terms of quantities defined on the spatial hypersurfaces, by making two substitutions. Firstly, and analogously to $g$, we write $h$ for the determinant of $h^{a b}$ and recognise that the four-dimensional volume form $\sqrt{-g}$ is equal to $N \sqrt{h}$ (that is, the three-dimensional volume form multiplied by the distance between hypersurfaces). Secondly, using the Gauss-Codazzi equation ${ }^{7}$,

$$
\begin{equation*}
{ }^{(3)} R_{\nu \rho \sigma}^{\mu}=h_{\alpha}^{\mu} h_{\nu}^{\beta} h_{\rho}^{\gamma} h_{\sigma}^{\delta} R_{\beta \gamma \delta}^{\alpha}-k_{\nu \sigma} k_{\rho}^{\mu}-k_{\nu \rho} k_{\sigma}^{\mu} \tag{4.21}
\end{equation*}
$$

the four-dimensional Ricci curvature scalar $R$ can be re-written in terms of the threedimensional Ricci scalar ${ }^{(3)} R$ (that is, the Ricci scalar restricted to a hypersurface $\Sigma$ ), and the extrinsic curvature of $\Sigma$ as

$$
\begin{equation*}
R={ }^{(3)} R+k^{a b} k_{a b}-k^{2} \tag{4.22}
\end{equation*}
$$

where $k$ is the trace of the extrinsic curvature taken with respect to the 3-metric

$$
\begin{equation*}
k:=k^{a b} h_{a b} \tag{4.23}
\end{equation*}
$$

The Gauss-Codazzi relation is a very general result which is true in an arbitrary number of dimensions. The reader with too much time on their hands may wish to derive it for themselves by using the definition of the Ricci scalar in terms of the Christoffel connection and using the 3 -metric $h_{\nu}^{\mu}$ to project quantities in $3+1$ dimensions down to the three dimensions of $\Sigma$. By repeating this process with objects living in $n$ and $n+1$ dimensions, one can obtain the version which applies for manifolds of any dimensionality $n$.

Using these substitutions, the Einstein-Hilbert action can be rewritten in a form that is convenient for identifying the parts which depend only on $\Sigma$,

$$
\begin{equation*}
S_{\mathrm{EH}}=\int d t d^{3} x N \sqrt{h}\left({ }^{(3)} R+k^{a b} k_{a b}-k^{2}\right)=\int d t L_{\mathrm{EH}} . \tag{4.24}
\end{equation*}
$$

We next need to find $\dot{h}_{a b}$, which is obtained by taking the Lie derivative (Appendix B) with respect to the vector field $t^{\mu}$ which generates time-translations. A detailed derivation is given in Sect. C.3, yielding the result

$$
\begin{equation*}
\dot{h}_{a b}=£_{\overparen{\imath}} h_{a b}=2 N k_{a b}+£_{\vec{N}} h_{a b} . \tag{4.25}
\end{equation*}
$$

The conjugate momentum is then found to be

$$
\begin{equation*}
\pi^{a b}=\frac{\delta L}{\delta \dot{h}_{a b}}=\sqrt{h}\left(k^{a b}-k h^{a b}\right) \tag{4.26}
\end{equation*}
$$

[^14]Substituting these results into Eq. (4.19) we obtain

$$
\begin{align*}
H\left[\pi^{a b}, h_{a b}\right] & =\int d^{3} x \pi^{a b} \dot{h}_{a b}-L\left[h_{a b}, \dot{h}_{a b}\right]  \tag{4.27a}\\
& =\int d^{3} x N\left(-\sqrt{h}{ }^{(3)} R+\frac{1}{\sqrt{h}}\left(\pi^{a b} \pi_{a b}-\frac{1}{2} \pi^{2}\right)\right)-2 N_{a} D_{b} \pi^{a b}  \tag{4.27b}\\
& =\int d^{3} x\left(N \mathcal{H}-N_{a} \mathcal{C}^{a}\right) \tag{4.27c}
\end{align*}
$$

where for brevity we have adopted the notation

$$
\begin{array}{cl}
\mathcal{H}=\left(-\sqrt{h}(3) R+\frac{1}{\sqrt{h}}\left(\pi^{a b} \pi_{a b}-\frac{1}{2} \pi^{2}\right)\right) & \text { (Hamiltonian constraint) } \\
\mathcal{C}^{a}=2 D_{b} \pi^{a b} & \text { (Diffeomorphism constraint) } \tag{4.28b}
\end{array}
$$

where $\pi$ is the trace of $\pi^{a b}$, and $D$ is the covariant derivative with respect to the 3-metric $h_{a b}$.

We can reverse the Legendre transform to rewrite the action for GR as

$$
\begin{align*}
S_{E H}=\int d t L_{E H} & =\int d t d^{3} x\left(\pi^{a b} \dot{h}_{a b}-H\left[\pi^{a b}, h_{a b}\right]\right)  \tag{4.29a}\\
& =\int d t d^{3} x\left(\pi^{a b} \dot{h}_{a b}-N \mathcal{H}+N_{a} \mathcal{C}^{a}\right) \tag{4.29b}
\end{align*}
$$

It is now apparent that the action written in this form is a function of the lapse and shift but not their time derivatives. Consequently the Euler-Lagrange equations of motion obtained by varying $S_{E H}$ with respect to the lapse and shift are

$$
\begin{align*}
\frac{\delta S_{E H}}{\delta N} & =-\mathcal{H}=0  \tag{4.30a}\\
\frac{\delta S_{E H}}{\delta N_{a}} & =\mathcal{C}^{a}=0 \tag{4.30b}
\end{align*}
$$

implying that $\mathcal{H}$ and $\mathcal{C}^{a}$ are identically zero and are thus to be interpreted as constraints on the phase space! This is nothing more than the usual prescription of Lagrange multipliers-when an action depends only on a configuration variable $q$ but not on the corresponding momentum $p$, the terms multiplying the configuration variable are constraints on the phase space.
$\mathcal{C}^{a}$ and $\mathcal{H}$ are referred to as the vector (or diffeomorphism) constraint and the scalar (or Hamiltonian) constraint, respectively. The diffeomorphism constraint generates diffeomorphisms within the spatial hypersurfaces $\Sigma_{t}$. The Hamiltonian constraint generates the time evolution which takes the geometry of $\Sigma_{t}$ to $\Sigma_{t+1}$. A little later, when we cast GR in the first order formulation we will encounter a third constraint,
referred to as the Gauss constraint. We shall discuss the interpretation of the constraints once the Gauss constraint has been properly introduced, but note here that the Hamiltonian constraint is relevant to the time evolution of the spacelike hypersurfaces, while other two constraints act spatially (i.e. within the hypersurfaces).

We see that the Hamiltonian density $H_{E H}$ in Eq. (4.27c), obtained after performing the $3+1$ split of the Einstein-Hilbert action via the ADM procedure [5], is a sum of constraints, i.e. $H_{E H}=N \mathcal{H}-N_{a} \mathcal{C}^{a}=0$. This is a generic feature of diffeomorphism invariant theories.

### 4.3 Physical Interpretation of Constraints

Here we briefly describe the form of the Poisson brackets between the various constraints and their physical interpretation. ${ }^{8}$ The Poisson brackets between two functions $f$ and $g$ defined on the phase space is given by

$$
\begin{equation*}
\{f, g\}=\int d^{3} x \frac{\delta f}{\delta h_{a b}} \frac{\delta g}{\delta \pi^{a b}}-\frac{\delta f}{\delta \pi^{a b}} \frac{\delta g}{\delta h_{a b}} \tag{4.31}
\end{equation*}
$$

where $h_{a b}$ and $\pi^{a b}$ are the canonical coordinates and momenta respectively. Since these variables are fields defined over the three-dimensional manifold $\Sigma$, it is necessary to integrate over $\Sigma$ to obtain a number. Since the diffeomorphism constraint $\mathcal{C}^{a}=2 D_{b} \pi^{a b}$ is a function of momenta only, the Poisson bracket of this constraint with the canonical coordinate is given by

$$
\begin{align*}
\left\{h_{c d}\left(x^{\prime}\right), \xi_{a} \mathcal{C}^{a}\left(x^{\prime \prime}\right)\right\} & =-\int d^{3} x \frac{\delta h_{c d}\left(x^{\prime}\right)}{\delta h_{e f}(x)} \frac{\delta\left[2 \xi_{a} D_{b} \pi^{a b}\left(x^{\prime \prime}\right)\right]}{\delta \pi^{e f}(x)} \\
& =-\int d^{3} x 2 \delta_{c}^{e} \delta_{d}^{f} \delta_{e}^{a} \delta_{f}^{b} \delta\left(x-x^{\prime}\right) \delta\left(x^{\prime \prime}-x\right) D_{b} \xi_{a}\left(x^{\prime \prime}\right) \\
& =-\delta\left(x^{\prime}-x^{\prime \prime}\right) 2 D_{d} \xi_{c} \tag{4.32}
\end{align*}
$$

where $\xi_{a}$ is a vector field defined on $\Sigma$, which serves to "smear out" the constraint $\mathcal{C}^{a}$ over the manifold so that we get a function defined over the entire phase space, rather than just being defined at each point of $\Sigma$. To go from the first line to the second we

[^15]have integrated by parts and dropped the term which is a pure divergence. This is justified if the field $\xi_{a}$ has support only on a compact subset of $\Sigma$. The constraint $\mathcal{C}^{a}$ takes the metric $h_{a b}$ to a neighboring point on the phase space, $h_{a b} \rightarrow h_{a b}-2 D_{b} \xi_{a}$. Using the properties of the Lie derivative, the second term can also be written as $\mathcal{L}_{\xi} h_{a b}=D_{a} \xi_{b}+D_{b} \xi_{a}$ implying that $h_{a b} \rightarrow h_{a b}-\mathcal{L}_{\xi} h_{a b}$, and that therefore i.e. $\xi_{a} \mathcal{C}^{a}$ is the generator of spatial diffeomorphisms along the vector field $\xi_{a}$ on the spatial manifold $\Sigma$. This is the reason for calling it the "diffeomorphism constraint" in the first place.

Similarly a much more involved calculation along the lines of the one above yields for the Poisson bracket between a function $f$ on the phase space and the "Hamiltonian constraint" $\mathcal{H}$ [7, Sect. I.1.1]

$$
\begin{equation*}
\{N \mathcal{H}, f\}=\mathcal{L}_{N \vec{n}} f \tag{4.33}
\end{equation*}
$$

i.e. $\mathcal{H}$ generates diffeomorphisms along the vector field $N \vec{n}$ orthogonal to the hypersurface $\Sigma$. In other words $\mathcal{H}$ maps functions defined on the hypersurface $\Sigma_{t}$ at a given time $t$ to functions on a hypersurface $\Sigma_{t^{\prime}}$ at a later time $t^{\prime}$. This is the reason for referring to $\mathcal{H}$ as the "Hamiltonian constraint"; it generates time evolution of functions on the phase space, the same way the Hamiltonian in classical or quantum mechanics does.

We do not wish to provide more details of the ADM procedure than are strictly necessary. Further details about the ADM splitting and canonical quantization can be found in [2] in the metric formulation, and [5] in the connection formulation. ${ }^{9}$

### 4.4 Seeking a Path to Canonical Quantum Gravity

In the Hamiltonian formulation one works with a phase space spanned by a set of generalized coordinates $\mathbf{q}_{i}$, and a set of generalized momenta $\mathbf{p}_{i}$. For the case of general relativity, the generalised coordinate is the intrinsic metric $h_{a b}$ of the spatial 3-manifold $\Sigma$ and the extrinsic curvature $k_{a b}$ induced by its embedding in $\mathcal{M}$ determines the corresponding generalized momentum, as per (4.26). For comparison the phase spaces of various classical systems are listed in the following table

| System | Coordinate | Momentum |
| :--- | :--- | :--- |
| Simple harmonic oscillator | $x$ | $p$ |
| Ideal rotor | $\theta$ | $L_{\theta}$ |
| Scalar field | $\phi(x, t)$ | $\pi(x, t)$ |
| Geometrodynamics | $h_{a b}$ | $\pi^{a b}=\sqrt{h}\left(k^{a b} k_{a b}-k^{2}\right)$ |
| Connection dynamics | $A_{a}{ }^{i}$ | $E^{a}{ }_{i}$ |

[^16]Now, given our phase space co-ordinatized by $\left\{h_{a b}, \pi^{a b}\right\}$ and the explicit form of the Hamiltonian of GR in terms of the Hamiltonian Eq. (4.28a) and diffeomorphism Eq. (4.28b) constraints, we may expect that we can proceed directly to quantization by promoting the Poisson brackets on the classical phase space to commutation relations between the operators acting on a Hilbert space $\mathrm{H}_{G R}$ :

$$
\begin{align*}
h_{a b} & \rightarrow \hat{h}_{a b},  \tag{4.34a}\\
\pi^{a b} & \rightarrow i \hbar \frac{\delta}{\delta h_{a b}},  \tag{4.34b}\\
\left\{h_{a b}(x), \pi^{a^{\prime} b^{\prime}}\left(x^{\prime}\right)\right\}=\delta\left(x-x^{\prime}\right) \delta_{a}^{a^{\prime}} \delta_{b}^{b^{\prime}} & \rightarrow\left[\hat{h}_{a b}, i \hbar \frac{\delta}{\delta h_{a^{\prime} b^{\prime}}}\right]=i \hbar \delta^{a^{\prime}}{ }_{a} \delta^{b^{\prime}}{ }_{b},  \tag{4.34c}\\
f\left[h_{a b}\right] & \rightarrow\left|\Psi_{h_{a b}}\right\rangle . \tag{4.34d}
\end{align*}
$$

It should then remain to write the constraints $\mathcal{H}$ and $\mathcal{C}^{\mu}$ in operator form

$$
\begin{equation*}
\mathcal{H}, \mathcal{C}^{a} \rightarrow \hat{\mathcal{H}}, \hat{\mathcal{C}}^{a} \tag{4.35}
\end{equation*}
$$

which act upon states $\left|\Psi_{q}\right\rangle$ which would then be identified with the physical states of quantum gravity. The physical Hilbert space is a subset of the kinematic Hilbert space which consists of all functionals of the 3-metrics, $\left|\Psi_{q^{\prime}}\right\rangle \in \mathrm{H}_{\text {phys }} \subset \mathrm{H}_{\text {kin }}$.

Unfortunately the above prescription is only formal in nature and we run into severe difficulties when we try to implement this recipe. The primary obstacle is the fact that the Hamiltonian constraint stated in Eq. (4.28a) has a non-polynomial dependence on the 3 -metric via the Ricci curvature ${ }^{3} R$. We can see this schematically by noting that ${ }^{3} R$ is a function of the Christoffel connection $\Gamma$ which in turn is a complicated function of $h_{a b}$ :

$$
\begin{equation*}
{ }^{3} R \sim(\partial \Gamma)^{2}+(\Gamma)^{2} ; \quad \Gamma \sim q \partial q \Rightarrow \partial \Gamma \sim \partial q \partial q+q \partial^{2} q \tag{4.36}
\end{equation*}
$$

This complicated form of the constraints raises questions about operator ordering and is also very non-trivial to quantize. Therefore, in this form, the constraints of general relativity are not amenable to quantization.

This is in contrast to the situation with the Maxwell and Yang-Mills fields, which being gauge fields can be quantized in terms of holonomies (see Sect.3.3), which form a complete set of gauge-invariant variables. An optimist might believe that were we able to cast general relativity as a theory of a gauge field, we could make considerably more progress towards quantization than in the metric formulation. This does indeed turn out to be the case as we see in the following sections.

### 4.5 Connection Formulation

Our ultimate goal is to cast general relativity in the mould of gauge field theories such as Maxwell or Yang-Mills. The parallel between covariant derivatives and connections in GR and QFT suggests that gravity may be treated as a gauge field theory with $\Gamma_{\mu \nu}^{\rho}$ as the gauge connection. However, though the Christoffel connection is an affine connection it does not transform as a tensor under arbitrary coordinate transformations (c.f. [2, Chap.4]) and thus cannot play the role of a gauge connection which should be a covariant quantity.
$\Gamma_{\mu \nu}^{\rho}$ allows us to parallel transport vectors $v^{\mu}$ and, in general, arbitrary tensors (vectors are, of course, a special case of tensors) i.e. it allows us to map the tangent space $T_{p}$ at point $p$ to the tangent space $T_{p^{\prime}}$ at the point $p^{\prime}$. The map depends on the path connecting $p$ and $p^{\prime}$ and it is this fact that allows us to measure local geometric properties of a manifold. However, in order to allow the parallel transport of spinors the Christoffel connection is not sufficient.

The Christoffel connection does not "know" about spinor fields of the form $\psi_{\mu}{ }^{I}$ (where $I$ is a Lie algebra index). A theory of quantum gravity which does not know about fermions would not be very useful. Thus we need an alternative to the Christoffel connection which has both these properties; covariance with respect to coordinate transformations, and coupling with spinors.

Up until now we have worked with GR in second-order form, i.e. with the metric $g_{\mu \nu}$ as the only configuration variable (hence this is also called the metric formulation). The Christoffel connection $\Gamma^{\rho}{ }_{\mu \nu}$ is determined by the metric compatibility condition,

$$
\begin{equation*}
\nabla g_{\mu \nu}=0 . \tag{4.37}
\end{equation*}
$$

The passage to the quantum theory is facilitated by switching to a first-order formulation of GR (also called the connection formulation), in which both the metric and the connection are treated as independent configuration variables. However due to the problems with the Christoffel connection noted above, we shall choose a first-order formulation in terms of a tetrad or "frame-field" (which we will see shortly, plays the role of the metric) and a gauge connection (the "spin connection"), both of which take values in the Lie algebra of the Lorentz group. In the following subsections we will describe the tetrads and the spin connection in some detail, before proceeding to our first example of a first-order formulation of gravity, the Palatini formulation.

The connection formulation exposes a hidden symmetry of geometry as illustrated by the following analogy. The introduction of spinors in quantum mechanics (and the corresponding Dirac equation) allows us to express a scalar field $\phi(x)$ as the "square" of a spinor $\phi=\Psi^{i} \Psi_{i}$. In a similar manner the use of the tetrads allows us to write the metric as a square $g_{\mu \nu}=e_{\mu}^{I} e_{\nu}^{J} \eta_{I J}$. The transition from the metric to connection variables in GR is analogous to the transition from the Klein-Gordon equation

$$
\begin{equation*}
\left(-\partial_{t}^{2}+\partial^{a} \partial_{a}-m^{2}\right) \psi=0 \tag{4.38}
\end{equation*}
$$

to the Dirac equation

$$
\begin{equation*}
\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi=0 \tag{4.39}
\end{equation*}
$$

in field theory (where here we have used $c=\hbar=1$ ).
The connection is a Lie algebra valued one-form $A_{\mu}{ }^{I J} \tau_{I J}$ where $\tau_{I J}$ are the generators of the Lorentz group. Our configuration space is then spanned by a tetrad and connection pair, $\left\{e_{\mu}^{I}, A_{I J}^{\mu}\right\}$. The tetrads are naturally identified as mappings between the Lie algebra $\mathfrak{s l}(2, \mathbb{C})$, and the Lie algebra $\mathfrak{s o}(3,1)$ of 4 -vectors.

### 4.5.1 Tetrads

We begin by considering the four dimensional manifold $\mathcal{M}$, introduced in Sect. 4.2, above. As we know, any sufficiently small region of a curved manifold will look flat ${ }^{10}$ and so we may define a tangent space to any point $P$ in $\mathcal{M}$. Such a tangent space will be a flat Minkowski spacetime, and the point $P$ may be regarded as part of the worldline of an observer, without loss of generality. This tangent space will be spanned by four vectors, $e_{\mu}$. Each basis vector will have four components, $e_{\mu}^{I}$ where $I \in\{0,1,2,3\}$, referred to the locally-defined reference frame (the "laboratory frame" of the observer who's worldline passes through $P$, with lengths and angles measured using the Minkowski metric). As noted back in Chap. 1, such a set of four basis vectors is referred to as a tetrad or vierbein (German for "four legs"). ${ }^{11}$ Since the tetrads live in Minkowski space, their dot product is taken using the Minkowski metric. But the dot product of basis vectors is just the metric itself, so the metric of $\mathcal{M}$ at any point is just given by

$$
\begin{equation*}
g_{\mu \nu}=e_{\mu}^{I} e_{\nu}^{J} \eta_{I J} \tag{4.40}
\end{equation*}
$$

where $\eta_{I J}=\operatorname{diag}(-1,+1,+1,+1)$ is the Minkowski metric. Taking the determinant of both sides we find that

$$
\begin{gather*}
\operatorname{det}\left(g_{\mu \nu}\right)=\operatorname{det}\left(\eta_{\mathrm{IJ})} \operatorname{det}\left(e_{\mu}^{I}\right)^{2}=-\operatorname{det}\left(e_{\mu}^{I}\right)^{2}\right.  \tag{4.41a}\\
\therefore e=\sqrt{-g} \tag{4.41b}
\end{gather*}
$$

where $g \equiv \operatorname{det}\left(g_{\mu \nu}\right)$ and $e \equiv \operatorname{det}\left(e_{\mu}^{I}\right)$. Due to this fact the tetrad can be thought of as the "square-root" of the metric.

Tetrads can thus be interpreted as the transformation matrices that map between two sets of coordinates, as can be seen by comparing Eq. (4.40) with the standard

[^17]form for a coordinate transformation, Eq. (2.16). It is this fact which makes the tetrads a useful tool in modern formulations of GR. Since the components of spinors are defined relative to the flat "laboratory frame" of the tangent space, and tetrads map the metric of this tangent space to the metric of the full four-dimensional spacetime, they serve the role we mentioned above, of allowing us to construct a connection that knows about spinor quantities as well as vectors and tensors. The construction of such a connection will be described in the following subsection.

As an aside, we note that any vector $v^{\mu}$ can be written as an $\mathfrak{s l}(2, \mathbb{C})$ spinor $v_{a b}$ as

$$
\begin{equation*}
v_{a b}:=v_{\mu} e^{\mu}{ }_{I} \sigma^{I}{ }_{a b} \tag{4.42}
\end{equation*}
$$

where $\sigma^{I}=\left\{\mathbf{1}, \sigma^{x}, \sigma^{y}, \sigma^{z}\right\}$ is a basis of the Lie algebra $\mathfrak{s l}(2, \mathbb{C})$ and $a, b$ are the spinorial matrix indices shown explicitly for clarity.

### 4.5.2 Spin Connection

It is a truth universally acknowledged, that a student in possession of a basic familiarity with loop quantum gravity will be in want of an explanation of the significance of $S L(2, \mathbb{C})$. If we wish to construct a theory that encompasses GR under the framework of gauge field theories we should anticipate that the local symmetries of spacetime will define the gauge group of our quantum gravity theory. As noted in Chap. 2 the causal structure of spacetime defines a future light-cone and past light-cone at each event. The past light-cone of an observer at any given value of time is the celestial sphere at a fixed distance from the observer. The celestial sphere can be parametrised by the angles $\theta, \phi$, and any point on a sphere can be stereographically projected onto a plane. For our purposes, this shall be taken to be the complex plane, so that any point on the celestial sphere corresponds with a complex number $\zeta=X+i Y$. We can write this as the ratio of two complex numbers $\zeta=\alpha / \beta$, which can (if we so desire) be written as functions of $\theta, \phi$. A change of the complex coordinates (which is equivalent to a coordinate transformation of the real angles $\theta, \phi$ ) can be effected by acting on the 2 -vector with components $\alpha, \beta$ with a linear transformation, written in the form of a $2 \times 2$ matrix with complex components. If we take the determinant of this matrix to be +1 (which we can do, without loss of generality) this is an $\operatorname{SL}(2, \mathbb{C})$ transformation. Thus the Lorentz group, $S L(2, \mathbb{C})$, is the local gauge group of special relativity.

While dynamics on a flat spacetime can be described by the Poincare group, in a general curved spacetime such as we would expect in GR, translational symmetry is broken and only local Lorentz invariance remains as an unbroken symmetry. The mapping between local coordinate bases is encoded in the connection. As noted above, the Christoffel connection does not allow for the parallel transport of spinors. It is therefore not suitable to be used in constructing a theory of quantum gravity. The simplest candidate that allows for parallel transport of spinors is an $\mathfrak{s l}(2, \mathbb{C})$ valued
connection $A_{\mu}{ }^{I J}$. Such a choice of connection is a logical candidate for casting GR as a gauge theory, and will be referred to as a spin connection.

In order to be able to parallel transport objects with spinorial indices we need a suitable extension of the notion of a covariant derivative which acts on vectors to one which acts on spinors (we follow [8, Appendix B]). The condition for parallel transport of a vector is that its covariant derivative with respect to the Christoffel connection should vanish, i.e.

$$
\begin{equation*}
\nabla_{k} v^{i}=\partial_{k} v^{i}+v^{j} \Gamma_{j k}^{i}=0 \tag{4.43}
\end{equation*}
$$

Similarly the condition for parallel transport of a spinor requires that its covariant derivative with respect to the gauge connection should vanish

$$
\begin{equation*}
D_{\mu} \psi=\partial_{\mu} \psi+i g A_{\mu} \psi=0 \tag{4.44}
\end{equation*}
$$

where $A_{\mu} \equiv A_{\mu}^{I} t^{I}$ is the gauge connection. Analogously, given the tetrad $e_{\mu}^{I}$ and the Christoffel connection $\Gamma_{\alpha \beta}^{\gamma}$ we define an $\mathfrak{s l}(2, \mathbb{C})$ valued spin connection $\omega_{\alpha}^{I J}$ and use these to construct the generalised derivative operator on $\mathcal{M}$ which annihilates the tetrad

$$
\begin{equation*}
\mathcal{D}_{\alpha} e_{\beta}^{I}=\partial_{\alpha} e_{\beta}^{I}-\Gamma_{\alpha \beta}^{\gamma} e_{\gamma}^{I}+\omega_{\alpha J}^{I} e_{\beta}^{J}=0 \tag{4.45}
\end{equation*}
$$

The term "spin connection" may cause some confusion, by tricking newcomers into thinking they have to learn a new concept, when it fact this is nothing more than the notion of parallel transport of a particle along a Wilson line.

Now one would expect that this derivative operator should also annihilate the (internal) Minkowski metric $\eta_{I J}=e_{\alpha I} e_{J}^{\alpha}$ and the spacetime metric $g_{\mu \nu}=e_{\mu}^{I} e_{\nu}^{J} \eta_{I J}$. One can check that requiring this to be the case yields that the spin-connection is anti-symmetric $\omega_{\alpha}^{\{I J\}}=0$ and the Christoffel connection is symmetric $\Gamma_{[\beta \gamma]}^{\alpha}=0$.

We can solve for $\Gamma_{\beta \gamma}^{\alpha}$ in the usual manner (see for e.g. [2]) to obtain

$$
\begin{equation*}
\Gamma_{\alpha \beta}^{\gamma}=\frac{1}{2} g^{\gamma \delta}\left(\partial_{\alpha} g_{\delta \beta}+\partial_{\beta} g_{\delta \alpha}-\partial_{\delta} g_{\alpha \beta}\right) . \tag{4.46}
\end{equation*}
$$

Inserting the above into Eq. (4.45) we can solve for $\omega$ to obtain

$$
\begin{equation*}
\omega_{\alpha}^{I J}=\frac{1}{2} e^{\delta[I}\left(\partial_{[\alpha} e_{\delta]}^{J]}+e^{[\beta \mid J]} e_{\alpha}^{K} \partial_{\beta} e_{\delta K}\right) . \tag{4.47}
\end{equation*}
$$

Note that in the above expression the Christoffel connection does not occur.
In the definition of $\mathcal{D}$ we have included the Christoffel connection. Ideally, in a gauge theory of gravity, we would not want any dependence on the spacetime connection. That this is the case can be seen by noting that all derivatives that appear in the Lagrangian or in expressions for physical observables are exterior derivatives,
i.e. of the form $\mathcal{D}_{[\alpha} e_{\beta]}^{I}$. The anti-symmetrization in the spacetime indices and the symmetry of the Christoffel connection $\Gamma_{[\alpha \beta]}^{\gamma}=0$ implies that the exterior derivative of the tetrad can be written without any reference to $\Gamma$ :

$$
\begin{equation*}
\mathcal{D}_{[\alpha} e_{\beta]}^{I}=\partial_{[\alpha} e_{\beta]}^{I}+\omega_{[\alpha}{ }^{I L} e_{\beta] L}=0 \tag{4.48}
\end{equation*}
$$

We can solve for $\omega$ by a trick similar to one used in solving for the Christoffel connection. Following [8, Appendix B], first contract the above expression with $e_{J}^{\alpha} e_{K}^{\beta}$ to obtain

$$
\begin{equation*}
e_{J}^{\alpha} e_{K}^{\beta}\left(\partial_{[\alpha} e_{\beta]}^{I}+\omega_{[\alpha}^{I L} e_{\beta] L}\right)=0 \tag{4.49}
\end{equation*}
$$

Now let us define $\Omega_{I J K}=e_{I}^{\alpha} e_{J}^{\beta} \partial_{[\alpha} e_{\beta] K}$. Performing a cyclic permutation of the indices $I, J, K$ in the above expression, adding the first two terms thus obtained and subtracting the third term we are left with

$$
\begin{equation*}
\Omega_{J K I}+\Omega_{I J K}-\Omega_{K I J}+2 e_{J}^{\alpha} \omega_{\alpha I K}=0 \tag{4.50}
\end{equation*}
$$

This can be solved for $\omega$ to yield

$$
\begin{equation*}
\omega_{\alpha I J}=\frac{1}{2} e_{\alpha}^{K}\left[\Omega_{K I J}+\Omega_{J K I}-\Omega_{I J K}\right] \tag{4.51}
\end{equation*}
$$

which is equivalent to the previous expression, Eq. (4.47), for $\omega$.
Next we consider the curvature tensors for the Christoffel and spin connections and show the fundamental identity that allows us to write the Einstein-Hilbert action solely in terms of the tetrad and the spin-connection. The Riemann tensor for the spacetime and spin connections respectively are defined as

$$
\begin{equation*}
\mathcal{D}_{[\alpha} \mathcal{D}_{\beta]} v_{\gamma}=R_{\alpha \beta \gamma}{ }^{\delta} v_{\delta}, \quad \mathcal{D}_{[\alpha} \mathcal{D}_{\beta]} v_{I}=R_{\alpha \beta I}{ }^{J} v_{J} \tag{4.52}
\end{equation*}
$$

Writing $v_{\gamma}=e_{\gamma}^{I} v_{I}$ and inserting into the first expression we obtain

$$
\begin{equation*}
R_{\alpha \beta \gamma}{ }^{\delta} v_{\delta}=\mathcal{D}_{[\alpha} \mathcal{D}_{\beta]} v_{\gamma}=\mathcal{D}_{[\alpha} \mathcal{D}_{\beta]} e_{\gamma}^{I} v_{I}=e_{\gamma}^{I} R_{\alpha \beta I}{ }^{J} v_{J}=e_{\gamma}^{I} R_{\alpha \beta I}{ }^{J} e_{J}^{\delta} v_{\delta} \tag{4.53}
\end{equation*}
$$

where we have used the fact that $\mathcal{D}_{\mu} e_{\nu}^{I}=0$. Since the above is true for all $v_{\delta}$, we obtain

$$
\begin{equation*}
R_{\alpha \beta \gamma}{ }^{\delta}=R_{\alpha \beta I}{ }^{J} e_{\gamma}^{I} e_{J}^{\delta} . \tag{4.54}
\end{equation*}
$$

The Ricci scalar is given by $R=g^{\mu \nu} R_{\mu \nu}=g^{\mu \nu} R_{\mu \delta \nu}{ }^{\delta}$. Using the previous expression we find

$$
\begin{equation*}
R_{\mu \delta \nu}{ }^{\delta}=R_{\mu \delta I}{ }^{J} e_{\nu}^{I} e_{J}^{\delta} . \tag{4.55}
\end{equation*}
$$

Contracting over the remaining two spacetime indices then allows us to write the Ricci scalar in terms of the curvature of the spin-connection and the tetrads,

$$
\begin{equation*}
R=R_{\mu \nu}{ }^{I J} e_{I}^{\mu} e_{J}^{\nu} \tag{4.56}
\end{equation*}
$$

### 4.5.3 Palatini Action

The Einstein-Hilbert action, from the discussion in Sect.4.1, can be written in the form

$$
\begin{equation*}
S_{E H}=\frac{1}{\kappa} \int d^{4} x \sqrt{-g} g^{\mu \nu} R_{\mu \nu} \tag{4.57}
\end{equation*}
$$

The Palatini approach to GR starts with this action and treats the metric and the connection as independent dynamical variables. Variation of the action with respect to the metric yields the vacuum field equations ( $R_{\mu \nu}=0$ ), while variation with respect to the connection implies that the connection is the Christoffel connection. Discussion of the Palatini approach in terms of the metric and Christoffel connection can be found in many textbooks (see e.g. [2, Appendix E]).

Having gone to the effort of defining tetrads and the spin connection we now wish to write the action for GR in terms of these variables. We saw in Sect.4.1 that requirements of covariance and simplicity dictated the form of the action for GR. Similarly our construction of an action based on tetrads and the spin connection is guided by physical considerations. Firstly we want the action to be diffeomorphism invariant. We also require the Lagrangian density to be a four-form, which we can integrate over a four-dimensional spacetime to give a scalar (thus this action is valid only in four dimensions). The curvature of the connection is already a two-form, so (suppressing spacetime indices for simplicity) we include $e^{I} \wedge e^{J} \equiv e_{[\mu}{ }^{I} e_{\nu]}{ }^{J}$, which is a two-form. ${ }^{12}$ This yields the Palatini action, the simplest diffeomorphism-invariant action one can construct using tetrads and the curvature of the gauge connection. We emphasise that this is not simply $S_{E H}$ rewritten with a change of variables, but a parallel construction. The discussion above is intended to describe the physical intuition behind this construction. It is conventional to use the notation $F_{\mu \nu}^{I J}$ for the curvature of the spin connection, to yield

$$
\begin{align*}
S_{P}[e, \omega] & =\frac{1}{2 \kappa} \int d^{4} x \star\left(e^{I} \wedge e^{J}\right) \wedge F^{K L} \epsilon_{I J K L} \\
& =\frac{1}{4 \kappa} \int d^{4} x \epsilon^{\mu \nu \alpha \beta} \epsilon_{I J K L} e_{\mu}{ }^{I} e_{\nu}{ }^{J} F_{\alpha \beta}{ }^{K L}, \tag{4.58}
\end{align*}
$$

[^18]where
\[

$$
\begin{equation*}
F^{K L}{ }_{\gamma \delta}=\partial_{[\gamma} \omega_{\delta]}{ }^{K L}+\frac{1}{2}\left[\omega_{\gamma}{ }^{K M}, \omega_{\delta M}{ }^{L}\right] . \tag{4.59}
\end{equation*}
$$

\]

The similarity between Eqs. (4.57) and (4.58) should be clear, especially when we remember that $g_{\mu \nu}=e_{\mu}^{I} e_{\nu}^{J} \eta_{I J}$ (Eq. (4.40)). At this point $F_{\mu \nu}^{I J}$ is the curvature of $\omega$, but it remains to be shown that it satisfies the identity of Eq. (4.56). The equations of motion obtained by varying the Palatini action are

$$
\begin{align*}
\frac{\delta S_{P}}{\delta \omega_{\nu}^{I J}} & =\epsilon^{\mu \nu \alpha \beta} \epsilon_{I J K L} D_{\nu}\left(e_{\alpha}{ }^{I} e_{\beta}{ }^{J}\right)=0  \tag{4.60a}\\
\frac{\delta S}{\delta e_{I}{ }^{\mu}} & =\epsilon^{\mu \nu \alpha \beta} \epsilon_{I J K L} e_{\nu}{ }^{J} F_{\alpha \beta}{ }^{K L}=0 \tag{4.60b}
\end{align*}
$$

One can see that Eq. (4.60a) is equivalent to the statement that

$$
\begin{equation*}
\frac{\delta S[g, \Gamma]}{\delta \Gamma}=0 \Rightarrow \nabla g=0 \tag{4.61}
\end{equation*}
$$

therefore in this approach the metric compatibility condition Eq. (4.37) arises as the equation of motion obtained by varying the action with respect to the connection.

In deriving Eq. (4.60a) we have utilized the fact that $F[\omega+\delta \omega]=F[\omega]+\mathcal{D}_{[\omega]}(\delta \omega)$, where $\mathcal{D}_{[\omega]}$ is the covariant derivative defined with respect to the unperturbed connection $\omega$ as in Eq. (4.48). The resulting equation of motion, Eq. (4.60a), is then the torsion-free or metric-compatibility condition which tells us that the tetrad is parallel transported by the connection $\omega$. This then implies that Eq. (4.56) holds, i.e. $F_{\mu \nu}{ }^{I J} \equiv R_{\mu \nu}{ }^{I J}$. The second equation of motion can be obtained by inspection, since $F$ does not depend on the tetrad. Already we see dramatic technical simplification compared to when we had to vary the Einstein-Hilbert action with respect to the metric as in Eq. (4.2).

We will digress at this point, much as we did in Sect.4.1, in order to show that Eq. (4.60b) is equivalent to Einstein's vacuum equations. We first note that the volume form can be written as

$$
\begin{equation*}
\epsilon_{\mu \nu \alpha \beta}=\frac{1}{4!} \epsilon_{P Q R S} e_{[\mu}^{P} e_{\nu} Q_{e_{\alpha}}^{R} e_{\beta]}^{S} \tag{4.62}
\end{equation*}
$$

Contracting both sides with $e^{\nu}{ }_{J}$ we find that

$$
\begin{align*}
\epsilon_{\mu \nu \alpha \beta} e_{J}^{\nu} & =\frac{1}{4!} \epsilon_{P Q R S} e_{[\mu}^{P} e_{\nu} Q_{\alpha}{ }^{R} e_{\beta]}{ }^{S} e_{J}^{\nu} \\
& =-\frac{1}{3!} \epsilon_{J P Q R} e_{[\mu}{ }^{P} e_{\alpha} Q_{\beta]}{ }^{R} \tag{4.63}
\end{align*}
$$

where in the second line we have switched some dummy indices and relabelled others. Inserting the right hand side of the above in Eq. (4.60b) and using the fact
that Eq. (4.56) implies $F_{\mu \nu}{ }^{I J} \equiv R_{\mu \nu}{ }^{I J}$, we find that

$$
\begin{align*}
\frac{\delta S}{\delta e_{I}{ }^{\mu}} & =\epsilon^{\mu \nu \alpha \beta} e_{\nu}{ }^{J} \epsilon_{I J K L} R_{\alpha \beta}{ }^{K L} \\
& =-\frac{1}{3!} \epsilon^{J P Q R} \epsilon_{I J K L} e_{P}^{[\mu} e_{Q}^{\alpha} e_{R}^{\beta]} R_{\alpha \beta}{ }^{K L} \\
& =\delta_{[I}^{P} \delta_{K}^{Q} \delta_{L]}^{R} e_{P}^{\mu} e_{Q}^{\alpha} e_{R}^{\beta} R_{\alpha \beta}{ }^{K L} \\
& =e_{[I}^{\mu} e_{K}^{\alpha} e_{L]}^{\beta} R_{\alpha \beta}{ }^{K L} \\
& =\left(e_{I}^{\mu} e_{K}^{\alpha} e_{L}^{\beta}+e_{K}^{\mu} e_{L}^{\alpha} e_{I}^{\beta}+e_{L}^{\mu} e_{I}^{\alpha} e_{K}^{\beta}\right) R_{\alpha \beta}{ }^{K L} \\
& =e_{I}^{\mu} R+e_{I}^{\beta} R_{\alpha \beta}^{\mu \alpha}+e_{I}^{\alpha} R_{\alpha \beta}{ }^{\beta \mu} \\
& =e_{I}^{\mu} R-2 e_{I}^{\beta} R_{\beta}{ }^{\mu}=0 . \tag{4.64}
\end{align*}
$$

In the first step we have used the result in Eq. (4.63). In the second step we have used the fact that the contraction of two epsilon tensors can be written in terms of anti-symmetrized products of Kronecker deltas. In the third and fourth steps we have simply contracted some indices using the Kronecker deltas and expanded the anti-symmetrized product explicitly. In the fifth and sixth steps we have made use of Eq. (4.54) and the definition of the Ricci tensor as the trace of the Riemann tensor: $R_{\beta}{ }^{\mu}=R_{\alpha \beta}{ }^{\alpha \mu}$. Contracting the last line of the above with $e^{\nu I}$ and using the fact that $g_{\mu \nu}=e_{\mu}^{I} e_{\nu}^{J} \eta_{I J}$ we find

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=0 \tag{4.65}
\end{equation*}
$$

Thus the tetradic action in the first-order formulation-where the connection and tetrad are independent variables-is completely equivalent to classical general relativity.

### 4.5.4 Palatini Hamiltonian and Constraints

Up to this point we have been discussing classical approaches to GR. The Palatini and ADM approaches reproduce Einstein's original formulation of GR, but as mentioned in Sect.4.4, one would hope that they provide a formulation amenable to canonical quantisation. We can perform a $3+1$ split of the Palatini action, Eq. (4.58) and obtain a Hamiltonian which, once again, is a sum of constraints. However, while the resulting formulation appears simpler than that in terms of the metric variables, there are some second class constraints which when solved [8, Sect.2.4] yield the same set of constraints as obtained in the ADM framework. Thus, the Palatini approach does not appear to yield any substantial improvements over the ADM version as far as canonical quantization is concerned. To proceed to a quantum theory, we must transition to a description of gravity in terms of the Ashtekar variables. But first, let
us briefly review the ADM splitting in the tetrad formalism. For this purpose there are two approaches.

The first approach involves repeating the steps in Sect.4.2, but this time with the first order action (4.58) (where the dynamical variables are the tetrad and the connection), rather than with the Einstein-Hilbert action (4.57). This method is quite tedious and is summarized in Appendix D. Here we present a more direct approach due to Thiemann [7, Sect. I.1.3].

Thiemann's approach is quite simple. It involves starting with the ADM constraints in the metric formulation and rewriting functions of the 3-metric $h_{a b}$ and 3-momentum $\pi_{a b}$ in terms of the tetrad $e_{a}^{j}$ and the extrinsic curvature one-form $K_{a}^{i}=K_{a b} e_{b}^{i}$. We already know that the relation between the tetrad one-form and the metric is given by (4.40),

$$
h_{a b}=e_{a}^{i} e_{b}^{j} \delta_{i j}
$$

keeping in mind that in $(3+1)$ dimensions the correct tensor on the right-hand side would be the Minkowski tensor $\eta_{I J}$ rather than the Kronecker delta. Now under local $S O(3)$ rotations given by the matrix $O_{j}^{i}$, the tetrad changes, $e_{a}^{i} \rightarrow O_{j}^{i} e_{a}^{j}$, but the 3 -metric $h_{a b}$ remains invariant. Thus, in the tetrad formalism, the action of the rotation group introduces three new degrees of freedom ${ }^{13}$, which were not present in the metric formulation. These extra degrees of freedom can be eliminated by introducing the extrinsic curvature one-form,

$$
\begin{equation*}
K_{a}^{i}=K_{a b} e_{b}^{i}, \tag{4.66}
\end{equation*}
$$

where $K_{a b}$ is the extrinsic curvature (4.20) of the 3-manifold $\Sigma$. This equation can be inverted to give

$$
\begin{equation*}
K_{a b}=e_{(a}^{i} K_{b)}^{j} \delta_{i j} . \tag{4.67}
\end{equation*}
$$

Since $K_{a b}$ is symmetric, the following constraint on $K_{a}^{i}$ must hold:

$$
\begin{equation*}
G_{a b}=K_{[a}^{i} e_{b]}^{j} \delta_{i j}=0 \tag{4.68}
\end{equation*}
$$

It is convenient to introduce the wedge (anti-symmetric) product of two copies of the tetrad,

$$
\begin{equation*}
\tilde{E}_{i}^{a}=\frac{1}{2} \epsilon^{a b c} \epsilon_{i j k} e_{b}^{j} e_{c}^{k}, \tag{4.69}
\end{equation*}
$$

[^19]in terms of which (4.68) can be written as
\[

$$
\begin{equation*}
G_{i j}=K_{a[i} \tilde{E}_{j]}^{a}=0, \tag{4.70}
\end{equation*}
$$

\]

or equivalently, as

$$
\begin{equation*}
G_{k}:=\epsilon_{k}^{i j} K_{a i} \tilde{E}_{j}^{a}=0 \tag{4.71}
\end{equation*}
$$

We can now write the 3-metric and 3-momentum in terms of $E_{j}^{a}$ and $K_{a}^{i}$ as follows;

$$
\begin{align*}
q_{a b} & =\operatorname{det}\left(\tilde{E}_{l}^{c}\right) \tilde{E}_{a}^{i} \tilde{E}_{b}^{j}  \tag{4.72a}\\
P^{a b} & =\operatorname{det}\left(\tilde{E}_{l}^{c}\right) \tilde{E}_{k}^{a} \tilde{E}_{k}^{d} K_{[d}^{j} \delta_{c]}^{b} \tilde{E}_{j}^{c} \tag{4.72b}
\end{align*}
$$

When the "Gauss constraint" (4.70) is satisfied, $q_{a b}, P^{a b}$ reduce to the ADM variables $h_{a b}, \pi^{a b}$. Using these definitions we can now rewrite the metric ADM constraints (4.28) as

$$
\begin{align*}
\mathcal{G}_{i} & =\epsilon_{i j k} K_{a}^{j} \tilde{E}^{a k}  \tag{4.73a}\\
\mathcal{C}_{a} & =D_{b}\left[K_{a}^{j} \tilde{E}_{j}^{b}-\delta_{a}^{b} K_{c}^{j} \tilde{E}_{j}^{c}\right]  \tag{4.73b}\\
\mathcal{H} & =-\operatorname{det}(q) R+\frac{2}{\sqrt{\operatorname{det}(q)}} K_{a}^{j} K_{b}^{l} \tilde{E}_{j}^{[a} \tilde{E}_{l}^{b]} \tag{4.73c}
\end{align*}
$$

where the first line is the Gauss constraint, the second the diffeomorphism constraint and the third line is the Hamiltonian constraint.

The physical interpretation of these constraints is identical to that given in Sect.4.3, i.e. the diffeomorphism constraint $\xi^{a} \mathcal{C}_{a}$ generates spatial diffeomorphisms along the vector field $\xi^{a}$ on $\Sigma$ and the Hamiltonian constraint is the generator of diffeomorphisms along the vector field $N \vec{n}$ normal to $\Sigma$ which corresponds to timeevolution of physical quantities defined on $\Sigma$. The only change is the addition of the Gauss constraint (4.71), which acts as the generator of $S O(3)$ rotations. Given an $S O(3)$-valued form $\eta^{i}$ defined on $\Sigma, \eta^{i} \mathcal{C}_{i}$ generates infinitesimal rotations in the triad $e_{a}^{i}$ in the "direction" (in the sense of a direction on the $S O$ (3) group manifold) given by $\eta^{i}$.

These constraints satisfy the following Poisson bracket relations:

$$
\begin{align*}
& \left\{K_{a}^{i}(x), K_{b}^{j}(y)\right\}=0  \tag{4.74a}\\
& \left\{\tilde{E}_{i}^{a}(x), K_{b}^{j}(y)\right\}=\delta_{i}^{j} \delta_{b}^{a} \delta^{3}(x, y)  \tag{4.74b}\\
& \left\{\tilde{E}_{i}^{a}(x), \tilde{E}_{j}^{b}(y)\right\}=0 \tag{4.74c}
\end{align*}
$$

showing that $\tilde{E}_{i}^{a}$ and $K_{b}^{j}$ are canonically conjugate variables.

For further details including the calculations of the Poisson bracket structure of these constraints we refer the reader to [7, Sect. I.1.3] or to any of the other reviews listed in the bibliography.
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## Chapter 5 <br> First Steps to a Theory of Quantum Gravity

As discussed in the previous section, we wish to attempt to canonically quantise GR, which means turning the Hamiltonian, diffeomorphism and Gauss constraints into operators and replacing Poisson brackets with commutation relations. This procedure is easier said than done, however. In a practical sense one must be careful with the ordering of operators, and hence constructing appropriate commutation relations is not as easy as one might at first hope. We shall discuss the way forward in outline, before turning to a more detailed discussion of each step. Firstly we simplify the constraints by adopting a complex-valued form for the connection and tetrad variables. These are the Ashtekar variables. Next one performs a $3+1$ decomposition to obtain the Einstein-Hilbert-Ashtekar Hamiltonian $\mathcal{H}_{\text {eha }}$ which turns out to be a sum of constraints. We have already seen that these constraints all equal zero, and so when treated as operators they should act upon a state of quantum spacetime, $|\Psi\rangle$ to yield $\mathcal{H}_{\text {eha }}|\Psi\rangle=0$. This condition does not force a particular choice of basis for $|\Psi\rangle$ upon us, but it does admit a choice built from objects we are already familiar with-Wilson loops. These loops are then allowed to intersect, to yield area and volume operators of the spacetime. As a result, the states of quantum spacetime come to be represented by graphs whose edges are labelled by representations of the gauge group (for GR this is $S U(2)$ ). Throughout, the notion of background independence, ${ }^{1}$ which is central to general relativity, is considered sacrosanct.

The reader interested in the history behind the canonical quantization program, with further mathematical details, is referred to [1].

[^20]
### 5.1 Ashtekar Formulation: "New Variables" for General Relativity

We have already discussed the first-order form of GR above. Now let us turn our attention to Ashtekar's complex-valued version of this formalism. We begin with tetradic GR whose action is written in the Palatini form. This action is equivalent to the usual Einstein-Hilbert action on-shell, i.e. for configurations which satisfy Einstein's field equations, as shown in Sect.4.5.3. For dealing with spinors, a formalism defined in terms of connections and tetrads is more useful than one defined in terms of the metric, as shown above. When we perform the ADM splitting of the Palatini action, we switch from variables defined in the full four-dimensional spacetime to the threedimensional hypersurfaces $\Sigma_{t}$. Hence the tetrads at each point become "triads", $e_{\mu}^{I} \rightarrow e_{a}^{i}$ where $\mu \rightarrow a \in\{1,2,3\}, I \rightarrow i \in\{1,2,3\}$, and the spin connection is likewise restricted, to become $\Gamma_{a}^{i}=\omega_{a j k} \epsilon^{j k i}$. The phase space variables of the Palatini picture $\left(e_{a}^{i}, \Gamma_{a}^{i}\right)$ are the intrinsic metric of the spacelike manifold $\Sigma$ and a function of its extrinsic curvature respectively, similarly to the situation we noted in Sect.4.2. Unfortunately in this case the Hamiltonian constraint is still a complicated non-polynomial function and canonical quantization does not appear to be any easier in this formalism.

Ashtekar made the remarkable observation that the form of the constraints simplifies dramatically ${ }^{2}$ if instead of the real connection $\omega_{\mu}{ }^{I J}$ one works with a complex, self-/anti-self-dual connection (this means that the connection is equal to $\pm 1$ times the dual connection, which is defined in an analogous manner to the dual field strength of Eq. (3.22)). At the heart of the formulation of general relativity as a gauge theory lies a canonical transformation from the triad and connection to the "new" or Ashtekar variables,

$$
\begin{equation*}
\tilde{E}_{i}^{a} \rightarrow \frac{1}{i} \tilde{E}_{i}^{a}, \quad K_{a}^{i} \rightarrow A_{a}^{i}=\Gamma_{a}^{i}-i K_{a}^{i} \tag{5.1}
\end{equation*}
$$

where $A_{a}^{i}$ is the Ashtekar-Barbero connection, $K_{a}^{i}=k_{a b} e^{b i}$ with $k_{a b}$ the extrinsic curvature of $\Sigma$ and $\tilde{E}_{i}^{a}$ is the variable introduced previously (4.69).

Both $A_{a}^{i}$ and $\tilde{E}_{i}^{a}$ admit $S U(2)$ rotations with respect to the internal indices (and hence the choice of densitised triads is non-unique). We can therefore treat the Ashtekar formulation of gravity as an $S U(2)$ gauge theory. This is consistent with our previous discussion about the choice of gauge group for gravity (Sect.4.5.2), as $S U(2)$ is a subgroup of $S L(2, \mathbb{C})$.

[^21]Given this choice of variables, the constraints simplify to

$$
\begin{align*}
\mathcal{G}_{i} & =D_{a} \tilde{E}_{i}^{a} & & \text { (Gauss constraint) }  \tag{5.2a}\\
\mathcal{C}_{a} & =\tilde{E}_{i}^{b} F^{i}{ }_{a b}-A_{a}^{i} \mathcal{G}_{i} & & \text { (Diffeomorphism constraint) }  \tag{5.2b}\\
\mathcal{H} & =\epsilon^{i j}{ }_{k} \tilde{E}_{i}^{a} \tilde{E}_{j}^{b} F^{k}{ }_{a b} & & \text { (Hamiltonian constraint) } \tag{5.2c}
\end{align*}
$$

We see that the Gauss constraint now takes the form of a net divergence of the triad "electric" field, in analogy with the form of the Gauss law in electromagnetism. Comparing the above expressions to the form of the Palatini constraints given previously (4.7a) we see that the diffeomorphism constraint is now linear in the triad field. The greatest simplification is seen in the Hamiltonian constraint which is now only quadratic in the triad, whereas previously, due to the presence of the $1 / \operatorname{det}(q)$ term, it had a non-polynomial dependence on the triad. This makes quantisation feasible. In fact [3], it turns out that the exponential of the Chern-Simons invariant on the manifold is an exact solution of all three constraints! (See Appendix J for more details.)

The phase space configuration and momentum variables are $\tilde{E}_{i}^{a}$ and the spatial connection $A^{i}{ }_{a}$. The second class constraints which were present in the Palatini framework must now vanish due to the Bianchi identity and the diffeomorphism constraint becomes a polynomial quadratic function of the momentum variables-in this case the triad. We thereby obtain a form for the constraints which is polynomial in the coordinates and momenta and thus amenable to methods of quantization used for quantizing gauge theories such as Yang-Mills. The resulting expression for the Einstein-Hilbert-Ashtekar Hamiltonian of GR is

$$
\begin{equation*}
\mathcal{H}_{e h a}=N^{a} \mathcal{C}_{a}+N \mathcal{H}+T^{i} \mathcal{G}_{i}=0 \tag{5.3}
\end{equation*}
$$

where $\mathcal{C}_{a}, \mathcal{H}$ and $\mathcal{G}_{i}$ are the vector, scalar and Gauss constraints respectively. The terms $N_{i}^{a}$ and $N$ are the shift and lapse, while $T^{i}$ is a Lie algebra valued function over our spatial surface which encodes the freedom we have in choosing the gauge for the spin connection. As in Sect. 4.3 we can calculate the Poisson brackets between these constraints and the canonical variables. Doing so verifies the intuition gained from Sect.4.3. The Poisson brackets of a function $f$ with the Hamiltonian and diffeomorphism constraints gives

$$
\begin{equation*}
\{f, \mathcal{H}\}=£_{N \vec{n}} f, \quad\left\{f, \xi^{a} \mathcal{C}_{a}\right\}=£_{\vec{\xi}} f, \tag{5.4}
\end{equation*}
$$

implying that as expected $\mathcal{H}$ and $\mathcal{C}_{a}$ generate time-evolution and spatial diffeomorphism respectively. Introducing the gauge degrees of freedom has also led to the introduction of a third constraint $\mathcal{G}_{i}$, for whose Poisson bracket we have

$$
\begin{equation*}
\left\{f, T^{i} \mathcal{G}_{i}\right\}=-\tilde{E}_{i}^{a} D_{a} T^{i}, \tag{5.5}
\end{equation*}
$$

implying that $\mathcal{G}_{i}$ is the generators of gauge rotations.

It is instructive to compare the above form of the constraints to their metric counterparts in Eq. (4.28) which are reproduced below for the reader's convenience:

$$
\begin{aligned}
\mathcal{H} & =(-\sqrt{h}(3) \\
& \left.+\frac{1}{\sqrt{h}}\left(\pi^{a b} \pi_{a b}-\frac{1}{2} \pi^{2}\right)\right), \\
\mathcal{C}^{a} & =2 D_{b} \pi^{a b} .
\end{aligned}
$$

The price to be paid for this simplification is that the theory we are left with is no longer the theory we started with-general relativity with a manifestly real metric geometry. The connection is now a complex connection. However the new concoction is also not too far from the original theory and can be derived from an action. That this is the case was shown independently by Jacobson and Smolin [4] and by Samuel [5]. They completed the analysis by writing down the Lagrangian from which Ashtekar's form of the constraints would result:

$$
\begin{equation*}
S_{ \pm}[e, A]=\frac{1}{4 \kappa} \int d^{4} x^{ \pm} \Sigma^{\mu \nu}{ }_{I J}{ }^{ \pm}{F_{\mu \nu}}^{I J} \tag{5.6}
\end{equation*}
$$

Here ${ }^{ \pm} F$ is the curvature of a self-dual (anti-self-dual) four-dimensional connection ${ }^{ \pm} A$ one-form, which we will discuss more in the next subsection. The field ${ }^{ \pm} \Sigma$ is the self-dual (anti-self-dual) portion of the two-form $\tilde{e}^{I} \wedge \tilde{e}^{J}$. The Palatini action is then simply given by the real part of the self-dual (or anti-self-dual) action,

$$
\begin{equation*}
S_{P}=\operatorname{Re}\left[S_{ \pm}\right] \tag{5.7}
\end{equation*}
$$

### 5.2 Real Variables for Canonical Gravity: Barbero-Immirzi Parameter

In the previous section we saw that the transformation (5.1) from the Palatini variables $\left\{K_{a}^{i}, E_{i}^{a}\right\}$ to the Ashtekar variables $\left\{A_{a}^{i}, E_{i}^{a}\right\}$ is of the form

$$
\tilde{E}_{i}^{a} \rightarrow \frac{1}{i} \tilde{E}_{i}^{a} ; \quad K_{a}^{i} \rightarrow A_{a}^{i}=\Gamma_{a}^{i}-i K_{a}^{i} .
$$

While this leads to simplification of the constraints, the presence of the unit imaginary $i=\sqrt{-1}$ in the transformation rule also makes the theory complex! In order to obtain physical results-corresponding to a metric valued in $\mathbb{R}$ instead of in $\mathbb{C}$-we must impose some restrictions on the possible solutions of the theory. If we use the notation $X^{\bullet}$ to represent the time derivative of $X$, then solutions must satisfy not only the constraints (5.2a), but also the so-called "reality conditions",

$$
\begin{align*}
\tilde{E}_{i}^{a} \tilde{E}_{j}^{b} \delta^{i j} & \in \mathbb{R},  \tag{5.8a}\\
\left(\tilde{E}_{i}^{a} \tilde{E}_{j}^{b} \delta^{i j}\right)^{\bullet} & \in \mathbb{R} . \tag{5.8b}
\end{align*}
$$

The first of these is simply the requirement that the metric constructed from the triad field be real. The second says that the metric should remain real under time evolution.

As first pointed out in [6-8], the Ashtekar variables are a particular case of a more general transformation, ${ }^{3}$

$$
\begin{equation*}
E_{i}^{a} \rightarrow \frac{1}{\gamma}-(\gamma) E_{i}^{a}, \quad K_{a}^{i} \rightarrow A_{a}^{i}=\Gamma_{a}^{i}-\gamma K_{a}^{i} \tag{5.9}
\end{equation*}
$$

where $\gamma$, the so-called "Barbero-Immirzi" parameter, is an arbitrary complex number. For the particular choice of $\gamma=i$, the above variables reduce to Ashtekar's original form. For any other choice of $\gamma$, however, the resulting variables are just as valid because the transformation remains canonical, i.e. the Poisson brackets before and after the transformation continue to remain the same, namely

$$
\begin{equation*}
\left\{K_{a}^{i}(x), \tilde{E}_{j}^{b}(y)\right\}=\left\{A_{a}^{i}(x),{ }^{(\gamma)} \tilde{E}_{j}^{b}(y)\right\}=\kappa \delta_{j}^{i} \delta_{a}^{b} \delta(x, y) \tag{5.10}
\end{equation*}
$$

The advantage of using a real value for $\gamma$, is that the new variables and the resulting constraints remain real, voiding the need to impose reality conditions (5.8) on solutions of the constraints. Secondly, with $\gamma=i$, the gauge group of the theory is $S L(2, \mathbb{C})$, which is non-compact. This creates difficulties when moving to the quantum theory because it is not clearly understood how to perform integration over non-compact groups.

The disadvantage is that the form of the Hamiltonian constraint is no longer as simple as given in (5.2c), and picks up another term quadratic in both the triad and extrinsic curvature,

$$
\begin{equation*}
\mathcal{H}=\epsilon^{i j}{ }_{k} \tilde{E}_{i}^{a} \tilde{E}_{j}^{b} F^{k}{ }_{a b}-2\left(1+\gamma^{2}\right) \tilde{E}_{i}^{[a} \tilde{E}_{j}^{b]} K_{a}^{i} K_{b}^{j} \approx 0 . \tag{5.11}
\end{equation*}
$$

We can see that when $\gamma=i$, the second term in the above vanishes and we are left with the usual Ashtekar form of the constraint.

The Barbero-Immirzi parameter is a topic of great debate in the (loop and allied) quantum gravity community. The topics of discussion include determining its value from comparison with the calculation of Bekenstein-Hawking gravity of a black hole [9-15], four-fermion interaction sourced by non-zero value of $\gamma$ [16-18], effects of renormalization on values of $\gamma$ [13, 19], possible relationship to the Standard Model[20], its role in obtaining a generalization of the Kodama state which

[^22]overcomes difficulties first pointed out by Witten [21-23], its role in determining the strength of topological interactions in LQG of the sort encountered in the PecceiQuinn mechanism of the Standard Model [24-27], and more recently a possible holographic interpretation of $\gamma[28,29]$.

This list is not meant to be exhaustive and any errors and emissions of significant contribution related to $\gamma$ are solely the result of the authors' ignorance.

### 5.3 To Be (Real) or Not To Be

Before proceeding to the details of the quantization procedure let us address the controversy over which is more preferable-real variables or complex ones. As mentioned above, the reality of Ashtekar variables depends on the reality of the Barbero-Immirzi parameter. If $\gamma$ is complex (or real), then so are the Ashtekar variables. A complex value of $\gamma$ implies that the spectrum of the area operator (to be studied in greater detail in Sect. 6.2) will also contain complex eigenvalues. It is not clear what physical interpretation one can assign to complex areas or complex volumes. Moreover the structure of the kinematical Hilbert space of LQG (to be discussed later in Chap. 6) is understood only for the case of real $\gamma$. If $\gamma$ is taken to be complex then the entire technology of spin-networks-using which, for instance, the black hole entropy calculation (Sect.7.1) is performed-is rendered unusable.

Retaining a complex $\gamma$ on the other hand, means that the spatial connection has an interpretation as a spacetime connection since it transforms correctly under diffeomorphisms [5, 30, 31], whereas this is not true for the real or "AshtekarBarbero" connection. The Hamiltonian constraint is polynomial which is one of the principle motivations and advantages for going from metric dynamics to connection dynamics.

Over time conventional wisdom has favored the real variables, primarily because they allow us to construct the kinematical Hilbert space of $S U(2)$ spin-networks. Therefore one might question the need to discuss the complex variables in any great detail in such a review aimed primarily at beginners.

Apart from the fact that the self-dual variables have great pedagogical value for explaining the steps leading to the simplified form of ADM constraints, in recent years self-dual variables have made a comeback in works by Wieland [32, 33], Frodden et al. [34] and Pranzetti [35].

Wieland has shown that starting from the complex variables (with $S L(2, \mathbb{C})$ as gauge group) one can perform the canonical quantization procedure and obtain the same kinematic Hilbert space as in the $S U(2)$ case. Thus the earlier concerns regarding the viability of complex variables vis-a-vis the existence of the kinematical Hilbert space would appear to have been resolved.

Frodden et al. have shown that when the dimension of the Hilbert space of $S U(2)$ Chern-Simons gauge theory, which describes the dynamics of a quantum isolated horizon (QIH) [36, 37], is analytically continued to complex values, its asymptotic behavior has an exponential dependence on the horizon area. In this way the Bekenstein-Hawking entropy is recovered in the semiclassical limit.

Pranzetti has demonstrated that in order to provide a geometrical notion of the temperature of a QIH one must work with a complex value of the Barbero-Immirzi parameter. Taking $\gamma=i$ and requiring that the horizon state satisfying the QIH boundary condition be a KMS (thermal) state leads to the formula for the temperature of the horizon. The Boltzmann and von-Neumann entropies can also be calculated and in the semi-classical limit both yield the expression for the Bekenstein-Hawking entropy.

With these observations in hand, it is certainly too soon to consign the complex variables to being merely a historical footnote in the development of LQG.

### 5.4 Loop Quantization

As noted above, the program of loop quantum gravity involves the following steps:

1. Write GR in connection and tetrad variables (in first order form).
2. Perform a $3+1$ decomposition to obtain the Einstein-Hilbert-Ashtekar Hamiltonian $\mathcal{H}_{\text {eha }}$ which turns out to be a sum of constraints.
3. Obtain a quantized version of the Hamiltonian whose action on elements of the physical space of states yields $\mathcal{H}_{\text {eha }}|\Psi\rangle=0$.
4. Identify an appropriate basis for the physical states of spacetime.

The first two steps have been thoroughly covered. So now, after a fairly lengthy digression, we are ready to return to the task mentioned in Sect.4.4, rewriting the constraints in operator form, and identifying the physical states of quantum gravity. The first part of this process was completed in Eqs. (5.2c) and (5.2b).

The following exposition only gives us a bird's eye view of the process of canonical quantization. The reader interested in the mathematical details of and the history behind the canonical quantization program is referred to [1].

### 5.5 Canonical Quantization

To find solutions of the equations of motion we want to find states $\Psi[A]$ such that they are acted upon appropriately by the constraints. This means that they must satisfy

$$
\begin{aligned}
\hat{\mathcal{H}}|\Psi\rangle & =0 \\
\hat{\mathcal{C}}_{l}|\Psi\rangle & =0 \\
\hat{\mathcal{G}}_{i}|\Psi\rangle & =0
\end{aligned}
$$

The Gauss constraint tells us that $\Psi[A]$ should be gauge-invariant functions of the connection. The diffeomorphism constraint is telling us that $\Psi[A]$ should be invariant under diffeomorphisms of the paths along which the connection lies. These
constraints taken together do not impose a particular choice of $\Psi[A]$ upon us, but they do admit Wilson loops as one possible, and particularly convenient, choice.

Let us consider solutions of the form $\Psi[A]=\sum_{\lambda} \Psi[\lambda] W_{\lambda}[A]$. A given state will therefore be a sum of loops. These loops may in general be knotted, and hence topologically distinct from each other. Such states will satisfy the Gauss constraint, as Wilson loops are gauge-invariant. They will also satisfy the diffeomorphism constraint. In fact, diffeomorphism invariance actually helps us reduce the number of basis states, thereby avoiding a potentially awkward problem. In a theory with a fixed background and a well-defined metric any tiny change in the shape of a Wilson loop will lead to a different holonomy, since parallel transport is path-dependent. If different loops are taken to be the orthonormal basis states, this means that each deformation of a loop results in a new state, orthonormal to every other loop. But in a diffeomorphism-invariant theory it is not possible to distinguish between any two loops that may be smoothly deformed into each other, and hence the space of loops consists of only a single member of each topological equivalence class.

Now we must ask whether Wilson loops satisfy the Hamiltonian constraint. Firstly we observe that the triads (or tetrads when we are working in four dimensions) are the conjugate momenta to the connection. In quantum mechanics the operator for the momentum corresponds to derivation with respect to the position coordinate, $p \rightarrow \hat{p}=-i \hbar \frac{\partial}{\partial q}$. Similarly the quantum operator for the triad (or tetrad!) is given by the derivative with respect to the connection, hence $e_{a}{ }^{i} \rightarrow-i \hbar \frac{\partial}{\partial A_{a}}$. The action of $\hat{\mathcal{H}}$ on a Wilson loop is therefore

$$
\begin{equation*}
\hat{\mathcal{H}} W_{\lambda}[A]=\epsilon^{i j}{ }_{k} \frac{\delta}{\delta A_{a}^{i}} \frac{\delta}{\delta A_{b}^{j}} F^{k}{ }_{a b} W_{\lambda}[A] . \tag{5.12}
\end{equation*}
$$

The exact form of the resulting functional derivatives is not important for the moment. However, as will be discussed below (Eq. (6.7)) the holonomies contain a term representing the tangent vector to the curve along which the holonomy is evaluated. But the tangent vector to the loop is $\dot{\lambda}=\mathrm{d} \lambda / \mathrm{d} s$ where $s$ parametrises points along the loop. Due to the exponential form of the holonomy the derivatives pull out factors of $\dot{\lambda}$. Then since $F^{k}{ }_{a b}=-F_{b a}^{k}$ it follows that summation over the indices of the curvature yields zero, and hence $F^{k}{ }_{a b} \dot{\lambda}^{a} \dot{\lambda}^{b}=0$, confirming that the Hamiltonian constraint is satisfied.

This loop basis gives us a picture of spacetime at the smallest scale, consisting of closed paths carrying representations of $S U(2)$. It now remains to interpret the loop basis in terms of physical observables.
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## Chapter 6 Kinematical Hilbert Space

The allowed loop states that spacetime is composed of can take several forms. They may consist of simple closed loops. These loops may be linked through each other. They may also be knotted, and hence classified by knot invariants. And the loops may intersect, creating vertices at which three or more Wilson lines meet. Historically the importance of all these possibilities has been considered, and continues to be assessed. We will simply take the view that a general loop state can have all of the properties listed above. It is therefore valid to consider a loop state to be a graph or network $\Gamma$ with edges $p_{i}$ labelled by elements of some gauge group (generally $S U(2)$ or $S L(2, \mathbb{C})$ in LQG)

$$
\begin{equation*}
\Psi_{\Gamma}=\psi\left(g_{1}, g_{2}, \ldots, g_{n}\right) \tag{6.1}
\end{equation*}
$$

where $g_{i}$ is the holonomy of $A$ along the $i$ th edge, defined in Eq. (6.7), below. ${ }^{1}$ Pictorially, we can imagine something like Fig. 6.1. In general we expect there to be an ensemble $\left\{\Gamma_{i}\right\}$ of spin-networks which corresponds to a semiclassical geometry $\left\{\mathcal{M}, g_{a b}\right\}$ in the thermodynamic limit. ${ }^{2}$

We now wish to identify operators corresponding to physical observables of the spacetime. These operators should be based upon the physical structure of the graphs under consideration. It is worth noting at this point that in the Hamiltonian approach

[^23]Fig. 6.1 States of quantum geometry are given by arbitrary graphs whose edges are labelled by group elements representing the holonomy along each edge

to quantum gravity that we have pursued there is an ambiguity as to whether we choose the connection or the frame fields as the configuration variables. In fact either choice is permissible, but the physical interpretation of connections as configuration variables and frame fields as conjugate momenta is more straightforward, and as we shall see it allows us to write operators that generate discrete areas and volumes.

### 6.1 Space of Generalized Connections

In order to obtain suitable regularized operators in conventional quantum field theory, one must smear the field corresponding to configuration and momentum variables over three-dimensional regions. For instance the operator $\hat{\Phi}_{f}$, for the configuration variable $\phi$ in a scalar field theory, would be constructed by smearing the field operator with some function $f\left(x^{\mu}\right)$ over some compact subset $U \in \mathcal{M}$ of the background manifold $\mathcal{M}$,

$$
\begin{equation*}
\hat{\Phi}_{f}=\int_{U} d^{3} x f(x) \hat{\phi}(x) \tag{6.2}
\end{equation*}
$$

and similarly for the momentum operators $\hat{\Pi}_{g}$,

$$
\begin{equation*}
\hat{\Pi}_{g}=\int_{U} d^{3} x g(x) \hat{\pi}(x) \tag{6.3}
\end{equation*}
$$

Given that the local operators satisfy the commutation relations

$$
\begin{equation*}
\left[\hat{\phi}(x), \hat{\pi}\left(x^{\prime}\right)\right]=i \hbar \delta^{3}\left(x, x^{\prime}\right) \tag{6.4}
\end{equation*}
$$

one can now compute the commutator of the smeared operators:

$$
\begin{align*}
{\left[\hat{\Phi}_{f}, \hat{\Pi}_{g}\right] } & =\int_{U} d^{3} x d^{3} x^{\prime}\left[f(x) \hat{\phi}(x), g\left(x^{\prime}\right) \hat{\pi}\left(x^{\prime}\right)\right] \\
& =i \hbar \int_{U} d^{3} x f(x) g\left(x^{\prime}\right) \delta^{3}\left(x, x^{\prime}\right) \\
& =i \hbar \int_{U} d^{3} x f(x) g(x) \tag{6.5}
\end{align*}
$$

The problem with using this prescription for constructing a quantum theory of gravity is that it depends on the structure of the background spacetime, which enters through the integration measure. In a curved spacetime with metric $g_{\mu \nu}$, the integral (6.2) will include a factor of $\sqrt{-\operatorname{det}(g)}$, hence

$$
\begin{equation*}
\hat{\Phi}_{f}=\int_{U} d^{3} x \sqrt{-\operatorname{det}(g)} f(x) \hat{\phi}(x) \tag{6.6}
\end{equation*}
$$

Our goal is a background-independent treatment of geometrical observables. For this to be possible the smearing procedure should also be background independent. In a theory of connections and triads such a procedure is already well known-the construction of holonomy variables by integrating ("smearing") the connection along a one-dimensional curve. We write holonomies (compare Eq. (3.30)) in the form

$$
\begin{equation*}
g_{\lambda}[A]=\mathcal{P} \exp \left\{\int_{\lambda_{0}}^{\lambda_{1}} \operatorname{in}_{a}(x) A^{a}{ }_{I} t^{I} d x\right\} \tag{6.7}
\end{equation*}
$$

where $\lambda$ is the curve along which the holonomy is evaluated, $x$ is an affine parameter along that curve, the $t^{I}$ are generators of the appropriate symmetry group as noted in Sect.3.1, and $n_{a}$ is the tangent to the curve at $x$. What makes holonomies "good" variables for constructing a background-independent theory is the fact that the algebra $\mathrm{Cyl}=\bigcup_{\Gamma} \mathrm{Cyl}_{\Gamma}$, (where $\mathrm{Cyl}_{\Gamma}$ is the algebra of cylindrical functions on the graph $\Gamma$, whose elements are of the form (6.1)) constructed on all possible graphs on a manifold $\mathcal{M}$ is dense in the space of all suitably regular connections $\mathcal{A}$ on $\mathcal{M} .{ }^{3}$ In other words, given any connection $A$ on $\mathcal{M}$, by considering all possible graphs on $\mathcal{M}$, with each edge labeled by the holonomy of the connection $A$ along that edge, we can reconstruct the full gauge invariant information about $A$.

So finally we have that $\mathcal{H}_{e}=L^{2}(\mathcal{G}, d \mu)$-the space of square integrable functions on the group manifold of the group $\mathcal{G}$, with $d \mu$ the Haar measure on the group

[^24]manifold-constitutes the kinematical Hilbert space for a single edge $e$. For a graph $\Gamma$, the kinematical Hilbert space is the tensor product space
\[

$$
\begin{equation*}
\mathcal{H}_{\Gamma}=\otimes_{e} \mathcal{H}_{e} \tag{6.8}
\end{equation*}
$$

\]

over all edges $e \in \Gamma$ in the graph.
Given two states of different graphs $\Gamma$ and $\Gamma^{\prime}$, their inner-product is zero

$$
\begin{equation*}
\left\langle\Theta_{\Gamma^{\prime}} \mid \Psi_{\Gamma}\right\rangle=\delta_{\Gamma, \Gamma^{\prime}} \tag{6.9}
\end{equation*}
$$

Given two different states on the same graph $\Gamma$, their inner-product can be defined using the Haar measure $d \mu$, as

$$
\begin{equation*}
\left\langle\Theta_{\Gamma} \mid \Psi_{\Gamma}\right\rangle=\int_{\mathcal{G}^{n}} d \mu_{1} \ldots d \mu_{n} \Theta\left(g_{1}, \ldots, g_{n}\right) \bar{\Psi}\left(g_{1}, \ldots, g_{n}\right) \tag{6.10}
\end{equation*}
$$

where $n$ is the number of edges in the graph.
However, there is an ambiguity in the above procedure because a given state $|\Psi\rangle$ may be cylindrical with respect to more than one graph $\Gamma$. This difficulty can be overcome by extending the configuration space $\mathcal{A}$ of regular (smooth, continuous) connections on $\mathcal{M}$ to the space $\overline{\mathcal{A}}$ of generalized connections whose elements can be arbitrarily discontinuous and need only be continuous along one-dimensional curves.

For further details and discussion the reader is referred to [4-6].

### 6.2 Area Operator

The area operator in quantum geometry is defined in analogy with the classical definition of the area of a two-dimensional surface $S$ embedded in some higher dimensional manifold $M$. In the simplest case $S$ is a piece of $\mathbb{R}^{2}$ embedded in $\mathbb{R}^{3}$, however in general both $S$ and the higher-dimensional manifold may have some curvature. To make use of notation developed above, and without loss of generality, we will presume $S$ is embedded in a three-dimensional manifold $\Sigma$ obtained by foliating four dimensional spacetime (see Sect.4.2). To each point $p \in S$ we can associate a triad or "frame field" i.e. a set of vectors $\left\{\overrightarrow{\mathbf{e}}_{1}, \overrightarrow{\mathbf{e}}_{2}, \overrightarrow{\mathbf{e}}_{3}\right\}$ which form a basis for the tangent space $T_{p}$ at that point. In abstract index notation this basis can also be written more succinctly as $\left\{e_{a}{ }^{i}\right\}_{p}$ where $a, b, c \in\{1,2,3\}$ index the vectors and $i, j, k \ldots$ label the components of each individual vector in the active or "chosen" coordinate system. The indices $i, j, k \ldots$ are necessary because if $S$ is curved (i.e. the gauge connection $A_{a}$ is non-zero) the basis at two distinct points in $S$ need not be the same, and hence a given vector $\overrightarrow{\mathbf{e}}_{a}$ will have different components at different points.

The area of a two-dimensional surface $S$ embedded in $\Sigma$ is given by

$$
\begin{equation*}
A_{S}=\int d^{2} x \sqrt{2} h \tag{6.11}
\end{equation*}
$$

where ${ }^{2} h_{a b}$ is the metric on $S$, induced by the three-dimensional metric $h_{a b}$ on $\Sigma$, and ${ }^{2} h$ is its determinant, consistent with Eq. (2.21). Given an orthonormal triad field $\left\{e_{a}{ }^{i}\right\}$ on $\Sigma$, we can always apply a local gauge rotation to obtain a new triad basis $\left\{e_{a}^{\prime i}\right\}$, such that two of its legs-a "dyad" $\left\{e_{x}^{\prime i}, e_{y}^{\prime j}\right\}$ —are tangent to the surface $S$ and $e_{z}^{\prime k}$ is normal to $S$. Then the components of the two-dimensional metric ${ }^{2} h_{A B}$ ( $A, B \in\{x, y\}$ are purely spatial indices) can be written in terms of the dyad basis $\left\{e_{A}{ }^{I}\right\}^{4}$ as

$$
\begin{equation*}
{ }^{2} h_{A B}=e_{A}{ }^{I} e_{B}{ }^{J} \delta_{I J} . \tag{6.12}
\end{equation*}
$$

The above expression with all indices shown explicitly becomes

Now, the determinant of a $2 \times 2$ matrix ${ }^{2} h_{A B}$ takes the well-known form ${ }^{5}$

$$
\begin{equation*}
\operatorname{det}\left({ }^{2} h_{A B}\right)=\sum_{i_{1}, i_{2}} h_{1 i_{1}} h_{2 i_{2}} \epsilon^{i_{1} i_{2}}=h_{11} h_{22}-h_{12} h_{21} . \tag{6.14}
\end{equation*}
$$

For an orthornormal triad $\epsilon^{i j}{ }_{k} e_{z}{ }^{k}=e_{x}{ }^{i} e_{y}{ }^{j}$. Therefore in terms of the dyad basis $\left\{e_{A}{ }^{I}\right\}$, adapted to the surface $S$, the expression for the determinant becomes

$$
\begin{align*}
\operatorname{det}\left({ }^{2} h_{A B}\right) & =\left(e_{x}{ }^{i} e_{x}^{j} e_{y}{ }^{k} e_{y}{ }^{l}-e_{x}{ }^{i} e_{y}^{j} e_{y}^{k} e_{x}^{l}\right) \delta_{i j} \delta_{k l} \\
& =\left(\epsilon^{i k}{ }_{m} \epsilon^{j l}{ }_{n}-\epsilon^{i j}{ }_{m} \epsilon^{k l}{ }_{n}\right) e_{z}^{m} e_{z}^{n} \delta_{i j} \delta_{k l} \\
& =\epsilon^{i k}{ }_{m} \epsilon_{i k n} e_{z}^{m} e_{z}^{n} \\
& =\delta_{m n} e_{z}^{m} e_{z}^{n} \tag{6.15}
\end{align*}
$$

where we have used the fact that $\epsilon^{i j}{ }_{m} \delta_{i j}=0$ and also chosen to write the contraction of two completely anti-symmetric tensors in terms of products of Kronecker deltas.

[^25]Thus the classical expression ${ }^{6}$ for the area becomes

$$
\begin{equation*}
A_{S}=\int_{S} d^{2} x \sqrt{\vec{e}_{z} \cdot \vec{e}_{z}} \tag{6.18}
\end{equation*}
$$

where $\vec{e}_{z} \cdot \vec{e}_{z} \equiv e_{z}{ }^{m} e_{z}{ }^{n} \delta_{m n}$. With the classical version in hand it is straightforward to write down the quantum expression for the area operator. In the connection representation, the classical dreibein (triad) plays the role of the momenta. Since the quantum operator for the dreibein is given by $e_{a}^{j} \rightarrow-i \hbar \frac{\delta}{\delta A_{j}{ }_{j}}$ we find that

$$
\begin{equation*}
\hat{A}_{S}=\int_{S} d^{2} x \sqrt{\delta_{j k} \frac{\delta}{\delta A^{z}} \frac{\delta}{\delta A^{z_{k}}}} . \tag{6.19}
\end{equation*}
$$

In order to determine the action of this operator on a spin-network state, let us recall the form of the state $\Psi_{\Gamma}$ from Eq. (6.1),

$$
\Psi_{\Gamma}=\psi\left(g_{1}, g_{2}, \ldots, g_{n}\right),
$$

where $g_{l}$ is the holonomy along the $l$ th edge of the graph. Let the edges of the graph $\Gamma$ intersect the surface $S$ at exactly $m$ locations, $\left\{P_{1}, P_{2}, \ldots P_{m}\right\}$. For the time being let us ignore the cases when an edge is tangent to $S$. We will also ignore the possibility that if the loops intersect, creating vertices, such a vertex happens to lie on $S$. Then, evidently, the action of Eq. (6.19) on the state $\Psi_{\Gamma}$ will give us a non-zero result only in the vicinity of the punctures. ${ }^{7}$ Thus

$$
\begin{equation*}
\hat{A}_{S} \Psi_{\Gamma} \equiv \sum_{p=P_{1}}^{P_{m}} \sqrt{\delta_{i j} \frac{\delta}{\delta A^{z}(p)} \frac{\delta}{\delta A^{z}(p)}} \Psi_{\Gamma} . \tag{6.20}
\end{equation*}
$$

We have written the connections with an explicit dependence on position $p$ to emphasise that at the $l$ th puncture, the operator will act only on the holonomy $g_{l}$. Then recognising that the functional derivative of the holonomy with respect to the connection takes the form

$$
\begin{equation*}
\frac{\delta}{\delta A^{a}{ }_{I}} g_{\lambda}[A]=n_{a}(x) t^{I} g_{\lambda}[A] \tag{6.21}
\end{equation*}
$$

[^26]\[

$$
\begin{equation*}
A[S]=e_{[\mu}{ }^{j} e_{\nu]}^{k} u_{i} v_{j} . \tag{6.17}
\end{equation*}
$$

\]

[^27]it follows easily that
\[

$$
\begin{equation*}
\frac{\delta}{\delta A_{I}^{a}} \psi\left(g_{1}, \ldots, g_{k}, \ldots, g_{n}\right)=n_{a} t^{I} \psi\left(g_{1}, \ldots, g_{k}, \ldots, g_{n}\right) \tag{6.22}
\end{equation*}
$$

\]

where $n^{a}$ is the unit vector tangent to the edge at the location of the puncture. Now, recall that the $t^{I}$ in the above expression is nothing more than the $I$ th generator of the Lie group in question. For $S O(3)$, these generators are the same as the angular momentum operators: $t^{I} \equiv J^{I}$. Thus the effect of taking the derivative with respect to the connection is to act on the state by the angular momentum operators. This gives us

$$
\begin{equation*}
\frac{\delta}{\delta A^{a}} \frac{\delta}{\delta A_{J}^{b}} \psi=n_{a} n_{b} J^{I} J^{J} \psi \tag{6.23}
\end{equation*}
$$

Performing the contractions over the spatial and internal indices, noting that $n^{a} n_{a}=1$, we finally obtain

$$
\begin{equation*}
\hat{A}_{S} \Psi_{\Gamma} \equiv \sum_{k} \sqrt{\delta^{i j} \hat{J}_{i} \hat{J}_{j}} \Psi_{\Gamma}=\sum_{k} \sqrt{J^{2}} \Psi_{\Gamma} \tag{6.24}
\end{equation*}
$$

where $\hat{J}_{i}$ is the $i$ th component of the angular momentum operator acting on the spin assigned to a given edge. $J^{2}$ is the usual Casimir of the rotation group-that is, it is the element $\sum_{a} X_{a} X^{a}$ where the $X_{a}$ are the basis of the relevant Lie algebra and the $X^{a}$ are the dual basis defined with respect to some invariant mapping of the basis and dual basis to the scalars. The basic example of a Casimir element encountered at undergraduate level is the squared angular momentum operator $L^{2}=L_{x}^{2}+L_{y}^{2}+L_{z}^{2}$. Casimir operators commute with all elements of the Lie algebra. The action of $\boldsymbol{J}^{2}$ upon a given spin state gives us

$$
\begin{equation*}
\boldsymbol{J}^{2}|j\rangle=j(j+1)|j\rangle . \tag{6.25}
\end{equation*}
$$

This gives us the final expression for the area of $S$ in terms of the angular momentum label $j_{k}$ assigned to each edge of $\Gamma$ which happens to intersect $S$,

$$
\begin{equation*}
\hat{A}_{S} \Psi_{\Gamma}=l_{\mathrm{P}}^{2} \sum_{k} \sqrt{j_{k}\left(j_{k}+1\right)} \Psi_{\Gamma} \tag{6.26}
\end{equation*}
$$

where $l_{\mathrm{P}}^{2}{ }^{8}$ is inserted in order for both sides to have the correct dimensions.

[^28]
### 6.3 Volume Operator

We have found a way of assigning quantised areas to graph states. It is natural to expect that these areas would lie on the boundaries of volumes, and to search, therefore, for a volume operator analogous to the area operator found in Sect. 6.2 (Fig. 6.2). Similarly to the two-dimensional case, we find that the volume of a region of space $S$ is given by

$$
\begin{equation*}
V=\int_{S} d^{3} x \sqrt{h}=\frac{1}{6} \int_{S} d^{3} x \sqrt{\epsilon_{a b c} \epsilon^{i j k} e_{i}^{a} e_{j}^{b} e_{k}^{c}} . \tag{6.27}
\end{equation*}
$$

Replacing the tetrads by their operator equivalents gives us the following expression for the volume operator:

$$
\begin{equation*}
\hat{V}=\frac{1}{6} \int_{S} d^{3} x \sqrt{\epsilon_{a b c} \epsilon^{i j k} \frac{\delta}{\delta A_{a}{ }^{i}} \frac{\delta}{\delta A_{b}^{j}} \frac{\delta}{\delta A_{c}{ }^{k}}} . \tag{6.28}
\end{equation*}
$$

We have already discussed in the previous section that the effect of acting on a spin-network state with the operator corresponding to the tetrad has the effect of multiplying the state by the angular momentum operator,

$$
\begin{equation*}
n^{a} \frac{\delta}{\delta A_{a}^{i}} \Psi_{\Gamma}=\hat{J}^{i} \Psi_{\Gamma} \tag{6.29}
\end{equation*}
$$

Consequently the action of the volume operator on a given state can be expressed as

$$
\begin{equation*}
\hat{V} \Psi_{\Gamma}=\frac{1}{6} \int_{S} d^{3} x \sqrt{\epsilon_{a b c} \epsilon^{i j k} n^{a} n^{b} n^{c} \hat{J}_{i} \hat{J}_{j} \hat{J}_{k}} \Psi_{\Gamma} . \tag{6.30}
\end{equation*}
$$

Now, since the operator's action is non-zero only on the vertices $v$ of the graph $\Gamma$, the integral in the above expression reduces to a sum over a finite number of vertices $v \in \Gamma$ which lie in $S \cap \Gamma$,

$$
\begin{equation*}
\hat{V} \Psi_{\Gamma}=\frac{1}{6} \sum_{v \in S \cap \Gamma} \sqrt{\epsilon_{a b c} \epsilon^{i j k} n^{a} n^{b} n^{c} \hat{J}_{i} \hat{J}_{j} \hat{J}_{k}} \Psi_{\Gamma} . \tag{6.31}
\end{equation*}
$$

In the literature one finds several forms of the volume operator. ${ }^{9}$ Two of these are the Rovelli-Smolin (RS) and Ashtekar-Lewandowski (AL) versions. The RS version [9] is

[^29]

Fig. 6.2 In order to calculate the volume around the vertex we must sum over the volume contained in the solid angles between each unique triple of edges. Classically this volume can be determined by the usual prescription $\vec{a} \cdot(\vec{b} \times \vec{c})$, where $\vec{a}, \vec{b}, \vec{c}$ are the vectors along each edge in the triple. In quantum geometry these vectors are replaced by irreps of $S U(2)$ but the basic idea remains the same. a Volume around node in classical geometry. Edges are labelled by vectors of the form $a \hat{x}+b \hat{y}+c \hat{z} \in \mathbb{R}^{3}$. $\mathbf{b}$ Volume operator in quantum geometry. Edges are labelled by elements of the form $\alpha \sigma_{x}+\beta \sigma_{y}+\gamma \sigma_{z} \in \mathfrak{s l}(2, \mathbb{C})$

$$
\begin{equation*}
\hat{V}_{S}^{R S} \Psi_{\Gamma}=\gamma^{3 / 2} l_{\mathrm{P}}^{3} \sum_{v \in S \cap \Gamma} \sum_{i, j, k}\left|\frac{i C_{r e g}}{8} \epsilon_{a b c} \epsilon^{i j k} n^{a} n^{b} n^{c} \hat{J}_{i} \hat{J}_{j} \hat{J}_{k}\right|^{1 / 2} \Psi_{\Gamma} \tag{6.32}
\end{equation*}
$$

where $\epsilon_{a b c}$ is the alternating tensor.
The AL version [6] is

$$
\begin{equation*}
\hat{V}_{S}^{A L} \Psi_{\Gamma}=\gamma^{3 / 2} l_{\mathrm{P}}^{3} \sum_{v \in S \cap \Gamma}\left|\frac{i C_{r e g}}{8} \epsilon_{v}\left(n^{a}, n^{b}, n^{c}\right) \epsilon_{a b c} \epsilon^{i j k} n^{a} n^{b} n^{c} \hat{J}_{i} \hat{J}_{j} \hat{J}_{k}\right|^{1 / 2} \Psi_{\Gamma}, \tag{6.33}
\end{equation*}
$$

where $\epsilon_{v}\left(n^{a}, n^{b}, n^{c}\right) \in\{-1,0,1\}$ is the orientation of the three tangent vectors at $v$ to the three curves/edges meeting at $v$. The $n$ for each edge is assigned a value +1 if it is coming out of the vertex, or -1 if it is going into the vertex. Then $\epsilon_{v}\left(n^{a}, n^{b}, n^{c}\right)$ takes the value zero if the tangents to the edges are linearly dependent, and if they are independent takes a value reflecting their overall orientation. The key difference between the two version lies in this term. The RS operator does not take into account the orientation of the edges which come into the vertex. This fact is taken into account in the AL version, and it allows us to speak of a phase transition from a state of geometry at high-temperature ( $T>T_{c}$ ) where the volume operator averages to zero for all graphs (which are "large" in some suitable sense) and a low-temperature ( $T<T_{c}$ ) state where a geometric condensate forms and the volume operator gains a non-zero expectation value for states on all graphs. The key point here is that the AL version takes into account the "sign" of the volume contribution from any triplet of edges meeting at a vertex. Given any such triplet of edges $e_{I}, e_{J}, e_{K}$, by flipping the orientation of any one edge we flip the sign of the corresponding contribution to $\hat{V}_{S}^{A L}$. If we take the orientation of an edge as our random variable for the purposes of

Fig. 6.3 Decomposing a four-valent node into two three-valent nodes

constructing a thermal ensemble, then it is clear that in the limit of high-temperature these orientations will flip randomly and the sum over the triplets of edges in $\hat{V}_{S}^{A L}$ will give zero for most (if not all) graph states. As we lower the temperature the system begins to anneal and for some temperature $T=T_{c}$ the system should reach a critical point where the volume operator spontaneously develops a non-zero expectation on most (if not all) graph states.

Note that:

1. Since the result of the volume operator acting on a vertex depends on the signs $\epsilon\left(e_{I}, e_{J}, e_{K}\right)$ of each triplet of edges, a simple dynamical system would then consist of a fixed graph with fixed spin assignments $\left(j_{e}\right)$ to edges but with orientations that can flip, i.e. $j_{e} \leftrightarrow-j_{e}$ (much like a spin).
2. The Hamiltonian must be a hermitian operator. This fixes the various terms one can include in it. We must also include all terms consistent with all the allowed symmetries in our model.
3. The simplest trivalent spin-network has one vertex with three edges, e.g. a vertex of the hexagonal lattice. One can generalize the action of the volume operator on graphs which have vertices with valence $v$ (number of connecting edges) greater than 3. (The volume operator gives zero on vertices with $v \leq 2$ so these are excluded). To do so we use the fundamental identity which allows us to decompose the state describing a vertex with $v \geq 4$ into a sum over states with $v=3$. One example of the decomposition of a four valent vertex into two three-valent vertices is given in Fig. 6.3.
4. This model can help us understand how a macroscopic geometry can emerge from the "spin" or many-body system described by a Hamiltonian, which contains terms with the volume and area operators, on a spin-network.

### 6.4 Spin Networks

This discussion leaves us with a simple mental picture of spin-networks. Briefly, they are graphs with representations ("spins") of some gauge group (generally $S U(2)$ or $S L(2, \mathbb{C})$ in LQG) living on each edge (Fig. 6.4). The links of this network correspond with cross-sectional areas, and the vertices where three or more links meet correspond with discrete volumes. The values of area and volume are determined by the spin labels on the relevant links. Since each link corresponds with the parallel transport
of spin from one vertex to another, it is necessary to ensure that angular momentum is conserved at vertices, and so an intertwiner is associated with each vertex. For the case of a four-valent vertex we have four spins, $\left(j_{1}, j_{2}, j_{3}, j_{4}\right)$. More generally a polyhedron with $n$ faces represents an intertwiner between the edges piercing each one of the faces. There is a simple visual picture of the intertwiner in the four-valent case.

Picture a tetrahedron enclosing the given vertex, such that each edge pierces precisely one face of the tetrahedron. Now, the natural prescription for what happens when a surface is punctured by a spin is to associate the Casimir of that spin $\mathbf{J}^{2}$ with the puncture. The Casimir for spin $j$ has eigenvalues $j(j+1)$. These eigenvalues are identified with the area associated with a puncture.

In order for the edges and vertices to correspond to a consistent geometry it is important that certain constraints be satisfied. For instance, for a triangle we require that the edge lengths satisfy the triangle inequality $a+b<c$ and the angles should add up to $\angle a+\angle b+\angle c=\kappa \pi$, with $\kappa=1$ if the triangle is embedded in a flat space and $\kappa \neq 1$ denoting the deviation of the space from zero curvature (positively or negatively curved for $k>1$ or $k<1$, respectively).

In a similar manner, for a classical tetrahedron, now it is the sums of the areas of the faces which should satisfy "closure" constraints. For a quantum tetrahedron these constraints translate into relations between the operators $j_{i}$ which endow the faces with area.

For a triangle, giving its three edge lengths $(a, b, c)$ completely fixes the angles and there is no more freedom. However, specifying all four areas of a tetrahedron does not fix all the freedom. The tetrahedron can still be bent and distorted in ways that preserve the closure constraints. These are the physical degrees of freedom that an intertwiner possesses-the various shapes that are consistent with a tetrahedron with a given set of face areas.


Fig. 6.4 States of quantum geometry are given by arbitrary graphs whose edges are labelled by group elements representing the holonomy along each edge. The Peter-Weyl theorem allows us to decompose these states in terms of spin-network states, where edges are now labelled by group representations (angular momenta). a Labelling of edges by group elements. $\mathbf{b}$ Labeling of edges by group representations

### 6.5 Spin-Foams

In LQG the kinematical entities describing a given state of quantum geometry are spin-networks. The dynamical entities-i.e. those that encode the evolution and history of spin-networks-are known as spin-foams. If a spin-network describes a $d$ dimensional spacelike geometry, then a spin-foam describes a possible history which maps this spin-network into another one. In order to determine the transition amplitudes between two different states of quantum-geometry whose initial and final states are given by spin-networks $S_{i}$ and $S_{f}$, one must sum over all possible spinfoams which interpolate between the two spin-network states. When we perform the sum over all allowed histories we find that the resulting amplitude depends only on the boundary configuration of spins. This is holography. The holographic principle boils down to saying that the state of a system is determined by the state of its boundary. Therefore, although the point is not made as often is it possibly should be, LQG embodies the holographic principle in a very fundamental way. A spin-foam corresponds to a history which connects two spin-network states. On a given spin-network one can perform certain operations on edges and vertices which leave the state in the kinematical Hilbert space. These involve moves which split or join edges and vertices and those which change the connectivity. There are two basic transformations which the transitions between network states can be built from. These are the "2-to-2" move, in which an adjacent pair of trivalent vertices in a network exchange one incoming link each, and the "1-to- 3 " move, in which a single trivalent vertex splits into three vertices, in analogy to the "star-triangle transformation" used in the analysis of electrical circuits (see Fig. 6.5). The inverse moves are also possible, of course, and the reader should easily recognize that the 2 -to- 2 move is its own inverse, while the inverse of the 1-to-3 move shrinks a trio of vertices down to form a single vertex.


Fig. 6.5 The 2-to-2 and 1-to-3 moves (left). The spin networks composing spatial hypersurfaces undergo a succession of such evolution moves as time passes, from bottom to top as indicated by the vertical arrow (centre). In spin-foams, the links of a spin-network sweep out sheets in spacetime, such as the shaded region (right)

One can "formally" view a spin-foam as a succession of states $\left\{\left|\Psi\left(t_{i}\right)\right\rangle\right\}$ obtained by the repeated action of the scalar constraint

$$
\begin{align*}
& \left|\Psi\left(t_{1}\right)\right\rangle \sim \exp ^{-i \mathcal{H}_{\text {eha }} \delta t}\left|\Psi\left(t_{0}\right)\right\rangle \\
& \left|\Psi\left(t_{2}\right)\right\rangle \sim \exp ^{-i \mathcal{H}_{\text {eha }} \delta t}\left|\Psi\left(t_{1}\right)\right\rangle \ldots \tag{6.34}
\end{align*}
$$

and so on [10, 11]. It is not our intention to discuss spin-foams in great detail here. Hopefully the preceding material has sufficiently familiarized the reader with the notation and concepts of LQG that they will be able to read other, more specific discussions of spin-foams easily.
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## Chapter 7 Applications

Ultimately, the value of any theory is judged by its relevance for the real world. Unfortunately, due to the small length scales involved, direct tests of models of quantum gravity are not easy to perform. However one can try to reproduce wellknown results from other physical theories as a preliminary consistency test for newer theories. In this section, we will consider how LQG can be applied to the calculation of black hole entropy, and to cosmological models.

While the question of black hole entropy is, as yet, an abstract problem, it is concrete enough to serve as a test-bed for theories of quantum gravity. In addition to the Bekenstein area law (mentioned in Chap. 1), by investigating the behavior of a scalar field in the curved background geometry near a black hole horizon it was determined [1] that all black holes behave as almost perfect black bodies radiating at a temperature inversely proportional to the mass of the black hole, $T \propto 1 / M_{B H}$. This thermal flux is named Hawking radiation after its discoverer. These properties of a black hole turn out to be completely independent of the nature and constitution of the matter which underwent gravitational collapse to form the black hole in the first place. These developments led to the understanding that a macroscopic black hole, at equilibrium, can be described as a thermal system characterized solely by its mass, charge and angular momentum.

Bekenstein's result has a deep implications for any theory of quantum gravity. The "Bekenstein bound" refers to the fact that Eq. (1.1) is the maximum number of degrees of freedom-of both, geometry and matter-that can lie within any region of spacetime of a given volume $V$. The argument is straightforward [2]. Consider a region of volume $V$ whose entropy is greater than that of a black hole which would fit inside the given volume. If we add additional matter to the volume, we will eventually trigger gravitational collapse leading to the formation of a black hole, whose entropy will be less than the entropy of the region was initially. However, such a process would violate the second law of thermodynamics and therefore the entropy of a given volume must be at a maximum when that volume is occupied by a black hole. And since the entropy of a black hole is contained entirely on its
horizon, one must conclude that the maximum number of degrees of freedom $\mathcal{N}_{\max }$ that would be required to describe the physics in a given region of spacetime $\mathcal{M}$, in any theory of quantum gravity, scales not as the volume of the region $V(\mathcal{M})$, but as the area of its boundary $[2,3] \mathcal{N}_{\max } \propto A(\partial \mathcal{M})$.

In view of the independence of the Bekenstein entropy on the matter content of the black hole, the origin of Eq. (1.1) must be sought in the properties of the horizon geometry. Assuming that at the Planck scale, geometrical observables such as area are quantized such that there is a minimum possible area element $a_{0}$ that the black hole horizon, or any surface for that matter, can be "cut up into", Eq. (1.1) can be seen as arising from the number of ways that one can put (or "sew") together $\mathcal{N}$ quanta of area to form a horizon of area $A=k \mathcal{N} a_{0}$, where $k$ is a constant. In this manner, understanding the thermal properties of a black hole leads us to profound conclusions:

1. In a theory of quantum gravity the physics within a given volume of spacetime $\mathcal{M}$ is completely determined by the values of fields on the boundary of that region $\partial \mathcal{M}$. This is the statement of the holographic principle.
2. At the Planck scale (or at whichever scale quantum gravitational effects become relevant) spacetime ceases to be a smooth and continuous entity, i.e. geometric observables are quantized.

In LQG, the second feature arises naturally-though not all theorists are convinced that geometry should be "quantized" or that LQG is the right way to do so. One can also argue on general grounds that the first feature-holography-is also present in LQG, though this has not, as yet, been demonstrated in a conclusive manner.

Let us now review the black hole entropy calculation in the framework of LQG.

### 7.1 Black Hole Entropy

The ideas of quantum geometry allow us to give a statistical mechanical description of a black hole horizon. This is analogous to the statistical mechanical description of entropy for a gas, or some other system composed of many smaller parts, and can be illustrated by a toy model involving tossed coins.

Suppose we toss $N$ fair coins in succession, and record both the order of each series of heads and tails (this is called a microstate, since it keeps track of what each "particle" in the system does) and the total number of heads and tails that occur, ignoring the order (this is called the macrostate). In general, several microstates will correspond to a given macrostate. For instance, if $N=4$, there is only one way to create a macrostate with zero heads (TTTT), or with four heads (HHHH), for the macrostate with three heads (and hence, one tail), there are four microstates (HHHT, HHTH, HTHH, and THHH), and similarly for the macrostate with one head and three tails. And for the macrostate with two heads and two tails there are six microstates. The number of microstates $y$ as a function of the number of heads in the macrostate, $x$, follows a Gaussian distribution, which has the general form

$$
\begin{equation*}
y=A e^{-B(x-\mu)^{2}} \tag{7.1}
\end{equation*}
$$

where $\mu=N / 2$ and $A$ and $B$ are scaling constants. Taking the natural logarithm of both sides we find that

$$
\begin{equation*}
(x-\mu)^{2}=-\frac{1}{B} \ln \left(\frac{y}{A}\right) . \tag{7.2}
\end{equation*}
$$

We identify the left-hand side with the entropy of the specified macrostate, remembering that in general different macrostates will have different entropies. ${ }^{1}$ The righthand side is proportional to the logarithm of the number of microstates allowed in that macrostate. If we were interested in calculating the entropy of a gas, rather than tossing coins, the macrostates would correspond to particular values of pressure and temperature, while the microstates correspond to the positions and momenta of individual molecules.

In general there are two ways to calculate the entropy associated with a given random variable $x$ :

1. Using Shannon's formula. Let us say that we sample our random variable from some given ensemble, from which we draw $N$ samples. The variable $x$ takes values in the set $\left\{x_{i}\right\}$ where $i=1,2, \ldots n$. Then the entropy associated with our lack of knowledge of the variable $x$ is given by

$$
\begin{equation*}
S(x)=-\sum_{i=1}^{n} p\left(x_{i}\right) \ln p\left(x_{i}\right) \tag{7.3}
\end{equation*}
$$

where $p\left(x_{i}\right)$ is the probability that the random variable takes on the value $x_{i}$. If in the $N$ samples on which the entropy is based, the $i$ th value $x_{i}$ occurs $k_{i}$ times (with the constraint that $\sum_{i} k_{i}=N$ ), then we have the usual frequentist definition for the probability associated with that value,

$$
p\left(x_{i}\right)=\frac{k_{i}}{N} .
$$

The definition of the Shannon entropy (7.3) is equivalent to the definition of the Gibbs entropy in statistical mechanics.
2. Using the statistical mechanics method, or its more general version, Jaynes' formalism [4]. This is based on the maximum entropy principle, according to which, in the absence of any prior information about a given random variable the least unbiased assumption one can make is that the variable satisfies a probability distribution which possesses the maximum possible entropy. This assumption leads us to the usual Boltzmann form of the probability. For a given value of the

[^30]random variable $x_{i}$, the associated probability distribution must satisfy the maximum entropy criterion (wherein (7.3) is maximized) and also the usual axioms of probability theory
\[

$$
\begin{align*}
& \sum_{i=1}^{n} p_{i}=1  \tag{7.4a}\\
& \langle f(x)\rangle=\sum_{i=1}^{n} p_{i} f\left(x_{i}\right) \tag{7.4b}
\end{align*}
$$
\]

where $f(x)$ is any function of $x$. The unique probability function which satisfies these criteria is found to be (see for e.g. [5, Sect. 3.2])

$$
\begin{equation*}
p_{i}=e^{-\lambda-\mu x_{i}} \tag{7.5}
\end{equation*}
$$

where $\lambda, \mu$ are Lagrange multipliers required for enforcing the constraints given in $(7.4)^{2}$ and where $\lambda, \mu$ can be identified with the chemical potential and inverse temperature respectively, associated with the random variable $x$. Using (7.5) we can write down the partition function

$$
\begin{equation*}
Z(\mu)=\sum_{i=1}^{n} e^{-\lambda-\mu x_{i}} \tag{7.6}
\end{equation*}
$$

given which we can evaluate the usual thermodynamic quantities such as expectation values, free energy and the entropy in $x$, given by

$$
\begin{align*}
\langle f(x)\rangle & =-\frac{\partial \ln Z(\mu)}{\partial \mu}  \tag{7.7a}\\
F(T) & =-k T \ln Z(T)  \tag{7.7b}\\
S & =-\frac{\partial F}{\partial T} \tag{7.7c}
\end{align*}
$$

where the inverse "temperature" is given by $\mu=1 / k T$.
In the case of quantum geometry, the microstates correspond with the assignments of area to the discrete "pieces" of a surface (such as the event horizon of a black hole). Hence for each macroscopic interval of area $[A+\delta A, A-\delta A]$, entropy $S$ is proportional to the $\log$ of the number of ways in which we can puncture the sphere to yield an area within that interval.

The state of a quantum surface is specified by a sequence of $N$ integers (or halfintegers depending on the gauge group) $\left\{j_{i}, \ldots, j_{N}\right\}$, each of which labels an edge which punctures the given surface (Fig. 7.1). The area of the surface is given by a sum over the Casimir at each puncture,
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Fig. 7.1 A spin-network corresponding to some state of geometry in the bulk punctures a blackhole horizon at the indicated locations. Each puncture yields a quantum of area $\propto \sqrt{j(j+1)}$ where $j$ is the spin-label on the corresponding edge. The entropy of the black-hole-or, more precisely, of the horizon-can be calculated by counting the number of possible configurations of punctures which add up to give a macroscopic value of the area lying within some finite interval $(A, A+\delta A)$

$$
\begin{equation*}
\mathbf{A}=8 \pi \gamma l_{\mathrm{P}}^{2} \sum_{i=1}^{N} \sqrt{\mathbf{j}_{i}\left(\mathbf{j}_{i}+1\right)} \tag{7.8}
\end{equation*}
$$

The eigenvalues of the operator $\mathbf{j}_{i}$ are of the form $k_{i} / 2$, where $k_{i} \in \mathbb{Z}$. Thus, the eigenvalues of the area operator are of the form

$$
\begin{equation*}
A_{i}=4 \pi \gamma l_{\mathrm{P}}^{2} \sqrt{k_{i}\left(k_{i}+2\right)}=4 \pi \gamma l_{\mathrm{P}}^{2} \sqrt{\left(k_{i}+1\right)^{2}-1} . \tag{7.9}
\end{equation*}
$$

In addition to (7.9) the integers $\left\{k_{I}\right\}$ must also satisfy a so-called projection constraint, which is discussed later in this section.

The task at hand is the following; given an interval $[A+\delta A, A-\delta A]$, where $A$ is a macroscopic area value and $\delta A$ is some small interval $(\delta A / A \ll 1)$, and the number $N$ of edges which puncture the surface, determine the allowed the number $N(M)$ of sequences of integers $\left\{k_{i}, \ldots, k_{N}\right\}$, such that the resulting value for the total area falls within the given interval

$$
\begin{equation*}
M=\frac{A}{4 \pi \gamma l_{\mathrm{P}}^{2}}=\sum_{i} \sqrt{k_{i}\left(k_{i}+2\right)} \in[A+\delta A, A-\delta A] . \tag{7.10}
\end{equation*}
$$

There are various approaches to this problem. We summarize two of these-the simple argument of Rovelli's [6] and the number theoretical approach of [7, 8] in the next section, and in the following section we describe the approach based on Chern-Simons theory with $S U(2)$ gauge group.

### 7.1.1 Rovelli's Counting

We want to compute the number of sequences $N(M)$, where each sequence $\left\{k_{i}\right\}$ satisfies

$$
M=\frac{A}{4 \pi \gamma l_{\mathrm{P}}^{2}}=\sum_{i} \sqrt{k_{i}\left(k_{i}+2\right)}
$$

Let us first note the following set of inequalities:

$$
\begin{equation*}
\sum_{i} \sqrt{k_{i}^{2}}<\sum_{i} \sqrt{k_{i}\left(k_{i}+2\right)} \equiv \sum_{i} \sqrt{\left(k_{i}+1\right)^{2}-1}<\sum_{i} \sqrt{\left(k_{i}+1\right)^{2}} \tag{7.11}
\end{equation*}
$$

Let $N_{+}(M)$ denote the number of sequences such that $\sum_{i} k_{i}=M$ and $N_{-}(M)$ denote the number of sequences such that $\sum_{i}\left(k_{i}+1\right)=M$ ). Then the above set of inequalities implies that [6]

$$
\begin{equation*}
N_{-}(M)<N(M)<N_{+}(M) . \tag{7.12}
\end{equation*}
$$

Computing $N_{+}(M)$ boils down to counting the number of partitions of $M$, i.e. the numbers of sets of ordered, positive integers whose sum is $M$. As noted in [6], this can be solved by observing that if $\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ is a partition of $M$, then $\left(k_{1}, k_{2}, \ldots, k_{n}, 1\right)$ and $\left(k_{1}, k_{2}, \ldots, k_{n}+1\right)$ are partitions of $M+1$. All partitions of $M+1$ can be obtained in this manner and therefore we have $N_{+}(M+1)=2 N_{+}(M)$, which implies that $N_{+}(M)=C 2^{M}$, where $C$ is a constant.

### 7.1.2 Number Theoretical Approach

This approach consists of two steps:
A. Determining allowed sequences. This involves solving the BP (BrahmaguptaPell) equation. ${ }^{3}$ For now, we will work in units where $4 \pi \gamma l_{\mathrm{P}}^{2} \equiv 1$. Thus for a given set of $N$ punctures on a quantum horizon, the total area can be written as

$$
A=\sum_{i=1}^{N} A_{i}=\sum_{i=1}^{N} \sqrt{\left(k_{i}+1\right)^{2}-1} .
$$

[^32]For each possible value of $k$, let $g_{k}$ be the number of punctures which have the corresponding eigenvalue. So, we can write

$$
A=\sum_{k=1}^{k_{\max }} g_{k} \sqrt{(k+1)^{2}-1}
$$

with $g_{k}=0$ if no puncture has $\operatorname{spin} k / 2$. Clearly the sum over all possible values of $k$ gives the total number of punctures on the horizon, $\sum_{k} g_{k}=N$. As shown in Appendix H , the square root of any integer can be written as the product of an integer and the square-root of a square-free integer. Since $k \in \mathbb{Z} \Rightarrow(k+1)^{2}-1 \in$ $\mathbb{Z}$, therefore we can write

$$
\sqrt{(k+1)^{2}-1}=y_{k} \sqrt{p_{k}}
$$

for some $y_{k} \in \mathbb{Z}$ and $p_{k} \in \mathbb{A}$, where $\mathbb{A}$ is the set of square-free integers. This implies that the area eigenvalue can be written as an integer linear combination of square-roots of square-free numbers,

$$
A=\sum_{i=1}^{i_{\max }} y_{i} \sqrt{p_{i}}
$$

leading us to the condition that

$$
\sum_{k=1}^{k_{\max }} g_{k} \sqrt{(k+1)^{2}-1}=\sum_{i=1}^{i_{\max }} y_{i} \sqrt{p_{i}} .
$$

As a first step towards solving the general case, let us first try to determine the solution of the above equation for a single area eigenvalue $k_{i} / 2$,

$$
\sqrt{\left(k_{i}+1\right)^{2}-1}=y_{i} \sqrt{p_{i}}
$$

knowing which we will be able to solve the general equation. Here the unknown variables are $k_{i}, y_{i}$. The $p_{i}$ are the known square-free numbers. Setting $x_{i}=k_{i}+1$ and squaring both sides we obtain

$$
x_{i}^{2}-p_{i} y_{i}^{2}=1
$$

This is commonly known as Pell's equation, or perhaps more appropriately as the Brahmagupta-Pell equation. A method for obtaining its solutions is described in Appendix I.
B. Determining the number of valid ways of sprinkling labels from an allowed sequence onto the edges. This can be mapped to one of the simpler examples of NP-complete problems in the field of computational complexity-the number partitioning problem (NPP) [9, 10].
The relevance of the NPP for black hole entropy arises as follows: The counting of states of a horizon for a non-rotating black hole boils down to determining the number of ways in which we can choose spin-labels $k_{i}$ from a given sequence $\left\{k_{1}, \ldots, k_{N}\right\}$ (where the allowed sequences are determined by solving the Brahmagupta-Pell equation) to each of the $i=1, \ldots, N$ edges puncturing the horizon, such that $\sum k_{i}=0$.
More generally the case where $\sum k_{i}=m(m>0)$, corresponds to a horizon with angular momentum $m$. This is equivalent to the statement of the NPP, where given an arbitrary but fixed sequence of (positive) integers $A=\left\{a_{i}, \ldots, a_{N}\right\}$, one asks for the number of ways $N_{A}$ in which we can partition $A$ into two subsets $A_{+}$and $A_{-}$, such that the difference of the sum of the elements of each subset is minimized, $\sum_{A_{+}} a_{i}-\sum_{A_{-}} a_{i}=m$. For the BHE problem $m$ is given by $\sum k_{i}^{+}-\sum k_{i}^{-}=m$. As shown in [7] this problem can be mapped to a non-interacting spin-system [11] as follows. Consider a chain of $N$ spins each of which can be in an up $|\uparrow\rangle$ state or a down $|\downarrow\rangle$ state. If $a_{i}$ belongs to $A_{+}\left(A_{-}\right)$then we set the $i$ th spin to up (down). Consequently the constraint $A_{+}-A_{-}=m$ can be expressed as the condition that

$$
\begin{equation*}
m-\sum_{i=1}^{N} a_{i} S_{i}=0 \tag{7.13}
\end{equation*}
$$

where $S_{i} \in\{+1,-1\}$ are the possible eigenvalues of $\sigma_{z}$. The problem of partition$\operatorname{ing} A$ is then equivalent [11] to determining the ground state of the Hamiltonian

$$
\begin{equation*}
H=m-\sum_{i=1}^{N} a_{j} \sigma_{z}^{j} \tag{7.14}
\end{equation*}
$$

where $\sigma_{z}^{j}$ is the Pauli spin operator for the $j$ th spin. Any eigenstate of $H$ with zero energy corresponds to a solution of the NPP for the set $A$.

### 7.1.3 Chern-Simons Approach

Another approach to the black hole entropy problem rests on the observation that the dynamics of punctures on the black hole horizon, in the framework of LQG, is described by a Chern-Simons theory. This relationship was first observed in the classic papers by Ashtekar et al. [12-14].

Building upon these findings, Kaul and Majumdar [15] were the first to show that the Bekenstein-Hawking expression for the entropy of a four-dimensional Schwarzschild black hole could be obtained from the dimensionality of the Hilbert space of an $S U(2)$ Chern-Simons theory living on the horizon of that black hole. In addition to the leading term proportional to the area of the horizon, they were also able to obtain corrections proportional to the logarithm of the area in [16]. For a recent updated review of their findings see [17, 18].

More recently work by Engle and co-workers [19, 20], reaches a similar conclusion by working in a manifestly $S U(2)$ invariant formulation of the horizon degrees of freedom.

For a possible connection between the physics of the quantum Hall effect, as described by a Chern-Simons theory, and the question of black hole entropy see [21, 22].

In this regard it is also worth mentioning that Chern-Simons theory provides an exact solution of the Hamiltonian constraint in terms of Ashtekar's self-dual variables. This solution is known as the Kodama state [23] and its properties have been extensively studied by Randono [24-26]. A brief introduction to the Kodama state is given in Appendix J.

### 7.1.4 Entropy from Entanglement

The relationship between entropy of entanglement and the entropy of black hole horizons was first suggested more than two decades ago in [27, 28].

Consider a system, which could be a one-dimensional spin-chain (Fig. 7.2a) or a quantum field theory living on some spacetime (Fig. 7.2b). Divide the system into two parts $A$ and $B$. Let $\rho_{A B}$ be the density matrix representing the state of the system as a whole and $\rho_{A}, \rho_{B}$ be the density matrices for systems $A, B$ obtained by tracing over the degrees of freedom of $A, B$ respectively, where


Fig. 7.2 Entropy of entanglement is obtained by tracing over the degrees of freedom in either $A$ or $B$. a Partitioning a spin-chain into two parts $A$ and $B$.b Partitioning a spacetime into an "interior" region $B$, and an "exterior" region $A$, separated by a boundary $S$ representing a black hole horizon

$$
\begin{equation*}
\rho_{A}=\operatorname{Tr}_{B}\left[\rho_{A B}\right], \quad \rho_{B}=\operatorname{Tr}_{A}\left[\rho_{A B}\right] . \tag{7.15}
\end{equation*}
$$

The von-Neumann entropy $S_{A}$ of region $A$ (or the entropy $S_{B}$ of region $B$ ) can now be defined as

$$
\begin{equation*}
S_{A}=\operatorname{Tr}_{A}\left[\rho_{A} \ln \rho_{A}\right], \quad S_{B}=\operatorname{Tr}_{B}\left[\rho_{B} \ln \rho_{B}\right] \tag{7.16}
\end{equation*}
$$

The two entropies are equal, $S_{A}=S_{B}$, so we only need to calculate one of them. In [27, 28] a scalar field was employed as a "probe" field. After performing the trace over the interior region ( $B$ in Fig. 7.2b), the reduced density matrix $\rho_{A}$ was found. Its von-Neumann entropy was found to be proportional to the area of the boundary surface $S$ separating the interior and exterior regions. ${ }^{4}$ This relationship between the entanglement entropy and the "area" of the boundary has turned out to be very general and is not limited to $3+1$ dimensional spacetime or to scalar fields. Some reviews of this phenomenon of "holographic" entanglement entropy are [29, 30]. A perspective inspired by the AdS/CFT correspondence can be found in [31].

In 2010, a seminal paper by Van Raamsdonk [32] argued that entanglement is the glue that holds spacetime together. A similar idea had earlier been suggested by Swingle [33] who proposed that holographic spacetimes find a realization in the structure of networks formed from a technique, originally developed for studying many body strongly correlated systems, known as entanglement renormalization [34, 35]. Since then a substantial amount of work has been done [36, 37] towards providing concrete support for this proposal.

In 2006 Livine and Terno [38] first suggested that entanglement between different parts of the horizon might contribute to the Bekenstein-Hawking entropy of the black hole. In 2008 Donelly [39] and in 2012 Bianchi and Myers [40, 41] proposed that Bekenstein-Hawking entropy could be understood as arising from the entropy of entanglement between the quantum geometric degrees of freedom on either side of the horizon. Similar ideas have been put forth by Dasgupta [42]. While these proposals have much in common with Raamsdonk and Swingle's ideas of geometry emerging from entanglement, the question of black hole entropy has yet to be addressed in the context of entanglement renormalization.

In conclusion, the study of black hole entropy in LQG is a very rich and active field and the results presented in this review, while very important and pioneering, should not been seen as the final word on this topic.

[^33]
### 7.2 Loop Quantum Cosmology

One of the first avenues to follow when approaching old problems with new tools is to select the simplest possible scenarios for study, in the hope that the understanding gained in this arena would ultimately lead to a better understanding of more complex systems and processes. In classical GR this corresponds to studying the symmetry reduced solutions ${ }^{5}$ of Einstein's equations, such as the FLRW cosmologies and their anisotropic counterparts, and various other exact solutions such as deSitter, anti-deSitter, Schwarzschild, Kerr-Newman etc. ${ }^{6}$ which correspond respectively to a "universe" (in this very restricted sense) with positive cosmological constant ( $\Lambda>0$ ), a universe with $\Lambda<0$, a non-rotating black hole and a rotating black hole (both in asymptotically flat spacetimes ${ }^{7}$ ). In each of these cases the metric has a very small number of local degrees of freedom and hence provides only a "toy model". Of course, in the real world, the cosmos is a many-body system and reducing its study to a model such as the FLRW universe is a gross simplification. However, via such models, one can obtain a qualitative grasp of the behavior of the cosmos on the largest scales.

The following discussion draws primarily from [45-47]. For a more in-depth introduction to the topic the reader is invited to consult [48, 49].

### 7.2.1 Isotropy and Homogeneity in the Metric Formulation

In the metric formulation the statements of isotropy and homogeneity of a spacetime are as follows:

Homogeneity A given spacetime geometry $\mathcal{M}_{g}=\left(\mathcal{M}, g_{\mu \nu}\right)$, consisting of a manifold $\mathcal{M}$ and a metric defined on that manifold, $g_{\mu \nu}$, is said to be spatially homogeneous [47, Sect. 4.1.1] if there exists a symmetry group $S$ acting on spatial slices $\Sigma_{t}$, such that for any two points $x, y \in \Sigma_{t}$, there exists an $s \in S$ such that $s(x)=y$. Under the action of $s$, the spatial metric $h_{a b}$ on $\Sigma_{t}$, satisfies

$$
\begin{equation*}
h_{a b}(x)=s^{\star} h_{a b}(x)=h_{a b}(y) \tag{7.17}
\end{equation*}
$$

[^34]where $s^{\star}$ is the pullback ${ }^{8}$ of the spatial metric under the action of the isometry $s$.
Isotropy A given spacetime geometry $\mathcal{M}_{g}$ is said to be isotropic if at any point $x^{\mu} \in \mathcal{M}$, the metric satisfies
\[

$$
\begin{equation*}
g_{\mu \nu}(x) u^{\mu} v^{\nu}=g_{\mu \nu}(x)(R u)^{\mu}(R v)^{\nu} \tag{7.18}
\end{equation*}
$$

\]

where $u^{\mu}, v^{\nu}$ are arbitrary vectors in the tangent space $T_{p}(x)$ at that point and $R$ is an arbitrary rotation acting on elements of $T_{p}(x)$.

Isotropy is a more restrictive condition than homogeneity, because isotropy necessarily implies homogeneity, however the reverse is not true.

### 7.2.2 FLRW Models

The simplest quantum cosmological model is that which corresponds to the Friedmann metric whose line-element is given by ${ }^{9}$

$$
\begin{equation*}
d s^{2}=-N(t)^{2} d t^{2}+a(t)^{2}\left(\frac{1}{1-k r^{2}} d r^{2}+r^{2} d \Omega^{2}\right) \tag{7.19}
\end{equation*}
$$

where the only dynamical variable is the scale factor $a(t)$ which depends only on the time parameter, $r=\sqrt{x^{2}+y^{2}+z^{2}}$ is the radial dimension of the spatial slices, $d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}$ is the angular volume element and $k=-1,0,+1$ determines whether our spatial slices are open $(k=-1)$, flat $(k=0)$ or closed $(k=1)$. For this metric we can perform the $3+1$ decomposition into a foliation of spatial manifolds $\Sigma_{t}$, and write down the action in terms of the various constraints. By comparing this metric with the general form given in Eq. (4.15), we see that $N(t)$ is the lapse function and the shift vanishes, $N^{a}=0$. This implies that the diffeomorphism constraint $D_{a} \pi^{a b}$ must also vanish.

Inserting this metric into the the EFE (2.12) gives us the vacuum Friedmann-LeMaitre-Robertson-Walker equations which describe the dynamics of homogenous, isotropic spacetimes

$$
\begin{equation*}
\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}=\frac{8 \pi G}{3 a^{2}} H_{\text {matter }}(a) \tag{7.20}
\end{equation*}
$$

where $H_{\text {matter }}$ is the Hamiltonian for any matter fields that might be present. This equation gives us the Hamiltonian constraint for the FLRW metric. This can be seen by starting from the Lagrangian formulation where

[^35]\[

$$
\begin{equation*}
S_{E H}=\frac{1}{16 \pi G} \int d t d^{3} x \sqrt{-g} R[g] . \tag{7.21}
\end{equation*}
$$

\]

The Ricci scalar $R[g]$ for the FLRW line-element (7.19) is

$$
\begin{equation*}
R=6\left(\frac{\ddot{a}}{N^{2} a}+\frac{\dot{a}^{2}}{N^{2} a^{2}}+\frac{k}{a^{2}}-\frac{\dot{a} \dot{N}}{a N^{3}}\right) . \tag{7.22}
\end{equation*}
$$

Substituting the above into the $S_{E H}$ we obtain

$$
\begin{equation*}
S=\frac{V_{0}}{16 \pi G} \int d t N a(t)^{2} R=\frac{3 V_{0}}{8 \pi G} \int d t N\left(-\frac{a \dot{a}^{2}}{N^{2}}+k a\right) \tag{7.23}
\end{equation*}
$$

where $V_{0}=\int_{\Sigma} d^{3} x$ is the volume of a fiducial cell $\mathcal{V}$ in the spatial manifold. From this equation we can identify the momentum $p_{a}$ conjugate to the (only) degree of freedom-the scale factor $a(t)$ :

$$
\begin{equation*}
p_{a}=\frac{\partial L}{\partial \dot{a}}=-\frac{3 V_{0}}{4 \pi G} \frac{a \dot{a}}{N} . \tag{7.24}
\end{equation*}
$$

Since the action does not contain any terms depending on $\dot{N}$, we have $p_{N}=0$, implying that the lapse function $N(t)$ is not a dynamical degree of freedom. We can now write down the Hamiltonian for the system in the usual manner, $H=$ $\sum_{i} p_{i} \dot{q}_{i}-L=p_{a} \dot{a}-L$, which gives

$$
\begin{equation*}
H_{\text {grav }}=-N\left[\frac{2 \pi G}{3 V_{0}} \frac{p_{a}^{2}}{a}+\frac{3 V_{0}}{8 \pi G} k a\right] . \tag{7.25}
\end{equation*}
$$

It is clear from the form of this expression that this Hamiltonian will become divergent as $a \rightarrow 0$. Changing from metric to connection variables will allow us to alleviate this problem.

### 7.2.3 Connection Variables

In the connection formulation the definition of isotropy and homogeneity is different from that in the metric picture, because here the relevant variables-the connection and tetrad-transform not under the action of diffeomorphisms, but under the action of gauge transformations $g .{ }^{10}$

Gauge Transformation Given a gauge group $G$ (typically $\operatorname{SL}(2, \mathbb{C})$ for fourdimensional Lorentzian gravity or $S U(2)$ for the three-dimensional spatial slices)

[^36]and a manifold $\mathcal{M}$, a gauge transformation is a map $g: \mathcal{M} \rightarrow G$ from the manifold to the group, whose action on a given connection, tetrad/triad pair $\left(A_{a}^{i}, e_{i}^{a}\right)$ on $\mathcal{M}$, is given by
\[

$$
\begin{equation*}
\left(A^{\prime}, e^{\prime}\right)=\left(g^{-1} A g+g \mathrm{~d} g, g^{-1} e g\right) \tag{7.26}
\end{equation*}
$$

\]

Homogeneity and Isotropy A given connection, tetrad/triad pair $\left(A_{a}^{i}, e_{i}^{a}\right)$ on a manifold $\mathcal{M}$, is said to be spatially homogenous and isotropic [45, Sect. 7.1] if $\mathcal{M}$ is equipped with an isometry group $S$, and for every $s \in S$ there exists a gauge transformation $g: \mathcal{M} \rightarrow G$ such that

$$
\begin{equation*}
\left(s^{\star} A, s^{\star} e\right)=\left(g^{-1} A g+g \mathrm{~d} g, g^{-1} e g\right) \tag{7.27}
\end{equation*}
$$

Let us fix a fiducial flat metric ${ }^{0} h_{a b}$ on $\mathcal{M}$ and the associated tetrad ${ }^{0} e_{i}^{a}$ and co-triad ${ }^{0} \omega_{a}^{i}$. Then every symmetric pair $\left(A^{\prime}, E^{\prime}\right)$ on $\mathcal{M}$, can always be written in the form
by choosing a suitable local gauge transformation (7.27). Here $\tau_{i}=-\frac{1}{2} \sigma_{i}$, with $\sigma_{i}$ being the Pauli matrices and generators of the Lie algebra $\mathfrak{s u}(2)$.

Thus the only non-trivial information in the pair $\left(A^{\prime}, E^{\prime}\right)$ is contained in the two c-numbers ( $\tilde{c}, \tilde{p}$ ), in terms of which the connection and triad can be written as

$$
\begin{equation*}
A_{a}^{i}=\tilde{c} \delta_{a}^{i}, \quad e_{i}^{a}=\tilde{p} \delta_{i}^{a} . \tag{7.29}
\end{equation*}
$$

In variables adapted to the particular form of the metric (7.19), the connection $\tilde{c}$ and triad $|\tilde{p}|$ are expressed as

$$
\begin{equation*}
|\tilde{p}|=\frac{a^{2}}{4}, \quad \tilde{c}=\tilde{\Gamma}+\gamma \dot{a}=\frac{1}{2}(k+\gamma \dot{a}) \tag{7.30}
\end{equation*}
$$

where $\gamma$ is the Immirzi parameter. The Poisson bracket between these variables is

$$
\begin{equation*}
\{\tilde{c}, \tilde{p}\}=\frac{8 \pi G \gamma}{3} V_{0} . \tag{7.31}
\end{equation*}
$$

The factors of $V_{0}$ can be absorbed into the definition of the variables to give us

$$
\begin{equation*}
c=V_{0}^{1 / 3} \tilde{c} \quad p=V_{0}^{2 / 3} \tilde{p} \tag{7.32}
\end{equation*}
$$

whose Poisson bracket is

$$
\begin{equation*}
\{c, p\}=\frac{8 \pi G \gamma}{3} \tag{7.33}
\end{equation*}
$$

In terms of these the Hamiltonian constraint (7.25) becomes (for the flat $k=0$ cosmology)

$$
\begin{equation*}
H=-\frac{3}{8 \pi G \gamma^{2}} c^{2} \operatorname{sgn}(p) \sqrt{|p|}+H_{\text {matter }}=0 \tag{7.34}
\end{equation*}
$$

where the factor of $\operatorname{sgn}(p)$ corresponds to the orientation of the triad, a feature that is lost in the metric framework.

### 7.2.4 Holonomy Variables

To proceed to quantum cosmology one can start with either (7.25) or (7.34). Working with the former, using $a, p_{a}$ as the generalized co-ordinate and momentum respectively, one would obtain the Wheeler-deWitt equation. However, the WdW equation does not resolve the short-range singularity obtained in the limit $a \rightarrow 0$, since the momentum operator is expressed as a derivation with respect to the co-ordinate, $\hat{p}_{a} \sim \partial / \partial a$, which is a continuous operator and hence does not encode the discreteness of background geometry.

In the LQC literature, the holonomy of an $\mathfrak{s u}(2)$ connection is usually expressed in terms of the matrices $\tau_{j}=-\frac{1}{2} \sigma_{j}$ as

$$
\begin{equation*}
g_{e}(A)=\mathcal{P} \exp \left(\int_{e} A_{a}^{i} \tau_{i} n^{a}(x) d x\right) \tag{7.35}
\end{equation*}
$$

where $n^{a}(x)$ is the unit tangent vector to the curve at the point $x^{\mu}$. For the isotropic connection variable $\tilde{c}$ (7.30), the holonomy can be evaluated along any straight curve of length $l=V_{0}^{1 / 3}$, to give

$$
\begin{equation*}
g_{e}(A)=\cos (l c / 2) \mathbb{1}+2 \sin (l c / 2)\left(n^{a} \tau_{i}^{0} e_{a}^{i}\right) \tag{7.36}
\end{equation*}
$$

where ${ }^{0} e_{a}^{i}$ is the (constant) fiducial triad associated with the (constant) metric on spatial hypersurfaces. ${ }^{11}$ For example, if $n^{a}$ lies along the $z$-direction, then

$$
g_{e}(A)=\left[\begin{array}{cc}
\cos (l c / 2)-i \sin (l c / 2) & 0  \tag{7.37}\\
0 & \cos (l c / 2)+i \sin (l c / 2)
\end{array}\right]=\left[\begin{array}{cc}
e^{-i l c / 2} & 0 \\
0 & e^{i l c / 2}
\end{array}\right]
$$

where $c$ is the rescaled connection variable, and not the speed of light! The matrix elements of the holonomy operators, for an isotropic homogeneous spacetime, acting in the fundamental representation of $S U(2)$ will therefore be of the form $\exp \left(i \mu_{j} c\right)$, where $j$ labels the edge along which the holonomy is evaluated, and $\mu_{j}$ depends on

[^37]the length of that edge. In terms of these matrix elements, all states in the connection representation can be written in the form [47, Sect. 6.2.1.2]
\[

$$
\begin{equation*}
\psi(c)=\sum_{j} f_{j} e^{i \mu_{j} c} \tag{7.38}
\end{equation*}
$$

\]

where $f_{j} \in \mathbb{C}$, $\mu_{j} \in \mathbb{R}$. The inner product between two such states is given by

$$
\begin{equation*}
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\lim _{T \rightarrow \infty} \int_{-T}^{T} d c \psi_{1}^{*} \psi_{2} . \tag{7.39}
\end{equation*}
$$

### 7.2.5 Quantization

While states of the form $e^{i \mu_{j} c}$ look very much like the familiar plane-waves $e^{i k x}$ of classical and (non-loop) quantum mechanics, in contrast to plane-waves holonomy states are discontinuous in the "momenta" $\mu_{j}$. This can be understood by recognising that for general graph states, i.e. those not restricted to correspond to homogeneous and/or isotropic geometries, states living on different graphs are orthogonal (6.9),

$$
\begin{equation*}
\left\langle\Theta_{\Gamma^{\prime}} \mid \Psi_{\Gamma}\right\rangle=\delta_{\Gamma, \Gamma^{\prime}} . \tag{7.40}
\end{equation*}
$$

In the present situation, when two states $\psi_{1}$ and $\psi_{2}$ are given in terms of two different sets of "momenta" $\left\{\mu_{j}\right\}$ and $\left\{\mu_{j^{\prime}}\right\}$, the two states can be said to be living on different graphs, and therefore are orthogonal whenever the sets of "momenta" for both states are not identical,

$$
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=0, \quad \text { if }\left\{\mu_{j}\right\} \neq\left\{\mu_{j^{\prime}}\right\} .
$$

For states corresponding to individual edges, $\psi_{i}=e^{\mu_{i} c}$, we have

$$
\left\langle\psi_{i} \mid \psi_{j}\right\rangle=\delta_{\mu_{i}, \mu_{j}}= \begin{cases}1 & \text { if } \mu_{i}=\mu_{j}  \tag{7.41}\\ 0 & \text { if } \mu_{i} \neq \mu_{j}\end{cases}
$$

regardless of how small the difference $\mu_{i}-\mu_{j}$ is. Thus the basis states (7.38) for a homogeneous, isotropic spacetime are defined on a real number line, equipped not with the usual continuous topology, but with a discrete topology! Because of this fact there does not exist any operator corresponding to the connection $\hat{c} .^{12}$ Therefore when quantizing expressions involving powers of $c$, the corresponding operators have to be constructed from exponentials of the connection.

[^38]As an example, consider the factor of $c^{2}$, occurring in the definition of the Hamiltonian constraint (7.34). When constructing the operator for this constraint, we have to write $\hat{c}^{2}$ in terms of exponentials. This can be done by noting that

$$
c^{2}=\frac{\sin ^{2}(\mu c)}{\mu^{2}}+\mathcal{O}\left(\mu^{4}\right)
$$

and $\sin (\mu c)$ can in turn be expressed in terms of exponentials,

$$
\sin (\mu c)=\frac{e^{i \mu c}-e^{-i \mu c}}{2 i}
$$

which finally allows us to approximate the operator expression for $\hat{c}^{2}$ as

$$
\begin{equation*}
\hat{c}^{2}=-\frac{(\widehat{\exp (i \mu c})-\widehat{\exp (-i \mu c)})^{2}}{4 \mu^{2}}+\mathcal{O}\left(\mu^{4}\right) \tag{7.42}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
\hat{c}^{2}=\frac{\widehat{\sin ^{2}(\mu c)}}{\mu^{2}}+\mathcal{O}\left(\mu^{4}\right) \tag{7.43}
\end{equation*}
$$

### 7.2.6 Triad Eigenstates and Volume Quantization

From the Poisson bracket relations (7.33) between the rescaled connection and triad variables ( $c, p$ ), one can see that the commutator between the corresponding quantum operators will be

$$
\begin{equation*}
[\hat{c}, \hat{p}]=\frac{8 \pi \gamma G}{3} \tag{7.44}
\end{equation*}
$$

implying that, in the connection representation (where states are functions of the connections as in (7.38)), the operator $\hat{p}$, becomes a derivative with respect to $c$,

$$
\begin{equation*}
\hat{p}=(-i \hbar) \frac{8 \pi \gamma G}{3} \frac{\partial}{\partial c}=-\frac{8 \pi \gamma l_{\mathrm{P}}^{2}}{3} \frac{\partial}{\partial c}, \tag{7.45}
\end{equation*}
$$

where in the second step we have absorbed the factor of $G \hbar$ into the definition of the Planck length $l_{\mathrm{P}}^{2}=G \hbar$ (in units where the speed of light $c_{\text {light }}=1$ ). Then the action of $\hat{p}$ on the basis states $\psi_{\mu}(c)=\exp (i \mu c)$ is

$$
\begin{equation*}
\hat{p} \psi_{\mu}=\frac{8 \pi \gamma l_{\mathrm{P}}^{2}}{3} \mu \psi_{\mu} \tag{7.46}
\end{equation*}
$$

implying that the states $\psi_{\mu}(c) \equiv|\mu\rangle$ are eigenstates of the triad operator. We can now understand the meaning of the parameter $\mu$. By noting that the physical volume of a unit cell is given in terms of the triad as $V=|p|^{3 / 2},{ }^{13}$ we can write down the action of the corresponding volume operator on the triad eigenstate

$$
\begin{equation*}
\hat{V}|\mu\rangle=|\hat{p}|^{3 / 2}|\mu\rangle=\left(\frac{8 \pi \gamma l_{\mathrm{P}}^{2}}{3}\right)^{3 / 2}|\mu|^{3 / 2}|\mu\rangle, \tag{7.47}
\end{equation*}
$$

and $|\mu|^{3 / 2}$ thus corresponds to the volume of a fiducial cell $\mathcal{V}$ of the spacetime when the "universe" (in the very restricted sense of LQC) is in the state $|\mu\rangle$.

### 7.2.7 Regularized FLRW Hamiltonian

By inserting the expression (7.43) for the operator $\widehat{c^{2}}$ in the expression (7.34), we obtain the loop regularized expression for the Hamiltonian operator corresponding to an isotropic, homogeneous, flat $(k=0)$ FLRW universe,

$$
\begin{equation*}
\hat{H}_{\text {loop }}=-\frac{3}{8 \pi G \gamma^{2}} \frac{\widehat{\sin ^{2}(\mu c)}}{\mu^{2}} \operatorname{sgn}(p) \sqrt{|\hat{p}|}+\hat{H}_{\text {matter }}+\mathcal{O}\left(\mu^{4}\right) \simeq 0 \tag{7.48}
\end{equation*}
$$

Since there is no explicit time-dependence in this expression, corresponding to the absence of a natural "clock" variable in general relativity, in order to understand how this loop spacetime evolves we must introduce an auxiliary clock variable, a role which is typically played by a massless scalar field in the matter sector.

The Hamiltonian for a massless scalar field in an isotropic background is given by

$$
\begin{equation*}
H_{\phi}\left(a, \phi, \pi_{\phi}\right)=\frac{1}{2}|p|^{-3 / 2} \pi_{\phi}^{2}+|p|^{3 / 2} V(\phi) \tag{7.49}
\end{equation*}
$$

where $a$ is the scale factor, $\left(\phi, \pi_{\phi}\right)$ are the generalized co-ordinate and momenta variables for the scalar field respectively, $p$ is the isotropic triad and $V(\phi)$ is an optional potential for the scalar. The complete classical Hamiltonian constraint for a massless scalar (with no potential term) in an isotropic background is then given by

$$
\begin{equation*}
H=H_{\text {grav }}+H_{\phi}=-\frac{3}{8 \pi G \gamma^{2}} c^{2} \operatorname{sgn}(p) \sqrt{|p|}+\frac{1}{2} \frac{\pi_{\phi}^{2}}{|p|^{3 / 2}} \simeq 0 \tag{7.50}
\end{equation*}
$$

[^39]and likewise the full quantum Hamiltonian operator, for gravity plus matter, is given by
\[

$$
\begin{equation*}
\hat{H}=\hat{H}_{\text {loop }}+\hat{H}_{\text {matter }}=-\frac{3}{8 \pi G \gamma^{2}} \frac{\widehat{\sin ^{2}(\mu c)}}{\mu^{2}} \operatorname{sgn}(p) \sqrt{|\hat{p}|}+\frac{1}{2} \frac{1}{|p|^{3 / 2}} \hat{\pi}_{\phi}^{2} \simeq 0 \tag{7.51}
\end{equation*}
$$

\]

Understanding how to obtain solutions of this equation will take us too far afield for an introductory review, so here we will only summarize the main implications of this quantization.

### 7.2.8 Singularity Resolution and Bouncing Cosmologies

Expressing the operator for the connection in the form (7.42), rather than in the familiar form $\hat{c}=\partial / \partial p$ from "normal" quantum mechanics, has an important implication for the resulting equations of motion. In quantum mechanics, the operator for the squared momentum becomes (in the position representation)

$$
\hat{p}^{2}|\psi\rangle \sim \frac{\partial^{2}}{\partial x^{2}}|\psi\rangle
$$

leading to the usual Schrödinger equation, which is a differential equation. However, in the "new" loop quantum mechanics, there is no operator corresponding to the connection $\hat{c}$, when working in the triad representation! Thus a $\hat{c}^{2}$ term has to be approximated by the form given in (7.42)

$$
\hat{c}^{2} \approx-\frac{(\widehat{\exp (i \delta c)}-\widehat{\operatorname{exp(-i\delta c})})^{2}}{4 \delta^{2}}+\mathcal{O}\left(\delta^{4}\right)=-\frac{1}{4 \delta^{2}}\left(\widehat{\exp (i \delta c)}{ }^{2}+\widehat{\exp (-i \delta c)^{2}}-2\right)+\mathcal{O}\left(\delta^{4}\right) .
$$

To understand the action of this operator on a triad eigenstate $|\mu\rangle$, we need the action of the operator $\widehat{\exp (i \delta c)}$ on $|\mu\rangle$. This can be easily seen to be

$$
\begin{equation*}
\widehat{\exp (i \delta c)}|\mu\rangle=|\mu+\delta\rangle \tag{7.52}
\end{equation*}
$$

because $|\mu\rangle$ is nothing more than $e^{i \mu c}$ !
Now we can easily determine the action of $\hat{c}^{2}$ on $|\mu\rangle$, which is

$$
\begin{equation*}
\hat{c}^{2}|\mu\rangle \approx-\frac{1}{4 \delta^{2}}(|\mu+2 \delta\rangle+|\mu-2 \delta\rangle-2|\mu\rangle)+\mathcal{O}\left(\delta^{4}\right) . \tag{7.53}
\end{equation*}
$$

One can see that instead of a differential equation, in the LQC approach, we will obtain difference equations. One might argue that if the limit $\delta \rightarrow 0$ is taken in the above expression, the left-hand side will reduce to the usual expression for the second derivative

$$
\lim _{\delta \rightarrow 0} \frac{f(x+2 \delta)+f(x-2 \delta)-2 f(x)}{\delta^{2}}=\frac{d^{2} f(x)}{d x^{2}}
$$

However, as (7.47) shows, $(8 \pi \gamma / 3) l_{\mathrm{P}}^{3}|\mu|^{3 / 2}$ corresponds to the volume of a fiducial "cell". As shown in Sect. 6.3, the action of the volume operator $\hat{V}$ in full LQG-i.e. before any symmetry reduction has been performed-on a spin-network state $\Psi_{\Gamma}$, living on the graph $\Gamma$, is of the form

$$
\hat{V} \Psi_{\Gamma} \sim \sum_{v \in S \cap \Gamma} \sqrt{\epsilon_{a b c} \epsilon^{i j k} n^{a} n^{b} n^{c} \hat{J}_{i} \hat{J}_{j} \hat{J}_{k}}
$$

modulo some constants and choice of sign factors. Here $S$ is the region of the manifold whose volume we wish to obtain, $v \in S \cap \Gamma$ is the set of vertices $v$ of $\Gamma$ which lie within $S$, and $n^{a}, n^{b}, n^{c}$ are tangent vectors to the edges of $\Gamma$ which meet at $v$.

Now, we know that the operator $\hat{J}$ is bounded from below, i.e. has a minimum eigenvalue of $1 / 2$. Thus the volume operator $\hat{V}$ must also necessarily be bounded from below, with the smallest possible volume eigenvalue in LQG being of the order $\gamma^{3 / 2} l_{\mathrm{p}}^{3}$.

Thus we arrive at the conclusion that because of the quantization of geometric operators in full LQG it is not permissible to take the limit $\delta \rightarrow 0$ in expressions such as (7.53). This fact lies at the core of the observation that LQC cures the singularities in cosmological evolution that are encountered in the limit that the scale factor $a \rightarrow 0$ when we solve the classical FRLW equations or their quantum counterparts, the Wheeler-deWitt equations.

Furthermore, a similar line of reasoning shows that the factor of $\widehat{|p|^{-3 / 2}}$, multiplying the scalar field momentum in the LQC Hamiltonian (7.51), remains bounded from above throughout the evolution of the universe. In classical general relativity, where $p \sim a^{2}$, as the initial Big Bang singularity is approached, the scale factor diverges $a \rightarrow 0$, leading to infinite energy densities for the scalar (and any other matter) field. In LQC, the fact that $\widehat{|p|^{-3 / 2}}$ has an upper bound of order $\sim l_{\mathrm{P}}^{-3}$, ensures that such divergences do not occur. The consequence is that cosmological evolution remains regular and non-singular as one approaches the Big Bang and, in fact, one can evolve past the moment of creation into what can be interpreted as a collapsing phase of a universe which existed before our own!

Though the interpretation of the various branches of the cosmological evolution in LQC as bouncing universes might be a matter of some debate, it is clear that due to the tight consistency constraints on this geometric approach to quantum gravity we can rest assured that singularities such as the one encountered at the moment of the Big Bang or the one which is the end result of uncontrolled gravitational collapse of matter, resulting in formation of a black hole, are artifacts of a description of geometry which implicitly relied on the assumption of an infinitely smooth and continuous spacetime at all scales.
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## Chapter 8 Discussion

Any fair and balanced review paper on LQG should also mention at least a few of the many objections its critics have presented. A list of a few of the more important points of weakness in the framework and brief responses to them follows:

1. LQG admits a volume extensive entropy and therefore does not respect the Holographic principle: This criticism hinges upon the description of states of quantum gravity as spin-networks which are essentially spin-systems on arbitrary graphs. However, spin-networks only constitute the kinematical Hilbert space of LQG. They are solutions of the spatial diffeomorphism and the Gauss constraints but not of the Hamiltonian constraint which generates time-evolution. This criticism is therefore due to a (perhaps understandable) failure to grasp the difference between the kinematical and the dynamical phase space of LQG.
In order to solve the Hamiltonian constraint we are forced to enlarge the set of states to include spin-foams which are histories of spin-networks. In a nutshell then, as we mentioned in Sect. 6.5, the kinematical states of LQG are the spin-networks, while the dynamical states are the spin foams. The amplitudes associated with a given spin-foam are determined completely by the specification of its boundary state. Physical observables do not depend on the possible internal configurations of a spin-foam but only on its boundary state. In this sense LQG satisfies a stronger and cleaner version of holography than string theory, where this picture emerges from considerations involving graviton scattering from certain extremal black hole solutions.
In [1] it is shown that in the context of loop quantum cosmology of a radiationfilled flat FRW model, Bousso's covariant entropy bound [2] is respected. As one approaches the moment of the Big Bang, and quantum gravitational effects become large the bound is violated, however, far from the Big Bang, when geometry has become semiclassical the bound comes into force.
As yet, there is no general proof of whether or not LQG respects Bousso's bound. However, one might argue that the structure of LQG is amenable to the spirit of

Bousso's bound. The latter suggests that there is a fundamental limit to the number of degrees of freedom in any given region of spacetime. Such a fundamental limit is already present in LQG in the form of the quantized area and volume operators which tell us that any region of spacetime must contain a finite number of geometric degrees of freedom.
2. $L Q G$ violates the principle of local Lorentz invariance/picks out a preferred frame of reference: Lorentz invariance is obeyed in LQG but obviously not in the exact manner as for a continuum geometry. As has been shown by Rovelli and Speziale [3] the kinematical phase space of LQG can be cast into a manifestly Lorentz covariant form. A spin-network/spin-foam state transforms in a well-defined way under boosts and rotations. Similarly in quantum mechanics one finds that a quantum rotor transforms under discrete representations of the rotation group $S O(3)$.
3. LQG does not have stable semiclassical geometries as solutions-geometry "crumbles": CDT simulations e.g. [4] show how a stable geometry emerges. As mentioned in Sect.4.1, this involves calculating a sum over histories for the geometry of spacetime, between some initial and final state. The stability of the spacetimes studied in such simulations appears to be dependent on causalitythat is, spacetime geometries develop unphysical structures in the Euclidean case, which are controlled when there is a well-defined past and future, as is the case in LQG. The question of exactly how similar CDT and LQG are to each other is a matter of continuing investigation.
4. $L Q G$ does not contain fermionic and bosonic excitations that could be identified with members of the Standard Model: The area and volume operators do not describe the entirety of the structures that can occur within spin networks. LQG or a suitably modified version which allows braiding between various edges will exhibit invariant topological structures. Recent work [5-10] has been able to identify some such structures with SM particles. In addition, in any spin-systemsuch as LQG-there are effective (emergent) low-energy degrees of freedom which satisfy the equations of motion for Dirac and gauge fields. Xiao-Gang Wen and Michael Levin [11, 12] have investigated so-called "string-nets" and find that the appropriate physical framework is the so-called "tensor category" or "tensor network" theory [13-15]. In fact string-nets are very similar to spinnetworks so Wen and Levin's work-showing that gauge bosons and fermions are quasiparticles of string-net condensates-should carry over into LQG without much modification.
5. LQG does not exhibit dualities in the manner String Theory does: Any spin system exhibits dualities. A graph based model like LQG even more so. One example of a duality is to consider the dual of a spin-network which is a so-called 2 -skeleton or simplicial cell-complex. Another is the star-triangle transformation, which can be applied to spin-networks which have certain symmetries, and which leads to a duality between the low and high temperature versions of a theory on a hexagonal and triangular lattice respectively [16].
6. LQG doesn't admit supersymmetry, wants to avoid extra dimensions, strings, extended objects, etc.: Extra dimensions and supersymmetry are precisely that-
"extra". Occam's razor dictates that a successful physical theory should be founded on the minimum number of ingredients. It is worth noting that at the time of writing of this paper, results from the LHC appear to have ruled out many supersymmetric extensions of the standard model. By avoiding the inclusion of extra dimensions and supersymmetry, LQG represents a perfectly valid attempt to create a theory that is consistent with observations.
7. LQG has a proliferation of models and lacks robustness: Again a lack of extra baggage implies the opposite. LQG is a tightly constrained framework. There are various uniqueness theorems which underlie its foundations and were rigorously proven in the 1990s by Ashtekar, Lewandowski and others. There are questions about the role of the Immirzi parameter and the ambiguity it introduces however these are part and parcel of the broader question of the emergence of semi-classicality from LQG (see Simone Mercuri's papers [17, 18] in this regard).
8. LQG does not contain any well-defined observables and does not allow us to calculate graviton scattering amplitudes: Several calculations of two-point correlation functions in spin-foams exist in the literature [19]. These demonstrate the emergence of an inverse-square law.

As well as discussing criticisms of LQG, it is also fair to consider what role this theory may have in the future. We would not have written a paper reviewing the formulation of LQG if we did not consider it an important and interesting theoryone which we feel is probably a good representation of the nature of spacetime. However it is wise to remember that most physical theories are ultimately found to be flawed or inadequate representations of reality, and it would be unrealistic to think that the same might not be true of LQG. Questions linger about the nature of time and the interpretation of the Hamiltonian constraint, among other things. What is the value then, in studying LQG? Perhaps LQG will eventually be shown to be untenable, or perhaps it will be entirely vindicated. As authors of this paper, we feel that the truth will probably lie somewhere in the middle, and that however much of our current theories of LQG survive over the next few decades, this research program does provide strong indications about what some future (and, we hope, experimentally validated) theory of "quantum gravity" will look like.

Acknowledgments DV would like to thank SBT for invitations to visit the Perimeter Institute in late 2009, where this collaboration was born, and to visit the University of Adelaide in August, 2011 where this project was continued. DV thanks the Perimeter Institute and the University of Adelaide for their hospitality during these visits. SBT would like to thank the Ramsay family for their support through the Ramsay Postdoctoral Fellowship. Finally, a special note of thanks is due to Martin Bojowald, for helping to clarify the details of the calculations in Appendix C.

## References

1. A. Ashtekar, E. Wilson-Ewing, Covariant entropy bound and loop quantum cosmology. Phys. Rev. D 78(6), 064047 (2008). doi:10.1103/PhysRevD. 78.064047
2. R. Bousso, A covariant entropy conjecture. J. High Energy Phys. 1999(07), 004 (1999). doi:10. 1088/1126-6708/1999/07/004
3. C. Rovelli, S. Speziale, Lorentz Covariance of Loop Quantum Gravity (2010). arXiv:1012.1739
4. R. Loll, J. Ambjorn, J. Jurkiewicz. The Universe from Scratch (2005). arXiv:hep-th/0509010
5. S. Bilson-Thompson, A Topological Model of Composite Preons (2005). arXiv:hep-ph/0503213
6. S.O. Bilson-Thompson, F. Markopoulou, L. Smolin, Quantum Gravity and the Standard Model (2006). arXiv:hep-th/0603022
7. S. Bilson-Thompson et al., Particle Identifications from Symmetries of Braided Ribbon Network Invariants (2008). arXiv:0804.0037
8. S. Bilson-Thompson, J. Hackett, L.H. Kauffman, Particle Topology, Braids, and Braided Belts (2009). arXiv:0903.1376
9. S. Bilson-Thompson et al., Emergent Braided Matter of Quantum Geometry (2012). arXiv:1109.0080
10. D. Vaid, Embedding the Bilson-Thompson Model in an LQG-like Framework (2010). arXiv:1002.1462
11. M.A. Levin, X.-G. Wen, String-net Condensation: A Physical Mechanism for Topological Phases (2004). arXiv:cond-mat/0404617
12. M. Levin, X.-G. Wen, Detecting Topological Order in a Ground State Wave Function (2007). arXiv:cond-mat/0510613
13. J.D. Biamonte, S.R. Clark, D. Jaksch, Categorical Tensor Network States (2010). arXiv:1012.0531
14. G. Evenbly, G. Vidal, Tensor Network States and Geometry (2011). arXiv:1106.1082
15. J. Haegeman et al., Entanglement Renormalization for Quantum Fields (2011). arXiv:1102.5524
16. R.J. Baxter, Exactly Solved Models in Statistical Mechanics. Dover Publications (2008). ISBN: 0486462714
17. S. Mercuri, From the Einstein-Cartan to the Ashtekar-Barbero canonical constraints, passing through the Nieh-Yan functional. Phys. Rev. D 77(2) (2008). ISSN: 1550-7998. doi:10.1103/ physrevd.77.024036. arXiv:0708.0037
18. S. Mercuri, Peccei-Quinn mechanism in gravity and the nature of the Barbero-Immirzi parameter. Phys. Rev. Lett. 103(8) (July 2009). ISSN: 0031-9007. doi:10.1103/PhysRevLett. 103. 081302. arXiv:arXiv:0902.2764
19. C. Rovelli, Graviton Propagator from Background-Independent Quantum Gravity (2005). doi:10.1103/PhysRevLett.97.151301. arXiv:gr-qc/0508124

## Appendix A Conventions

We reiterate here the conventions adopted in Sect. 1.1; uppercase letters $I, J, K, \ldots$ are "internal" indices which take values in a range appropriate to the relevant Lie algebra; lowercase letters $j, k, l, \ldots \in 1,2,3, \ldots, N$ from the middle of the alphabet will be used for indices in a space of $N$ dimensions; lowercase letters $a, b, c, \ldots \in\{1,2,3\}$ from the start of the alphabet are three-dimensional spatial indices; Greek letters are spacetime indices, with $\mu, \nu, \ldots \in\{0,1,2,3\}$ and $\alpha, \beta, \gamma, \ldots \in\{0,1,2,3, \ldots, N\}$.

## A. 1 Lorentz Lie-Algebra

The generators of the $n$-dimensional representation of the Lorentz Lie algebra can be written in terms of the $(n \times n)$ Dirac gamma matrices $\left\{\gamma^{I}\right\}$, which satisfy the anticommutation relations

$$
\begin{equation*}
\left\{\gamma^{I}, \gamma^{J}\right\}=2 g^{I J} \times \mathbf{1}_{n \times n} \tag{A.1}
\end{equation*}
$$

where $g^{I J}$ is the metric tensor and $\mathbf{1}_{n \times n}$ is the identity matrix.
For the case of $n=4$, the matrices are given by

$$
\gamma^{0}=\left(\begin{array}{cc}
0 & 1  \tag{A.2}\\
-1 & 0
\end{array}\right), \quad \gamma^{i}=\left(\begin{array}{cc}
0 & \sigma^{i} \\
\sigma^{i} & 0
\end{array}\right)
$$

where $i, j, k \in\{1,2,3\}$ and $\sigma^{i}$ are the usual Pauli matrices, and in this case $g^{I J}$ is equivalent to $\eta^{I J}=\operatorname{diag}(-1,1,1,1)$, the usual Minkowski metric.

In terms of the $\left\{\gamma^{\mu}\right\}$, the generators of the Lorentz group $S O(3,1)$ can be written as [1]

$$
\begin{equation*}
T^{I J}=\frac{i}{4}\left[\gamma^{I}, \gamma^{J}\right] . \tag{A.3}
\end{equation*}
$$

Note that, whereas in the above we have restricted ourselves to the case of $3+1$ dimensions, the expression for the generators of the Lorentz group goes through in any dimension, with either Lorentzian or Euclidean metric [1, Sect. 3.2]. An $\mathfrak{s o}(3,1)$ valued connection can then be written as

$$
\begin{equation*}
\mathbf{A}_{\mu}=A_{\mu}^{I J} T_{I J}=\frac{i}{4} A_{\mu}^{I J}\left[\gamma_{I}, \gamma_{J}\right] \tag{A.4}
\end{equation*}
$$

but by the antisymmetry of the gamma matrices, the above expression can be shortened to $\mathbf{A}_{\mu}=\frac{i}{2} A_{\mu}{ }^{I J} \gamma_{I} \gamma_{J}$, where we remember that the connection is antisymmetric in the internal indices $A^{I J}=-A^{J I}$.

## Appendix B Lie Derivative

The Lie derivative $£_{X}$ of a tensor $T$ is the change in $T$ evaluated along the flow generated by the vector field $\vec{X}$ on a manifold. When $T$ is simply a function $T \equiv f$ on the manifold, the Lie derivative reduces to the directional derivative of $f$ along $X^{1}$

$$
£_{X} T \equiv X^{a} \partial_{a} f=\frac{\partial}{\partial \gamma} f(\gamma)
$$

where $\gamma$ co-ordinatizes the points along the curve generated by $X$. When the connection is torsion-free, we may replace $\partial_{\alpha}$ with $\nabla_{\alpha}$.

It can be shown [2] that

$$
\begin{equation*}
£_{X} T_{\nu_{1} \ldots \nu_{m}}^{\mu_{1} \ldots \mu_{n}}=X^{\alpha} \nabla_{\alpha} T_{\nu_{1} \ldots \nu_{m}}^{\mu_{1} \ldots \mu_{n}}-\sum_{i=1}^{n} T_{\nu_{1} \ldots \nu_{m}}^{\ldots \ldots} \nabla_{\alpha} X^{\mu_{i}}+\sum_{i=1}^{m} T_{\ldots \alpha}^{\mu_{1} \ldots \mu_{n}} \nabla_{\nu_{i}} X^{\alpha} \tag{B.1}
\end{equation*}
$$

where $\ldots \alpha \ldots$ is shorthand for an expression with $\alpha$ in the $i$ th position and $\mu(\mathrm{s})$ or $\nu(\mathrm{s})$ elsewhere, e.g. $\mu_{1} \ldots \mu_{i-1} \alpha \mu_{i+1} \ldots \mu_{n}$. In particular the Lie derivative of a vector field $T^{\mu}$ along another vector field $X^{\nu}$ reduces to the commutator of the two vector fields,

$$
\begin{equation*}
\mathfrak{£}_{X} T^{\mu}=X^{\alpha} \nabla_{\alpha} T^{\mu}-T^{\alpha} \nabla_{\alpha} X^{\mu} \equiv[X, T] . \tag{B.2}
\end{equation*}
$$

In the case of a rank-2 tensor $T^{\mu \nu}$

$$
\begin{equation*}
£_{X} T_{\mu \nu}=X^{\alpha} \nabla_{\alpha} T_{\mu \nu}+T_{\alpha \nu} \nabla_{\mu} X^{\alpha}+T_{\mu \alpha} \nabla_{\nu} X^{\alpha} . \tag{B.3}
\end{equation*}
$$

Applying this to the metric tensor $g_{\mu \nu}$ we find the relation

$$
\begin{equation*}
£_{X} g_{\mu \nu}=\nabla_{\mu} X_{\nu}+\nabla_{\nu} X_{\mu} \tag{B.4}
\end{equation*}
$$

since the covariant derivative of the metric vanishes.

[^40]
## Appendix C ADM Variables

One would like to be able to determine the data required to embed the spatial hypersurfaces $\Sigma$ within the 4 -manifold $\mathcal{M}$, given the spacetime metric $g_{a b}$ and the unit time-like vector field $n^{a}$ normal to $\Sigma$. This data consists of the intrinsic and extrinsic curvature tensors $\left(h_{a b}, k_{a b}\right)$. As explained in the main text the object $h_{a b}$ defined by Eq. (4.16) plays the role of the intrinsic metric (or "curvature") of $\Sigma$. The quantity $k_{a b}$ is the extrinsic curvature of $\Sigma$ determined by the particular form of its embedding in $\mathcal{M}$. In order to define $k_{a b}$ we first need to determine the form of the covariant spatial derivative.

## C. 1 Covariant Spatial Derivative

To help visualize the covariant spatial derivative $D_{a}$, one can think of an arbitrary configuration of the electric field $\boldsymbol{E}$ in three-dimensional space ${ }^{3} \Sigma$. For simplicity, if ${ }^{3} \Sigma$ is $\mathbb{R}^{3}$ and ${ }^{2} \Sigma \subset{ }^{3} \Sigma$ is the surface $z=0$, then the three-dimensional derivative operator $\boldsymbol{\nabla}=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)$ on $\mathbb{R}^{3}$ reduces to the two-dimensional derivative $\boldsymbol{D}=$ $\left(\partial_{x}, \partial_{y}\right)$ on the $x-y$ plane. $D_{a} E_{b}$ tells us how $\boldsymbol{E}$ changes as we move from one point to another in ${ }^{2} \Sigma$.

The covariant spatial derivative on $\Sigma$ acting on an arbitrary spacetime tensor $T_{b_{1} \ldots b_{i}}{ }^{c_{1} \ldots c_{j}}$ is given by [3, Sect. 3.2.2.2]

$$
\begin{equation*}
D_{a} T_{b_{1} \ldots b_{i}}^{c_{1} \ldots c_{j}}=h_{a}^{a^{\prime}} h_{b_{1}}^{b_{1}^{\prime}} \ldots h_{b_{i}}^{b_{i}^{\prime}} h_{c_{1}^{\prime}}^{c_{1}} \ldots h^{c_{j}} c_{j}^{\prime} \nabla_{a^{\prime}} T_{b_{1}^{\prime} \ldots b_{i}^{c_{1}^{\prime} \ldots c_{j}^{\prime}}} . \tag{C.1}
\end{equation*}
$$

This expression simplifies considerably in the case of a vector field $n_{a}$. Using Eq. (4.16) and the fact that $n^{d} \nabla_{c} n_{d}=(1 / 2) \nabla_{c}\left(n_{d} n^{d}\right)=(1 / 2) \nabla_{c}(-1)=0$ because $n^{a} n_{a}=-1$, the spatial derivative of an arbitrary vector field can be written as

$$
\begin{equation*}
D_{a} n_{b}=h_{a}{ }^{c}{h_{b}}^{d} \nabla_{c} n_{d}=\left(g_{b}{ }^{d}+n_{b} n^{d}\right) h_{a}{ }^{c} \nabla_{c} n_{d}=h_{a}{ }^{c} \nabla_{c} n_{b} . \tag{C.2}
\end{equation*}
$$

There is nothing mysterious about (C.2). As shown by the electric field example above, it simply measures how the vector field $n^{a}$ changes from point to point as we move around the spatial manifold $\Sigma$.

## C. 2 Extrinsic Curvature

The extrinsic curvature of a given manifold is a mathematical measure of the manner in which it is embedded in a manifold of higher dimension. As illustrated in Fig. 4.3b, a two-dimensional cylinder embedded in $\mathbb{R}^{3}$ has zero intrinsic curvature, but non-zero extrinsic curvature. The normal at each point of the cylinder is a three-dimensional vector $n_{b}$ and this vector changes as one moves around the cylindrical surface if the extrinsic curvature of the surface is non-zero. Thus, the simplest definition for a tensorial quantity which measures this change is given by

$$
\begin{equation*}
k_{a b}=D_{a} n_{b}=h_{a}{ }^{c} h_{b}{ }^{d} \nabla_{c} n_{d} \tag{C.3}
\end{equation*}
$$

where $D_{a}$ is the covariant spatial derivative defined in (C.1). This quantity turns out to be symmetric. In order to see this [3, Sect. 3.2.2.2], note that given two spatial vector fields $Y^{a}$ and $Z^{a}$, their commutator $[Y, Z]^{a}=Y^{b} \nabla_{b} Z^{a}-Z^{b} \nabla_{b} Y^{a}$ will also be spatial, i.e. $n_{a}[Y, Z]^{a}=0$. Since $n_{a} Y^{a}=0$, by applying the product rule to $\nabla_{b} n_{a} Y^{a}=0$ it follows that $n_{a} \nabla_{b} Y^{a}=-Y^{a} \nabla_{b} n_{a}$. The equivalent result holds if we replace $Y^{a}$ by $Z^{a}$. Substituting in these results we find that

$$
n_{a}[Y, Z]^{a}=n_{a}\left(Y^{b} \nabla_{b} Z^{a}-Z^{b} \nabla_{b} Y^{a}\right)=-Z^{a} Y^{b} \nabla_{b} n_{a}+Z^{b} Y^{a} \nabla_{b} n_{a}=Y^{a} Z^{b}\left(\nabla_{b} n_{a}-\nabla_{a} n_{b}\right)=0
$$

where we have used the summation over indices to swap the labels $a, b$ in one of the terms. Since $Y^{a}, Z^{a}$ are purely spatial, this implies that (the spatial projection of) $\nabla_{a} n_{b}=\nabla_{b} n_{a}$. Thus the extrinsic curvature of ${ }^{3} \Sigma$ can be written as

$$
\begin{equation*}
k_{a b}=\frac{1}{2}\left(D_{a} n_{b}+D_{b} n_{a}\right) \tag{C.4}
\end{equation*}
$$

verifying the symmetry of $k_{a b}$ which was stated, without proof, in Sect.4.2.

## C. 3 Canonical Momentum in the ADM Formulation

Recall that the time vector field is written in terms of the lapse $N$, shift $N^{\mu}$ and the normal to the hypersurface $n^{\mu}$, so that $t^{\mu}=N n^{\mu}+N^{\mu}$ (Eq. (4.11)). We wish to write down the explicit form of the Lie derivative of a one-index $X_{a}$ and two-index object $h_{a b}$, with respect to a vector field $v_{a}$. Conveniently this is already present in Eqs. (B.2)-(B.4)! As we may expect, when a vector field is a sum of two (or more) vector fields (as for the time-evolution field above), the Lie derivative with respect
to that field decomposes into the sum of Lie derivatives with respect to each of the components fields. So if $X_{a}=u_{a}+v_{a}+w_{a}$, then $£_{X}[T]=£_{u}[T]+£_{v}[T]+£_{w}[T]$, where $T$ is the arbitrary tensor whose Lie derivative we want to find. You can see this directly from Eq. (B.1) by writing the field X as a sum of other vector fields. When $T$ is a vector, then $£_{X} T=[X, T]=[u, T]+[v, T]+[w, T]$ and so on $([A, B]$ is the commutator of two vector fields as in Eq. (B.2)).

There are two steps involved in deriving the form of the canonical momentum. First is to prove the identity (4.25). The second is to use that result to perform the functional derivative of the Einstein-Hilbert Lagrangian $L_{E H}$ w.r.t. the $\dot{h}_{a b}$ to obtain Eq. (4.26).

First, we wish to show that $£_{\vec{t}} h_{a b}=2 N k_{a b}+£_{\vec{N}} h_{a b}$, which we can do by finding a suitable expression for $£_{\grave{\imath}} h_{\mu \nu}$, and then restricting the indices to the range $\mu, \nu \rightarrow$ $a, b \in\{1,2,3\}$. So, since $t_{\mu}=N n_{\mu}+N_{\mu}$, using the above mentioned additive property of Lie derivatives, we have $£_{\bar{i}} h_{\mu \nu}=£_{N \bar{n}} h_{\mu \nu}+£_{\vec{N}} h_{\mu \nu}$. The second term is present unchanged in Eq. (4.25). Now it remains to be shown that $2 N k_{a b}=£_{N \vec{n}} h_{a b}$.

The simplest approach is to recognise that the Lie derivative of a metric tensor with respect to the vector field $\vec{n}$ (we shall neglect the factor of $N$ at first, but re-introduce it shortly) is given by Eq. (B.4), which we restate for convenience:

$$
£_{\vec{n}} h_{\mu \nu}=\nabla_{\mu} n_{\nu}+\nabla_{\nu} n_{\mu} .
$$

The above equation holds true only when the derivative operator $\nabla_{\mu}$ is compatible with the metric $h_{\mu \nu}$ whose Lie derivative we wish to determine (that is, $\nabla_{\mu} h_{\mu \nu}=0$ ). Hence we restrict ourselves to the spatial components and switch to the correct notation $D$ for the spatial derivative operator instead of $\nabla$. Then by definition (C.4) we see that the Lie derivative of the spatial metric is twice the extrinsic curvature of ${ }^{3} \Sigma$,

$$
\begin{equation*}
£_{\tilde{n}} h_{a b}=D_{a} n_{b}+D_{b} n_{a}=2 k_{a b} . \tag{C.5}
\end{equation*}
$$

Now we equate this expression with the definition of the Lie derivative of a rank-2 tensor, Eq. (B.3), and follow the treatment of [3, Sect. 3.2.2.2]:

$$
\begin{align*}
2 k_{a b}=£_{\vec{n}} h_{a b} & =n^{c} \nabla_{c} h_{a b}+h_{a c} \nabla_{b} n^{c}+h_{b c} \nabla_{a} n^{c} \\
& =\frac{1}{N}\left(N n^{c} \nabla_{c} h_{a b}+N h_{a c} \nabla_{b} n^{c}+N h_{b c} \nabla_{a} n^{c}\right) \\
& =\frac{1}{N}\left(N n^{c} \nabla_{c} h_{a b}+h_{a c} \nabla_{b}\left(N n^{c}\right)+h_{b c} \nabla_{a}\left(N n^{c}\right)\right) \\
& =\frac{1}{N} £_{\vec{t}-\vec{N}} h_{a b} \\
& =\frac{1}{N}\left(£_{\bar{t}} h_{a b}-£_{\vec{N}} h_{a b}\right) \\
& =\frac{1}{N} h_{a}{ }^{c} h_{b}{ }^{d}\left(£_{\vec{t}} h_{c d}-£_{\vec{N}} h_{c d}\right) \\
& =\frac{1}{N}\left(\dot{h}_{a b}-D_{a} N_{b}-D_{b} N_{a}\right) \tag{C.6}
\end{align*}
$$

where in the second line we have multiplied and divided by the scale factor $N$. In the third line we have used the fact that $n^{c} h_{a c}=0$ to move $N$ inside the derivative operator. In going from the third to the fourth, we have used Eq. (B.3) in reverse, along with the relationship between the lapse, shift and time-evolution fields, $N n^{a}=t^{a}-N^{a}$. The fifth line is obtained by using the linearity of the Lie derivative. At this point we may readily rearrange the expression to obtain Eq. (4.25). In the sixth we have, in the words of Bojowald, "smuggled in" two factors of $h$ knowing that $k_{a b}$ is spatial to begin with. In the seventh, the spatial projection $h_{a}{ }^{c} h_{b}{ }^{d} £_{t} h_{c d}=\dot{h}_{a b}$ is identified as the "time-derivative" of the spatial metric. We leave the remaining step (to show that $h_{a}{ }^{c} h_{b}{ }^{d} £_{\vec{N}} h_{c d}=D_{a} N_{b}+D_{b} N_{a}$ ) as an exercise for the reader.

To summarize, we have

$$
\begin{equation*}
k_{a b}=\frac{1}{2 N}\left[£_{\grave{t}} h_{a b}-D_{(a} N_{b)}\right]=\frac{1}{2 N}\left[\dot{h}_{a b}-D_{(a} N_{b)}\right] \tag{C.7}
\end{equation*}
$$

Now, the Einstein-Hilbert Lagrangian is given by

$$
L_{E H}=N \sqrt{h}\left[{ }^{(3)} R+k^{a b} k_{a b}-k^{2}\right] .
$$

The first term does not contain any dependence on $k_{a b}$ or $N_{a}$ and so its derivative w.r.t. $\dot{h}_{a b}$ vanishes. For the remaining two terms we have

$$
\frac{\delta L_{E H}}{\delta \dot{h}_{e f}}=N \sqrt{h}\left[k^{a b} \frac{\delta k_{a b}}{\delta \dot{h}_{e f}}+k_{a b} \frac{\delta k^{a b}}{\delta \dot{h}_{e f}}-2 k \frac{\delta k}{\delta \dot{h}_{e f}}\right]
$$

where $k=h^{a b} k_{a b}$ and $k^{a b}$ can be written as $h^{a c} h^{b d} k_{c d}$, hence

$$
\begin{equation*}
\frac{\delta L_{E H}}{\delta \dot{h}_{e f}}=N \sqrt{h}\left[k^{a b} \frac{\delta k_{a b}}{\delta \dot{h}_{e f}}+k_{a b} h^{a c} h^{b d} \frac{\delta k_{c d}}{\delta \dot{h}_{e f}}-2 k h^{a b} \frac{\delta k_{a b}}{\delta \dot{h}_{e f}}\right] \tag{C.8}
\end{equation*}
$$

From (C.7) we have

$$
\begin{equation*}
\frac{\delta k_{a b}}{\delta \dot{h}_{e f}}=\frac{1}{2 N} \delta_{a}^{e} \delta_{b}^{f} \tag{C.9}
\end{equation*}
$$

Inserting this into the previous expression we have

$$
\begin{align*}
\frac{\delta L_{E H}}{\delta \dot{h}_{e f}} & =N \sqrt{h}\left[k^{a b} \frac{1}{2 N} \delta_{a}^{e} \delta_{b}^{f}+k_{a b} h^{a c} h^{b d} \frac{1}{2 N} \delta_{c}^{e} \delta_{d}^{f}-2 k h^{a b} \frac{1}{2 N} \delta_{a}^{e} \delta_{b}^{f}\right] \\
& =\sqrt{h}\left[k^{e f}-k h^{e f}\right]=\pi^{e f} \tag{C.10}
\end{align*}
$$

which is identical to (4.26) as desired.

## Appendix D

## $3+1$ Decomposition of the Palatini Action

Let us recall the gravity action (4.58) with connection and tetrad variables as basic variables,

$$
S_{P}[e, \omega]=\frac{1}{4 \kappa} \int d^{4} x \epsilon^{\mu \nu \alpha \beta} \epsilon_{I J K L} e_{\mu}{ }^{I} e_{\nu}{ }^{J} F_{\alpha \beta}{ }^{K L}
$$

where, as before $F_{\alpha \beta}{ }^{K L}$ is the curvature of the gauge connection as given by (4.59):

$$
F^{K L}{ }_{\gamma \delta}=\partial_{[\gamma} \omega_{\delta]}{ }^{K L}+\frac{1}{2}\left[\omega_{\gamma}{ }^{K M}, \omega_{\delta M}{ }^{L}\right] .
$$

As in Sect. 4.2, we assume that our spacetime manifold $\mathcal{M}$ is topologically $\Sigma_{t} \times \mathbb{R}$, where $\Sigma_{t}$ are spatial (3D) manifolds which "foliate" $\mathcal{M}$. We identify a vector field $t^{\mu}=N n^{\mu}+N^{\mu}$ as the generator of "time-evolution", written in terms of the purely time-like normal vector $n^{\mu}$ at each point of $\Sigma_{t}$, the lapse function $N$ and the purely spatial "shift" vector-field $N^{\mu}$.

In the metric formalism, we started by writing the 4 -metric $g_{\mu \nu}$ in terms of a spatial component $h_{\mu \nu}{ }^{2}$ and a time-like component $n_{\mu} n_{\nu}$ such that $g_{\mu \nu}=h_{\mu} h_{\nu}-n_{\mu} n_{\nu}$. In contrast, here we don't have a metric! Instead we have the volume form $\epsilon^{\mu \nu \alpha \beta}$ and the tetrad field $e_{\mu}{ }^{I}$.

We proceed by noting that, firstly, on an $n$-dimensional manifold, the space of $n$ forms is one-dimensional, as shown in Sect.E.1. In other words any four-form $L^{\mu \nu \alpha \beta}$ defined on $\mathcal{M}$ is proportional to any other four-form on $\mathcal{M}$. Second, the wedge or antisymmetric outer product of a three-form and a one-form gives a four-form. Now, on the 3-manifold $\Sigma_{t}$, there exists a volume three-form $\epsilon^{a b c}$ (or $\epsilon^{\alpha \beta \gamma}$ in terms of fourdimensional indices). One can take the wedge product of $\epsilon^{\alpha \beta \gamma}$ with the one-form $t^{\delta}$

[^41](the dual of the time-evolution vector field) to obtain a four-form, $\epsilon^{[\alpha \beta \gamma} t^{\delta]}$. Then by virtue of the fact that the space of four-forms on $\mathcal{M}$ is one-dimensional it follows that
$$
\epsilon^{\mu \nu \alpha \beta} \propto \epsilon^{[\mu \nu \alpha} t^{\beta]} .
$$

The constant of proportionality can be determined by contracting both sides with $t_{\beta}$, to obtain

$$
\begin{equation*}
\epsilon^{\mu \nu \alpha \beta}=4 \epsilon^{[\mu \nu \alpha} t^{\beta]} . \tag{D.1}
\end{equation*}
$$

Substituting this expression into the tetrad Palatini action we find

$$
\begin{align*}
S_{P}[e, \omega] & =\frac{1}{4 \kappa} \int d^{4} x 4 \epsilon^{[\mu \nu \alpha} t^{\beta]} \epsilon_{I J K L} e_{\mu}{ }^{I} e_{\nu}{ }^{J} F_{\alpha \beta}{ }^{K L} \\
& =\frac{1}{4 \kappa} \int d^{4} x\left(\epsilon^{\mu \nu \alpha} t^{\beta}+\epsilon^{\beta \mu \nu} t^{\alpha}+\epsilon^{\alpha \beta \mu} t^{\nu}+\epsilon^{\nu \alpha \beta} t^{\mu}\right) \epsilon_{I J K L} e_{\mu}{ }^{I} e_{\nu}{ }^{J} F_{\alpha \beta}{ }^{K L} . \tag{D.2}
\end{align*}
$$

To proceed further, we introduce the following notation [4, Sect. 6.2]:

$$
\begin{align*}
E^{\alpha}{ }_{I J} & :=\frac{1}{2} \epsilon^{\alpha \mu \nu} \epsilon_{I J K L} e_{\mu}{ }^{K} e_{\nu}{ }^{L}  \tag{D.3a}\\
(e \cdot t)^{I} & :=t^{\mu} e_{\mu}^{I}  \tag{D.3b}\\
(A \cdot t)^{I J} & :=t^{\mu} A_{\mu}{ }^{I J} . \tag{D.3c}
\end{align*}
$$

We will also need the identity [4, Sect. 3.2]

$$
\begin{equation*}
t^{\mu} F_{\mu \nu}^{I J}=£_{i} A_{\nu}{ }^{I J}-D_{\nu}(A \cdot t)^{I J} \tag{D.4}
\end{equation*}
$$

Using (D.3) and (D.4), (D.2) becomes

$$
\begin{equation*}
S_{P}[e, \omega]=\frac{1}{\kappa} \int d^{4} x\left[\frac{1}{4}(e \cdot t)^{I} \epsilon_{I J K L} \epsilon^{\nu \alpha \beta} e_{\nu}^{J} F_{\alpha \beta}{ }^{I J}+\frac{1}{2} E^{\alpha}{ }_{I J} £_{\hat{t}} A_{\alpha}^{I J}-\frac{1}{2} E^{\alpha}{ }_{I J} D_{\alpha}(A \cdot t)^{I J}\right] . \tag{D.5}
\end{equation*}
$$

Substituting the expression for $t^{\mu}$ in terms of the lapse and shift, the first term in the above equation can be written as

$$
\frac{1}{4}(e \cdot t)^{I} \epsilon_{I J K L} \epsilon^{\nu \alpha \beta} e_{\nu}^{J} F_{\alpha \beta}^{I J}=-\frac{1}{2 \sqrt{h}} N \operatorname{Tr}\left(\tilde{E}^{\alpha} \tilde{E}^{\beta} F_{\alpha \beta}\right)+\frac{1}{2} N^{\beta} \operatorname{Tr}\left(\tilde{E}^{\alpha} F_{\alpha \beta}\right)
$$

Inserting this in the previous expression (D.5), we see that the Lagrangian of $3+1$ Palatini theory can be written as

$$
\begin{equation*}
L_{P}=\int_{\Sigma}-\frac{1}{2 \sqrt{h}} N \operatorname{Tr}\left(\tilde{E}^{\alpha} \tilde{E}^{\beta} F_{\alpha \beta}\right)+\frac{1}{2} N^{\beta} \operatorname{Tr}\left(\tilde{E}^{\alpha} F_{\alpha \beta}\right)+\frac{1}{2} E^{\alpha}{ }_{I J} £_{t} A_{\alpha}{ }^{I J}+\frac{1}{2} D_{\alpha}\left(E^{\alpha}{ }_{I J}\right)(A \cdot t)^{I J} \tag{D.6}
\end{equation*}
$$

where we have performed an integration by parts on the last term in (D.5) and dropped a surface term, which is presumed to vanish at spatial infinity, in (D.6).

Since our configuration variable is the connection $A_{\alpha}{ }^{I J}$, the canonical momentum can be read off the coefficient multiplying the time-derivative (or in this case the Lie derivative with respect to the time-evolution vector field) of the connection in the Palatini Lagrangian. Thus the canonical momentum is $E^{\alpha}{ }_{I J}$.

The configuration variables of our theory are $N, N^{\alpha},(A \cdot t), A_{\alpha}{ }^{I J}$, and $E^{\alpha}{ }_{I J}$. However, since the Lagrangian (D.6), does not contain any time-derivatives of $N, N^{\alpha}$ and $(A \cdot t)$, these variables act as Lagrange multipliers and their respective coefficients must therefore be constant on the physical phase space.

To obtain the Hamiltonian, we can perform the usual Legendre transform on (D.6) to obtain

$$
\begin{equation*}
H_{P}=\int_{\Sigma} \frac{1}{2 \sqrt{h}} N \operatorname{Tr}\left(\tilde{E}^{\alpha} \tilde{E}^{\beta} F_{\alpha \beta}\right)-\frac{1}{2} N^{\beta} \operatorname{Tr}\left(\tilde{E}^{\alpha} F_{\alpha \beta}\right)-\frac{1}{2} D_{\alpha}\left(E^{\alpha}{ }_{I J}\right)(A \cdot t)^{I J}+\lambda_{\alpha \beta} \epsilon^{I J K L} \tilde{E}^{\alpha}{ }_{I J} \tilde{E}^{\beta}{ }_{K L} \tag{D.7}
\end{equation*}
$$

where the last term has been inserted in order to satisfy the constraint that

$$
\epsilon^{I J K L} \tilde{E}^{\alpha}{ }_{I J} \tilde{E}^{\beta}{ }_{K L}=0
$$

which follows from the definition of $E^{\alpha}{ }_{I J}$.
The Hamiltonian thus becomes a sum of constraints, specifically

$$
\operatorname{Tr}\left(\tilde{E}^{\alpha} \tilde{E}^{\beta} F_{\alpha \beta}\right) \approx 0, \quad \operatorname{Tr}\left(\tilde{E}^{\alpha} F_{\alpha \beta}\right) \approx 0, \quad D_{\alpha}\left(E_{I J}^{\alpha}\right) \approx 0
$$

which are, respectively, the Hamiltonian, diffeomorphism and Gauss constraints.

## Appendix E Duality

The notion of self-/anti-self-duality of the gauge field $F_{\alpha \beta}$ is central to understanding, on the one hand, the topological sector of Yang-Mills theory and, on the other, the solutions of Einstein's equations in the connection formulation. As discussed in Sect.3.2, the use of multivectors and $k$-forms can be very helpful for understanding duality. Let us review these concepts.

## E. 1 Multivectors and Differential Forms

A vector is a directed line segment with a magnitude which is interpreted as a length. One way to form the product of two vectors $u$ and $v$ is the dot product $u \cdot v$, which is a scalar that is maximised when the vectors are parallel. We can also form the wedge product, $u \wedge v$, which is a directed surface spanned by $u$ and $v$ (the direction being both an orientation in space and a preferred direction of rotation around the boundary of the surface), with a magnitude interpreted as the area of the surface. This area is called a bivector, and its magnitude is maximised when $u$ and $v$ are perpendicular (and zero when they are parallel). The wedge product of three non-coplanar vectors is a trivector, which is a parallelipiped with a direction (a preferred directed path around the edges of the parallelipiped) and a magnitude interpreted as its volume. The wedge product of $k$ vectors (assuming they are not parallel, coplanar, etc.) will in general be called a multivector, being an oriented parallelipiped in $k$ dimensions, with a magnitude given by its enclosed volume. A scalar may be regarded as a 0 -vector. We can define the Clifford product of multivectors as

$$
\begin{equation*}
u v=u \cdot v+u \wedge v \tag{E.1}
\end{equation*}
$$

If $u$ and $v$ are ordinary vectors, then if $u$ and $v$ are perpendicular $u v=u \wedge v$ since in this case $u \cdot v=0$. Hence when dealing with orthonormal basis vectors we may adopt the notation $e_{i} e_{j}=e_{i} \wedge e_{j}=e_{i j}$, and likewise $e_{i} e_{j} e_{k}=e_{i} \wedge e_{j} \wedge e_{k}=e_{i j k}$, etc.

Conversely if $u$ and $v$ are parallel then $u v=u \cdot v$ since in this case $u \wedge v=0$, hence $e_{i} e_{i}=e_{i} \cdot e_{i}=1$.

The importance of multivector quantities in physics can be seen if we consider the case of four-dimensional Minkowski spacetime, where the scalar product is taken using the metric $\eta_{\mu \nu}$. Hence $e_{0} e_{0}=-1$, and $e_{1} e_{1}=e_{2} e_{2}=e_{3} e_{3}=+1$. In this case the basis vectors are isomorphic to the Dirac gamma matrices, $\gamma_{\mu}$, and the reader can verify that they satisfy $\left\{e_{\mu}, e_{\nu}\right\}=2 \eta_{\mu \nu}$, the defining relation of the Dirac matrices (see Eq. (A.1)). Since this anticommutator is formed by taking Clifford products of the $e_{\mu}$, the gamma matrices are said to generate a representation of a Clifford algebra.

Differential forms and multivectors can be seen to correspond closely. A bivector and a 2 -form both define a plane. A trivector and a 3-form both define a volume, etc. However as mentioned in Sect.3.2, multivectors can be easier to visualise, as the magnitude of a $k$-form is a density, while the magnitude of a multivector is a $k$-dimensional volume. It can therefore often be easier to think of how the wedge products and duals of $k$-forms behave by visualising them as multivectors.

Duality is a notion that emerges naturally from the construction of the space of multivectors, and likewise from the construction of the space $\oplus_{k=0}^{n}{ }^{n} \Lambda_{k}$ of differential forms on a $n$-dimensional manifold $M$. Let ${ }^{n} \Lambda_{k}$ denote the subspace consisting only of forms of order $k$ in $n$ dimensions e.g. in three dimensions the space of two-forms ${ }^{3} \Lambda_{2}$ is spanned by the basis $\left\{d x^{1} \wedge d x^{2}, d x^{2} \wedge d x^{3}, d x^{3} \wedge d x^{1}\right\}$ where $\left\{x^{1}, x^{2}, x^{3}\right\}$ is some local coordinate patch - i.e. a mapping from a portion of the given manifold to a region around the origin in $\mathbb{R}^{3}$.

Now one can show [2,5] that ${ }^{n} \Lambda_{k}={ }^{n} \Lambda_{n-k}$, i.e. the space of $k$-forms is the same as the space of $(n-k)$-forms. Thus any $k$-form $F_{a_{1} a_{2} \ldots a_{k}}$, defined on an $n$ dimensional manifold, can be mapped to an $(n-k)$-form $\left(\star F_{a_{1} a_{2} \ldots a_{n-k}}\right)$. This is accomplished with the completely antisymmetric tensor $\epsilon_{x_{1} \ldots x_{n}}$ on $M$ :

$$
\begin{equation*}
(\star F)^{a_{1} \ldots a_{n-k}}=\frac{1}{(n-k)!} \epsilon^{a_{1} \ldots a_{n-k}} a_{a_{n-k+1} \ldots a_{n}} F^{a_{n-k+1} \ldots a_{n}} \tag{E.2}
\end{equation*}
$$

This expression may appear daunting, but as suggested we can make its meaning clearer by examining duality with multivectors. Consider the case of three dimensions. The antisymmetry of the wedge product means that the unit trivector $e_{i j k}=e_{i} e_{j} e_{k}$ picks up a factor of -1 each time the order of any two of its factors is swapped, hence $e_{i j k}=-e_{i k j}$, etc. and so the unit trivector is a geometrical representation of the antisymmetric tensor $\epsilon_{i j k}$. Multiplying a vector by the unit trivector yields a bivector, and multiplying a bivector by the unit trivector yields a vector (Fig. E.1). To see why, consider the familiar cross product. Any two vectors $a, b \in \mathbb{R}^{3}$ (that are not parallel to each other) span a two-dimensional subspace of $\mathbb{R}^{3}$. Using these two vectors we construct a third vector $c=a \times b$, where the components of $c$ are given by $c_{i}=\epsilon_{i j k} a_{j} b_{k}$ (and we remind the reader that summation is performed over any repeated indices, as the raising or lowering of indices is irrelevant in $\mathbb{R}^{N}$ ). This construction is taught to us in elementary algebra courses, but never quite seemed to make complete sense because it seemed to be peculiar to three dimensions. The product $a \times b$ is a vector which is perpendicular to the plane defined by the vectors


Fig. E. 1 The unit trivector $e_{123}$ allows us to explore duality in three dimensions. When we take the Clifford product, indicated here by $(\cdot+\wedge)$, of the unit trivector with a vector, the part of $e_{123}$ parallel to the vector yields a scalar factor via the dot product, and a factor of zero via the wedge product part. This leaves us with a bivector perpendicular to the original vector (left). Likewise the Clifford product of $e_{123}$ with a bivector yields a vector (right). In each case the bivector and vector are dual to each other, since each spans the directions the other doesn't. Duality is therefore an extension of the concept of orthogonality. For a four-dimensional object, the dual would be taken with $e_{1234}$, the dual of a vector would be a trivector, and the dual of a bivector would be another bivector
$a$ and $b$. But this plane is the same one that the wedge product $a \wedge b$ lies in. If we take the Clifford product of $a \wedge b$ with the unit 3-vector, $e_{1} \wedge e_{2} \wedge e_{3}=e_{123}$ we are left with a vector that is perpendicular to the plane of $a \wedge b$, and which equals $-(a \times b)$. Why? Because the components of $a \wedge b$ parallel with components of the unit trivector yield scalars, leaving only the components perpendicular to $a \wedge b$, as we can see by expanding the Clifford product in full,

$$
\begin{align*}
\left(e_{1} \wedge e_{2} \wedge e_{3}\right)(a \wedge b) & =\left(e_{123}\right)\left(\left(a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}\right) \wedge\left(b_{1} e_{1}+b_{2} e_{2}+b_{3} e_{3}\right)\right) \\
& =\left(e_{123}\right)\left(\left(a_{1} b_{2}-a_{2} b_{1}\right) e_{12}+\left(a_{1} b_{3}-a_{3} b_{1}\right) e_{13}+\left(a_{2} b_{3}-a_{3} b_{2}\right) e_{23}\right) \\
& =\left(a_{1} b_{2}-a_{2} b_{1}\right) e_{12312}+\left(a_{1} b_{3}-a_{3} b_{1}\right) e_{12313}+\left(a_{2} b_{3}-a_{3} b_{2}\right) e_{12323} \\
& =\left(a_{1} b_{2}-a_{2} b_{1}\right)\left(-e_{3}\right)+\left(a_{1} b_{3}-a_{3} b_{1}\right) e_{2}+\left(a_{2} b_{3}-a_{3} b_{2}\right)\left(-e_{1}\right) \\
& =-a \times b \tag{E.3}
\end{align*}
$$

where in the third line we have dealt with the terms $e_{12312}=e_{1} \wedge e_{2} \wedge e_{3} \wedge e_{1} \wedge e_{2}$ etc. by using $e_{i} \wedge e_{j}=-e_{j} \wedge e_{i}$ to rearrange the basis vector terms, so that we may eliminate extra terms by using $e_{i} e_{i}=e_{i} \cdot e_{i}=1$. We also find that the wedge product of $a$ and $b$ has components $(a \wedge b)_{i j}=a_{[i} b_{j]}$.

This allows us to view the cross product as a three-dimensional special case of a procedure that can be performed in any number of dimensions. This procedure is "forming the dual". We can say that the cross product of two vectors is the dual of the wedge product, $(a \times b)=\star(a \wedge b)$. In the language of differential forms this procedure is described by Eq. (E.2), and utilises the antisymmetric tensor $\epsilon^{a_{1} a_{2} \ldots a_{n}}$. In the language of multivectors, it involves taking the Clifford product with the unit multivector $e_{1} e_{2} \ldots e_{n}=e_{12 \ldots n}$.

From now on we will speak of $k$-forms, rather than $k$-forms and/or multivectors. But their equivalence, and the geometric interpretation arising from this, should be kept in mind.

## E. 2 Spacetime Duality

From the discussion in Sect.E.1, it should be obvious that in four dimensions the dual of any two-form is another two-form

$$
\begin{equation*}
\star F_{\alpha \beta}=\frac{1}{2} \epsilon_{\alpha \beta}{ }^{\mu \nu} F_{\mu \nu} \tag{E.4}
\end{equation*}
$$

(compare this with Eq. (3.22), and as noted there, the quantity defined on the plane between any pair of spacetime axes is associated to the quantity defined on the plane between the other two spacetime axes). It is due to this property of even-dimensional manifolds that we can define self-dual and anti-self-dual $k$-forms, where a form is self-/anti-self-dual if

$$
\begin{equation*}
\star F= \pm F . \tag{E.5}
\end{equation*}
$$

Given an arbitrary 2-form $G_{\mu \nu}$ its self-dual part $G^{+}$and anti-self-dual part $G^{-}$ are given by

$$
G^{+}=\frac{G+\star G}{2 \alpha}, \quad G^{-}=\frac{G-\star G}{2 \beta}
$$

where $\alpha$ and $\beta$ are constants we have introduced for later convenience. We can check that

$$
\begin{equation*}
\star(G \pm \star G)= \pm(G \pm \star G) \tag{E.6}
\end{equation*}
$$

because $\star \star=\mathbf{1}$ in a Euclidean background. In other words $\star G^{+}=G^{+}$and $\star G^{-}=$ $-G^{-}$, which is precisely the definition of (anti-)self-duality. Thus any 2-form can always be written as a linear-sum of a self-dual and an anti-self-dual piece

$$
G=\alpha G^{+}+\beta G^{-}, \quad \star G=\alpha G^{+}-\beta G^{-}
$$

The above results hold for a Euclidean spacetime. For a Lorentzian background we would instead have $\star \star=\mathbf{- 1}$ and the dual of a two-form is given by

$$
\begin{equation*}
\star F_{\alpha \beta}=\frac{i}{2} \epsilon_{\alpha \beta}{ }^{\gamma \delta} F_{\gamma \delta} \tag{E.7}
\end{equation*}
$$

and the statement of (anti-)self-duality becomes

$$
\begin{equation*}
\star F= \pm i F \tag{E.8}
\end{equation*}
$$

with the self-dual and anti-self-dual pieces of a two-form $G$ given by $G^{+}=(G+$ $\star i G) / 2 \alpha$ and $G^{-}=(G-\star i G) / 2 \beta$.

## E. 3 Lie-Algebra Duality

The previous section discussed self-duality in the context of tensors with spacetime indices $T^{\alpha \beta \ldots}{ }_{\gamma \delta \ldots}$. In gauge theories based on non-trivial Lie algebras we also have tensors with Lie algebra indices, such as the curvature $F_{\mu \nu}{ }^{I J}$ of the gauge connection $A_{\mu}{ }^{I J}$ where $I, J$ label generators of the relevant Lie algebra.. The dual of the connection can then be defined using the completely antisymmetric tensor acting on the Lie algebra indices, as in

$$
\begin{equation*}
\star A_{\mu}{ }^{I J}=\frac{1}{2} \epsilon^{I J}{ }_{K L} A_{\mu}{ }^{K L} . \tag{E.9}
\end{equation*}
$$

## E. 4 Yang-Mills

Let us illustrate the utility of the notion of self-duality by examining the classical Yang-Mills action,

$$
S_{Y M}=\int_{R^{4}} \operatorname{Tr}[F \wedge \star F]
$$

Varying this action with respect to the connection gives us the equations of motion ${ }^{3}$

$$
d F=0, \quad d \star F=0
$$

which are satisfied if $F= \pm \star F$, i.e. if the gauge curvature is self-dual or anti-selfdual. Thus for self-/anti-self-dual solutions the Yang-Mills action reduces to

$$
S_{Y M}^{ \pm}= \pm \int_{R^{4}} \operatorname{Tr}[F \wedge F]
$$

which is a topological invariant of the given manifold and is known as the Pontryagin index. Here the $\pm$ superscript on the right-hand side denotes whether the field is selfdual or anti-self-dual.

## E. 5 Geometrical Interpretation

Given any (Lie algebra valued) two-form $F_{a b}^{I}$ (where $I, J, K \ldots$ are Lie algebra indices) we can obtain an element of the Lie algebra by contracting it with a member of the basis of the space of two-forms, $\left\{d x^{i} \wedge d x^{j}\right\}$ where $x^{i}$ denotes the $i$ th vector and not the components of a vector. The components are suppressed in the differential form notation as explained in the preceding sections. The resulting Lie algebra element is

[^42]$$
\Phi^{I}=F_{a b}^{I} d x^{a} \wedge d x^{b}
$$
and $\Phi^{I}$ is the flux of the field strength through the two-dimensional surface spanned by $\left\{d x^{a}, d x^{b}\right\}$.

We can also define

$$
\star \Phi^{I}=\star F^{I}{ }_{a b} d x^{a} \wedge d x^{b}=\frac{1}{2} \epsilon_{a b}^{c d} F^{I}{ }_{c d} d x^{a} \wedge d x^{b}
$$

which implies that $\star \Phi^{I}{ }_{a b}=\frac{1}{2} \epsilon_{a b}{ }^{c d} \Phi^{I}{ }_{c d}$, i.e. the flux of the field strength through the $a-b$ plane is equal to the flux of the dual field through the $c-d$ plane.

## E. 6 (Anti) Self-dual Connections

When we say that the connection is (anti-)self-dual, explicitly this means that

$$
\begin{equation*}
A_{\mu}^{I J}= \pm \star A_{\mu}{ }^{I J}= \pm \frac{i}{2} \epsilon^{I J}{ }_{K L} A_{\mu}{ }^{K L} . \tag{E.10}
\end{equation*}
$$

Let us now show the relation between the (anti-)self-dual four-dimensional connection and its restriction to the spatial hypersurface $\Sigma$. We begin by writing the full connection in terms of the generators $\left\{\gamma^{I}\right\}$ of the Lorentz Lie algebra, ${ }^{ \pm} \boldsymbol{A}:=A_{\mu}^{I J} \gamma_{I} \gamma_{J}$, and expanding the sum (see [6, Sect. 2] and Sect. A.1), thus

$$
\begin{align*}
A_{\mu}^{I J} \gamma_{I} \gamma_{J} & =A_{\mu}^{i 0} \gamma_{i} \gamma_{0}+A_{\mu}^{0 i} \gamma_{0} \gamma_{i}+A_{\mu}^{i j} \gamma_{i} \gamma_{j} \\
& =2 A_{\mu}^{0 i} \gamma_{0} \gamma_{i}+A_{\mu}^{i j} \gamma_{i} \gamma_{j} \\
& =2 A_{\mu}^{0 i}\left(\begin{array}{cc}
\sigma_{i} & 0 \\
0 & -\sigma_{i}
\end{array}\right)+i A_{\mu}^{j k} \epsilon^{i j k}\left(\begin{array}{cc}
\sigma_{i} & 0 \\
0 & \sigma_{i}
\end{array}\right) . \tag{E.11}
\end{align*}
$$

In the second line we have used the fact that $A_{\mu}^{I J}$ is antisymmetric in the internal indices and that the gamma matrices anticommute. In the third we have used the expressions for the gamma matrices given in Sect.A. 1 to expand out the matrix products. This allows us to write the last line in the above expression in the form

$$
\boldsymbol{A}=A_{\mu}^{I J} \gamma_{I} \gamma_{J}=2 i\left(\begin{array}{cc}
A_{\mu}^{i+} \sigma_{i} & 0  \tag{E.12}\\
0 & A_{\mu}^{i-} \sigma_{i}
\end{array}\right)
$$

where

$$
\begin{align*}
A_{\mu}^{i+} & =\frac{1}{2} \epsilon^{i j k} A_{\mu}^{j k}-i A_{\mu}^{0 i}  \tag{E.13a}\\
A_{\mu}^{i-} & =\frac{1}{2} \epsilon^{i j k} A_{\mu}^{j k}+i A_{\mu}^{0 i} \tag{E.13b}
\end{align*}
$$

For $I=0, J \in\{1,2,3\}$, using the definition of the dual connection, we find that

$$
A_{\mu}{ }^{0 i}=\frac{i}{2} \epsilon^{0 i}{ }_{j k} A_{\mu}{ }^{j k}
$$

and so we may rewrite these expressions as

$$
\begin{align*}
A_{\mu}^{i+} & =\frac{1}{2}\left(\epsilon^{i j k}+\epsilon_{j k}^{0 i}\right) A_{\mu}^{j k}  \tag{E.14a}\\
A_{\mu}^{i-} & =\frac{1}{2}\left(\epsilon^{i j k}-\epsilon^{0 i}{ }_{j k}\right) A_{\mu}^{j k} \tag{E.14b}
\end{align*}
$$

## Appendix $\mathbf{F}$

## Path Ordered Exponential

From Eq. (3.26) we see that the effect of a holonomy of a connection along a path $\lambda$ (for either an open or closed path) in a manifold $M$ is defined as

$$
\begin{equation*}
\psi_{\mid(\tau=1)}=\mathcal{P}\left\{e^{\int_{\lambda} i g d \tau^{\prime} A_{\mu} h^{\mu}}\right\} \psi_{\mid(\tau=0)}=U_{\lambda} \psi_{\mid(\tau=0)} . \tag{F.1}
\end{equation*}
$$

The exponential can be formally expressed in terms of a Taylor series expansion

$$
\begin{equation*}
e^{-\int_{\gamma} d \tau^{\prime} A_{\mu} n^{\mu}}=\mathbf{1}+\sum_{n=1}^{\infty} \frac{1}{n!}\left\{\int_{\sigma_{0}=0}^{\sigma_{1}} \int_{0}^{\sigma_{2}} \ldots \int_{0}^{\sigma_{n}=1} d \tau_{1} d \tau_{2} \ldots d \tau_{n} A\left(\sigma_{n}\right) A\left(\sigma_{n-1}\right) \ldots A\left(\sigma_{1}\right)\right\} \tag{F.2}
\end{equation*}
$$

where for the $n$th term in the sum, the path $\lambda$ is broken up into $n$ intervals parametrized by the variables $\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{n}\right\}$ over which the integrals are performed. The path ordering enforces the condition that the effect of traversing each interval is applied in the order that the intervals occur. The interested reader is referred to pages 66-68 of [7].

## Appendix G

## Peter-Weyl Theorem

The crucial step involved in going from graph states with edges labelled by holonomies to graph states with edges labelled by group representations (angular momenta) is the Peter-Weyl theorem. This theorem allows the generalization of the notion of Fourier transforms to functions defined on a group manifold for compact, semi-simple Lie groups.

Given a group $\mathcal{G}$, let $D^{j}(g)_{m n}$ be the matrix representation of any group element $g \in \mathcal{G}$. Then we have (see Chap. 8 of [8]);

Theorem G. 1 The irreducible representation matrices $D^{j}(g)$ for the group $S U(2)$ satisfy the following orthonormality condition

$$
\begin{equation*}
\int d \mu(g) D_{j}^{\dagger}(g)^{m}{ }_{n} D^{i^{\prime}}(g)^{n^{\prime}}{ }_{m^{\prime}}=\frac{n_{G}}{n_{j}} \delta^{i^{\prime}}{ }_{j} \delta^{n^{\prime}}{ }_{n} \delta^{m^{\prime}}{ }_{m} \tag{G.1}
\end{equation*}
$$

Here $n_{j}$ is the dimensionality of the $j$ th representation of $G$ and $n_{G}$ is the order of the group. For a finite group this is simply the number of elements of the group. For example, for $\mathbb{Z}_{2}, n_{G}=2$. However a continuous or Lie group such as $S U(2)$ has an uncountable infinity of group elements. In such cases $n_{G}$ corresponds to the "volume" of the group manifold.

This property allows us to decompose any square-integrable function $f(g): \mathcal{G} \rightarrow$ $\mathbb{C}$ in terms of its components with respect to the matrix coefficients of the group representations.

Theorem G. 2 The irreducible representation functions $D^{j}(g)^{m}{ }_{n}$ form a complete basis of (Lebesgue) square-integrable functions defined on the group manifold.

Any such function $f(g)$ can then be expanded as

$$
\begin{equation*}
f(g)=\sum_{j ; m n} f_{j}^{m n} D^{j}(g)_{m n} \tag{G.2}
\end{equation*}
$$

where $f_{j}^{m n}$ are constants which can be determined by inserting the above expression for $f(g)$ in (G.1) and integrating over the group manifold. Thus we obtain

$$
\begin{align*}
\int d \mu(g) f(g) D_{j}^{\dagger}(g)^{m n} & =\sum_{j^{\prime} ; m^{\prime} n^{\prime}} \int d \mu(g) f_{j^{\prime}} m^{\prime} n^{\prime} D^{j^{\prime}}(g)_{m^{\prime} n^{\prime} D_{j}^{\dagger}}(g)^{m n} \\
& =\sum_{j^{\prime} ; m^{\prime} n^{\prime}} f_{j^{\prime}} m^{\prime} n^{\prime} \frac{n_{G}}{n_{j}} \delta^{j^{\prime}} \delta^{\prime} \delta^{n^{\prime}}{ }_{n} \delta^{m^{\prime}}{ }_{m} \tag{G.3}
\end{align*}
$$

which gives us

$$
\begin{equation*}
f_{j}^{m n}=\sqrt{\frac{n_{j}}{n_{G}}} \int d \mu(g) f(g) D_{j}^{\dagger}(g)^{m n} . \tag{G.4}
\end{equation*}
$$

## Appendix H

## Square-Free Numbers

According to the fundamental theorem of arithmetic, any integer $d \in \mathbb{Z}$, has a unique factorization in term of prime numbers,

$$
d=\prod_{i=1}^{N} p_{i}^{m_{i}}
$$

where $\left\{p_{1}, p_{2}, \ldots, p_{N}\right\}$ are the $N$ prime numbers which divide $d$, one or more times, and $m_{i}$ is the number of times the prime number $p_{i}$ occurs in the factorization of $d$. Thus we have

$$
\sqrt{d}=\prod_{i=1}^{N} p_{i}^{m_{i} / 2}
$$

We can partition the set $\left\{m_{i}\right\}$ into two sets containing only the even or odd elements respectively

$$
\left\{m_{i}\right\} \equiv\left\{m_{j}^{e}\right\} \cup\left\{m_{k}^{o}\right\}
$$

where $j \in 1 \ldots n_{e}, k \in 1 \ldots n_{o}$, and $n_{e}+n_{o}=N$. This gives

$$
\sqrt{d}=\left(\prod_{i=1}^{n_{e}} p_{i}^{\frac{m_{i}^{e}}{2}}\right)\left(\prod_{j=1}^{n_{o}} p_{j}^{\frac{m_{j}^{o}}{2}}\right)
$$

Since each of the $m_{i}^{e}=2 a_{i}^{e}$ and $m_{j}^{o}=2 b_{j}+1$, for some $a_{i}, b_{j} \in \mathbb{Z}$, we have

$$
\sqrt{d}=\left(\prod_{i=1}^{n_{e}} p_{i}^{a_{i}^{o}}\right)\left(\prod_{j=1}^{n_{o}} p_{j}^{m_{j}^{o}}\right) \sqrt{\prod_{k=1}^{n_{o}} p_{k}}=A \sqrt{B}
$$

It is evident that since the third term in the product has no repeating elements, its square-root $\sqrt{B}$ cannot be an integer (i.e. the presence of repeating elements would
lead to an expression like $\sqrt{X \cdot X}$ ). Such an integer $B$ is therefore known as a squarefree integer. Thus any integer $d$ can be written as the product of a square-free integer $B$ and another (non square-free) integer $C=A^{2}$ such that $d=C \times B$.

## Appendix I

## Brahmagupta-Pell Equation

Around the 7th century A.D. the Indian mathematician Brahmagupta, demonstrated the Brahmagupta-Fibonacci Identity,

$$
\begin{align*}
\left(a^{2}+n b^{2}\right)\left(c^{2}+n d^{2}\right) & =(a c)^{2}+n^{2}(b d)^{2}+n\left[(a d)^{2}+(b c)^{2}\right]+2 a c b d n-2 a c b d n  \tag{I.1}\\
& =(a c+n b d)^{2}+n(a d-b c)^{2} \tag{I.2}
\end{align*}
$$

where we have added and subtracted $2 a c b d n$ from the left-hand side on the first line. The above goes through for all $n \in \mathbb{Z}$. Given any pair of triples of the form $\left(x_{i}, y_{i}, k_{i}\right)$, where $i=1,2$, which are solutions of the Diophantine equation $x_{i}^{2}-n y_{i}^{2}=k_{i}^{2}$, we can construct a third triple $\left(x_{3}, y_{3}, k_{3}\right)$, which is also a solution of the same equation, by applying the Brahmagupta-Fibonacci identity to the first two pairs

$$
\begin{equation*}
\left(x_{1}^{2}-n y_{1}^{2}\right)\left(x_{2}^{2}-n y_{2}^{2}\right)=\left(x_{1} x_{2}-n y_{1} y_{2}\right)^{2}-n\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2} \tag{I.3}
\end{equation*}
$$

which tells us that $x_{3}=x_{1} x_{2}-n y_{1} y_{2}, y_{3}=x_{1} y_{2}-x_{2} y_{1}$ and $k_{3}=k_{1} k_{2}$. One can easily check that the triple $\left\{x_{3}, y_{3}, k_{3}\right\}$ is also a solution of the Diophantine equation.

When we apply the restriction that $k_{i}=1$, the Diophantine equation $x_{i}^{2}-n y_{i}^{2}=k_{i}^{2}$ reduces to the Brahmagupta-Pell equation,

$$
x_{i}^{2}-n y_{i}^{2}=1
$$

and given two pairs of solutions $\left\{\left(x_{i}, y_{i}\right),\left(x_{j}, y_{j}\right)\right\}$ to the BP equation (for the same fixed value of $n$ ), we can generate a third solution given by:

$$
\left(x_{k}, y_{k}\right)=\left(\left(x_{i} x_{j}-n y_{i} y_{j}\right),\left(x_{i} y_{j}-x_{j} y_{i}\right)\right)
$$

More generally given any solution $\left(x_{0}, y_{0} ; n\right)$ to the BP equation, one can generate an infinite set of solutions $\left(x_{i}, y_{i} ; n\right)$ by repeatedly applying the BF identity to the starting solution

$$
\begin{align*}
\left(x_{1}, y_{1}\right) & =\left(x_{0}, y_{0}\right)^{2} \\
\left(x_{2}, y_{2}\right) & =\left(x_{0}, y_{0}\right)\left(x_{1}, y_{1}\right) \\
\vdots & \\
\left(x_{n}, y_{n}\right) & =\left(x_{0}, y_{0}\right)\left(x_{n-1}, y_{n-1}\right) . \tag{I.4}
\end{align*}
$$

Here, the pair $\left(x_{0}, y_{0} ; n\right)$ is referred to as the fundamental solution.

## I. 1 Quadratic Integers and the BP Equation

We are familiar with solutions of equations of the form

$$
x^{2}+B x+c=0
$$

This is the quadratic equation from beginning algebra courses, which has as solutions

$$
x_{ \pm}=\frac{-B \pm \sqrt{B^{2}-4 c}}{2}
$$

when the discriminant $B^{2}-4 c$ is negative, the roots of the equation are imaginary or complex numbers

$$
x_{ \pm}=\frac{-B \pm i d}{2} \in \mathbb{C}
$$

where $d=\left|B^{2}-4 c\right|$ and $i=\sqrt{-1}$. When $\{B, c\} \in \mathbb{Z}$, the solutions of the quadratic equations can be characterized as elements of the field of quadratic integers $\mathbb{Q}(\sqrt{d})$, which is an extension of the familiar field of rational numbers $\mathbb{Q}$. Such numbers have the form

$$
z=a+\omega b
$$

where $\{a, b\} \in \mathbb{Z}, \omega=\sqrt{d}$ if $d \bmod 4 \equiv 2,3$ and $\omega=\frac{1+\sqrt{D}}{2}$ otherwise (if $d$ $\bmod 4 \equiv 1$ ). Note that $d \in \mathbb{A}$, where $\mathbb{A}$ is the set of square-free integers.

It is at this point that one makes a connection to the square-free quadratic extension of the field of rationals $\mathbb{Q}(\sqrt{n})$ and its integral subset $\mathbb{Z}(\sqrt{n})$, by noting that any solution $\left(x_{i}, y_{i} ; n\right)$ of the BP equation can be represented as a quadratic integer,

$$
\left(x_{i}, y_{i} ; n\right) \Rightarrow z_{i}^{n}=x_{i}+y_{i} \sqrt{n} \in \mathbb{Z}(\sqrt{n})
$$

The consistency of this representation is enforced by the fact that the multiplication law for two quadratic integers $z_{i}, z_{j} \in \mathbb{Z}(\sqrt{n})$ is the same condition satisfied when multiplying two pairs of solutions of the BP equation to obtain a third pair, i.e. if $z_{i}=x_{i}+y_{i} \sqrt{n}$ and $z_{j}=x_{j}+y_{j} \sqrt{n}$ are two members of $\mathbb{Z}(\sqrt{n})$, then their product
$z_{k}=z_{i} \times z_{j}=x_{k}+y_{k} \sqrt{n}$ is given by

$$
\begin{align*}
& x_{k}=x_{i} x_{j}+n y_{i} y_{j}  \tag{I.5}\\
& y_{k}=x_{i} y_{j}+x_{j} y_{i} \tag{I.6}
\end{align*}
$$

which is identical to the multiplication law satisfied by pairs of solutions of the BP equation.

## Appendix J Kodama State

The Kodama state is an exact solution of the Hamiltonian constraint for LQG with positive cosmological constant $\Lambda>0$ and hence is of great importance for the theory. It is given by

$$
\begin{equation*}
\Psi_{K}(A)=\mathcal{N} e^{\int S_{c s}} \tag{J.1}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant. The action $S_{C S}[A]$ is the Chern-Simons action for the connection $A_{\mu}^{I}$ on the spatial 3-manifold $M$, given by

$$
S_{C S}=\frac{2}{3 \Lambda} \int Y_{C S}
$$

where

$$
Y_{C S}=\frac{1}{2} \operatorname{Tr}\left[A \wedge \mathbf{d} A+\frac{2}{3} A \wedge A \wedge A\right]
$$

with $\mathbf{d} A \simeq \partial_{[\mu} A_{\nu]}^{I}$ being the exterior derivative. Consistent with our discussion of bivectors and $k$-forms in Sect. E. 1 the wedge product $\wedge$ between two 1 -forms $P$ and $Q$ is

$$
P \wedge Q \simeq P_{[a} Q_{b]} .
$$

For identical one-forms the wedge product gives zero. That is why for the ChernSimons action to have a non-zero cubic term the connection must be non-abelian. Let us write the various terms in the Chern-Simons density explicitly;

$$
A \wedge \mathbf{d} A \equiv A_{[p}^{i} \partial_{q} A_{r]}^{j} T_{i} T_{j}, \quad A \wedge A \wedge A \equiv A_{[p}^{i} A_{q}^{j} A_{r]}^{k} T_{i} T_{j} T_{k}
$$

where $p, q, r \ldots$ are worldvolume ("spacetime") indices, $i, j, k \ldots$ are worldsheet ("internal") indices and $T_{i}$ are the basis vectors of the Lie algebra/internal space. Taking the trace over these terms gives us

$$
Y_{C S}=\frac{1}{2} \operatorname{Tr}\left[A_{[p}^{i} \partial_{q} A_{r]}^{j} T_{i} T_{j}+\frac{2}{3} A_{[p}^{i} A_{q}^{j} A_{r]}^{k} T_{i} T_{j} T_{k}\right]
$$

The trace over the Lie algebra elements gives us

$$
\operatorname{Tr}\left[T_{i} T_{j}\right]=\delta_{i j}, \quad \operatorname{Tr}\left[T_{i} T_{j} T_{k}\right]=f_{i j k}
$$

where $f_{i j k}$ are the structure constants of the gauge group.
Now, the Hamiltonian constraint in Ashtekar variables has the form

$$
\mathcal{H}=\epsilon^{i j}{ }_{k} \tilde{E}_{i}^{a} \tilde{E}_{j}^{b} F^{k}{ }_{a b}
$$

We can quantize this expression in the usual way setting the connection $A_{a}^{i}$ as the "position" and the triad $\tilde{E}_{i}^{a}$ as its conjugate "momentum". Then in terms of operators, the action of the $\hat{A}_{a}^{i}$ on a state will correspond to multiplication and $\hat{E}_{i}^{a}$ corresponds to taking the functional derivative with respect to the the connection, hence

$$
\begin{equation*}
\hat{A}_{a}^{i} \Psi(A) \equiv A_{a}^{i} \Psi(A), \quad \hat{E}_{i}^{a} \Psi(A) \equiv \frac{\delta}{\delta A_{a}^{i}} \Psi(A) \tag{J.2}
\end{equation*}
$$

The operator form of the Hamiltonian constraint then becomes

$$
\begin{equation*}
\hat{\mathcal{H}}=\hat{F}^{k}{ }_{a b} \hat{E}_{i}^{a} \hat{E}_{j}^{b} \tag{J.3}
\end{equation*}
$$

and its action on a wavefunction $\Psi(A)$ becomes

$$
\begin{equation*}
\hat{\mathcal{H}} \Psi(A)=\hat{F}^{k}{ }_{a b} \frac{\delta}{\delta A_{a}^{i}} \frac{\delta}{\delta A_{b}^{j}} \Psi(A) . \tag{J.4}
\end{equation*}
$$

Now, making use of the fact that

$$
\frac{\delta}{\delta A_{a}^{i}} \frac{\delta}{\delta A_{b}^{j}} S_{C S}=\epsilon^{i j}{ }_{k} F_{a b}^{k} S_{C S}
$$

we can immediately see that the Kodama state $\Psi_{K}(A)$ is an eigenstate of (J.4) with eigenvalue $\frac{2}{3 \Lambda}$ !

Despite the remarkable fact that the Ashtekar variables allow us to find an exact solution of the gravitational Hamiltonian for arbitrary geometries, there are several technical problems with treating the Kodama state as a valid wavefunction for quantum gravity as was first pointed out by Witten [9]. In recent work, Randono [1012] has suggested that these problems can be addressed by working with a suitable modification of the original Kodama state.

## Appendix K <br> 3-j Symbols and 6-j Symbols

The Wigner 3-j symbol is related to the Clebsch-Gordan coefficients through

$$
\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) \equiv \frac{(-1)^{j_{1}-j_{2}-m_{3}}}{\sqrt{2 j_{3}+1}}\left\langle j_{1}, m_{1} ; j_{2}, m_{2} \mid j_{3}, m_{3}\right\rangle
$$

where the $\left(j_{i}, m_{i}\right)$ are the orbital and magnetic quantum numbers of the $i$ th particle. The state $\left|j_{1}, m_{1} ; j_{2}, m_{2}\right\rangle$ is the state representing two particles (or systems) each with their separate angular momentum numbers, while $\left|j_{3}, m_{3}\right\rangle$ represents the total angular momentum of the system. Classically, when we have two systems with angular momentum $\vec{L}_{1}$ and $\vec{L}_{2}$, the angular momentum of the combined system is $\vec{L}_{3}=\vec{L}_{1}+\vec{L}_{2}$. In quantum mechanics, however, the angular momentum of the composite system can be any one of a set of possible allowed choices. Whether or not the angular momentum of the composite system can be specified by quantum numbers $j_{3}, m_{3}$ is determined by whether or not the Clebsch-Gordan coefficient is non-zero. In contrast, conceptually the 3-j symbols are coefficients which serve to enforce the condition that the sum of three angular momenta is zero, hence

$$
\sum_{m_{1}=-j_{1}}^{j_{1}} \sum_{m_{2}=-j_{2}}^{j_{2}} \sum_{m_{3}=-j_{3}}^{j_{3}}\left|j_{1} m_{1}\right\rangle\left|j_{1} m_{1}\right\rangle\left|j_{1} m_{1}\right\rangle\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{K.1}\\
m_{1} & m_{2} & m_{3}
\end{array}\right)=|00\rangle .
$$

An extension of the concept of the 3-j symbol is the Wigner 6-j symbol. This occurs in the addition of three angular momenta to form a fourth (total) angular momentum, and can be written as the sum over products of four 3-j symbols,

$$
\begin{align*}
\left\{\begin{array}{lll}
j_{1} j_{2} j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}= & \sum_{m_{1}, \ldots, m_{6}}(-1)^{\sum_{k=1}^{6}\left(j_{k}-m_{k}\right)}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & -m_{3}
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{5} & j_{6} \\
-m_{1} & m_{5} & m_{6}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
j_{4} & j_{5} & j_{3} \\
m_{4} & -m_{5} & m_{3}
\end{array}\right)\left(\begin{array}{ccc}
j_{4} & j_{2} & j_{6} \\
-m_{4} & -m_{2} & -m_{6}
\end{array}\right) . \tag{K.2}
\end{align*}
$$

The form of the product on the right-hand side indicates, in this case, the addition of $j_{1}$ and $j_{2}$ to form $j_{3}$, and then adding $j_{5}$ and $j_{3}$ to form the total angular momentum $j_{4}$, while meanwhile adding $j_{1}$ and $j_{5}$ to form $j_{6}$, and then adding $j_{2}$ and $j_{6}$ to form the total angular momentum $j_{4}$. The 6 - $j$ symbol imposes a condition between four angular momenta, and can be visualised as the tetrahedral Yutsis graph. Symmetries of the graph correspond to invariance of the 6-j symbol under permutations of its columns, and the interchange of upper and lower symbols in any two columns.

## Appendix L Regge Calculus

Regge showed in 1961 that one could obtain the continuum action of general relativity "in $2+1$ dimensions" from a discrete version thereof given by decomposing the spacetime manifold into a collection of tetrahedral simplices [13, 14], with curvature corresponding to an excess or shortage of angle traversed around each vertex. For instance, a plane 2D surface can be tiled with equilateral triangles, with six such triangles meeting at each vertex. If one attempted to fit in a seventh triangle around a given vertex, thereby effectively increasing the number of degrees in a full circle, the only way it could be accommodated would be by curving the resulting surface. Similarly if one attempted to omit a triangle, thereby reducing the number of degrees in a full circle, the only way to join the edges of adjacent triangles would be to curve the surface they formed (clearly the addition or omission of more triangles leads to more extreme curvature). Hence when many such tetrahedral simplices are joined together, curvature of the resulting discrete manifold is represented by positive or negative deficit angles.

The Regge action for the $i$ th tetrahedron is

$$
\begin{equation*}
S_{i}=\sum_{a=1}^{6} l_{i, a} \theta_{i, a} \tag{L.1}
\end{equation*}
$$

Here the sum over $a$ is the sum over the edges of the tetrahedron. The terms $l_{i, a}$ and $\theta_{i, a}$ are the length of the edge and the dihedral deficit angle, respectively, around the $a$ th edge of the $i$ th tetrahedron.

The Regge action for a manifold built up by gluing such simplices together is simply the sum of the above expression over all $N$ simplices

$$
S_{\text {Regge }}=\sum_{i=1}^{N} S_{i}
$$

It was later shown by Ponzano and Regge [15] that in the $j_{i} \gg 1$ limit, the 6-j symbol corresponds to the cosine of the Regge action [16]

$$
\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \sim \frac{1}{12 \pi V} \cos \left(\sum_{i} j_{i} \theta_{i}+\frac{\pi}{4}\right)
$$
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[^0]:    ${ }^{1}$ Of course the choice $\operatorname{diag}(+1,-1,-1,-1)$ is equally valid but we will have occasion later to restrict our attention to the spacial part of the metric, in which case a positive (spatial) line-element is cleaner to work with.
    ${ }^{2}$ Strictly speaking it is a pseudo-metric, as the distance it measures between two distinct points can be zero.

[^1]:    ${ }^{3}$ The presence of the energy-momentum tensor is related to the fact that it is not merely the mass of matter that creates gravity, but its momentum, as required to maintain consistency when transforming between various Lorentz-boosted frames.

[^2]:    ${ }^{4}$ This argument is taken from Chap. 8 of [2], where a more detailed discussion can be found.

[^3]:    ${ }^{1}$ A more thorough discussion of the material in this subsection can be found in Chap. 3 of [1].

[^4]:    ${ }^{2}$ In general the $t^{I}$ will be the appropriate generators of the symmetry group, e.g. $I=1,2, \ldots N^{2}-1$ for $S U(N)$, as noted in Sect. 1.1.

[^5]:    ${ }^{3}$ The notation $\tilde{F}$ is also used for the dual field strength.

[^6]:    ${ }^{4}$ The name holonomy is also used within the LQG community to refer to a closed loop itself. We feel this is unnecessarily confusing, and hence we shall avoid using the term "holonomy" for a closed loop or closed path. The reader should be aware that this terminology does, however, exist within the wider literature.

[^7]:    ${ }^{5}$ See Appendix F for the definition of a "path ordered" exponential.

[^8]:    ${ }^{6}$ The quantisation of the motion of a particle in a classical potential is sometimes referred to as "first quantisation". This is the basis for the somewhat un-intuitive name "second quantisation" for quantisation extended to the potential as well.

[^9]:    ${ }^{1}$ This definition of the energy-momentum tensor may seem to come out of thin air, and in many texts it is simply presented as such. To save space we will follow suit, but the reader who wishes to delve deeper should consult [1], in which $T_{\mu \nu}$ is referred to as the dynamical energy-momentum tensor, and it is proven that it obeys the conservation law $\nabla_{\mu} T^{\mu \nu}=0$ (as one would hope, since energy and momentum are conserved quantities), as well as being consistent with the form of the electromagnetic energy-momentum tensor.

[^10]:    ${ }^{2}$ The intrinsic metric will be introduced properly very shortly, specifically in Eq. (4.16) and the associated discussion.

[^11]:    ${ }^{3}$ The term "fiducial" refers to a standard of reference, as used in surveying, or a standard established on a basis of faith or trust.
    ${ }^{4}$ Generally one assumes that our 4 manifolds can always be foliated by a set of spacelike 3 manifolds. For a general theory of quantum gravity the assumption of trivial topologies must be dropped. In the presence of topological defects in the 4 manifold, in general, there will exist inequivalent foliations in the vicinity of a given defect. This distinction can be disregarded in the following discussion for the time being.

[^12]:    ${ }^{5}$ From this expression we can also see that $g_{00}=-N^{2}+N^{a} N_{a}$ is a measure of the local speed of time evolution and hence is a measure of the local gravitational energy density.

[^13]:    ${ }^{6}$ The notation ${ }^{3} \Sigma$ is sometimes used to denote that these are three-dimensional hypersurfaces, however this is redundant in our present discussion.

[^14]:    ${ }^{7}$ A derivation of which can be found in Appendix 1.3 of [4].

[^15]:    ${ }^{8}$ For what follows, it will be helpful to recall some aspects of symplectic geometry. In the symplectic formulation of classical mechanics a system consists of a phase space in the form of an evendimensional manifold $\Gamma$ equipped with a symplectic structure (anti-symmetric tensor) $\Omega_{\mu \nu}$. Given any function $f: \Gamma \rightarrow \mathbb{R}$ on the phase space, and a derivative operator $\nabla$, there exists a vector field associated with $f$, given by $X_{f}^{\alpha}=\Omega^{\alpha \beta} \nabla_{\beta} f$. Given two functions $f, g$ on $\Gamma$, the Poisson brackets between the two can be written as $\{f, g\}=\Omega^{\alpha \beta} \nabla_{\alpha} f \nabla_{\beta} g$ which can also be identified with $-\mathcal{L}_{X_{f}} g=\mathcal{L}_{X_{g}} f$-the Lie derivative of $g$ along the vector field generated by $f$ or vice-versa. Thus in this picture, the Poisson bracket between two functions tells us the change in one function when it is Lie-dragged along the vector field generated by the other function (or vice-versa). For more details see [6, Appendix B].

[^16]:    ${ }^{9}$ The terms "metric formulation" and "connection formulation" will be defined in Sect.4.5.

[^17]:    ${ }^{10}$ So long as the manifold is continuous, not discrete. This is an important point to keep in mind for later.
    ${ }^{11}$ The similar word vielbein ("any legs") is used for the generalisation of this concept to an arbitrary number of dimensions (e.g. triads, pentads).

[^18]:    ${ }^{12}$ If we use two copies of the curvature tensor then we get Yang-Mills theory $(F \wedge F)$. But that doesn't include the tetrad.

[^19]:    ${ }^{13}$ In $D$ dimensions, the rotation group has $D(D-1) / 2$ degrees of freedom corresponding to the number of independent elements of an antisymmetric $D \times D$ matrix.

[^20]:    ${ }^{1}$ It is important to mention one aspect of background independence that is not implemented, a priori in the LQG framework. This is the question of the topological degrees of freedom of geometry. On general grounds, one would expect any four dimensional theory of quantum gravity to contain nontrivial topological excitations at the quantum level. Classically, these excitations would correspond to defects which would lead to deviations from smoothness of any coarse-grained geometry.

[^21]:    ${ }^{2}$ For the detailed derivation of these constraints starting with the self-dual Lagrangian see for e.g. [2, Sect. 6.2]

[^22]:    ${ }^{3}$ The transformation to new variables, as implemented by most authors, including Barbero and Immirzi, does not involve changing the triad. In this case the Poisson brackets between the new variables picks up a factor of $\gamma$. However if we transform the triad also, as is done here following [1], the factor of $\gamma$ cancels out when taking the Poisson brackets.

[^23]:    ${ }^{1}$ The expression "holonomy of an edge" may surprise the reader, as we have previously emphasised that a holonomy measures curvature within a closed path, and described the effect of the connection along a general curve or edge as Eq. (3.26), the Schwinger line integral. As noted in Rovelli and Vidotto [1], the use of the term holonomy in the quantum gravity community is a bit different from the more generally-accepted use of the term. As one of our stated aims is to make the formalism of LQG less bewildering to the uninitiated, we take this opportunity to point out that in LQG the name holonomy is frequently used to refer to the path-ordered exponential of the connection along an arbitrary curve. For the sake of consistency with other works in the LQG literature we will use it in this sense from now on.
    ${ }^{2}$ When the number of degrees of freedom $N \rightarrow \infty$, the volume $V \rightarrow \infty$ and the number density $N / V \rightarrow n$ where $n$ is bounded above.

[^24]:    ${ }^{3}$ For the interested reader, in particular, we recommend reading [2, Sect. 3] and [3, Sect. I.2] for details on the historical developments which led to the use of spin-networks as the basic objects in LQG.

[^25]:    ${ }^{4} I, J \in\{0,1\}$ label generators of the group of rotations $S O(2)$ in two dimensions. They are what is left of the "internal" $\mathfrak{s u}(2)$ degrees of freedom of the triad when it is projected down to $S$.
    ${ }^{5}$ This is a special case of the determinant for an $n \times n$ matrix $A_{i j}$ which can be written as $\operatorname{det}(A)=$ $\sum_{i_{1} \ldots i_{n} \in \mathcal{P}} A_{1 i_{i}} A_{2 i_{2}} \ldots A_{n i_{n}} \epsilon^{i_{1} i_{2} \ldots i_{n}}$ where the sum is over all elements of the permutation group $\mathcal{P}$ of the set of indices $\left\{i_{m}\right\}$ and $\epsilon^{i_{1} i_{2} \ldots i_{n}}$ is the completely anti-symmetric tensor.

[^26]:    ${ }^{6}$ This is only valid for the case when $\Sigma$ is a three-dimensional manifold. In a general $n$-dimensional manifold, the area is a tensor

    $$
    \begin{equation*}
    A_{\mu \nu}{ }^{j k}=e_{[\mu}{ }^{j} e_{\nu]}{ }^{k} . \tag{6.16}
    \end{equation*}
    $$

    In order to extract a single number-the "area"-from this tensor we project onto a two-dimensional surface spanned by the vectors $\left\{u^{i}, v^{j}\right\}$

[^27]:    ${ }^{7}$ Since the connection is defined only along those edges and nowhere else!

[^28]:    ${ }^{8} l_{\mathrm{P}}^{2}$ is also known as the "Planck area", a unit of area given as the square of the Planck length $l_{\mathrm{P}}=\sqrt{G \hbar / c^{3}}$.

[^29]:    ${ }^{9}$ In [7] a construction based on the geometry of classical polyhedra is used to obtain an expression for the volume operator which acts on vertices with valence greater than four. For vertices with fewer than four edges, the associated volume always vanishes independent of the choice of the volume operator. For other interesting work, see [8] where the pentahedral volume operator is analyzed and classical chaos is found in the resulting dynamics.

[^30]:    ${ }^{1}$ For a hand-waving argument as to why this should be the entropy, consider a simplified gas in which each molecule has just two speeds, $v_{\min }$ (tails) and $v_{\max }$ (heads). Then the variable $x$ is related to the average speed of the gas molecules, which when squared is related to their energy, and this may be related to entropy by the equation $d S=d Q / T$ at constant $T$.

[^31]:    ${ }^{2}$ The quantity being extremized has the form $L=-\sum_{i=1}^{n}\left\{p\left(x_{i}\right) \ln p\left(x_{i}\right)-\lambda p\left(x_{i}\right)-\mu f\left(x_{i}\right) p\left(x_{i}\right)\right\}$.

[^32]:    ${ }^{3}$ It is well-known that the name of "Pell's Equation" was the result of Leonhard Euler's misidentification of John Pell with the mathematician Lord Brouckner. If we gave Euler a second chance to name the equation, he might have called it "Brouckner's equation". This equation had previously been intensively studied by the Indian mathematicians Brahmagupta and Bhaskara around the 5th century B.C. and 12th century A.D. respectively. However, Brouckner and Euler are to be forgiven for not having knowledge of the existence of this earlier work. The authors hereby take the liberty of correcting this historical wrong associated with the naming of this equation, by adding the prefix "Brahmagupta" to the presently accepted name "Pell's Equation".

[^33]:    ${ }^{4}$ Strictly speaking, a surface and its area are not the same thing, and the entropy is proportional to the area rather than equal to it. However we feel it is acceptable in this case to use the standard symbol for entropy, $S$, to indicate the boundary surface between the two regions, because of the conceptual connection between the surface and the entropy.

[^34]:    ${ }^{5}$ That is, the solutions of the EFEs possessing strong global symmetries which reduces the effective local degrees of freedom to a small number.
    ${ }^{6}$ We refer the reader to the extremely comprehensive and well-researched catalog of solutions to Einstein's field equations, in both metric and connection variables, presented in [43]. A somewhat older, but still valuable, catalog of exact solutions is given in [44].
    ${ }^{7}$ A metric with a radial dependence is considered asymptotically flat if it approaches (in a welldefined sense) a flat Minkowski metric as $r \rightarrow \infty$.

[^35]:    ${ }^{8}$ If $r$ is a smooth map from one manifold to another $r: M \rightarrow N$, and $f$ is a smooth function $f: N \rightarrow P$, the pullback of $f$ by $r$, denoted $r^{\star} f$, is the map from $M$ to $P$ such that $\left(r^{\star} f\right)(x)=f(r(x))$ where $x$ is in $M$. In the case given in the text $s$ is a map from the manifold $\Sigma_{t}$ to itself.
    ${ }^{9}$ The following discussion is taken from [46, Sect. 4].

[^36]:    ${ }^{10}$ Gauge transformations for the case of abelian groups were discussed in Sect.3.1. Here we cover the more general non-abelian case which arises in four-dimensional gravity.

[^37]:    ${ }^{11}$ Note that the peculiar factor of 2 appearing in the second term on the right-hand side is a consequence of working with the matrices $\tau_{j}=-\frac{1}{2} \sigma_{j}$, rather than with $\sigma_{j}$.

[^38]:    ${ }^{12}$ One might hope that such an operator could be obtained by taking the derivative of $\widehat{\exp i \mu c}$ with respect to $\mu$. This turns out to not be the case. For further details we recommend the reader to read [45, Sects. 7.2.1, 7.2.2] and [46, Sect. 5.2.1].

[^39]:    ${ }^{13}$ In terms of the spatial metric, the volume of a unit cell is given by $V=\sqrt{\operatorname{det} h}=\sqrt{\epsilon_{a b c} \epsilon^{i j k} e_{i}^{a} e_{j}^{b} e_{k}^{c}}$ (6.27). Since for an isotropic spacetime $e_{i}^{a}=p \delta_{i}^{a}$ (7.29), we find that $V=|p|^{3 / 2}$.

[^40]:    ${ }^{1}$ This fact is related to the interpretation of the differential $d x$ as a component of a 1 -form, and the derivative operator $\partial_{x}=\partial / \partial x$ as a component of a vector field.

[^41]:    ${ }^{2}$ Recalling once again that even though $\mu, \nu$ are four-dimensional indices, $h_{\mu \nu}$ itself is purely spatial, because it satisfies $h_{\mu \nu} n^{\nu}=0$

[^42]:    ${ }^{3}$ See for instance the Yang-Mills theory section of the Wikipedia article on instantons.

