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Supervisor’s Foreword

It is my great pleasure and honor to deliver Foreword for the present monograph
which is Doctor Thesis of Dr. Satoru Ichinokura, one of my former students. His
thesis reports the first observations of superconductivity in three different kinds of
materials having one- or two-atomic-layer thickness, the thinnest superconductors
ever found. Such atomic-layer superconductivity has attracted considerable interest
since 2010 as a different stream of research from bulk superconducting materials. It
can provide fertile soil of physics due to large fluctuation, symmetry breaking,
controllability, influence of the substrates, and so on. This book involves a his-
torical overview of physics of surface electronic systems on crystals and
two-dimensional superconductivity of granular thin films, which meet with other to
produce the new field of atomic-layer superconductivity.

The material systems studied in his thesis are divided into two categories: metal
atomic layers on a silicon surface and metal-intercalated bilayer graphene on a
silicon carbide surface. The former is the first example of coexistence of giant
Rashba effect and superconductivity which may result in the so-called parity-broken
superconductivity. This means that heavy-element metals adsorbed onto semicon-
ductor surfaces should be a novel platform for unconventional superconductivity,
which is a counterpart of superconductivity in non-centrosymmetric bulk crystals.
The latter material studied in this thesis is related to the most intensively studied
two-dimensional material around the world, graphene. Graphene has been clarified
to have various extraordinary electronic properties though the superconductivity is
absent until now. The present study is the first direct observation of the super-
conductivity in a well-defined bilayer graphene, which represents a landmark in this
direction of research.

The present thesis is based on the state-of-the-art experimental techniques of
in situ measurements and sample preparation in ultrahigh vacuum (UHV), espe-
cially in situ four-point probe resistance measurements down to lower than 1K
under magnetic field in UHV, combined with molecular beam epitaxy and electron
diffraction capability. This kind of surface science techniques is essential for the

vii



viii Supervisor’s Foreword

present study of well-defined samples; the samples are easily oxidized and
destroyed in an ambient condition. I believe that Dr. Ichinokura’s thesis opened up
a new stage in surface science, which expands the forefront of condensed matter
physics.

Tokyo, Japan Prof. Shuji Hasegawa
May 2017



Preface

Two-dimensional superconductivity (2DSC) has been studied for a long time. In
1980’s, 2DSC was experimentally demonstrated in amorphous thin films, for the
sake of fundamental physics, e.g., superconductor—insulator transitions and the
Berezinskii—Kosterlitz—Thouless transition. Although they are important as
two-dimensional physics, it is difficult to grow into engineering field because the
characteristics of the material were almost absent from the superconducting prop-
erties. Recently, however, 2DSC is attracting renewed interest not only as con-
densed matter physics but as material science since it becomes possible to grow
single-crystal-like epitaxial films even in one-atomic-layer thickness owing to the
state-of-the-art ultraclean surface preparation methods, promising for the engi-
neering capability based on band structures of the materials. Actually, in such
ultrathin 2DSCs, it has been demonstrated experimentally that interfacial effect and
breaking symmetry cause remarkable enhancement of critical temperature and
magnetic field. In this thesis, they are called “atomic thick superconductors”
(ATSCs) to be distinguished from conventional metallic thin films, which aims to
expand this frontier by finding novel ATSCs using the combination of molecular
beam epitaxy and in situ electrical transport measurement in an ultrahigh vacuum
chamber.

This idea is described in Chap. 1 in detail with a historical overview of super-
conductivity and the electronic structure of two-dimensional materials. Their the-
oretical background is explained in the next chapter. Chapter 3 is devoted to
showing the principle and actual setup of the experiments. Thereafter, the thesis
moves its focus onto the implemented experiments. Chapters 4, 5, 6 are based on
the results published in the peer-reviewed journals as follows:

Chapter 4 Thallium Biatomic Layer

2D Materials4, 025020 (2017).

Chapter 5 Thallium-lead Monatomic-layer Compound
Phys. Rev. Lett.115, 147003 (2015).

Chapter 6 Intercalation Compounds of Bilayer Graphene
ACS nanol0, 2761-2765 (2016).
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These articles are reedited to include unpublished data and consideration, with
inclusive discussion given in Chap. 7. At the end of the chapter, I comment on the
directions for future research based on the current work. I would feel amply
rewarded for my efforts if this book becomes a piece of human knowledge and
serve as an aid to social progress.

Tokyo, Japan Dr. Satoru Ichinokura
March 2017
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Chapter 1
Introduction

Abstract This study aims to develop a kind of interdisciplinary field. The discov-
eries of “atomic thick superconductors”, which are ultimately thin two-dimensional
superconductors with well-defined atomic arrangements, are owing to technical
development of the surface science: integration of the four-terminal measurement
into the low-temperature and ultrahigh vacuum environment. Their properties can be
understood by knowledge accumulated through the long research of superconduc-
tivity in bulk and thin film. In this chapter, first, by looking back of the history of
the surface science and superconductivity, the substance of the present research field
is definitised. Next, remarkable examples of the latest atomic thick superconductors
are listed, which motivated this study as described at the end of this chapter.

Keywords Two-dimensional - Surface + Superconductivity

1.1 Historical Background

1.1.1 Two-Dimensional Electron Systems

In the two-dimensional systems, the electrons always localize in the presence of ran-
dom potential—this is a consequence of a scaling theory by Abraham et al. 1979 [1].
For cleaner two-dimensional electron systems (2DES), their scaling theory expected
a precursor of localization, described as “weak localization” later [2]. Since the weak
localization is originated from the interference of time-reversal-symmetric backscat-
tering paths, it is suppressed by application of the magnetic field. The theory of weak
localization explained the negative magnetoresistance, which had been observed by
Kawaguchi et al. [3, 4]. It was extended to the system with strong spin-orbit coupling
(SOC) by Hikami-Larkin-Nagaoka, which resulted in the occurrence of weak anti
localization [5]. In particular, the quantum Hall effect (QHE) [6] was the most striking
because it was revealed to be an universal phenomenon for every two-dimensional
system. Since the discovery of the QHE in 1980, people have noticed the amazing
connection between the topology and the electron physics.

© Springer Nature Singapore Pte Ltd. 2018 1
S. Ichinokura, Observation of Superconductivity in Epitaxially Grown
Atomic Layers, Springer Theses, https://doi.org/10.1007/978-981-10-6853-9_1



2 1 Introduction

These phenomena were found at artificial 2DESs engineered in semiconductors.
In 2004, however, a novel kind of two-dimensional system, graphene was discov-
ered. It is the first example of not only a single atomic sheet material but a Dirac
electron system, which shows insane electric properties, such as half integer QHE etc.
[7-12]. The discovery of graphene stimulated enormous number of theoretical stud-
ies, including proposal of SOC induced Dirac material, topological insulator. Electri-
cal transport properties including not only the QHE but also weak (anti) localization
tell us deeper insite of them [13].

Looking back the technical history, these physics in 2DES was supported by
development of crystal growth technique of semiconductor. Molecular beam epi-
taxy (MBE) makes it possible to fabricate atomically flat hetero junctions, e.g.
GaAs/AlGaAs, where electron mobility exceeds 10°cm/Vs [14]. Such interfaces
are applied to microdevices like HEMT (high electron mobility transister), one of
the important masterpieces of nanoscale engineering. The ordinal Si-FET (field effect
transistor) also has miniturized for the desire to increase switching speeds and reduce
energy consumption. Due to the drastic reduction of its size, surface of semiconduc-
tor has more and more important meaning in the context of electrical properties
different from bulk and morphological information for developing crystal growth.

1.1.2  Surface Superstructures

In the bulk crystal of semiconductor, each atom has covalent bonds with next neighbor
atoms. At the surface, on the other hand, the translational symmetry along the surface
normal is broken and there are many lone pairs called dangling bonds arising from
the breaking of bonds. This is a very unstable situation energetically and sometimes a
reconstruction or a relaxation occurs so as to minimize the number of dangling bonds
and the cohesive energy. This is particularly found on semiconductor surfaces form-
ing superstructure whose periodicity is different from that of the bulk. In addition to
superstructures formed on clean surfaces, more than 300 kinds of “adsorbate-induced
surface superstructures” have been found on silicon [15]. The electronic structure is
also different in line with the change in geometrical structure. Namely, there exist
states called surface states that are two-dimensional and have wave functions local-
ized at the surface. Since the surface state is novel 2DES, which is totally different
from inversion layer or heterojunction, it has been one of the most important topics
in the surface science for these three decades. Curiosity for the surface, which is
very easy to be contaminated in the air, have been promoted invention of various
surface sensitive tools, e.g. scanning probe microscopies/spectroscopies (SPM/Ss)
and photoemission spectoroscopies (PESs), that work in ultrahigh vacuum (UHV)
environment. The former tells us the atomic arrangements while the latter electron
states, directly. Recently, development of PES makes it possible to direct mapping
of band dispersion by the angle-resolved photoemission spectroscopy (ARPES).
The Rashba effect, one of the most dramatic phenomena on semiconductor sur-
face was discovered by improvement in resolution of ARPES. The Rashba effect is
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spin-spliting of band due to strong spin-orbit coupling and loss of space-inversion
symmetry at the surface. Resulting spin texture becomes so complicated one, where
both direction and magnitude of spin splitting depend on wavenumber vecter. In par-
ticular, heavy-element-adsorbed semiconductor surfaces often have strong Rashba
effect. For instance, a giant spin splitting of 270 meV has been found on Ge(111)-
V3 x +/3-Bi [16]. However, this surface state has no Fermi surface, namely, insu-
lating band similar to many of other semiconductor surfaces with the Rashba effect.
However, Ge(11 1)—\/§ x +/3-Pb is the exception, which has metallic surface state
with Rashba spin splitting of 200 meV [17] (Fig. 1.1a).

Thus, it is revearled that the surface of solid has its own atomic arrangement
and electronic state, that are different from bulk, i.e. unique microscopic properties.
Macroscopic properties, on the other hand, pecular for the surface states had been
unexplored until the invention of the in situ electrical transport measurement tech-
nique in UHV. Since it is impossible to fix electrical contacts to MBE-grown samples
without exposing them to air, movable tips like micro-four-point-probe (L4PP, shown
in Fig. 1.1b) directly touch on the surface and act as electrodes in UHV [18]. This
w4PP method has applied to measure conductivity on a lot of metal-induced recon-
structions on Si(111) surface. However, many of them exhibit insulating behavior,
where conductivities decrease with cooling even though the surfaces have metallic
electronic state. It is unavoidable for metal-adsorbed surfaces to have defects due
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Fig. 1.1 a Band dispersion of Ge(111)-v/3 x +/3-Pb obtained by an ARPES experiment [17].
b SEM image of the monolithic micro four-point probe [64]. ¢ Temperature dependent sheet resis-
tivities on different four kinds of indium-induced surface reconstruction of Si(111) [19]. The right
panels display the atomic-resolved STM images and RHEED patterns for the reconstructions.
Reprinted with permission from Refs. [17, 19, 64]



4 1 Introduction

to atomic steps of bare surfaces, inhomogeneity of metallic coverages and contam-
inations from residual gases. Two-dimensional wave functions on surfaces are easy
to be localized because of such defects in atomic scale. Si(111) -/7 x +/3-In is
the first structure showing metallic conduction, where conductivity increases with
cooling down to 10 K. This has been found by Yamazaki et al.They investigated
transport properties on several In-induced reconstructions on Si(111) as displayed in
Fig.1.1c [19]. The electrical conductivities significantly varied over several orders
for different structures. The electrical transport properties in Si(111) -+/7 x +/3-In
was quantitatively consistent to career density, mean free path and electron-phonon
coupling obtained by ARPES. This suggests an advantage of 4PP methods in UHV.
Transport properties in fragile materials (like surfaces) can be understood based on
ARPES-obtained band structures without considering contamination. Thus, physi-
cal properties of surface superstructures have been proved by comprehensive studies
using scanning tunnelling microscopy (STM), ARPES and electrical transport mea-
surements.

Here, we have a natural question about the ground state of 2DES on surfaces—Can
superconductivity occur in these systems? As mentioned above, weak localization
often dominates transport behavior in 2DESs. In addition, according to Mermin-
Wagner’s theory, long range order is prohibited in the ideal 2DESs at finite temper-
ature [20]. Surface systems have also been regarded to be unexceptional for a long
time.

1.1.3 Superconductivity

Since the discovery by Kamerlingh Onnes [21] in 1911, superconductivity has been
the hottest topic in solid state physics. Its significant but insane properties of zero-
resistance and perfect diamagnetism had confused theorests for along time. However,
BCS theory by Bardeen—Cooper—Schrieffer solved the problem [22]. According to
the basic idea of BCS, superconductivity is regarded as a Bose-Einsutain condensed
state. Electrons on Fermi surface form Cooper pairs isotropically due to attractive
interaction mediated by phonon and act as boson.

The transition temperature grows in accordance with enhancement of electron-
phonon coupling, but 30—40 K seemed to be a limit. However, Cuplates found by
Bednorz and Miiller in 1986 opened up a way to higher temperature superconduc-
tivity by anisotropic Cooper pairing without phononic origin, namely, exotic super-
conductivity [23]. After that, critical temperature kept rising up to 133 K, reported
in HgBa,Ca;Cu3Og4s under ambient pressure [24]. Although they are bulk super-
conductors, the surface-sensitive techniques have contributed for understanding the
mechanism of exotic superconductivity. A good compatibility of STM with cryostat
and superconducting magnet makes it possible to image the anisotropies of Cooper
pairs [25, 26] and vortex lattices [27] in the superconductors. Since the critical tem-
perature of these materials are in the range of low-temperature ARPESs, anisotropic
superconducting gap can be directly observable [28, 29]. In the ARPES-obtained
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band dispersions, we can find another sign of many-body interaction. When the
gradient of dispersion discontinuously change near the Fermi level, quasi particle
is generated by many-body effect such as electron-phonon or electron-electron cou-
pling. We can discuss the origin of pairing by temperature-dependent width of the
spectrum near these “kink” structures.

If the crystal is non-centrosymmetric, an exotic superconductivity is expected.
In centrosymmetric materials, if the orbital factor of Cooper pair is even (s- or
d-wave, etc.), the spin factor must be singlet. If the orbital factor is odd (p-wave,
etc.), the spin factor must be triplet. However, lack of space inversion symmetry (SIS)
causes the mixing of singlet and triplet, together with remarkable enhancement of
critical field [30]. For example, a tetragonal BaNiSnj type crystal, CeRhSi3 belongs
to a space group of 14mm (No. 107) without centrosymmetry [31]. Under high
pressure of 26 kbar, the upper critical field along a- and c-axis are 7.5 T and over
20 T, respectively [32]. Even though the relationship between this enhancement and
symmetry is still under discussion, relatively large critical fields are reported in other
non-centrosymmetric materials [32].

Strong anisotropy often arise from layered structure of the materials such as
cuprates. It leads to another important aspect of them—quasi two-dimensionality.
Behind the huge movement of this so-called high temperature superconductors, inves-
tigation for true two-dimensionality advanced step by step.

1.1.4 Two-Dimensional Superconductivity

A possible emergence of two-dimensional superconductivity (2DSC) was pointed
out by Ginzburg in 1964 [33]. However, they had to wait for experimental verification
til 1980s, when it became possible to fabricate metallic thin films with high qualities.
Goldman et al.played principal role to establish 2DSC in films thinner than 1 nm.
They produced amorphous Bi films by the vapor deposition onto liquid-He-cooled
substrates. The substrates were first coated with a wetting layer of Ge, which con-
tributed to remarkable uniformity and homogeneity of the Bi films [34]. Figure 1.2
shows the evolution of R(T) curves with thickness for a Bi film. Onsets of supercon-
ductivity, in the form of downturn in R(T) were observed for the films thicker than
6.73 A. For the thinner films, R(T) shows insulating behavior down to the lowest
temperature. Here, the separatrix occurred very close to h/4e* = 6.5 k2, which is
the quantised resistance of Cooper pairs. Thus, the separatrix is lower than quantised
resistance of normal electron, h/2e?, which is the upper limit where wavenumber
loses its meaning as good quantum number. This transition called disorder-induced
superconductor-insulator transition (SIT), has attracted much attention as quantum
phase transition [35].

Disorder is a spatial fluctuation of electrical potential. Even in clean 2DES, elec-
tron feels thermal fluctuation. For the case of 2DSC, both amplitude and phase of
order parameter are affected by fluctuations. The former appears as gradual onset of
resistance drop of R(T) curve at higher than 7;.. On the one hand, the latter appears
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as residual tail of resistance curve slightly below T¢. This is the problem of long
range order in 2DES, pointed by Mermin-Wagner’s theorem. Phase fluctuation can
be regarded as topological disorder, which causes finite resistance and is reduced
at lower temperature than 7, in mean field theory. This is a kind of “topological
phase transition”, proposed by Berezinskii-Kosterlitz-Thouless (BKT). Topology is
one of the fundamental idea of modern physics, expecially for two-dimensional one
including QHE, etc. [36-40].

Thus, metallic thin films opened up a way to investigate the quantum phase
transitions. Since they are general consequence of the dimensionality, they affect
every low-dimensional superconductor, including quasi two-dimensional cases in
high temperature superconductors like copper oxides. Development of growth tech-
nique of oxides leads to another unique 2DSC, interfacial superconductivity. Super-
conductivity at LaAlO3/SrTiO3 hetero junction, which was discovered in 2007, is
remarkable because 10 nm thick superconducting state locate surround the interface
of insulators [41].
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Now we have found 2DSC in various kinds of 2D systems—Ilayered quasi two-
dimensional crystals, thin films and interfaces. It had been unclear that 2DSC occurs
even in surface states, until Qin et al. reported superconducting gap in Pb-induced
surface reconstructions on Si(111) by ultralow-temperature STM/S below 3.6K in
2009 [42]. The averaged coverage of Pb on Si(111) was 2 ML (monolayer). Here,
ML means density of atoms at the surface [IML = 7.84 x 10'%/cm? for Si(111)],
not directly thickness of Pb because surface reconstructions are very sensitive to
coverage of metals. In fact, two periodicity of v/3 x ~/3and +/7 x +/3 existed on 2
ML-Pb-induced Si(111) surface.

1.1.5 Superconductivity in Surface States

In 2010, Zhang et al.reported that uniform Si(111)-v/7 x +/3-Pb surface exhibits
superconductivity below 1.52 K as shown in Fig. 1.3a—c [43]. Since this is a surface
structure where 6/5 ML of Pb form a flat layer on Si(111), it is regarded as a first
example of superconductivity in single atomic layer. In this paper, superconductivity
in Si(111)-SIC-Pb (4/3 ML, T. = 1.83 K, Fig.1.3d), and ~/7 x +/3-In (6/5 ML,
T. = 3.18 K, Fig. 1.3f) were also reported.

Coincidentally, it became possible to cool electrical transport measurement sys-
tem down to 1K even in UHV [44, 45]. Transitions to zero-resistance state are
reported in Si (111)—ﬁ x +/3-In (T, = 2.8 K, Fig.1.3f and g) [44] and Si(111)-
SIC-Pb (T. = 1.1 K, Fig.1.3d and e) [46]. These results indicate the emergence
of macroscopic superconductivity even in single atomic layer systems. Yamada et
al.pointed that the resistance starts to decrease above the superconducting transition
temperature without magnetic field (fitting in Fig. 1.3e) due to the fluctuation con-
ductivity in reduced dimensions. On the other hand, Uchihashi et al.discussed “tail”
of the resistance drop below T (Fig.1.3g) [47]. They discussed the origin of this
residual resistance in terms of BKT transition. However, they did not conclude that
the phase fluctuation is the only factor of the tail because of the possible residual
magnetic field in environment.

Thus, it has been shown that superconductivity survives even in the systems with
single atomic layer thickness. Now let us move onto next question—do these surface
superconductors have something beyond thin films? Superconductivity in metallic
induced surface reconstructions was a breakthrough to reach single layer thickness
due to their wettability on surface. However, it did not directly connected to discovery
of unusual superconductivity; nothing has been found other than BCS superconduc-
tors in thin films and no structure has T higher than bulk counterpart. However, these
findings on silicon are regarded as the origin of a new fashion because they were
followed by remarkable superconductors in atomic layer systems epitaxial grown on
other semiconductor surfaces. In this thesis, these kind of 2DSCs are called atomic
thick superconductors (ATSCs).



8 1 Introduction

(a) V7xV3 - Pb (D) e &
 (c)
030
025
3 ~ 020
§-- . Ems
Bl ~ ¥ 010
W 0.05
O onmwg. 0020406081012 14 16
© Second layer Si T
-3 -2 :1 "0. l. 2 3
Bias (mV)
(@ SIC - Pb (e)ﬁ ' ' ' ' ' Y
"'6.:.. i e 5 oo®
8% 6 . ;1200- !/ I
L¥] - [ remy .
q Q = | A
& 800} ] c. 4
k“: %0 ‘g | E A T |
= ! 1
4 . 400f $ i -
Gn O b | [ i E T
© Second layer 5i » ﬁ d AR oW L I
Ok 4 . . . 4
] 1 2 3 4 5
Temperature (K)
9) 120
—_— =10 1
g 100} & @m |:
8 5 g !
§ 80 | :
“5 gm,{ ! |
® eofR? [ | ! !
o 18 20 22 24 28 1l
_S 40+ Temperature {K) i
m
S 201 Te 4
N
0 1 1 1
0 1 Z] 3 4 5

Temperature (K)

Fig. 1.3 Superconductivity on surface reconstructions of Si(111) [43, 44, 46, 47]. a Schematic
structure model and a STM image, b Differential conductance of single-particle tunnelling as a
function of temperature and ¢ Superconducting gap as a function of temperature of the v/7 x +/3-
Pb. The open circles show the measured gap, and the solid curve shows the fitting by the BCS gap
function [43]. d Schematic structure model and a STM image of the SIC-Pb [43]. e First observation
of zero-resistance state of the SIC-Pb in the in situ electrical transport measurement by Yamada
et al.[46]. The inset shows the magnetoresistance at low temperature [46]. f Schematic structure
model and a STM image of the ﬁ X «/§—In [44], g First observation of zero-resistance state of
the +/7 x +/3-In in the in situ electrical transport measurement by Uchihashi et al. [44]. The insets
shows terminal configurations (right) and a close up of a resistance-temperature curve near zero
resistance (left) [47]. Reprinted with permission from Refs. [43, 44, 46, 47]
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1.1.6 Atomic Thick Superconductors

On GaN substrate, one can grow double or triple layered Ga atomic films, where
superconductivity was found by STM and ex citu transport measurements (Fig. 1.4a)
[48, 49]. The bilayer Ga film has 7. = 5.4 K and the uppercritical field uoHe,, =
3.3 T for perpendicular magnetic field, which are larger than those of bulk Ga. Its
two-dimensionality is reflected to large o H., of 15T for magnetic field parallel to
the film and thickness of superconducting state (5.5 nm), which is ten times larger
than thickness of the Ga bilayer film (0.55nm). In this example, they deposited Ag
on the Ga film at 110K with a thickness of 80 nm to as a protective and capping layer
for the measurement in ambient condition. Since this capping layer does not affect
T., superconducting state seems to be embedded to the interface of Ga and GaN [48].

Epitaxial growth of layered superconductors with exotic properties is also in
progress. In particular, single unit cell films FeSe on SrTiO; substrates stimulated
large interest in the superconductivity community because of remarkable enhance-
ment of 7;, from less than 10 K (in bulk) to more than 60 K [50-56]. According to an
in situ electrical transport measurement, 7. can reach 100K as shown in Fig. 1.4b.
The origin of this enhancement is now intensively investigated. It is said that the
interface between FeSe and SrTiO; should play a important role because it induces
strain, charge transfer and modification of electron-phonon coupling [57].

These studies opened up a new avenue higher superconducting critical tempera-
ture by interface engineering of epitaxial growth. Critical magnetic field, on the other
hand, strongly depend on more general idea—symmetry and spin-orbit interaction.
Sekihara et al.employed quench condense technique to fabricate Pb film. Although
this is a renewal of old method by Goldman et al. [34], but they could thinned the
superconducting Pb film down to atomic scale of 2.2 A on atomically flat surface
of cleaved GaAs substrate. They found that the superconductivity is robust against
in-plane magnetic field up to14 T, beyond the Pauli paramagnetic limit (Fig. 1.4c) [58].
As mentioned in Sect. 1.1.3, similar enhancement of o H., has been observed in
bulk superconductor without centrosymmetry, i.e. without SIS. This effect become
important expecially in the system with strong spin-orbit coupling. Since Pb is heavy
element, its ultrathin film on semiconductor meets these requirements. However, it
is still unclear that the large o H, is derived from lack of SIS because Rashba spin
splitting, which mediates broken SIS and strange magnetic response, has not been
confirmed by quantative experiment in this system.

In the context of symmetry-broken 2DSC, single layered (SL-) transition metal
dichalcogenides (TMDs) attract much attention. The SL-TMDs are two-dimensional
materials which consist of graphene-like hexagonal layers of metal atoms sandwiched
between two layers of chalcogen atoms. Since the chalcogen layer is three fold
symmetry, an important difference arises between graphene and SL-TMD; In-plane
inversion symmetry is conserved in graphene but not in SL-TMD. The breaking of
symmetry makes graphene-like K and K’ valley structures spin splitting. In particular,
SL-TMD including heavy elements such as MoS,, valleys have out-of-plane spin
polarization together with strong effective Zeeman fields. While this polarization is
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Fig. 1.4 Recent examples of atomic thick superconductors [48, 55, 58, 63]. a First observation
of zero-resistance on the Ag-capped double atomic layer of Ga grown on the GaN substrate in
the ex situ electrical transport measurement [48]. The inset shows the schematic illustration of the
experimental setting. b The temperature-dependent resistance property of the FeSe with one-unit-
cell-thickness epitaxially grown on SrTiO3 obtained by the in situ four-point-probe technique in
UHYV. One can see a transition to the zero-resistance state above 100 K [55]. The inset shows a SEM
image of the micro four-point-probe used in the experiment. ¢ In-plane magnetic field dependence
of the superconducting transition temperature of Pb ultrathin film which prepared by deposition of
1 ML Pb on GaAs cleavage surface at low temperature and evaluated by in situ electrical transport
measurement schematically described in the inset [58]. Even so strong magnetic field of 15 T makes
the little change in the critical temperature. d Temperature dependence of the upper critical magnetic
field in the superconducting 2DES in MoS; induced by the electrical double layer transister [63].
The upper critical field exceeds 52T for in-plane magnetic field. The insets show a schematic of
the Fermi surface (upper) and the distribution of 2DES (lower). Reprinted with permission from
Refs. [48, 55, 58, 63]

neutralized in multipul layered TMD, spin and valley degree of freedom are coupled
in SL-TMD, leading to the formation of singlet Cooper pairing between the K and
K’ valleys. Since the direction of spins in a pair are locked by out-of plane spin
polarization, the singlet pairs are considered to be robust against external magnetic
field. This spin-valley locking effect was demonstrated by Saito et al.. They induced
2DSCin a single crystal of MoS; near the surface by electric-double-layer- transistor
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technique using ionic liquid [59-63]. The effective 2DSC layer was compressed
into 1.5 nm, where p1oHc, is enhanced more than 52T by the spin-valley locking
effect [63].

1.2 Direction of This Study

Thus, since 2010, ATSCs began to attract considerable attention as a new stream of
superconductors in the context of broken symmetry and effect of substrates. In other
words, the importance of these 2DSCs is deviation from pure two-dimensionality.

In this sense, the surface system on the semiconductor is one of the ideal plat-
forms. First, typical semiconductors like silicon and diamond have higher Debye
temperature than most of bulk metals. This can raise the critical temperature in
metallic overlayer; Cooper pair formation on surface can be mediated by phonon
in substrate with high Debye frequency. Second, as mentioned in Sect. 1.1.2, SIS is
always broken on surface. Therefore, if the overlayer has strong spin-orbit coupling
and metallic band, it is expected to be a non-centrosymmetric superconductor. For
instance, heavy-metal adsorbed semiconductor surfaces such as Ge(11 1)-\/5 X \/_ -
Pb shows Rashba effect, which is the direct consequence of spin-orbit coupling and
broken SIS and quantitatively evaluated by a state-of-the-art surface sensitive spec-
troscopy, ARPES. This is a technical advantage of the surface system, compared
with bulk materials and amorphous films.

From the viewpoint of material designing, metallic surface overlayer can be
regarded as a kind of artificial hetero junction. Recent developing another stream
of two-dimensional system is, of course, single layered materials like graphene and
TMDs. Their host materials, graphite and some of the bulk TMDs can be super-
conductivity by intercalating other metals. These systems attract physical attention
because of the interplay between charge density wave and superconductivity. Sin-
gle layered ones are also expected to be superconductivity by doping metals. Such
ATSCs is free from substrate, i.e. self-standing ATSCs which have been desired to
widen the possibility of architecting devices based with ATSCs.

In this study, in order to establish Rashba-ATSC and self-standing ATSC, transport
properties at low temperature are investigated in the following three systems.

1. Si(111)-6 x 6-TI: Nobel double atomic layer system
2. Si(111)-+/3 x +/3-(Tl, Pb): Monatomic layer compound with Rashba effect
3. C¢CaCg: Ca-intercalated bilayer graphene

This study was conducted as joint researches with Saranin group in Far Eastern
Federal University, Vladivostok and Takahashi group in Tohoku university, Sendai.
Saranin group provided low-energy electron diffraction (LEED), STM and ARPES
dataon6 x 6-Tland /3 x /3-(Tl, Pb). Takahashi group supplied bilayer graphene
grown on SiC substrate and ARPES data. The data are included in the background
section in each chapter from 4 to 6. All of the experimental results summarized in the
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result sections were obtained in Hasegawa group in University of tokyo by the author.
The author fabricated all the samples and measured/analysed transport properties.

1.3 Structure of This Thesis

In the next chapter (Chap. 2), basic concepts and some formulas needed to understand
the main discussion of the thesis is described. Chapter 3 is devoted to show the
principle of elecron diffraction and transport measurements, together with actual
experimental setting. In Chaps. 4 and 5, two different metallic overlayers on Si(111)
starting from 1 x 1-Tl; 6 x 6-Tland V3 x +/3-(TL, Pb)will be presented. The results
of transport measurements will be discussed based on the experimentally obtained
morphologies and electrical structures. Chapter 6 begins with historical background
of carbon superconductor: from graphite to graphene. Recent reports on electrical
structures of metal-intercalated bilayer graphene will be presented in detail, in order
to discuss the results of transport tests. Finally, overview of these three systems,
conclusions and outlooks are given in Chap.7.
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Chapter 2
Fundamentals

Abstract In this chapter, basic theories are described for interpreting and consid-
ering the experimental results obtained in this research. First, the Rashba effect is
described because it has an important influence on the physical properties of the
electronic state on the surface two-dimensional system. The latter part is devoted to
fundamental matters of electron transport and superconductivity, which is the main
issue of this research. The section of superconductivity contains the phenomenology,
the BCS theory and the ideas of some non-BCS case arised from two-dimensionality.

Keywords Rashba effect - Superconductivity

2.1 Surface Electronic States and Spatial Inversion
Symmetry

The surface can be regarded as bulk-cut plane. Hence, at the topmost surface of the
covalent crystal, there are many lone pairs called dangling bonds. Dangling bonds are
so energetically unstable that sometimes a reconstruction or a relaxation of atomic
structure occurs so as to minimize the number of dangling bonds and the total cohesive
energy. This make the electronic structure also different one, which is called surface
states that are two-dimensional and have wave functions localized at the surface. In
particular, novel surface states can be created on semiconductor surfaces by metal
adsorption, which rearranges surface structure. Such reconstructed semiconductor
surfaces have been one of the main issues of surface science for three decades due
to their diversity.

However, there is a so simple difference between surface and bulk; Symmetry has
a dramatic effect on physical properties of surface. In the bulk material with space
inversion symmetry (SIS), e(k, 1) = ¢(—k, 1) is required. In addition, ¢(k, 1) =
e(—Kk, |) holds in the presence of time reversal symmetry. These relations lead to
ek, 1) = e(k, |), namely, every electronic state should have spin degeneracy. In the
system without space inversion symmetry, on the other hand, spin degeneracy can
be lifted, i.e. e(k, 1) # e(k, |). Even for the crystals with centrosymmetry inside,

© Springer Nature Singapore Pte Ltd. 2018 15
S. Ichinokura, Observation of Superconductivity in Epitaxially Grown
Atomic Layers, Springer Theses, https://doi.org/10.1007/978-981-10-6853-9_2



16 2 Fundamentals

SIS is always broken on the surface. This is why we have spin-related phenemona
such as Rashba effect on the surface.

2.1.1 Rashba Effect

Spin splitting arising from broken SIS is important in the system with strong SOC.
Hamiltonian of free electron with SOC is described as:

2

H = Hy+ Hso = ——V>+ ———0 - (VV x p). (2.1)
2m* 4m*2c?

Here, o is spin operator. In the presence of SIS, average of Hio is zero because
VV = 0. However, once SIS is broken, it effectively acts as magnetic field. For
instance, when electron on surface 2DEG has in-plane momentum p and feels strong
confinement potential normal to surface VV = (0, 0, E ), the vector product VV x p
is parallel to surface and perpendicular to momentum p = 7k as shown in Fig.2.1a.
Hence, electron spin is quantized and parallel to the effective magnetic field (spin-
momentum locking). The magnitude of spin splitting is proportional to k = |Kk| so
that energy band splits into two blanches depending on its spin state:

P PPE

s(k) = 2m* 4m*2c?

k = eo(k) + agk (2.2)

Here, ag = (W2E 1)/ (4m*?c?) is called Rashba parameter, which is used to indicate
the phenomenological magnitude of spin splitting in each material system. Up and
down spin states cross at k = 0, namely, they degenerate at k = 0 and the lower
energy spin state is reversed depending on the sign of k (Fig.2.1b).

The surface confinement potential of typical metal is ca. 1 eV, which corresponds
toag ~ 10~%eVA. However, actual crystal surfaces show much larger spin splitting.
Au(111) is the first surface system which spin splitting by the Rashba effect is
observed [1]. It has a 2D free electron like surface band in the projected bulk band

(@) VV = (0,0,E.) (b)

p =hk ‘\ 7
SN L

k- K+

Fig. 2.1 Schematic drawing of (a) a free electron confined in a surface two-dimensional state and
(b) the band dispersion of one-dimensional free electron with the Rashba effect
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Fig. 2.2 Experimental evidences of the Rashba spin splitting on Au(111) surface provided by
ARPES [2]. a The Fermi surface, b the band dispersion and ¢ the spectra of spin-resolved ARPES.
Reprinted with permission from Ref. [2]

gap at around I” point. Owing to the resolutional improvement of ARPES, La Shell
et al. found the surface band is split in accordance with the prediction of the model
above. The Rashba parameter estimated by the experiment is g = 0.33 eVA, larger
than the simple estimation above by over orders of magnitude. Since the surface
bands of Au(111) is free-electron like, Rashba-type split states are two parabolas
shifting in the wavenumber direction (Fig.2.2b). Consequently, the Fermi contours
are observed as two concentric circles as seen in Fig.2.2a. Spin vector is predicted to
rotate in the same direction as the motion along the circles but opposite for different
blanch. For the inner branch, the spin rotates in the clockwise direction, while for the
outer branch they rotate in the counterclockwise direction. In fact, such spin texture
is shown by Hoesch et al. from spin-resolved ARPES measurements (Fig.2.2c) [2].
Now the idea of the Rashba effect is widely accepted and the surface of crystal is
regarded as a model system for it.

Why can surfaces have such large Rashba spin splitting? Peterson et al. calculated
the electronic state derived from 6p in the topmost layer of Au(111) surface by
tight-binding method including SOC [3]. Their result showed that the Rashba effect
is caused by not only breaking symmetry but SOC in the nucleus on surface. This
is why magnitude of the Rashba effect depend on atomic numbers of surface ele-
ments. Nagano et al. performed ab initio calculations for various surfaces, indicating
importance of concentration and asymmetry (or distortion) of wavefunction near the
surface [4].

These theories tell us the intricate nature of the Rashba effect. Actually, the systems
with especially large Rashba splits are surface alloys like Bi/Ag(111) [5], which have
more complicated atomic structure than simple metals.
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2.2 Electrical Transport

In this thesis, superconducting transport properties in two-dimensional systems with
metallic state will be discussed. Although superconductivity is carried by Cooper
paired electrons, it inherits normal state electronic properties e.g. coupling strength
with phonon and mean free path. Such physical quantities are defined here by Drude
and Boltzman formulas.

2.2.1 Drude Model

Carrier is driven by electrical field. When a constant force acts on electrons, they
show Bloch oscillation in a perfect crystal while steady uniform motion in a natural
crystal due to scattering by defects.

Drude constructed a model to describe electron motion in classical sense. In the
Drude model, it is assumed that an electron travels for a time t since its last collision,
namely, scattering rate per unit of time is 1/t in average. The t is called relaxation
time. The equation of motion for an electron under electric field of E is

dv(t) v(t)
* =¢E —m*—=, 2.3
m T e m " (2.3)
where m* is electron mass. Then, velocity of electron in steady state is
et
v=—E =puE. 2.4)
m*
u = et/m* is called mobility. Current density of carriers with density of n is
. ne’t
j=nev=——E=neuE. (2.5)
Electrical conductivity o is defined by j = o E. From Eq. (2.5),
2
T
o= ner_ nejf. (2.6)
m*

2.2.2 Boltzmann Equation

Although the Drude model assumes independent motion of electrons in a classical
way, the idea of the relaxation time and the mobility can be used to describe macro-
scopic properties of the real systems. However, in order to estimate conductivity by
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quantum mechanical states in solids, we have to use the Boltzmann model. In equilib-
rium condition, electrons occupy states in energy bands (1, 2, ..., 7, j, ...) according
to the Fermi distribution function, which is modified by application of the electri-
cal field. By adopting the relaxation time approximation, the distribution function
returns to equilibrium after time 7. Then, conductivity tensor o;; (j; = 0;; E;) can
be written as [6]

2¢%tT Viv; 2.7
0= ——— — .
77 @m)ih r
In two-dimensional case,
62-[ /dk Vivj (2 8)
;i = —_—. .
I ok 7

If current is uniform and isotropic, v;(;y can be rewritten by the Fermi velocity vr;

A
o= Py /dkp. (2.9)

In 2D free electron, density of state at the Fermi surface per square unit is

2w ) AE/dk  2xih ) v wh? ’

Here m™* is the effective mass. Therefore o is simplified as

&> eztk%-
o= EZVFN = (2.11)

where [ = tvy is the mean free path. Using m*vyp = hkp,

2

e
= —kpl. 2.12
o h F ( )

Hence, we can estimate mean free path from sheet resistivity Rgeer = 1/0 as

L e
- kF Rsheet'

(2.13)

Namely, the mean free path is proportinal to the Fermi wavelength 1/ kg and 1/ Rgpeet.
h/e* = 25.8kS is the quantized resistance of electron.

Note that the Boltzmann picture results in the Drude model [Eq. (2.6)] by adopting
free electron approximation. First,
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/dkp = 27‘[]([: (214)
ki

=—. 2.15

" 2 ( )

By using vy = hkp/m*, electrical conductivity

e2tn

m*

o= = eun. (2.16)
Though the electrical transport occurs only near the Fermi surface, the conductivity
involves the total number of electrons occupying the band from the bottom to the
Fermi energy, same as the Drude formula.

Conductivity and band structure

Now we can get relations between transport properties and band dispersions based
on the Boltzmann picture as follows.

From the Fermi wavenumber kr and the gradient of band dispersion near the
Fermi surface d E/dk(k = kr), The Fermi velocity is written as

1 (OFE
vp=—-|— . (2.17)
h \ ok kr
The effective mass:
. hkp Wk
=— =7 (2.18)
VF (W)kF

On the one hand, the career density n is estimated by

spin degeneracy factor x area of the Fermi surface
n= ) . (2.19)
b4

2.2.3 Matthiessen’s Low

In a solid, the electron repeatedly scatters off crystal defects, phonons, impurities, etc.
According to the Matthiessen’s low, the inverse of the relaxation time t (scattering
probability) is the sum of that from electron-phonon coupling, electron-electron
interaction, and impurity scattering (T,—,, Te—es Timp)-

1 1 1 1
= +—+—. (2.20)

T Te—p Te—e Timp
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Here Rgeer s defined as the sheet resistance, the inverse of Eq. (2.11). Applying the
Matthiessen’s low,

2mm* 1 1 1
Rsheer = 2.2 + + . (221)
e ky

Tefp Te—e Timp

At the temperature much lower than Debye temperature, the contributions from
electron-electron interaction and impurity scattering are dominant. Since electron-
electron scattering does not frequently occur in normal metals, resistance decrease
with cooling, saturating in residual resistance due to impurity. Such monotonic
behavior is broken by several reasons: Kondo effect, Mott transition and Anderson
localization.

2.2.4 Loffe-Regel Limit

Anderson localization is understood as the absence of diffusion of electrons in a
crystal due to too many impurities. Namely, the Bloch picture itself is destroyed by
strong randomness. Bloch wave spreads thorough the system when the mean free
path is enough longer than the Fermi wavelength;

kpl > 1. (2.22)

Equation (2.13) gives us a relation
h
Ryheer < — = 25.8 (k). (2.23)
e

This is what we call Ioffe-Regel limit, 25.8 k2. Namely, metallic behavior (monotonic
decrease of resistance) is expected when Rgee; < 25.8 k€2, unless insulating behavior
(increase of resistance) or metal-insulator transition is predicted.

2.3 Basic Properties of Superconductivity

Many of the metals become superconductivity when cooled below a characteristic
critical temperature 7. There are two elementary properties of superconductors;

e Zeroresistance: sustaining currents in superconducting rings with no power source.
e Perfect diamagnetism (Meissner effect): complete ejection of magnetic field lines
from the interior of the superconductor.

A superconductor can be Type I, meaning that it has a single critical field H,;, above
which Meissner state is completely lost; or Type II, meaning that it has two critical
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fields (H.; and H.,), between which it allows partial penetration of the magnetic
field. H.; < H < H,, is called mixed state where an increasing amount of magnetic
flux penetrates the material, but there remains no resistance to the flow of electric
current as long as the current is not too large. Elemental metals such as Hg, Sn and
Al are classified in the former case: Type I, while most of the alloys and compounds
are Type II.

2.3.1 London Equation

The first phenomenological theory of superconductivity was the London theory [7].
The London theory separates the conducting electrons within a superconductor into
two fluids. According to this two-fluid model, one fluid consists of ‘normal’ electrons
with number density 7n,,, which behave exactly in the same way as the free electrons
in a normal metal. The current density J, = n,ev, due to flow of these electrons
obeys Ohm’s low:

J. = o,E. (2.24)

The others are the superconducting electrons (or superelectrons), which form a fluid
with number density n,. The superconducting electrons are assumed to be freely
accelerated by an electric field i.e. not scattered by impurities, defects or thermal
vibrations. When the velocity and charge of a superconducting electron are v, and
es, then its equation of motion is written as

dv,
dt

— —¢,E. (2.25)

Since the expression for the current density is J; = nse;vy, we find that

dJ; nse%
T m‘ E. (2.26)

This is the first formula of London equation. If we consider a constant current flowing
in the superconductor, then dJ,/dt = 0, so E = 0 i.e. no electric field or potential
difference in the superconductor. This indicates zero resistance state.

To account for the Meissner effect in a superconductor, additional assumptions

are needed;

2
nge
VxJy=-— e

h. (2.27)

n;

This is the second formula of London equation. Displacement current and normal
current decrease so rapidly that can be ignored to consider effect in steady condition.
So the Ampere-Maxwell law can be written as V x h = poJ;. Here, h is local
magnetic field. Taking rotation of both side, we have
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Fig. 2.3 Schematic illustration of the Meissner effect. The magnetic flux density parallel to the
surface attenuated exponentially with distance below the surface of the superconductor. The inside
of superconductor has perfect diamagnetism

V x (V xh)=uyV x Js. (2.28)

Inserting Eq. (2.27) gives us a second-order differential equation of h.

1
V’h = —h. (2.29)
A
L

Here, we define London penetration depth A, by

o= | (2.30)
o€
By solving Eq. (2.29), we obtain
X
h o< exp (——) . (2.31)
AL

This indicates that the external magnetic field is attenuated exponentially with dis-
tance below the surface of the superconductor. #; — 0 within the bulk; This is
qualitative explanation of Meissner effect (see Fig.2.3).

If Eq. (2.27) is rewritten by vector potential A instead of local magnetic field h,

2
J, = — %A (2.32)

M

This is another expression of London equation, since Eq. (2.26) is obtained by tempo-
ral differentiation of Eq. (2.32). The laws of physics governing electricity and mag-
netism should be invariant under gauge transformation. Hence, Eq. (2.32) requires a
specific gauge as A, indicating that the gauge symmetry is broken accompanied with
superconducting transition. In superconducting system, V - J; = 0. Therefore, we
have to fix the gauge as following Coulomb gauge.

V.A=0. (2.33)
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2.3.2 GL Theory

The second order phase transition is accompanied by the spontaneous symmetry
breaking. As mentioned above, London equation results in breaking of the gauge
symmetry. Actually, superconducting phenomenon is explained as a second order
phase transition in the Ginzburg-Landau (GL) theory.

The most typical example of the second order phase transition is magnetization
in ferromagnetic materials. Above the Curie temperature, there is no order of spin
direction (paramagnetism). Below the Curie temperature, every spin aim to be par-
allel in specific direction and the system has finite magnetization (ferromagnetism).
Although the magnetic order has microscopic origin: exchange interaction with next
neighbor spins, it can be described by macroscopic phenomenology using free energy
Z (M, T) without detailed mechanism. Here, M is magnetization: a kind of order
parameter. In quantum statistical mechanics, Bose-Einstein condensate (BEC) is an
example of the spontaneous phase transition. Then, a large fraction of bosons occupy
the lowest quantum state called macroscopic wavefunction;

w(r) = |¥(r)le’?, (2.34)

at which macroscopic quantum phenomena become apparent. Here, the gauge sym-
metry is broken: the phase of macroscopic wavefunction is ordered.

Superconducting order parameter

To treat superconductivity in the same way, Ginzburg and Landau argued that the
free energy, %, of the superconductor near the superconducting transition can be
expressed in terms of a complex order parameter field ¥, which is nonzero below
the phase transition into the superconducting state and is related to the density of the
superconducting electron n;

U= /ne'?. (2.35)
Therefore,
¥ |? = n,. (2.36)

Here, the spatial dependenceis ignored for simplification. In the superconducting
phase, the gauge symmetry is broken so that the phase of superconducting state has
physical meaning. The charge flux density is written in the following form.

iesh . . esh
Js = YV — VYY) =

nyVao. (2.37)
2my myg

This equation indicates that the superconducting current is driven by the phase of
macroscopic wavefunction.
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According to the general discussion of the second order phase transition, the free
energy has a form of thr field theory using |¥|? as order parameter.

FIW]=Fo+al¥|* + §|w, (2.38)

where «(T) = a(T — T.) and a, B is positive constant. .%, indicates the free energy
in normal state. This equation has a trivial solution: |¥| = 0. This corresponds to
the normal state of the superconductor, that is for temperatures above the super-
conducting transition temperature, (T > T¢). Below the superconducting transition
temperature, the above equation has non-trivial solutions:

| =+ “(T‘%T) (2.39)

The temperature dependent behaviors of free energy is summrized in Fig.2.4. This
type is called Higgs potential. When T > T, there is an unique solution at the origin.
On the other hand, when T < T, the mimimums can be solution. This is so-called
sponteneous symmetry breaking at 7 = T.

GL equation

Here, let us consider the spatial variation in amplitude of macroscopic wavefunction:
Y (r) = |¥(r)|e”'?. By minimizing the free energy with respect to variations in the
order parameter and the vector potential, one arrives at the GL equations:

2 . 2
_ M [v _ ﬁA(r)] W) +aW () + Bl @)W ) =0, (2.40)
2m h

—iesh * e 2

L) = S == W mVEE) - v OVED)] - @A, 241

s
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When A(r) = 0, easy solutions can be find: the minimums in Fig.2.4. [V —
(ies/R)A(r)]¥ (r) = 0in Eq. (2.40) also gives solutions with the same energy.

Next, by considering the spatial variation of phase ¥ (r) = |¥(r)le'®®™, we
obtain the following equations.;

VI )| =0, (2.42)

Vo (r) — %‘A(r) —0. (2.43)

The former requires |¥ (r)| to be spatially constant. The latter gives arelation between
vector potential A and @ (r) as

A(r) = ;V@(r). (2.44)

Here, arbitrary A (r) satisfying the Eq. (2.33) (Coulomb gauge) is possible. Namely,
the solution of GL equation (2.40) infinitely degenerates with respect to the phase
of macroscopic wavefunction. The ground state ¥ is given by Higgs potential curve
shown in Fig.2.4. The phase degree of freedom of ¥ corresponds to rotation in
complex plane [Re(¥), Im(¥)] (indicated by the white arrow in Fig. 2.5). Therefore,
Higgs potential form symmetrical upward dome with a trough circling the bottom
in [Re(¥), Im(¥), F] as shown in Fig.2.5. At high temperature phase, the solution
locates at the peak of this “Mexican hat”, and the system is rotational symmetric,
corresponding to conservation of gauge symmetry. Phase transition from this sym-
metric state to low-temperature phase is regarded as rolling down the dome into the
trough (indicated by the black arrow in Fig.2.5), a point of the lowest energy. After-
ward, the ball has come to a rest at some fixed point, namely, phase of macroscopic

ImY¥

Fig. 2.5 Schematic illustration of the Higgs potential. At high temperature phase, the solution
locates at the peak of the dome. Phase transition to low-temperature phase is indicated by the black
arrow, rolling down the dome into the trough. The phase degree of freedom of ¥ corresponds to
rotation in complex plane [Re(¥), Im(¥)], which is indicated by the white arrow
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wavefuction is determined. At the point, rotational symmetry is no longer conserved:
gauge symmetry is spontaneously broken.

GL coherence length

Let us consider the spatial variation of macroscopic quantum state | (r)| in a specific
situation, in which a superconductor occupies x > 0 semi-infinit space. We solve
the one dimensional GL equation (2.40)

2 d?
——— VX)) +a¥ () + pP(x) =0 (2.45)
2mg dx?

with a boundary condition ¥ (0) = 0. We can simplify this formula by defining

h2
géL =— (2.46)

2mg|a|

and a normalization ¥ = ¥/ ¥y, ¥ = /|a|/B;

d2
—E6L 5V (0 — Y ) + ¥ ) =0. (2.47)
This is rearranged to
d | ., (dv@Y RN
ax [—EGL( dx ) — ¥ x) +§¢ (x) | =0. (2.48)
Hence,
2 (dY(x) : L P
—&GL (7) —Yx) + Elﬁ (x) = const. (2.49)

At the interior of superconductor, (x — +00), ¥ — ¥. Then,

dy )\ 1
& (d—xx) = sl - PP, (2.50)
leading to
X
= tanh : 2.51
v = (20) as

Even though ¥ (0, y, z) = 0 at the interface, superconducting state recover it equi-
librium according to the characteristic exponent &gy . Itis called GL coherence length,
which gives the length scale the variations of the density of superconducting com-
ponent against small perturbations. Using « = a(T — T¢.), we obtain
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B\ 12 7\
éaL(T) = (Zm T ) (1 - F) , (2.52)

indicating that GL coherence length depends on temperature and diverges at T¢.
By replacing n, with |¥|? in Eq. (2.30),

12 —12
K s T

AL = m___ (_mP i . (2.53)
/‘L0|l1/|28% MOeszaTc 1.

Applying Eq. (2.51) gives us
A s 2
= _ms 28 (2.54)
§c  esh\ no

Here definded « is GL parameter which determines classification of superconductor
as shown in Fig. 2.6; When k < 1/+/2, penetration of magnetic flux can be ignored so
that the system is type-I. k > 1/+4/2 means that the coherence length is smaller than
the penetration depth. This manifests that magnetic flux passing through the material,
which is the characteristic of type-II superconductor. Most of the compounds are
classified to this case.

Qauntum vortex

Magnetic flux penetrating to type-II superconductors is called vortex. At the center of
vortex (vortex core), superconductivity is broken into normal state. The decay length
&qL gives diameter of vortex. Superconducting current circulates around the flux to
cancel it (Fig.2.7). Because the wavefunction must return to its same value after an
integer number of turns around the vortex, circulation around vortex is quantised;

7{ V@ -dl =2mn, (2.55)
c

where 7 is integer. Using Eq. (2.43),

(a) Type 1 (b) Type 2
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-
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Fig. 2.6 a Schematically drawn coherence length and magnetic penetration length in a, type-I and
b type-1I superconductors



2.3 Basic Properties of Superconductivity 29

Fig. 2.7 Schematic picture oo
of the vortex in type-II 4
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S A-dl=2mn. (2.56)
h Je

Here, circlulation of vector potential equals to penetrating magnetic flux. Then

7{A~dl=/B~dS=¢. (2.57)
c s

This results in magnetic flux quantum;

¢ = nﬁ = ngy. (2.58)

s

Temperature dependence of upper critical field

Here we see the upper critical field H,, of type-II superconductor. At the vicinity of
H,», higher order term of ¥ can be ignored. Then we have linearized GL equation:

K2 ieg 2
— [V — ?A(r)] Ur)+a¥((r)=0. (2.59)

2my

This equation has the same format as Schrédinger equation; —« corrensoonds to
energy. When an uniform magnetic field is applied along z axis, by taking a vector
potential A = (0, Bx, 0) we obtain

" | 92 9 iesB \° 92
__|: +( re x) +—:|II/=—alI/, (2.60)

oms | ax2 " \oy & 372

which has the same format as the one to describe free electron motion in mag-
netic field. By separation of valuable ¥ (x, v, z) = u, (x)e’*?*%Z  this equation is
arranged into:



30 2 Fundamentals

W =20 | = 2 (e — ) un). @61)
- 5 Sms;w (X — n =\ T3 K n . .
2y dp2 T MO TR O =5 ey )

Here, w. = e;B/myg, xo = hk,/esB. This equation can be solved as hermonic

ocsilator.
1 1 sB
en=(n+=)ho.=(n+=)n(22), (2.62)
2 2 m

where 7 is zero or positive integer. This equals to (7/2m;)(EcL(T) ™2 — k?), )

oo 1 2
B = —kZ). (2.63)
2m(2n + 1) \ &gL(T)? <
H,_, is defined as the maximum of the field. Therefore, we obtain
T
woHuo = %o 5= $o . (1 - —) . (2.64)
2wéaL(T) 2wé6L(0) T.

The temperature dependence of upper critical field can be acquired experimentally.
We can estimate the GL coherence length at zero Kelvin by extrapolation.

2.3.3 BCS Theory

London and GL theory were postulated as phenomenological models which could
describe macroscopic properties of superconductors. However, no one examined the
microscopic origin why macroscopic amount of career can be stored in one quantum
state. The superconducting state is fundamentally different than any possible normal
metallic state; The free electron system without any impurity can have a perfect
conductivity but not a Meissner state at zero-temperature limit, Thus, the transition
from the normal metal state to the superconducting state must be a phase transition
resulting from some many body effect.

However, direct coulomb interaction between electrons is repulsive so that it raises
the total energy of systems. To reduce the energy requires some attractive force. We
have seen the effect of phonon scattering to electrical resistance at the Sect.2.2.3.
An intuitive picture of electron-phonon interaction is described as follows; As an
electron moves through the lattice, it attracts neighboring nucleus via a Coulomb
interaction. The attraction leads to a local distortion of the lattice, cause the excess
of the positive charge, which attracts another electron nearby. This process is taken
into account to electron-electron interaction via lattice deformations, described by
a phonon exchange (Fig.2.8a). The net effect of the phonons is then to create an
attractive interaction and generate quasiparticle states. This is in other words bosonic
electron pairs, predicted to exhibit BEC.
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Fig. 2.8 Conceptual figures of Cooper pair formation in the BCS theory. a The attracting interaction
between two electrons via lattice distortion. b The Cooper pair formation on a Fermi surface. The
pink and yellow arrows indicate scattering paths which cause the attractive interaction. ¢ The possible
scattering paths to form Cooper pairs with nonzero center of mass of momentum. As the final state,
k'y is forbidden except the crossing point of the spheres with the radius of |k | centered on k{

However, it is not easy to treat considerable amount of electron. Instead, Cooper
considered to add electrons above a filled Fermi sphere as form in attracting pairs
(Fig.2.8b). Here, the total energy is minimized when two electrons with (k, —K) form
bound state, namely, center of mass of a pair K = 0. (Two electrons chase each other
around the lattice.) If K = 0, there are various scattering paths to cause attracting
force conserving the total momentum as Fig.2.8b. On the one hand, if K # 0, such
scattering paths are limited (Fig. 2.8c). Thus, Cooper quantified the superconducting
ground state assuming K = 0.

Cooper instability

A wavefunction of the two electrons above Fermi sphere can be written as
Y (ry, 01,12,02) = Y (r1, 12) x (01, 02). (2.65)

Here, v is spatial and x is spin part. Since the pair in a zero center of mass state by
the assumption, ¥ (ry, ) is a function of r = r; — r,. By a Fourier expansion,

1 .
Yy =5 > gheT, (2.66)
k

where g(K) is probability amplitude to find the electron pair in (k, —K).
The spatial part must obey the Schrédinger equation of

hZ
[— S (Vi VD + V(r)} Y(r) = (E + 209 (1). (2.67)

Here V (r) denotes attractive potential, E is a additional energy of two electrons and
e is Fermi energy. By substituting the Fourier-expanded wavefunction, we obtain
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212

—g(k) + Z gk Viw = (E + 2¢p)g(K). (2.68)
m Y
Here,
1 . !
Viae = 5 / drV (r)e & —K)r (2.69)

is Fourier transform of V (r).

Vi indicates the attractive interaction via phonon exchange. However, the max-
imum energy which may be exchanged in this way is ~hwp. (wp is the Debye
frequency.) Thus the scattering in phase space is restricted in energy width

er — howp < &g < € + hwp, (2.70)

where g, = h?k*/2m*. Since er > wp in typical metal, this region is just a narrow
shell on the Fermi sphere. Here, isotropic attractive interaction is described as

—Vi —h h
Viw = o (er ®p <k < EF + hwp) @271
0 (otherwise).
Then, Eq. (2.68) is simplified as
(—2ex+ E +2er) g(k) = =V, Z g(K). (2.72)
k/

Here, when spin part of wavefunction x (o1, 07) is singlet (i.e. antisymmetric), spatial
part is symmetric. Then, g(k) = g(—Kk) and

1
1=V - 2.73
O;ZSk—E—ZSF 2.73)
hw[)
=V deN 2.74
0/0 eN(er + &) —— (2.74)
E — 2ha)D
= VyN(ep) In — (2.75)

where, N (¢) is density of state, which is almost constant around Fermi energy. When
VoN(er) < 1,

2

This indicates that the weak phonon-mediated attractive interaction — V, promote the
formation of a spin-singlet pair (k 1, —k | ), which is called Cooper pair. No matter
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how small attracting force is sufficient to destabilize the Fermi sea, and creates a new
ground state.

On the other hand, when spin part is triplet, spatial part is antisymmetric. Then,
g(k) = —g(—k), which make the right hand of Eq. (2.72) equals to zero and

E = 2(8k — 81:) > 0. (277)
Therefore there is no instability of Fermi sphere.

From above discussion, following three assumptions are used in the BCS theory.

1. Cooper pairs take zero center-of-mass momentum.
2. Cooper pairs are spin singlet states.
3. Cooper pairs are created by isotropic attractive interaction.

BCS ground state

As discussioned in the preceding section, attractive interaction modifies distribution
of electron in the ground state; All electrons are stored in Fermi sphere in free
electronic ground state, while some of the electrons occupy the states above the
Fermi surface as pairs in BCS one. Let us simplify the notations of pairing states;
|l)k (|O)k) represents occupation (unoccupation) of (k 1, —k | ), whose probability
amplitude is defined as vk (ux). They satisfy

vi +up = 1. (2.78)
BCS wavefunction is written as

@) =[] [| O + vic| 1] - (2.79)
k
Normal ground state is represented by

{ =1, w=0 (k| <kp) (2.80)

w=0, ux=1 (K| > kp).

Creation and annihilation operators for pairs are definded as nl and ny, respectively.

m|Dk =0 (2.81)
|0 = |k (2.82)
| Dk = [0)k (2.83)
|0k = 0 (2.84)

By using these operators, phonon mediated electron-electron scattering (k 1, —k |
) — (k' 1, =Kk’ |) is described as '713 nk. Thus its Hamiltonian is
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V==V nim. (2.85)
Kk’

where V| is energy gain due to the interaction. Here Kk is limited by e — hiwp <
ek < &r + hwp. The expected value of the energy reduction is described as follows;

(@IVIw) = Vo | [] (up(Olp + vpl1)p) (Z n;nk,)H (p [0)p + vpr [ 1))
p Kk’ P
(2:36)
Since (1|1 = Sk (010)ke = Sk, (Ol D =0,
(VW) = =Vo D ittty (2.87)

kk’

On the other hand, Cooper pair formation increases kinetic energy Ej;, of the system.

Ein =2 ewy. (2.88)
k

Here, ek = ex — ¢r. Thus, we obtain the expected value of total energy W as

W =2 e — Vo D Vit (2.89)
k Kk’

By minimizing W with respect to variations in vy, uk,

1— 2v]2(
2ex — Vo Z uvie = 0. (2.90)
L

Here we used oW/ Bvlz( = 0. The summation about k’ is constant so that we define a
constant A by

A= Vo uevi. (2.91)
k!

Then,

ki A (2.92)
-2 28 ‘

From Eq.(2.78), we obtain a quadratic
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Fig. 2.9 Schematic drawing
of the probability amplitude
of the BCS ground state as a ‘1)12( A Uy
function of energy. The v is 1
the probability amplitude as

a Cooper pair. Electrons in an
energy window e + A are
redistributed from the ground

state of free electron model /

A
Vg — Vi + — =0, (2.93)
Ey = /e + A2, (2.94)

which can be solved to yield
(2.95)

This indicates that electrons slightly below the Fermi surface (e — A < € < ¢f)
redistribute above the Fermi surface (¢ < ¢ < ep + A) in the BCS ground state.
(Fig.2.9).

Superconducting gap

Subtracting Egs. (2.91) to (2.95) leads to

A=V, TR R PR . 2.96
025 (-5)s (%)) 2.96)

1 E2 —g2\'?

= > (e 2.97
20 - ( E2 ) 297)
A 1

Sl 7 Y — (2.98)
2 g (Sﬁ—}—AZ)l/Z

The summation about &’ is able to be replaced by integral;
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N(er)Vo /’W 1
1= d 2.99
2 oy G A2 22
hwp 1
=N Vi ———d 2.100
(er) 0/0 1A ( )
hw
— N(ef)Vysinh™! (TD) . (2.101)
Hence
hw 1
=L _ginh {—). (2.102)
A N(ep)Vy
In weak coupling superconductor, N(er)Vy < 1. So
A =2h : (2.103)
=2hwpexp | ——— .
pExp N(er)Vo
1
=2kp® —_, 2.104
? Dexp( N(SF)VO) ( )

where @), is the Debye temperature.

The approximation of N(er)Vy < 1 cannot be applied to strong coupled super-
conductors. Some of the results here are modified by analytical solution of electron-
phonon coupling Hamiltonian (described later).

In the BCS ground state, electrons are above Fermi energy as pairs. Thus, ele-
mental excitation (or quesiparticle) is half filling of a pair state. Then the system gets
kinetic energy of an unpaired electron

SE = &) — (zskvﬁ — 2V Y vk/uk/). (2.105)

K

Here Eq. (2.89) is used. From Egs. (2.91) and (2.95), one can find that § E corresponds
to Ex in Eq. (2.94). This leads to the dispersion relation of superconducting state;

Ey = /el + A2 (2.106)

It has an energy gap of 2A as seen in Fig.2.10a. Since normal electronic states turn
into superconducting states one-to-one, the density of state in superconducting phase
N, (E) has easy relationship with normal density of state N, (¢);

N;(E)dE = N,(¢)ds. (2.107)

Then,



2.3 Basic Properties of Superconductivity 37

(a) E

Coherence peak

I3 i1 N.(E)
Nyler)

Fig. 2.10 Schematic pictures describing the BCS ground state. a The dispersion relationship of
quasi particles. There opens a gap of 2A centering on . b The energy distribution of density of
state. The states inside of the gap are moved and stacked to form coherence peaks at E = £A with
Cooper pair generation

N(E) = N, (&) % 2.108
s( )— n(é‘)d_E ( . )
= N,,(a)%x/Ez — A2, (2.109)

Around the Fermi energy, N, (¢r) is approximately constant. Then we obtain

N(E) [ 0 (EI<a),
Nn(SF) B [ £ (2110)

7 (E|> ).

As shown in Fig.2.10b, the energy gap of 2A is clearly opened. The normal states
within e — A < E < ep + A are stacked at E = A, resulting in sharp peaks
(coherence peaks).

Superconducting gap at finite temperature

At finite temperature, thermal energy breaks Cooper pairs and creates quasi particles
with the dispersion Eq. (2.106). Then, A decreases by heating the system and vanish
at 7.

The quasi particles obey Fermi distribution.

1

: 2.111)
exp(Ex/kpT) + 1

f(Ey) =

Hence, the occupation probability of Cooper-paired states is described as 1 —2 f (E)
at finite temperature. In order to obtain temperature-dependency of superconducting
gap A(T), we consider the occupation probability in Eq. (2.100).

hop 1 _
IZN(EF)V()/ 1 = 2/(Ew) (2.112)

0 (82+A2)1/2 €.
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Fig. 2.11 Schematically A(T)
drawn temperature T3
dependence of R (O)
superconducting gap in the

BCS theory 1

T 4

In Fig. 2.11, numerically obtained A(T) is displayed. Around the T, approximately

A(T) [T
AV W2 § [— (2.113)
A(0) T.

indicating rapid destruction of Cooper pairs.
Furthermore, from A(T,) = 0,

. hov tanh(e )2k Te)
= N(Ep)Vy fds. 2.114)
0
This leads to
1
F)Vo

In weak coupling superconductor, comparison between this equation and Eq.
(2.104) give us an universal relation:

A(0)
kpT:

=1.76. (2.116)

Connection to phenomenology

Once the BCS theory had been established [8], the phenomenologies by London,
Gintzburg and Landau was confirmed, starting from the microscopic origin [9-11].
That is, what is called superelectron in London theory is actually Cooper pair with
charge of e; = 2e and effective mass of m; = 2m*. Here I summarize the important
results from the phenomenologies.
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m* B 1/2 T\ 12
Penetration length A; = { ——— 1—— 2.117)
2upetaT, T,
. . h 15
Quantized magnetic flux ¢g = % =2.07 x 107> (Wb) (2.118)
e

2 12 7\ 12
GL coherence length &g (T) = 1 — — (2.119)
dm.aT, T.

)\L m* 2‘3
GL parameter k = — = — | — (2.120)
e eh\ o
Upper critical field pnoHo(T) = Lz (1 — 1) (2.121)
27861.(0) T.

What is microscopic picture of magnetic decoupling of Cooper pairs? Since paired
two electrons have opposit momentum each other, their binding is broken by Lorentz
force. This is called orbital pair breaking. In ordinal superconductor, orbital breaking
occurs at small magnetic field and determines the upper critical field. However, when
it is supressed by some reason, Cooper pair survives until spin-singlet component
becomes unstable by Zeeman effect. This is called paramagnetic effect. The BCS
theory predict that this effect occurs at poH,(T) = 1.867.(K) at 0 K (Pauli limit).

The BCS theory also gives microscopic interpretations of coherence length. In
the real space, the length scale corresponding to superconducting gap is given by the
uncertainty principle:

_ hVF
T A0)

& (2.122)

This is called Pippard’s coherence length and regarded as characteristic size of
Cooper pair. Namely, an electron feels the interaction from another one at the dis-
tance of &; or less and form bound state. This is why macroscopic superconducting
state cannot variate within coherence length.

It should be note that, since & is ideal coherence length, the effective coherence
length £ is suppressed by impurity scattering as

l—l+l (2.123)
£ & I '
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where [ is mean free path of normal electrons. &y < [ is called clean limit while
&y > [ is dirty limit. In dirty limit,

£ = 0.85\/. (2.124)

In usual case, the effective coherence length coincides to experimental obtained GL
coherence length.

2.3.4 Josephson Effect and Critical Current

Let us consider two superconducting materials described by macroscopic wavefunc-
tions: ¥ = A;(0)e'® (i = 1,2). When the two superconductors are coupled by a
weak link (e.g. a thin insulating barrier), a current flows indefinitely long without
any voltage applied, due to the difference in phase of the wavefunction. This is called
Josephson effect. Current density driven by a Josephson junction (JJ) is given as

J = Josin(Py — @), (2.125)

eh
J. = V%Al(O)Az(O). (2.126)

[12]. Here y is strength of the coupling and J, is the maximum current density.
Sometimes JJ is naturally formed by defects and impurities. In superconducting thin
films, superconducting regions tend to be patched and connected via JJs each other.
It is pointed that even atomic steps on the surface act as JJs in superconducting
surface systems on semiconductors [13]. If the current through JJ is applied more
than Eq. (2.126), superconductivity is broken down [13—15]. Such threshold is called
critical current /., which relates with normal state resistance R, as follows.

1.(T) = ”231(5) tanh (ZAk(:T) ) (2.127)

For the interior of cleaner superconductor, on the other hand, /. is determined
by pair breaking current [16]; When superconducting current is flowing with group
velocity vy, the center-of-mass of Cooper pair’s momentum K is non-zero and the
energy of quasi particle is ik pv,. The pair is broken when this shift reaches to A(T).
Thus critical current is proportional to A(T);

2 32
1,(T) [1 - (F) } : (2.128)
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2.4 Special Cases of Superconductivity

2.4.1 Strong Coupled Superconductor

A = N(ep)Vp in Eq. (2.115) indicates how strongly electrons feel attractive inter-
action. If it is mediated by phonon, A is called electron-phonon coupling constant.
In the BCS theory above, it has been assumed that A = N(er)Vy ~ 0. Eliashberg
expanded the discussion to strong coupling case and McMillan and Allen-Dynes
calculated the critical temperature at A ~ 1 [17, 18].

(2.129)

C

hoo__ 1.04(1 + 1)
= X — N
145k P | T A = + 0.620)

where ©* is a parameter of the direct repulsive interaction between electrons. Typi-
cally it is 0.1-0.15. Equation (2.129) is rewritten using the Debye temperature @ p
as

op 1.04(1 4 )
T. — _ . 2.130
©T 145 eXP[ x—m(1+o.6zx)] (2.130)
Then, Eq. (2.116)
A
a=29 _ 75 (2.131)
knTe

is also need to be modified. Experimentally, the constant a is enhanced. In typical
example of bulk Pb with A = 1.2 — 1.7 [19], @ = 2.19 [20]. Since materials in this
study also have large electron-phonon coupling, I considered the possible enhance-
ment of a to convert T, to the superconducting gap. Namely, the gap is estimated
by

A0) = akp T, (2.132)

where a is ranged from 1.76 to 2.2.
One can see the effect of strong electron-phonon coupling in enhancement of the
effective mass of normal state electron as;

m* is effective mass without electron-phonon coupling while m’ is enhanced one.
Since Fermi energy in metal is ~10° K while Debye temperature is in the order
of several hundred Kelvin, the enhancement of effective mass occurs at only the
neighborhood of Fermi surface. Thus, there appear kink structure in the band dis-
persion near Fermi surface (Fig.2.12), which is a sign of strong electron-phonon
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Fig. 2.12 Schematic picture tE
of a kink structure in an
electronic band dispersion,
which induced by the
electron-phonon interaction

interaction observed in recent studies on superconductivity by ARPES [21, 22].
The spectral function A(k), @ measured by ARPES [23] provides information on
both the single-particle electronic dispersion &y (k) and the quasi particle self-energy
Yk, w) = X'k, w) + iX"(k, w). The real and imaginary parts account for the
renormalization of electron energy and lifetime due to many-body interactions
e.g. electron-phonon coupling. Both of them are directly obtained by fiitng with
a Lorentzian, the ARPES intensity profiles at constant energy (momentum distrib-
ution curve, MDC); The real and imaginary parts of self-energy can be determined
by peak position and peak width, respectively. Here we define Eliashberg function
F (w), which is the phonon density of states weighted by the electron-phonon cou-
pling strength;

*dw )
r=2 [ Zaw)?F(w) (2.134)
0 w
Then X" is described by the following equation.

3 = nh/ Dda)/a(a))zF(a)’) [1— flo—o)+ f@) + flo+ o]+ W.
0
(2.135)

Here, wp is the Debye frequency and W, is a constant. fp(w) and f(w) are distri-
bution function of phonon (boson) and electron (fermion), respectively. Therefore,
the momentum resolved o (w)?F (w) function can be extracted from the X" (k, @)
probed by ARPES by the integral inversion procedure, resulting in calculation of
total electron-phonon coupling A.

At temperature sufficiently higher than Debye temperature, Eq. (2.135) can be
simplified as:

X" = arkpT + Wo. (2.136)

This indicates that we can extract A from temperature-dependent ARPES spectrum.
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2.4.2 Two-Dimensional Superconductivity

As a general sense, the term “two-dimensional superconductor” does not neces-
sarily mean true 2D system—it does mean that the thickness of superconducting
electron/hole system is thinner than coherence length £g1.(0). The first notable prop-
erty of 2DSC is anisotoropy in upper critical field [24-27]. Since the out-of-plane
electron motion is prohibited, orbital breaking of Cooper pair is no longer dominant
when magnetic field is applied for the in-plane direction. Instead, Pauli paramagnetic
effect may determine the upper critical field. This is an experimental advantage to
probe spin-related superconducting phenomena, which are predicted in exotic 2DSC
systems introduced later.

The next point to be consider is effect of fluctuation. As is schematically shown in
Fig.2.13a, when a d-dimensional system is in normal conducting state, the supercon-
ducting condensation energy per unit volume required for the first pair is o H'.»/2.
On the one hand, at finite temperature, a system has thermal fluctuation k37 due
to the Fermi distribution function. The fluctuation promote the formation of Cooper
pair, which cause gradual decrement of resistance from slightly above the critical
temperature. On the other hand, when the system is in superconducting state, the
thermal fluctuation create the vortex pairs, which induce residual resistance below
T, (Fig.2.13b). These effects arise from amplitude and phase part of order parameter,
respectively. They cannot be negligible when

woH! 2

kpT ~ &9 TR (2.137)

where the diameter of a Cooper pair £¢ is considered. Equation (2.137) indicate that
the required thermal energy is smaller in lower dimension. This is why we have to
consider the thermal fluctuation in low-dimensional superconductors.

Amplitude fluctuation

The correction due to fluctuation in ampritude of order paramaeter near 7 is described
as follows. [28, 29].

(@) (b)

Fig. 2.13 Conceptual illustrations describing the effect of thermal fluctuation on the superconduc-
tivity. The yellow (blue) region indicates normal (superconducting) state. a amplitude fluctuation,
where a Cooper pair is generated by thermal fluctuation evenin 7 > T¢. b Phase fluctuation, where
a vortex is generated by thermal fluctuation evenin 7' < T¢
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|
_ . 2.138
P 00 + oaL + omT ¢ )
_e (2.139)
AT Ten T T, '
2 T, T—T,
oMT = < ¢ In < (2.140)

T8h T-(1+0)T. T,

oaL 1is called Aslamazov-Larkin (AL) term, corresponding to excess conductivity
carried by thermally created Cooper pairs. oy is Maki-Thompson (MT) term, which
is contribution due to the coherent scattering of electrons forming a Cooper pair on
the same elastic impurity. It includes material-dependent pair-breaking parameter
8, whose typical value is ca. 0.1. Particularly, the MT term is important in clean
two-dimensional superconducting systems.

Phase fluctuation

The idea of phase fluctuation is originated from Berezinskii-Kosterlitz-Thouless tran-
sition (BKT transition). The BKT transition can be found in 2D condensed matter
systems that are approximated by XY model. The XY model is a two-dimensional
vector spin model, which is not expected to possess a long-range order except absolute
zero-temperature because of transverse fluctuations (Mermin-Wagner theorem). At
finite temperature, one finds a quasi-ordered phase called topological order, where
spin waves with long wavelength are excited and the spin angle varies over long
distance as shown in Fig.2.14. Vortices, where the sum of angle changes along an
arbitrary closed curve around it is kept 27n(n is integer) are topologically stable
configurations. Here, generation of a single free vortex takes much higher energy
than bound vortex-antivortex pairs (see Fig.2.14b) because of topology. This bound
antiparallel vortex pairs is dissociated thermodynamically into unbound vortices
above a characteristic temperature Tgkt. This kind of transition is called BKT tran-
sition.

It is noted that the 2D XY models can be applied to many cases of real 2DSC sys-
tems, where patched superconducting areas are connected each other by JJs and each
area has own phase of order parameter. Since in type-II superconductor, penetrating
magnetic flux gives additional phase of 27 surrounding superconducting order para-
meter, it directly means vortex as a topological defect. When fluctuation-induced free
vortices are moved by external current in the transverse direction, the motion gives
rise to a voltage drop in the longitudinal direction, resulting in finite energy dissipa-
tion. However, for T < Tgkr, vortices appear as only bound pair states due to the
topological order, namely, no free vortices exist, resulting in the true zero-resistance
state. For Tgxr < T < Tt, more and more free vortices start to be generated and
cause resistance described by Halperin-Nelson equation as follows [30]:

T —T 1/2
R o exp [—219 (T—TBKT) } . (2.141)
— 1IBKT
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Fig. 2.14 Analogical explanation of the BKT transition in the two-dimensional spin system. a
Topological order, which conserved in pure two-dimensional system at 7 # 0 despite of long-
range spin wave. b and ¢ Vortex as a defect of topological order. The pairs are excited by low
energy, while depaired vortices move freely at higher temperature than TgkT

In the dirty limit 2D superconductor, following equation is also used to estimate
Tk [311;

Tgkr 1
T.  14017%

(2.142)

Here, R, is normal state resistance and R, = h/e? = 4.11 k.

The vortex-antivortex pairs become unbound under finite external current. This
unbinding occurs progressively as the current is increased, leading to a current-
voltage (I — V) characteristics of power law dependence. As temperature is lowered
from above Tgkr, exponent a jumps universally from 1 to 3 at T = Tgkr and
increases further at lower temperatures, which is one of the hallmarks of the BKT
transition. Since 1980’s, current-voltage characteristics in superconducting thin films
have been intensively studied in terms of BKT physics [25, 32—-38]. However, no
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results reproduced the theoretical prediction completely. It is still open question
whether we can find BKT transition in quasi-2D systems.

2.4.3 Disorder-Induced Superconductor-Insulator Transition

In 2D superconductor, it is known that disorder plays important role. The most
significant and general phenomena is disorder-induced SIT; 2D systems is transit
from superconducting phase to insulating directly by introduction of disorder. This
is in clear contrast to the 3D case where superconductivity is robust against disorder.

As mentioned in Sect..2.2.4, a normal metal transits into an insulator due to the
Anderson localization when its resistance exceeds the quantized resistance of single
electron;

h
— = 25.8 (k). (2.143)
e

The disorder-induced SIT also occurs with respect to resistance at the quantized
value of Cooper pair [39]

R. = i = 6.45(k2), (2.144)
4e?
which is called quantum critical.

Close to the SIT, i.e.,at x = x. and T =0, where x is a control parameter, the linear
response and the nonlinear response of the system are governed by the divergence
of the correlation length & [40]. In the critical regime, the divergence of £ is cut off
by a length scale /7, which is determined by the temperature as /7 ~ T~'/%. One can
derive a scaling relation for resistance R with temperature and a control parameter
near x.:

lx — x|
R(x,T):F( T ), (2.145)

[x—=x|
Tz

with 7" and x determines the product zv. Experimentally, one can replot R(x, T') as
a function of the scaling variable 'XT?;"‘, and adjust the power zv to obtain the best
visual coincidence of the data [40]. Generally speaking, the value of zv relates to
universality class of the system. For example, zv = 4/3 and 2/3 correspond to the
classical percolation and the 3D XY models, respectively. The most famous experi-
mental demonstration of disorder-induced SIT was given by Goldman et al., where
superconducting and insulating phases are clearly separated at 6.5 k<2 [41]. Even if
a superconductor has slightly lower resistance than quantum critical, perpendicular
magnetic field causes SIT (B-SIT) [42]. The transition field of B-SIT (B,) appears as
a crossing point of R — B curves measured at various temperatures (see Fig.2.15a).

where F ( ) is an arbitrary scaling function. Scaling of the zero bias resistance
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Fig. 2.15 Electrical transport properties of the amorphous MoGe thin film [42]. a Magnetic field
dependence of sheet resistivity, where the curves cross at one point. b Scaling of sheet resistivity
as a function of magnetic field and temperature. Reprinted with permission from Ref. [42]

Figure2.15b shows a result of scaling procedure onto the B-SIT. The resistance
curves collapse into two blanches: insulator on the high field side (B > B.) and
superconductor on low field side (B < B.).

2.4.4 Superconductivity Without Spatial Inversion Symmetry

Since the discoverly of high-T cuprates, exotic superconductors has been intensively
studied in the solid state physics community. Here “exotic” means “deviation from
BCS theory”. Namely, (at least) one of the following assumptions violates in it:

1. Cooper pairs take zero center-of-mass momentum.
2. Cooper pairs are spin singlet states.
3. Cooper pairs are created by isotropic attractive interaction.

From the third assumption, the superconducting gap A(0) obtained by the BCS the-
ory is isotoropic. Such isotropic superconducting state is named s-wave after the
analogy to the hydrogen atomic model. When the attractive interaction is not iso-
toropic, anisotoropic superconducting states (p, d, f, ...-wave) are possible, which
have different parity.

Letus consider a Cooper pair originates from two electrons denoted by (r; 2, 01 2):
Y(r, oy, 07) = ¥(r)x (o, 02)(r = r; — ry: relative coordinate). Its orbital and spin
parts are classified by their parities as follows;

Even function Yeyen(—T) = Weyen (T), (2.146)
Odd function Yoqq(—1) = —oda (1), (2.147)
Singlet xs(02, 01) = —xs(01, 02), (2.148)

Triplet x (02, 01) = (o1, 02). (2.149)
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(@) BCSstate (b) FFLO state

-k+Q

Fig. 2.16 a Conceptual illustration of the Cooper pair in a, BCS state and b FFLO state

According the Pauli exclusion principle, total wavefunction must be antisymmetric
against the exchange of two electrons;

¥ (-r,02,01) = =¥ (r, 01, 02). (2.150)
Hence, only two combinations below are allowed as pair states.

Weven,s(r, 01, 02) = Yeven(T) Xs(01, 02) (2.151)
Wodd + (T, 01, 02) = Yoad (T) X1 (01, 02) (2.152)

The latter case is known as spin-triplet superconductor.

The first assumption violates when the system has Zeeman-type spin splitting. As
mentioned in Sect.2.3.3, spin-singlet and zero center-of-mass momentum pair is the
most favorable on a spin-degenerate Fermi surface as shown in Fig.2.16a. On the
other hand, on a spin-splitting Fermi surface, spin singlet pair has nonzero center-of-
mass momentum. Figure2.16b shows such a state. This results in spatial variation
of order parameter in macroscopic scale, called Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO) phase [43, 44].

When the spatial inversion symmetry (SIS) of the system is broken, Rashba-type
spin spilit is expected. This cause another exotic phenomena as mentioned below.

Mixing of singlet and triplet

The first thing to be predicted in superconductors without SIS is generation of Cooper
pairs with mixed state of singlet and triplet components [45, 46].

Here we define spatial inversion operator P. If the SIS is conserved, the wave-
function is eigenstate of P i.e. P¥ = £W. Actually, the operator P acts on the
orbital factor as Pveven = Yeven OF P¥oda = —WVodd- Then spatial inversion of a
mixed state ¥ = Weyen,s + aWodd.t 1 converted as

PV = Weyen s — aWoda,r # £W. (2.153)
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(a) k,
i)
@2 ) .
]k
__,///

Fig. 2.17 a Schematic diagram of the Cooper pairing on a, a spin-degenerate Fermi circle and b a
spin-split Fermi surface by Rashba effect

This indicates that parity is not conserved in the presence of SIS. However, once SIS
is broken, mixed state becomes possible if the system has strong spin-orbit coupling.

In an usual spin-degenerate system, singlet Cooper pairs are formed at the Fermi
level as

1
E(

kD =k 1) — [k )] =k 1), (2.154)
Y] 2)

The term (1) and (2) are allowed to be taken from the spin-degenerate two states as
shown in Fig.2.17a. When the Rashba effect occurs, Fermi contour splits into two
circles where spin rotates in opposite direction. Let us denote up spin as o4 and down
spinas o, when the spin quantization axis is parallel to (—k,, k., 0). Then, an electron
pair with opposit momentums (i)|k, O’T>’ —k, o) (denoted as (i) in Fig.2.17b) can
be considered but the superposition with the counterpart state |0 1) |0¢) is impossible
when the energy separation due to Rashba effect Egg is sufficiently large. Of course,
the state (i) is not allowed actually because these are neither symmetric nor anti-
symmetric with respect to exchange of the two electrons, namely, parity is broken.
In order to avoid this problem, we divide (i) |k, o4) | —k, o) into two term and add
virtual states: (—|K, o¢)| -k, o4) + |k, U¢)| —k, 04))/2 = 0, leading to the pairing
state of an admixture of a spin singlet state and a spin triplet state:

1
k.o1)| —k, o)) =§( k.op)| —k,0,) — |k, o)) —k, 04)) (2.155)
(i) singlet
1
+§(k, o1)| =k, o)) + |k, 0))| — Kk, o). (2.156)

triplet



50 2 Fundamentals

The first line in right hand is spin-singlet, while the second is a spin triplet state with
with an in-plane spin projection equal to zero. If the quantization axis is redefined
parallel to the z-axis, it corresponds to |k, 0 | —Kk, 1) or |k, ) | —Kk, |). So far, super-
conductivities have been found in several bulk materials with non-centrosymmetric
crystal structures [47-51]. Though symmetry of the Cooper pair is discussed by
nuclear magnetic resonance etc., there have is no clear evidence proving the mixing
of singlet and triplet component.

Electromagnetic responses

Here we consider application of magnetic field to superconductors with strong
Rashba effect. When the asymmetric potential gradient is parallel to the z-axis, for
magnetic fields in same direction, Cooper pairs between electrons with the momenta
k and —k are always possible, because the spins in a branch of Fermi contour tilt to
same direction as shown in Fig.2.17a. This implies the suppression of the paramag-
netic depairing effect. [52] However, this effect may not been observed because in
most cases, orbital effect is dominant for perpendicular magnetic field.

For magnetic fields parallel to the xy-plane, on the other hand, the orbital pair
breaking is prohibited in ultrathin 2D superconductors. The Fermi surfaces are
deformed into asymmetric shapes as shown in Fig.2.17b, resulting in the spatially
non-uniform order parameter similar to the FFLO state called stripe or helical
phase [53, 54]. Experimentally, the huge upper critical field observed in the Pb
extreme thin film on GaAs seems to be originated from the helical phase [26].
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Chapter 3
Experimental Methods

Abstract The experimetal works in this thesis owing to an ultrahigh vacuum system,
in which surface conductivity is measured in situ by four-point-probe method down
to 0.8 K, combined with surface preparation/analysis capability by reflection-high-
energy-electron-diffraction. This chapter begins with the principle of electron diffrac-
tion and four-point-probing, including dual configuration method for the reduction
of data scattering, and followed by actual setup, including the cooling procedure of
the cryostat.

Keywords Electron diffraction - Electrical transport - Four-terminal measurement
- Ultrahigh vacuum - Low-temperature

3.1 Electron Diffraction

In this study, the reflection high-energy electron diffraction (RHEED) is employed to
characterize the crystalline structures. The RHEED is a kind of electron diffraction
techniques, where electron beam strikes the sample at a very small angle relative to
its surface. It makes the RHEED a highly surface sensitive tool and suitable to in situ
observation during sample growth by the molecular beam epitaxy. Figure 3.1a shows
a schematic illustration of a typical RHEED system; It requires an electron gun,
photoluminescent detector screen to be projected diffraction patterns and a sample
with a clean surface, which is used as a substrate for epitaxial growth by metal
deposition.

A de Broglie wavelength A, of an electron accelerated by voltage V [volt] is given

by
h h 1150.412
g =— = = [A] (non-relativistic). (3.1)
p 2meV Vv
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(a) Diffraction pattern

Deposition  (b) Reciprocal

lattice e e \e o o
Electron gun

Ewald sphere

Fig. 3.1 a Conceptual diagram of molecular beam epitaxy in UHV, where vapor depositionis per-
formed with monitoring the surface structure by RHEED in situ. b Schematic of Ewald construction.
The reflected diffraction wave is excited in the direction in which the surface of the Ewald sphere,
having a radius equal to the incident wave number, overlaps the reciprocal lattice point of the crystal

The electron with energy of 15 keV corresponds to A, ~ 0.1 A. Since this is com-
parable to the interatomic distance, incident electrons diffract from atoms at the sur-
face of the sample and a part of the diffracted electrons interfere at specific angles,
resulting in regular diffraction patterns. Let us define the wavenumber vectors of
incident and diffracted electron as k; and k s. The total amplitude of diffracted wave
A(K =k —k;)(Kis scattering vector) is superposition of the localy scattered waves
from surface atoms. The scattering amplitude of a spherical wave by an isolated atom
is called atomic scattering factor f (K). The diffraction pattern is determined by unit
cell of surface structure; its geometry and intensity are given by Laue function L (K)
and structure factor F (K).

AK) = Z fiexp(—iK - ;)

Jj(all atoms)

=[ > exp(—iK-R,,)]x[ > fuexp(—iK.ru)] (3.2)

n(all unit cell) u(in unit cell)

L(K) F(K)
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The Laue function L(K) reaches the primary maxima when scattering vector K
satisfies the Laue condition :

K-a=h, K-b=k K-c=I, (3.3)

where a, b, ¢ are primitive vectors for a direct lattice and 4, k, [ is integer. Primitive
vectors for a reciprocal lattice are denoted as

" — b xc b= cxa L o= axb . G4)
a-(bxec) a-(bxec) a-(bxec)

If we use these vectors instead of those for direct lattice, the Laue condition is
rewritten as

K = ha* + kb* + Ic*. (3.5)

Namely, arbitrary reciprocal vector satisfies the Laue condition.

In order to connect the real crystallographic properties of the sample surface and
observed diffraction patterns, Ewald’s spheres are used, which show the allowed
diffraction conditions for kinematically scattered electrons in a given setup. The
Ewald’s sphere is put to be centered on the sample surface with a radius equal to the
length of the wavenumber of the incident electrons, A scattering vector satisfying the
Laue condition can be found when some reciprocal lattice points lie on the surface
of the Ewald’s sphere, starting from one to another (see Fig. 3.1b). The procedure of
Ewald’s sphere analysis is almost same as for bulk crystals, however the reciprocal
lattice for the 2D case differs from that for a 3D one. The reciprocal lattices of
bulk crystals is 3D because it is converted from 3D direct lattices. In 2D crystal,
however, there are no diffraction conditions in the dimension perpendicular to the 2D
system. Due to the lack of a third diffracting condition, the reciprocal lattice of a 2D
crystal is a series of infinite rods extending perpendicular to the 2D space. Diffraction
conditions are satisfied where the rods of reciprocal lattice intersect the Ewald’s
sphere as shown in Fig.3.2a. Since the rods stand regularly and perpendicularly on
the 2D reciprocal lattice, they slice the Ewald’s sphere, producing sets of diffraction
spots along concentric arcs (Lo, L;, Ly, ...) as seen in Fig.3.2b. These spots are
projected on the detector screen. The distance between neighboring spots corresponds
to reciprocal of direct lattice constant. In actual experiment, spots have finite size
because it depends on the size of crystal i.e. domain size. Observation of sharp spots
indicates large domain size and successful growth of epitaxial materials.

In this study, irradiated area by electron beam is 100 jum while the substrates have
area of 2 x 5 mm?.
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Fig. 3.2 Schematic explanation of RHEED pattern formation from a two-dimensional crystal with
lattice constant (a, b) and size (Ly, Ly). a Sideview and b topview of reciprocal rods. ¢ Expected
diffraction pattern

3.2 Electrical Transport Measurement

Four-point-probe method

The four terminal method is known as an electrical resistance measuring technique
that uses separate pairs of current-carrying and voltage-sensing electrodes to elimi-
nates inaccuracy attributable to lead resistance. If it is possible to process the sample
in experimental rooms, we can prepare ohmic contacts at the edge of sample by
various conventional methods. When we have to treat samples in vacuum chambers,
only mechanical ways are available to get electrical contacts to 2DES in samples.
Multi-point-probe devices provide the simplest solution; the tips land on the surface
driven by piezo actuators and work as electrodes.
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In this study, we focus on electrical conductivity of metal-adsorbed surfaces or
atomic sheet materials put on surfaces of semiconductor substrates. In order to realize
surface sensitive conductivity measurement, we have to suppress the other electrical
pathways including bulk and space charge layer of substrate. One possible ways is
to reduce the probe spacing down to ca. 10 pm by using micro-four-point-probe
[1] or multi-probe STM [2]. When a surface (or a 2D system put on surface) has
metallic property, its conductivity increases at low temperature while that of substrate
decreases to ignorable order [3—5]. In this study, doped semiconductors (n-type, 1.5—
5 Qcm) are used as substrates. Since resistances of these substrates exceed G2, only
the surface contributes to 2D conductivity less than 50 K, although a macroscopic
four-point-probe with spacing of 200 pwm is used.

A conductivity measurement is performed using the four tips as electrodes in
contact with a conducting surface. A current / is driven through the sample between
two current injection electrodes at r; and r_ and the potential difference V is then
measured between two remaining electrodes at r; and r,. When the tips are aligned
linearly, a relationship between experimentally obtained resistance Rex, and true
sheet resistivity Rghee iS given by following equation [6].

R -V _ R [y —r_|[r; —ry
U 2r i —rglln—r |

(3.6)

For an equidistant collinear four-point probe with electrode pitch s, Rgheer can be cal-
culated by usual four-terminal configuration; outer two are used for current injection
while voltage is detected by inner two as

Rexp = ; = % In % = %Rsheel- (37)
However, this equation does not work if the four electrodes are collinear but not
equidistant. Then the exact sheet resistance Ry may be extracted numerically with
the dual configuration method based on conformal mapping.
Let us redefine the four contact points as A(a, 0), B(b, 0), C(c,0), D(d,0) (a <
b < ¢ < d), same as shown in Fig. 3.3a. Here we have possible nontrivial electrode
combinations of current and potential electrodes, excluding polarity changes which
only result in sign change of the measured potential as we can see in Eq. (3.6). Then,
following three “resistivities” are independent each other.

1. R4 = (current from D to A)/(voltage between C and B)
2. Rp = (current from B to A)/(voltage between C and D)
3. R¢ = (current from C to A)/(voltage between D and B)

Figure 3.3b shows the configuration of R4 and Rp. According to Eq. (3.6),
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@ ()
3He pot
(b)
R A
Piezo

1234 1234

Fig. 3.3 a Schematically drawn four-point-probe. b Two configurations to measure R4 and Rp
used in the “dual configuration” calculation. ¢ Photograph and d drawing of STM head. Positions
of the *He pot and piezo driver are indicated by arrows. e Photograph of a sample holder. Active
region between electrical terminals has area of ca. 2 x 5 mm?. f Photograph of the four point probe,
consisting of four copper wires with ¢ 100 um diameter and 200 pwm spacing

Ripeet 1 (c—a)d—Db)

Ra= o N a—ow—a (3-8)
_ Riheet (C - a)(d - b)

R = N T hd—a) (39

Re = Riheet (d - a)(c - b) (310)

n ,
2 d—c)(b—a)

resulting in Rc = R4 — Rp. Therefore, there remain only two independent resis-
tances. True sheet resistivity of sample Rgpe is calculated from measured R4 and Ry
by an identical equation regardless of in-line position errors relative to the electrode
pitch:

27TRA) 2n Rp . d—-—c)b—a) (c —b)(d —a) 1
ew(_&mt*”m(‘ )‘w—mu—m*luﬂMd—m‘
3.11)

R sheet

This method is called dual configuration technique, which is used throughout this
thesis [7-10].
When external magnetic field is applied along surface normal,

\% R R? —r_ —
Rm=—=5m0+ H)mm r_lles — x| (3.12)

4 2 Rszheet r; —ry|lry; —r_| ’
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where Ry is Hall resistance [11]. Hence, output value from the dual configuration
measurement is corrected as Rgpeer (1 + R%i / Rszheet), where the second term corre-
sponds to Hall effect. In this study, however, this classical effect is negligible because
we focus on the magnetic response with respect to low field where superconducting
transition and quantum interference are much more dominant than the classical Hall
effect.

3.3 Experimental Apparatus

In 2003, a newly developed UHV system for the monolithic micro-four-point probes
combined with a cryostat is constructed by Tanikawa et al. [12]. This system has
contributed to investigation of conductive properties of various surface systems from
room temperature to 10 K. Though this is enough for observing carrier scattering
mechanism at the surface layers of crystals but not for quantum transport phenom-
ena such as superconductivity and weak localization. Actually, an observation of
superconductivity on Si(111)-/7 x ~/3-In surface superstructure was reported with
the critical temperature below 2K in an UHV-conductivity measurement system
with He-flow type cryostat [13]. In order to investigate more detailed properties of
the superconductivity, we need a measurement with stable temperature controlling
around 1K and also high magnetic field. An UHV equipment combined with such
extreme conditions had already been commercialized for the STM by Unisoku Co.
(model USM1300 [14]). In this study, the four-point-probe is integrated in this sys-
tem instead of the single STM tip. Figure 3.4a, c is the design drawings and photo
of whole the UHV system. The system is composed of three chambers, a load-lock
chamber, a preparation chamber, and a main chamber, separated from each other by
gate valves. The load-lock chamber is pumped by a turbo-molecular pump, while
the preparation chamber and main chamber are pumped together by an ion pump to
reach 10~ Pa vacuum. The sample is introduced from the load-lock chamber and
transferred into the preparation chamber by using a transfer rod. Thus it is possi-
ble to exchange the sample without breaking vacuum of the preparation and main
chambers. The preparation chamber contains Jule heating, RHEED system and five
evaporators. The sample can be prepared by MBE technique with in situ RHEED
observation. The main chamber contains a long UHV pipe with a STM head at the
bottom and inserted in a lig. “He tank. A superconducting magnet is set at the bottom
of the tank, which can apply the magnetic field up to 7 T in the direction perpendicular
to the sample surface. Figure 3.4d is a schematic illustration of the cooling system.
Liq. *He is introduced from the tank into a 1 K Pot pumped by an oil-free pump to
reach around 2 K (yellow part in Fig.3.4d). *He gas is confined in the green part in
Fig.3.4d. The 1 K Pot cools down this part and *He is liquefied in a *He Pot. In the
green part, there is a sorption pump for decompressing the *He Pot. The sorption
pump is cooled by “He vapor from the 1 K Pot, so that charcoal in the sorption pump
adsorbs *He vapor in the 3He Pot to make the pressure in the green part down to about
1 Pa. By this decompression, the *He Pot, together with the measuring head which is
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Fig. 3.4 Whole design drawings of the experimental apparatus [15] from a topview and b sideview.
¢ Photograph of the apparatus. d Schematic diagram of cooling system. Reprinted with permission

from Ref. [15]

thermally anchored to the 3He Pot, are cooled down to the lowest temperature. Actual
using of *He gas gives the best lowest temperature of 0.3K for several days. Sta-
ble condition in long-term is required for STM/S measurements, such as differencial
conductance mapping to obtain Fourier transformed patterns of electronical standing
wave. In conductance measurement, however, such serious stability is not important
because all we do is just repeating the cycle of sweeping temperature and magnetic
field and each running is finished within an hour. Therefore confining “He instead of
3He gas in the green part of Fig.3.4d is enough, even if *He realizes only 0.8 K for
several hours due to its higher boiling point and unintentional thermal contact by its

superfluidity.
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The four-point-probe is made by copper wires with diameter of ¢ 100 wm, which is
mounted on the STM head. The resistivities R g, ¢ are obtained from linear fitting of
DC current-voltage characteristic with least square method by the home-made mea-
surement circuit and software. The voltage differences between any pair of probes of
the four are always measured while current injection probes are switched automat-
ically for dual configuration measurement. For zero-bias resistivity measurement,
5000-10000 (1, V) points are acquired and stored in PC during one sweeping of
the current by 10 kHz for one configuration. Then the scanning range of the current
is limited within £10 A to avoid Jule heating and non-linear effect. The obtained
R4 p.c are immediately converted into Rgpeer calculated by the software using dual
configuration method. To see the non-linear I/ — V characteristic, one can expand
the current range to £250 pwA. In particular, for the measurement of critical current
of superconductivity, Jule heating effect should be suppressed. So one-shot current
sweeping by R, configuration is performed instead of continuous scanning of current
and other probe configurations.

The four-point-probe is approached to/retracted from a sample surface by piezo
actuator, which is applied pulse voltage from a controller. During the probe approach,
the pulse voltage is applied consecutively (auto-mode) as a bias voltage is applied
and flowing current is monitored between tips and a sample. Once the current is
detected by one of the four probes, the probe motion is stopped and switched from
auto-mode to manual mode to make soft direct contact for all probes.

The application of magnetic field is operated by usual commercialized controller
supplied by Cryogenic. For the temperature, current is applied to a hand-made heater
put on the STM head from a temperature controller of Lakeshore (model 340). This
one can stabilize the temperature at any setpoint value with high accuracy, This is
sufficient for STM measurement, where scanning is performed for a long time at
fixed temperature. In order to observe critical temperature of phase transitions by
resistivity measurement, temperature must be swept continuously and gently to keep
thermal equilibrium condition. Hence I prepared a home-made softwares to monitor
the resistivities continuously and to increase the temperature-setpoint by enough
small steps (6 mK per minute, at the smallest).
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Chapter 4
Thallium Biatomic Layer

Abstract Thallium, the heaviest element among Group III metals, composes one of
the essential parts of cuprate high-7;, superconductors. Surprisingly, however, there
is few reports of superconductivity in pure Tl. Due to instability of the element, it
is difficult to grow large single crystal and superconductivity is reported on only
disordered thin films. In this chapter, the first observation of superconductivity in a
double atomic layer of T1 epitaxially grown on Si(111) substrate using in situ elec-
trical resistivity measurements in ultrahigh vacuum. Macroscopic superconducting
transition was found at 0.96 K, accompanied by thermal and quantum fluctuations
of order parameter. The system also demonstrates a perpendicular-magnetic-field-
induced superconductor-insulator transition, together with an intermediate metallic
state. The magnetic field dependence of the intermediate state is consistent with the
Bose metal picture, which is a consequence of strong quantum fluctuations.

Keywords Thallium - Silicon - Surface + Superconductivity * Fluctuation

4.1 Background

Tlis the heaviest element among Group III metals. Tl-induced surface reconstructions
of Si(111) have already been found to exhibit a set of interesting phenomena. Since
Tl has a variable valency of one or three, It induces the both v/3 x /3 periodicity
[1, 2] like other Group III metals and the 3 x 1 periodicity [1, 3] that is typical
for alkali metals. One monolayer of Tl forms a specific 1 x 1 reconstruction [1, 4,
5] having a structure of a pseudomorphic layer where T1 atoms occupy every Ty
sites atop a bulk-cleaved Si(111) surface as shown in Fig.4.1a [6-8]. The 1 x 1-TI
reconstruction has recently attracted a great attention due to a large spin-splitting
and valley-degree of freedom of its surface bands [9-15]. However, as shown in
Fig.4.1b, 1 x 1-TI surface shows up basically as a semiconductor except the shallow
pockets around the K points whose electron filling is associated with extra T1 atoms
on the 1 x 1-TI surface [11] in the form of specific surface defects [5]. Figure4.1c

© Springer Nature Singapore Pte Ltd. 2018 63
S. Ichinokura, Observation of Superconductivity in Epitaxially Grown
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Fig. 4.1 Properties of 1 x 1-TI surface. a Schematic crystal structure [45]. b Band dispersion
obtained by the ARPES measurement [25]. ¢ Sheet resistivities as a function of temperature, showing
abrupt uprise at 230 K [25]. Reprinted with permission from Refs. [25, 45]

show temperature dependent sheet resistivities Ryeer (1) of the 1 x 1-TL The 1 x 1-
Tl becomes insulating immediately after cooling from room temperature. This is in
consistent with the previous reports by ARPES, suggesting its insulating nature [9,
11, 12].

4.2 Structural Properties of Si(111)-6 x 6-T1

4.2.1 Atomic Arrangement

When further Tl is deposited onto the Si(111)-1 x 1-TI surface, formation of the
double-layer Tl phase takes place. In large-scale scanning tunnel microscope (STM)
images it appears as bright regions (Fig.4.2a). The apparent height of the double-
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Fig. 4.2 Large-scale (800 x 600nm?) STM images at a intermediate and b final stages of the
formation of the 6 x 6-T1 phase upon deposition of T1 onto Si(111)-1 x 1-T1 surface held at 200°C
[25]. Inset in a, shows a schematic picture of the Tl atomic layers on Si(111) along the red line
in STM image which crosses an atomic step (indicated by dashed white line). ¢ High-resolution
(10 x 7.5nm?) STM image exhibiting moiré structure of the bilayer TI [25]. The 6 x 6 unit cell is
outlined by a blue dashed line. Reprinted with permission from Ref. [25]

layer phase almost coincides with that of the 1 x 1-T1 phase on the upper terrace
of bare Si(111) surface as illustrated in the inset in Fig.4.2a. Figure4.2c displays a
high-resolution STM image, where the double-layer Tl phase demonstrates a 6 x 6
periodicity. It is revealed that the periodic structure is associated with developing
of the moiré pattern within the array which preserves basic 1 x 1 periodicity. The
double-layer 6 x 6-T1 phase is completed when somewhat more than 1 ML Tl is added
on the 1 x 1-TI surface (Fig.4.2b). Any overdosing of TI (deposition of additional
Tl onto the completed 6 x 6-T1 phase) destabilizes the TI biatomic layer, which
collapses into 3D islands restoring the 1-ML 1 x 1-Tl structure on the baring surface.
Vitali et al. [4, 16] studied the Tl double-layer phase on Si(111) by STM/S and
considered such kind of instability as a sign of its structural “softness”. They carefully
examined the moiré pattern which reveals that the distribution of maxima is not
oriented along a unique direction. In other words, the two layers have rotational angle,
indicating the quite weak interlayer coupling of them. Indeed, the lattice constant
is different depending on number of layers; it is ca. 3.3 A on toplayer of 6 x 6-Tl
while 3.84 A on 1 x 1-TI. The bilayer one is rather close to the value of bulk Tl (3.46
A). From the experimental results above, it is concluded that the biatomic layer of
thallium is at a metastable condition, where wettability competes with condensation
energy to 3D structure.

4.2.2 Electronic Structure

Electronic structure of the double-layer 6 x 6-T1 phase were examined by the ARPES.
The results are presented in the form of the spectra along the I"-K direction and Fermi
surface maps as shown in Figs.4.3a and b.
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Fig. 4.3 Spectoscopic studies of 6 x 6-T1. a Electrical band dispersion along T-K direction and
b Fermi surface [25]. ¢ Close-up band dispersion at the vicinity of Fermi energy. The red circle
represents the peak positions in the MDC spectrum and the black line represents the slope of the
dispersion. The distance between the red lines indicates the spectrum width in the energy direction
[17]. d Temperature dependence of the spectrum width. The results of linear fitting is shown by the
red line [17]. Reprinted with permission from Ref. [25]

As mentioned earlier, the initial 1 x 1-TI surface has basically semiconducting
structure. With formation of the 6 x 6 Tl double layer, a distinct metallic surface-state
band develops. The Fermi surface map Fig.4.3b shows up that the inner contour has
a shape of a concave hexagon. This is apparently a folded Fermi contour from the
large, bright, and almost circular one located in the second 1 x 1 surface Brillouin
zones (SBZs) into the first SBZ. The other less distinct contours are also believed to
be replica contours. Namely, they are not related to the real electron band structure
of the T1 double layer, but just results from interference of the ejected photoelectrons
with the periodic potential of the moiré structure at the surface. Evidently, the replica
bands have almost the same velocity when crossing the Fermi level and no minigaps at
the crossing points. Therefore, the Fermi wavenumber of true band can be estimated
as kp ~ 1.4 A~'. The Fermi velocity, the gradient of dispersion near Fermi level is
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vp = 1.3 x 10% cm/s and effective mass m* = 1.2m,. Career density is estimated
as n = 3.1 x 10" cm~2 by applying free electronic approximation: regarding the
Fermi surface as circular one.

As mentioned in Sect.2.4.1, strength of electron-phonon coupling (EPC) is asso-
ciated with emergence of superconductivity and the EPC constant A can be extracted
from the slope of the temperature 7 dependence of the spectral energy width of a sur-
face state band AE according to the relation A = (dAE/dT)/(2mkg), where kg is
the Boltzmann constant [17]. The A E value was obtained as the product of Ak, which
is defined as the width of the Lorentzian function fit to the momentum distribution
curves (MDC) [18], with the gradient of the dispersion d E/dk near the Fermi level
(see Fig.4.3c). Finally, EPC constant A was determined from a linear fit to the AE—
T plots. Temperature range chosen was beyond 80K in order to exceed the Debye
temperature 6p which is known to amount 79 K for bulk Tl [19]. Figure 4.3d shows
typical AE — T plots with the results of EPC constant A evaluation for a particular
experimental run. A set of experiments performed to yield A = 1.86 £ 0.02. For com-
parison, the known superconducting In and Pb monolayers on Si(111) demonstrate
lower values of A, 0.8—1.0 for In [20] and 0.6-0.9 for Pb [21]. Therefore, enhanced
EPC in Tl bilayer provides a promise for observing strong coupled superconductivity
in this system.

According to McMillan’s equation (2.130)

C

hoo__ ( 1.04(1 + 1) ) @

145k P\ T T 1 0.620)

the superconducting transition temperature is estimated as 7.= 7.9-8.9K, if the
surface has 0p = 79K, same as the bulk TI.

4.3 Purpose of This Study

Although the STM and ARPES studies on 6 x 6-TI revealed its metallic nature,
its ground state has not been explored. It is demonstrated that the system has the
strong electron-phonon coupling by temperature—dependent ARPES, promising for
the emergence of superconductivity. According to the structural studies, T1 biatomic
layer is a metastable state. It is destabilized by slight amount of excess/deficiency
of Tl and collapses into more stable 1 x 1-TI or 3D clusters. This is different from
the previous examples of superconducting surface reconstructions on silicon such
as In/Si(111) [22-24] and Pb/Si(111) [22, 24]. They are stable wetting layer of
silicon surface and can coexist with In or Pb 3D islands. In order to clarify its low-
temperature state and the effect of the instability, the in situ electrical transport tests
was conducted at low temperature.
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The following results and discussions are based on the content of a published
article [25]: “Superconductivity in thallium double atomic layer and transition into
an insulating phase intermediated by a quantum metal state” S. Ichinokura, L. Bon-
darenko, A. Tupchaya, D. Gruznev, A. Zotov, A. Saranin, and S. Hasegawa: 2D
Materials 4, 025020 (2017).

4.4 Electrical Transport Studies on Si(111)-6 x 6-TI

4.4.1 Sample Preparation

The in-situ electronic resistivity measurements were performed with the UHV-4PP
system, equipped with RHEED for sample characterization with deposition [26].

Atomically-clean Si substrates were prepared in situ by dc heating treatment of
wafers with 1-10 Q2cm n-type doping. The cleaning procedure of the sample includes
preheating (700°C, 30s), flashing (1250°C, 5), post annealing (850°C, 30s) and
monotonic cooling to room temperature taking 30s. It was repeated till getting clear
Si(111)-7 x 7 RHEED pattern with high quality as displayed in Fig.4.4a. TI/Si(111)
reconstructions were prepared by depositing T1 from an alumina effusion cell with
tungsten filament for dc current heating onto Si(111)-7 x 7 surface. Since oxidation
progresses in the atmosphere, Tl is immersed in oil at the time of preservation, taken
out just before use, washed with isopropyl alcohol and then introduced into the
vacuum chamber. Because TI does not sublime, it can be degassed by keeping it at
the melting point for a long time in the vacuum chamber.

The 1 x 1-TI reconstruction was prepared by depositing 1 ML TI onto clean Si
surface held at ~300°C [1 ML (monolayer) = 7.8 x 10'* cm~2]. One can see the
characteristic Kikuchi line extends from the (00) spot as in Fig. 4.4b. To obtain 6 x 6-
T1 with good reproducibility, Tl is additionally vapor-deposited on Si(111)-1 x 1-T1
after it is cooled to 200°C or lower. Then, 1 ML of Tl changes the diffraction
pattern into Fig.4.4c. Intensity of 1 x 1, especially (10), (01) spot intensities are
weakened, and weak diffraction spots appeared near the (00) spot (pointed by arrows
in Fig. 4.4c). The decrease in the intensity of 1 x 1 means that the surface was covered
by the slightly misoriented double layer. Weak diffraction spots near the (00) spot
can be interpreted as deriving from the 6 x 6 period of the moiré pattern. If the
additional dosing of Tl is carried out for I ML or more, the RHEED pattern rapidly
changes from Fig.4.4c, d, in which the 6 x 6 spots disappear and conversely the
(10), (01) spot intensity recovers. This change corresponds to agglomeration and
destruction of the double layer structure and exposure of the first wetting layer. The
spots pointed by the arrows in Fig.4.4d indicate the existence of a crystal having a
lattice constant smaller than 1 x 1, which is thought to originate from the T1 islands.
These observation is agree with the STM studies in Sect. 4.2. Therefore, repeating
RHEED observation with deposition of TI at a constant rate makes it possible to
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Fig. 4.4 Evolution of RHEED patterns during TI adsortion on a Si (111) surface. a Si(111)-7 x 7.
b 1 x 1-TL ¢ 6 x 6-TL Pink arrows indicates the 1/6 order reflections. d Tl-overdosed surface (>
2ML), where 1 x 1-T1 and 3D islands coexist. The spots pointed by green arrows are derived from
the islands

calibrate the deposition amount by considering 1 ML for the time when 1 x 1 is
formed and 2 ML for the time when the island is formed.

4.4.2 Results

Figure 4.5 shows the temperature dependent sheet resistivities Rgpeet(7") of the 6 x 6-
TL. on the surface with the 6 x 6-Tl, Rqnee; kept ca. 7.6 k€2, well below the quantized
resistance for electrons, / /e2 = 25.8 k. This indicates the metallic nature of the
Tl double layer. One can see the most significant feature of this system, a supercon-
ducting transition below 1 K. The midpoint of resistance drop gives 7. ~ 0.96 K.
According to BCS theory, we can convert 7. ~ 0.96 K to superconducting gap A(0)
and Pippard’s coherence length &j via Eq. (2.132) A(0) = akgT.(a = 1.76-2.2) and
& = ﬂZ”(B) . Using v (Fermi velocity) taken from ARPES measurements in Sect. 4.2,
A(0) and & can be estimated as 0.15-0.19 meV and 1500-1900 nm, respectively.
Also, using the R, and kr, the mean free path is estimated by Eq. (2.13)

1 h/e
j= L e (4.2)
kr R,
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Fig. 4.5 Sheet resistivity of

double-layer 6 x 6-T1 surface 87
as a function of temperature ’
[25]. The resisitivity starts to a 6
decrease at around 4 K, and a
reaches zero around 1 K. The Sy
black solid line shows a B
result of the least-squares fit »

to conductivity including X 24
Aslamazov-Larkin term and

In T components 0 -

The resultis ! = 2.4 A, which is about the same as the Fermi wave number. It is close
to the limit at which Bloch picture can be applied. At the same time, this is much
shorter than &, = 1500-1900 nm, meaning that the present system can be regarded as
a dirty superconductor. Effective coherence length £ in a dirty limit superconductor
is estimated as £ = 0.85./&y/ = 16 (nm).

Although the resistivity slightly uprises towards low temperature higher than
4 K, it decrease gradually below 4 K, which can be interpreted as an effect of
amplitude fluctuations of the superconducting order parameter, and suggests strong
two-dimensional nature of the present superconducting system. In Sect. 2.4.2, it is
described that the amplitude fluctuation effect is explained by Eq. (2.139). Since this
case is a dirty superconductor, the MT term does not work. The following equations
well reproduce this behavior as proved by the coincidence of the experimental data
with the numerical fitting curve shown by the black solid line in Fig.4.5b.

1
Re — 4.3)
09+ oarL, + 0’
_e & (4.4)
AT T6n T-T. '
€2
o' = azlnT. 4.5)

The last term o includes all possible components giving In T behavior: weak (anti)
localization and electron-electron interaction in the diffusion channel. From the fit-
ting, 7. = 0.804 £ 0.001 K and @ = 0.170 =% 0.003 are obtained, which roughly
agree with the 7, ~ 0.96 K defined by the midpoint.

Magnetic-field-induced superconductor-insulator transition

Figures4.6a and b show the sheet resistivities of 6 x 6-T1 as a function of temperature
measured at different values of perpendicular magnetic field. Figure4.6a presents
the high-resistance region of 7.0-8.8 k2. Except for 1.00 T, each curve has onset
of superconductivity where the sign of d R/dT changes from negative to positive
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Fig. 4.6 a, b Sheet resistivities under different magnetic fields applied perpendicular to the sur-
face [25]. a Temperature dependencies in the high-resistance region (7.0-8.8 k€2). A black dotted
line indicates the boundary where the sign of d R/dT changes, namely, superconductor-insulator
transition occurs. b Same in the low-resistance region (0-8 k2). Black dotted line indicates the
boundary where the sign of d2R/dT? changes. ¢ Estimation of the upper critical field based on
the GL picture. The red circles indicate the critical points (7', ;o He2) where the sheet resistivities
cross the midpoint value. The black solid line is given by the numerical fitting using GL theory Eq.
[(2.121)]. d Result of usual scaling analysis of SIT: All data of the sheet resistance shown in a, b
are summarized as a function of the scaling variable |B — B.|/ T/

(denoted by the black dotted line in Fig. 4.6a). The relation between the magnetic field
and the temperature at the critical points [Bey = uoHe(T)], where the resistances
become half of those in normal state (= 3.8 k<2), is plotted linearly as shown in
Fig.4.6. By applying the equation of the GL theory (2.121)

jioHa(T) = — 20 (1 _ 1) : 4.6)
2 \' T T

T. = 0.962 +0.003 K, and &g (0) = 14.1 £ 0.4 nm are obtained. This is consistent
to the effective coherence rength & = 16nm. The upper critical magnetic field at
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absolute zero degree is obtained by extrapolation as ugH.(0) = 1.65 £ 0.09 T.
Raising of the magnetic field decreases the onsets and eventually, at the fields larger
than 0.4 T, resistivity rises monotonically with cooling. In other words, it shows
insulating behavior down to the lowest temperature. This suggests the occurrence
of magnetic-field-induced superconductor-insulator transition (B-SIT). These data
enable a scaling analysis in terms of the quantum phase transition and the quantum
critical behaviour, as mentioned in Sect. 2.4.2. In the B-SIT, magnetic field B is used
as control parameter. Then Ryt (B, T) is plotted with respect to the scaling variable
|B — B.|/T*", and adjust the power zv to obtain the best visual coincidence of the
data [27]. Figure4.6d shows the splitting of Ryeet (B, T') into two branches. This
successful scaling is obtained assuming zv = 0.2. The value zv = 0.2 deviates from
typical examples: zv = 4/3 (classical percolation model) or 2/3 (3D XY model). This
point will be discussed later.

BKT transition

According to the BKT theory, the two-dimensional superconductor is exposed to the
incessant creation/annihilation of vortex-antivortex pairs due to the phase fluctuation
effect. Above the BKT transition temperature Tk, the pairs are unbound and cause
the resistivity. The zero resistance state is realized by the binding of vortex-antivortex
pairs. This results in the “tailed” resistance curve slightly below the 7. To determine
the BKT transition temperature, we used the Halperin-Nelson equation (2.141) [28],

T, — T, 12
R o exp [-22; (T—TBKT) } , 4.7
— 1BKT

where b is material dependent parameter. The successful least-square fitting shown
by the black dashed line in Fig. 4.7a suggests strong two-dimensionality of the present
system and gives a superconducting and BKT transition temperatures 7, = 1.0£0.3
K and Tgxr = 0.8 £0.4 K, respectively. The critical temperatures obtained from the
fitting to Eqs. (4.3) and (2.141) are consistent with the 7, of 0.96 K, estimated from
the midpoint of resistance curve. At dirty limit, BKT transition temperature can also
be estimated by Eq. (2.141) [29]

Tgkr 1
T.  140.17%"

(4.8)

Tsxr = 0.73 K obtained from this equation is in a good agreement with Tgxtr =
0.8 £0.4 K estimated from the Halperin-Nelson fitting above. This confirms that the
present system shows the BKT transition as a dirty-limit superconductor.

Intermediate metallic state

Furthermore, another phase transition is found under finite magnetic field. As one
can see in Fig.4.6b, which focuses on the region below 8 k€2, resistances drop
gradually with cooling. This can be interpreted as the amplitude fluctuation, which
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Fig. 4.7 a Resistive transition plotted in a semilogarithmic scale [25]. The black dashed line repre-
sents the Berezinskii-Kosterlitz-Thouless transition using the Halperin-Nelson equation Eq. (2.141).
b Magnetoresistance for different temperatures [25]. The curve obtained at 0.85K is empirically
fitted by the scaling function of superconductor-Bose metal transition (black solid line). Inset in a
shows full B —T phase diagram of the T1 double layer. The blue squares denotes the phase boundary
of superconductor-insulator transition, where the sign of d R/dT changes (the black dotted line in
Fig.4.6a). The red circles, dividing the quantum metal (QM) state from a state dominated by strong
thermal fluctuation (TF) of order parameter, mark the transition where d> R /dT? changes their sign
(the black dotted line in Fig.4.6b)

affects superconducting properties even in the magnetic field [27]. In this region,
d’R/dT? < 0, that is, the resistance drop is accelerated as lowering the tempera-
ture. Once across the boundary denoted by the black dotted line in Fig. 4.6b, however,
d*R /d T2 becomes positive, i.e., R — T curves are leveled toward the lowest temper-
ature with finite residual resistivities. These plateau suggest a kind of an intermediate
“metallic state”, which is not insulating but has finite resistivity. For understanding
this non-trivial temperature dependence under finite magnetic field, we performed
numerical fittings with theoretical models describing dissipative vortices motion in
the R(T, B) behaviors. In usual cases of broaden superconducting transitions due to
magnetic field, vortices should be driven by thermal activation (thermally activated

flux flow, TAFF), causing the dissipation written as R o< exp 7,51 (TB) , where U (B)
is the activation energy. Even though TAFF is widely observed in 2DSC, in 6 x 6-T1,
however, broadening of transition due to magnetic field is not significant. Also, it
does not explain the leveling of resistance. A possible picture of the intermediate
metallic state between the SIT is the Bose metal (BM) [30-35]. In the model, a 2D
system of interacting bosons may form a gapless, nonsuperfluid state in the limit
of zero temperature. It is argued that the uncondensed Cooper pairs and vortices
cause the small resistance even under small finite field. A magnetic field is respon-
sible for gauge fluctuations, which disrupt phase coherence and cause dissipation.
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The induced resistance which is proportional to the free (anti) vortices density n, as
R o« Rony . Here, u, is vortex mobility. n, scales as n, ~ 1/%‘_,2_. &, is superflu-
idicity correlation length which diverges across the boundary of superconductor-BM
transition with an exponent vy, i.e. £, ~ (B — By) ™" where B is the critical
field of the superconductor to BM state. As a result, resistivity across the field-tuned
transition from superconductor to metallic state is described by [31]

R o (B — Bgy)*™. (4.9)

Fig.4.7c shows a log-log plot of sheet resistivities versus magnetic field taken at
several different temperatures. The curve at 0.85 K obeys a power-law dependence
on the magnetic field. We have fitted the data to Eq. (4.9). In Fig.4.5c, solid black
line represents the fitting result, which shows good agreement with the data at T
= 0.85 K. This yields the critical exponent of vy = 0.60. In other experimental
examples employing this analysis, vy ~ 0.5 [34] and vy = 1.61 [35] were reported
in the MoGe thin film and exfoliated NbSe, thin flake, respectively. The numerical
fitting also gives us the critical field of B,y ~ O T, indicating that the system is in
the metallic phase at 0.85K even without magnetic field. This is reasonable since,
under zero magnetic field, a zero-resistivity state survives only below 0.8 K due to
vortex-antivortex generation as discussed above.

4.4.3 Discussion

T. = 0.96 K is lower than the predicted critical temperature 7. = 7.9-8.9 K by
the electron-phonon interaction constant A estimated from ARPES and the Debye
temperature of bulk TI. There are two possible reasons for this. First, the Debye
temperature of 6 x 6-TI surface may be lower than that of bulk TI. It is known that
the Debye temperature of the metal surface decreases by about 0.75 times compared
with the Debye temperature in the bulk [36, 37]. There are a few studies on the
metal adsorbed semiconductor surface [38, 39], ®p = 90 K is reported in the Ge
(111) V3 x \/§-Ag structure, which is much lower than 225K in the bulk Ag [40].
Qualitatively, the Debye temperature is as low as the atoms constituting the crystal
are heavy or bonding between the atoms is weak. Actually Tlis a heavy atom, and the
interlayer coupling in the Tl bilayer system is weak. These material properties may
suppress the Debye temperature. The other reason is derived from the morphology of
the system. As seen in Fig. 4.2b, the superconducting double layer of T1 has not only
atomic defects or steps, but also spatial fluctuations of coverage. The bare 1 x 1 single
Tl layer area is an insulator that should act as the Josephson junction between areas
of the superconducting 6 x 6-TI double layer. Such disorders are called “quenched
disorder”. Although the quenched disorder can suppress the 7. immediately, it is
recently pointed to cause the “quantum Griffiths singularity”. In some of the epitaxial
two-dimensional systems accompanying with superconductor-insulator (or -metal)
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transition, temperature-dependent zv have been reported [41, 42]. In these studies,
zv grows rapidly with decreasing temperature and tends to diverge with the field
approaching a critical value. This divergence is regarded as a sign of the quantum
Griffiths singularity, in which the dynamical exponent z obeys activated scaling
behavior. Then the system is under the domination of the quenched disorder, namely,
time-independent random potentials such as vacancies, defects and impurity atoms.
The temperature dependence originates from the interplay of the quenched disorder
and the thermal/quantum fluctuations. The present superconducting double layer of
Tl satisfies the condition where the quantum Griffiths singularity occurs. However,
it is hidden by strong thermal fluctuations because at the temperature range where
the scaling equation (2.145) is applied, thermal fluctuations are dominant as seen in
Fig.4.6b. Thus, this region possibly corresponds to the high-temperature phase of
quench-disordered system. Despite the presence of disorder, the high-temperature
phase should be regarded as a clean system, in which v is determined by the Harris
criterion. The Harris criterion suppresses v as dv < 2, where d is dimension, leading
to small value of zv, for example, 0.32 in Ref. [41]. For the lower temperatures, vortex
glass state is expected to be induced by magnetic field due to a quenched disorder.
In the vortex glass phase, variable range of hopping (VRH) of vortices generates
finite resistance: R o<exp[—(T0/T)1/3] [43, 44]. R — T curves of the 6 x 6-T1 under
magnetic field are not agree with this relation due to saturation of resistance at very
low temperatures. Hence, as described above, Bose metal is the most plausible picture
to create an intermediate metallic state in the 6 x 6-TI double layer.

A phase diagram of the 6 x 6-Tl is presented in the inset of Fig.4.7a. The phase
transition at high temperature and field is described by usual scaling analysis of SIT.
Its boundary is determined by the black dotted line in Fig. 4.6a and shown as squares
with guideline in the diagram. However, the present system does not have direct tran-
sition into the pure superconducting state. First, Cooper pair formation is governed by
the thermal fluctuation (TM), which drives the gradual decreasing of resistivity. The
resistivity is dragged into mean-field superconductivity state but global phase coher-
ence is suppressed by gauge fluctuations. The state in which bosonic Cooper pairs are
spatially confined by the localization length of randomly induced strong phase fluc-
tuations is regarded as quantum metallic state (QM). The boundary shown as circles
with guideline in the diagram corresponds to the black dotted line in Fig. 4.6b. In the
QM phase, dissipation of unbinded vortex-antivortex pairs causes finite resistivity
that survives even at zero-magnetic field. True superconductivity, i.e. zero resistance
state is achieved by binding of the vortex-antivortex pairs at Tkt in accordance
with the BKT physics. It should be noted that Dalidovich and Phillips pointed out
that Bose metal state is a “phase glass” where superconductor loses global phase
coherence [32, 33]. Though vortex and phase glasses are not identical, there remains
room for discussion about correlation of these two states.
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4.5 Summary

Thallium deposition on the Si(111)-1 x 1-T1 surface at ambient temperature results
in the formation of 6 x 6-TI double-layer film which has a metallic character in
contrast to the single-layer 1 x 1-TI insulating surface. The 6 x 6-Tl double layer
exhibits superconducting transition at 0.96 K. The transition is broaden by amplitude
and phase fluctuations of order parameter, which are described by Aslamazov-Larkin
and Halperin-Nelson formulas, respectively. Applying perpendicular magnetic field
induced superconductor-insulator transition. In the high-temperature regime, the data
agree with the usual scaling law of SIT, but obtained small value of zv = 0.2 implies
that the present system is in the high-temperature phase of quench-disordered 2DSC.
At the lower-temperature regime, on the other hand, an intermediate metallic state is
observed. Magnetoresistance measurements close to the lowest temperature suggests
that the intervening state is the Bose metal, induced by gauge fluctuations by magnetic
field. This is an extension of phase fluctuation effect without magnetic field, in other
words, the BKT physics.
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Chapter 5
Thallium-Lead Monatomic-layer Compound

Abstract The Rashba effect, a momentum-dependent spin splitting of electrical
bands is a dramatic phenomena originated from lack of the space inversion symmetry.
When the Rashba effect meets superconductivity, novel superconducting phenom-
ena is predicted to realize: mixing of singlet-triplet component, spatial modulation
of order parameter by Fulde-Ferrell-Larkin-Ovchinnikov mechanism, transition to
topological superconductivity etc. Although the surface two-dimensional electron
system has been expected to combine these independent frameworks, there has been
no report on coexistence of them so far. Here, a one-atom-layer compound made of
one monolayer of Tl and one-third monolayer of Pb on a Si (111) surface, known as
Rashba-metallic surface system is presented to exhibit two-dimensional supercon-
ducting transport properties. The observed transition temperature of 2.26 K is sizable,
while the energy of Rashba spin splitting is still larger upto 250 meV, promising for
the emergence of the exotic superconductivity.

Keywords Thallium - Lead - Silicon * Surface + Superconductivity - Rashba effect

5.1 Background

Asmentioned in Sect. 2.4.4, in the supercondcutor without space inversion symmetry,
emergence of abundant novel superconducting phenomena are predicted: a mixing
of singlet-triplet components [1, 2], a spatial modulation of the order parameter
by the Flude-Ferrell-Larkin-Ovchinnikov-like mechanism [3, 4], and enhancement
of in-plane critical magnetic field [3-5]etc. These phenomena are driven by the
Rashba effect, a spin splitting of band dispersion due to spin-orbit coupling. Many
of semiconductor surface with adsorption of heavy elements such as Bi and Tl have
been reported to have Rashba effect [6—10]. For applications to spintoronics, one
needs metallic spin-split bands to ensure considerable spin transport whereas no
metallic Rashba bands are found in surface systems above. As an exception, Yaji et
al. reported that the Ge (111) - /3 x +/3- Pb structure has a metallic surface state with
a relatively large Rashba split of 200 meV [11]. Hatta et al. confirmed that this one
maintains metallic conduction down to 9K by electrical conduction measurements
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S. Ichinokura, Observation of Superconductivity in Epitaxially Grown
Atomic Layers, Springer Theses, https://doi.org/10.1007/978-981-10-6853-9_5


http://dx.doi.org/10.1007/978-981-10-6853-9_2

80 5 Thallium-Lead Monatomic-layer Compound

[12]. Although such heavy-metal-induced metallic surface states are expected to
combine the Rashba effect and superconductivity, there has been no report on the
coexistence of them so far. Gruznev and colleagues reported that metallic Rashba
surfaces can be easily produced by adsorbing two metal species including heavy
elements. On the surface of Si (111), V3 x /3- (Bi, Na) [13], V3 x /3- (TI,
Pb) [13], v/3 x +/3- (T1, Sn) [14] have been found as such examples. They can
be regarded as “Monatomic-layer alloys”, which have been unexplored in surface
science compare to single-specie-adsorbed semiconductor surfaces. In particular,
V3 x \/5- (TL, Pb), in other words, monolayer TI-Pb alloy has so large Fermi surface
centered on I point and Rashba splitting of 250 meV at the maximum that is expected
to have superconductivity related to the Rashba effect.

5.2 Structural Properties of Si(111) -+/3 x +/3-(Tl, Pb)

5.2.1 Atomic Arrangement

The monolayer TI-Pb compound is formed starting from Si (111) - 1 x 1-Tl
reconstruction. When lead is deposited onto the 1 x 1-Tlsurface held at room tem-
perature, the patches of the compound region are created and grow in size with Pb
dosing til covering the entire surface at 1/3 ML Pb coverage (Fig.5.1a and b) [15].
Here, 1 ML (monolayer) = 7.8 x 10'* cm™2. In the large area STM images, the
T1-Pb compound is distinguished from the parent Tl monolayer by brighter contrast.
The atomic arrangement appears in high-resolution image, which is kagome-like
lattice with +/3x+/3 periodicity (Fig.5.1c). As confirmed by the DFT calculation in
Ref.[13], the TI-Pb alloy is composed of honeycomb-chained trimers of TI atoms
with Pb atoms occupying the Ty sites in the center of each honeycomb unit (Fig. 5.1d).
As shown in the cross section (Fig.5.1d), Tl and Pb form a single atomic layer on
Si (111), and the metal atoms are densely formed on the Si surface, so that the
wave functions of each atom easily overlap each other, leading to a two-dimensional
metallic state [13].

5.2.2 Electronic Structure

The band dispersion of the TI-Pb alloy obtained by ARPES measurement by
Gruzney et al. is shown in Fig. 5.2a. Four metallic band dispersions (X, 2|, X, X})
are observed. The DFT calculation incorporating spin-orbit interactions (Fig.5.2b)
revealed that these four bands are two pairs of spin-split bands by the Rashba effect.
Consequently, its Fermi surface has a complicated spin texture as shown in Fig. 5.2c,
where results of the DFT calculation (upper half) and ARPES measurement (lower
half) are plotted together. In the Fermi-surface map, they appear as two split contours.
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Fig. 5.1 Morphogical study of +/3 x +/3- (T1, Pb) by STM [15]. a Evolution of STM images in
large-scale (150 x 150nm?2), showing growth of the TI-Pb 2D compound on the Si(111)1x 1-T1
surface for RT deposition of a 0.18 ML Pb (intermediate stage) and b 0.33 ML Pb (final stage).
Two atomic terraces are seen in each image. ¢ High-resolution (5 x 5 nm?) STM image of the (TI,
Pb)/Si(111) surface. d Atomic structure of the T1-Pb compound. TI atoms are shown by blue circles,
Pb atoms by orange circles, top Si atoms by yellow circles, deeper Si atoms by light gray circles.
The +/3 x +/3 unit cell is outlined by a red frame. Reprinted with permission from Ref. [15]

For the X} (X) band, the outer contour has almost round shape, while the inner con-
tour is a hexagon with corners pointing in the T"-K directions in the +/3 x +/3 surface
Brillouin zone (SBZ). The maximal momentum and energy splittings for the X
(X{) band, Ak = 0.038 A-!and AFEr = 250 meV, respectively, are along the T-M
direction. The X, (X)) bands show up as hexagonal contours with corners along the
T-M direction. The maximal splittings for the X, (X)) band, Ak = 0.050 A1
and AEg = 140 meV, are along T-K direction. The DFT calculations revealed that
the planar spin components show in-plane helicity with the spin being fully aligned
in-plane and perpendicular to the momentum vector for momentum vectors along
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Fig. 5.2 Summary of spectroscopic studies on +/3 x +/3- (T1, Pb) [13, 15]. a Band dispersion
by ARPES measurement [13]. b DFT calculation result including spin orbit interaction [13]. Left
(right) panel shows in-plane (out-of-plane) spin polarization. The color of the plot corresponds to
the component and direction of the spin, and the size represents the magnitude of spin polarization.
¢ Fermi surface mapping of +/3 x +/3- (T1, Pb)[15] shown in the /3 x /3 surface Brillouin zone.
The upper half is obtained by an ARPES measurement and the lower one is calculated by the
DFT method. The gray arrows indicate the direction of the in-plane spin component, and the color
code (from red to blue) represents the out-of-plane spin component. d Close-up band dispersions
along (upper) I'- M and (lower) T'- K direction [shown as solid lines in a] at the vicinity of the
Fermi plane [15]. e Temperature dependences of the spectral width in the energy direction of the
dispersions X'y, E{, 3, Eé. The solid lines are linear fittings, which gradients give the electron-
phonon interaction constant A [15]. Reprinted with permission from Refs. [13, 15]

the I'-K directions. The out-of-plane spin component undulates between positive
and negative values along the contours according to the C3, symmetry of the surface,
as indicated by the color code in Fig.5.2c.

As theoretically explained in Sect. 2.4.1 and performed in the previous chapter, we
can evaluate the electron-phonon coupling constant A as a benchmark for supercon-
ductivity. The A can be obtained from a set of momentum distribution curves (MDC)
in temperature-dependent ARPES measurements. A was determined from a linear fit
to the AE-T plots, where AE is the spectral energy width of a surface state band.
Temperature range chosen was beyond 110K in order to exceed the Debye temper-
ature 6p which is known to amount 79-105 K for bulk T1 and Pb. For each band the
measurements were conducted in the directions where spin splitting is maximal (i.e.,
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Table 5.1 ARPES-obtained electronical properties and expected superconducting transition tem-
perature of «/§ X ﬁ— (T, Pb)

Dispersion| kr (A=1) | & vr(108 cm/s) | m*/m, | n(10' cm™2) | T.(K)O! | To(K)okP
> 0.30 0.60 | 1.28 0.27 0.7 08-1.5 [1.1-2.0
i 0.33 1.58 | 1.27 0.30 0.9 6.7-7.8 [8.9-10
po 0.42 0.66 | 0.27 1.77 15 12-20 [1.5-2.6
) 0.44 0.59 | 0.25 2.02 1.7 0.7-14 |1.0-1.9

along the I"-M direction for X (X 1) band and along the T-K for X, (X})) to obtain
A for each subband. Figure 5.2e shows A E-T plots with the results of EPC constant
A evaluation. This yield the following values of A: 0.60£0.04 for X';, 1.58 +0.01 for
2{,0.6640.04 for X, and 0.59 4-0.03 for X bands. One can see that EPC constant
A varies from one band to another and might be different even for two neighboring
subbands having opposite spin orientations. Difference in the EPC of different bands
in the same material is a usual phenomenon due to the largely varying electron DOS
and phonon spectrum for different momentum values [16]. However, for the X'} and
X|, there is no big difference in wave numbers since they are pairs that originally
spin degenerated. Such difference in A of two bands split by Rashba effect were also
observed in the ARPES measurements in Ge (111) -v/3%x+/3-Pb [12].Itis explained
that this is the final state effect in photoelectron spectroscopy, and it is considered to
be the same in /3 x +/3- (TL, Pb).

Fermi wave number kr, Fermi velocity v, effective mass m*, carrier density n
are also estimated from the measurement results of each band dispersion. Further-
more, the superconducting transition temperature was also estimated from McMil-
lan’s equation (2.130)

(5.1)

c =

howp 1.04(1 + 1)
€ex —
1.45kg A—pr(1+0.620) )°

using the measured A and the literature value of Debye temperature of bulk TI1 (@)B1 =
79 K) and Pb (@Bl = 105 K) [17]. The results are summarized in Table 5.1. There
is a significant difference in the expected transition temperature depending on the
value of A.

5.3 Purpose of This Study

As mentioned above, the /3 x +/3- (T1, Pb) structure is a monoatomic layer structure
accompanied with metallic Rashba state with enhanced electron-phonon interaction.
This is promising for exotic superconductivity due to the lack of space-inversion-
symmetry [1-5]. However, it is not trivial that simple pairing occurs on anisotropic
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Fermi surface of v/3 x +/3~(Tl, Pb) in terms of spin and phonon interaction. This
study aim to reveal its ground state and nature of many-body effect, especially the
effect of strong electron -phonon coupling.

The following results and discussions are based on the content of a published arti-
cle [15]: “Two-dimensional superconductor with giant Rashba effect: One-atomic-
layer T1-Pb compound on Si(111)” A. V. Matetskiy, S. Ichinokura, L.V. Bondarenko,
A.Y. Tupchaya, D.V. Gruznev, A.V. Zotov, A.A. Saranin, R. Hobara, A. Takayama,
and S. Hasegawa: Physical Review Letters 115, 147003 (2015).

5.4 Electrical Transport Studies on Si(111)-+/3 x +/3- (TL, Pb)

5.4.1 Sample Preparation

Sample preparation is done in the same way as in the previous chapter; MBE growth
was done in the preparation chamber which is connected to the UHV-4PP system via
a vacuum tunnel [18]. Si wafers (1-10 Q2cm, n-type doping) were used for substrates.
They were cleaned by cycles of usual flash annealing procedure in situ by dc Jule
heating: (i) preheating (700°C, 30 s), (ii) flashing (1250°C, 5 s), (iii) post annealing
(850°C, 30 s) and (iv) monotonic cooling to room temperature taking 30 s. Self
assemble of T1 and Pb on the surface is introduced by vaper deposition of the metals
from a crucible made of alumina heated by a filament wound around for dc current.
Both of the crucibles degassed enough in the vacuum chamber before use. Tl source
needs particularly careful treatment to avoid oxidization and dissolution to water
before installing to the vacuum chamber. First, Si(111)-1x 1-T1 reconstruction was
prepared by depositing 1 ML Tl onto Si(111)-7x7 clean surface held at ~300 °C.
Its RHEED pattern is shown in Fig. 5.3a. Subsequently, 1/3 ML of Pb was deposited
on 1x1-Tl at room temperature. For the calibration of coverage of Pb, the structural
transition from HIC- to SIC-phase of Pb/Si(111) at 4/3 ML [19] is observed prior

(a) : - 1x1 |(b) \3xv3

| ¥ | Ty

Fig. 5.3 RHEED patterns a before and b after deposition of 1/3 ML of Pb onto a 1 x 1-Tlsurface.
The initial 1x1 - Tl surface is seen in a, while the completed ﬁ X ﬁ_ (T1, Pb) surface is shown
inb
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to the fabrication of v/3 x +/3- (TI, Pb). The sample for the electrical conductivity
measurement showed a RHEED pattern like the Fig.5.3b. A somewhat streaky but
bright ~/3 x /3 spot was seen, which confirmed the formation of high quality
structure throughout the surface.

5.4.2 Results

The Rgneer(T) property on this +/3 x +/3- (TI, Pb) system at low temperature is
displayed in Fig.5.4. One can see that it reaches zero resistance state around 2.2
K, an evidence of superconductivity. The resistance starts to decrease from above
T, which is due to the amplitude fluctuation effect [20, 21]. Accurate fitting of the
experimental data with the theory Eq. (2.139) [20, 21]

1
p= 0o + oaL + omT (5:2)
Oal = i . I, (5.3)
AL T l6h T T, '
e? T, T—T,
omr (5.4)

= —. In
8h T —(1+6T, 0T,

yields the 7, = 2.2568 4+ 0.0002 K and also the “pair-breaking parameter” § =
0.0409 £ 0.0002.

By estimating the size of the superconducting gap from the observed 7. by
Eq.(2.132) A(0) = akpT.(a = 1.76-2.2), we obtain A(0) = 0.34-0.42 meV, so
that AEg > A(0). Namely, the energy of the spin splitting due to the spin orbit
interaction is sufficiently larger than the superconducting gap, even though the gap
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itself is sizable value. This combination provides an opportunity to observe a number
of fascination phenomena arising from lack of space inversion symmetry.

The Pippard’s coherence length is estimated as &y = 620-780 nm by the Eq. (2.122)
& = NZ"(B) using the superconducting gap and the inclination of the band dispersions
in ARPES. In order to obtain the mean free path / precisely, it is necessary to numeri-
cally calculate it from the Eq. (2.8) in consideration of the wave number dependence.
Here, let us approximate two sets of spin split bands into two sets of spin degenerate
free electron bands with Fermi wave numbers of kzy, kgr = 0.32, 0.43A! for rough

estimation of /. Then, Eq.(2.13) is rewritten as

- 1 h/e? (5.5)
 kpi+ke Ry '
resulting in / = 10 nm, which is much smaller than Pippard’s coherence length

(& > ). Assuming a dirty limit expression Eq.(2.124), the effective coherence
length is calculated as & =67-75nm.

Upper critical field

Figure 5.5a shows the sheet resistance as a function of temperature under different
magnetic field B applied perpendicular to the surface. The superconductivity transi-
tion becomes broader and shifts to lower temperature as the B increases. The results
of the magnetoresistance measurements at different temperatures are summarized in
Fig. 5.5b. The temperature—dependent upper critical field is extracted from these data
by defining the upper critical field (H,; = B.»/1o) at which the sheet resistance is
a half of the normal-state-resistance. In Fig. 5.6, the points @y H(T) obtained from
Fig.5.5a/b are plotted as red circles/blue square, respectively. It can be seen that the

= ! LR 14K
= ° s T 1.6K
g, : e 01T ’ i 1.8K
~ 150 - : 02T -4 v T ® 20K
3 150 i : ® 03T 2 Do 2.2K
B 100 : 04T 4 M e 23K
x 1% : e 05T : S e 24K
50 -} : ® 06T .. & e 26K
i e 07T : $oie e 28K
0 .-J d'_' _/:.j. ® 40K
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Fig.5.5 Sheet resistivity as a function of temperature and out-of-plane magnetic field Rgpeet (7, B).
a Temperature dependence in steps of constant magnetic field and b magnetic field dependence at
the temperature fixed at several values
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Fig. 5.6 Temperature

dependence of upper critical 0.4 Q
field of /3 x +/3- (T, Pb)
obtained from Fig.5.5. The
points obtained from
Fig.5.5a b are plotted as red
circles (blue squares). Solid
line is fitting by GL theory
(Eq.2.121)

O R(T)

HoHgz (T)

measurements were performed with high accuracy since both plots were on the same
straight line. This linear relation can be evaluated in the framework of the GL theory.
Numerical fitting to Eq.(2.121)

_ % T
moHo(T) = Tt (02 (1 - f) , (5.6)

yields the coherence length as &g (0) = 22.3 &+ 0.2 nm, about twice the mean free
path. Here T is fixed at 2.26 K. The &g (0) does not coincide with the effective
coherence length (¢ = 67-75nm) obtained by assuming dirty limit equation Eq.
(2.124), indicating that the present system is not at the dirty limit. The upper critical
field at zero Kelvin is obtained by extrapolation as o H»(0) = 0.67 £0.02 T. These
are on the same order as in the cases of mono/bilayer superconductors In and Pb on
Si(111) [22].

BKT transition

Same as the 6 x 6-Tl, the /3 x +/3- (T1, Pb) structure can be a test stage for
BKT physics. Here, another sample were prepared for transport measurements. The
temperature dependence of the sheet resistance is shown in Fig. 5.7a. The fitting result
by the Eq.(2.139) is indicated by a red solid line in Fig.5.7a, which reproduced a
gradual decrease in resistance curve well. The transition temperature, which was used
as a fitting parameter, was 7, = 1.7919£0.0003 K, and the pair-breaking parameter
was § = 0.122 £ 0.001. The sheet resistivity approaches zero with a “tail”, caused
by the motion of vortex-antivortex pairs, generated by phase fluctuations of the
order parameter. The tail in the resistance drop can be explained by Halperin-Nelson
equation Eq. (2.141) [23].

T. — Texr\ /*
R o exp |:—2b (TC—TBKT) :| ) (5.7)
— Ipkr
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Fig.5.7 aSummary of the electrical transport properties at the region of the BKT resistive transition
without magnetic field. a Temperature dependence of the sheet resistivity in differently prepared
sample, plotted in a linear and b semilog scale. The red solid and dashed lines in Fig. a and b are
the results of least-squares fit to the Aslamazov-Larkin-Maki-Thompson correction (Eq.2.139) and
to the Halperin-Nelson equation (Eq.2.141), respectively. ¢ Current-voltage (I — V') characteristics
at the different temperatures from 0.90 to 2.00K plotted on a double logarithmic scale. The black
dashed lines indicate V oc I and V o< I® curves. d Fitting results obtained for the exponent a of
the I — V curves V o I¢ at each temperature. The temperature at which a ~ 3 is ca. 1.70 K

The successful numerical fitting shown by the red solid line in Fig.5.7b suggests
strong two-dimensionality of the present system and gives a BKT transition temper-
ature Tgxr = 1.714 £ 0.002 K by fixing 7; at 1.792 K.

Another signature supporting for the BKT transition can be found in the current-
voltage (I — V) isotherms measured over a grid of different temperatures near T-..
Figure 5.7c presents these data plotted in a double-logarithmic scale. Evolution of
the isotherms is consistent with change in exponent of power in I — V curves around
the critical current expected from the BKT mechanism when the temperature is
varied near T;. The I — V dependence follows the V o< I law for the normal state
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above T, while it becomes V o I around Tgkr and shows abrupt transition to the
superconducting state slightly below Tgxr. The extracted BKT transition temperature
Tgkr ~1.7 K. The power of each I — V curve at 100 WV is obtained by fitting and
plotted as a function of temperature, which is displayed in Fig.5.7d. The exponent a
of V o I has changed from 1 to 3 around 1.7 K. This temperature is in agreement
with the result from Halperin-Nelson fitting in Fig. 5.7b. Although the I — V curve at
1.7K show V o I3 around 100 LV, behavior in the lower voltage is still unclear due
to the limit of experimental accuracy at low bias. In the Hg - Xe thin film which is a
typical report of BKT transition, the behavior of V oc I3 was seen from 1 to 100
V. Even the present system is expected to show V o< I® behavior if it is possible to
measure lower voltage more accurately.

5.4.3 Discussion

First, let us compare the transition temperature with those in the Table 5.1, which are
estimated from the electron-phonon interaction constant A. The transition tempera-
ture obtained from the electrical transport measurement is lower than the temperature
expected for the X'| band and higher than those for the other surface bands. It is noted
that estimation by X is an ideal transition temperature, in other words, an upper limit
value. In addition, it is generally known that the Debye temperature on the metal
adsorption surface is lower than that of the corresponding bulk crystal as mentioned
in previous chapter. Hence, the X'| band with A = 1.58 is considered to be respon-
sible for superconductivity. Since the estimation of the electron-phonon interaction
constant by ARPES is influenced by the final state effect as described above, it is dif-
ficult to reach to quantitative agreement. However, as far as we consider the transition
temperature, the superconductivity is driven by enhanced electron-phonon coupling.
X[ is one of a pair state forming inner Fermi surface pair shown in Fig. 5.2¢c, where
the larger spin splitting occurs as AEg = 250 meV.

The second point that should be considered is the upper critical field. Accord-
ing to BCS theory, paramagnetic pair breaking field (Pauli limit) is estimated as
woH, = 1.86T. = 4.2 T, which is much larger than the experimentally extrapolate
noH2(0) = 0.67 T. This indicates that orbital pair breaking determines the upper
critical field in the present system with respect to the perpendicular magnetic field,
as in usual two-dimensional superconductors.

In order to observe the suppression of paramagnetic effect arised from the lack of
spatial inversion symmetry, it is effective to apply the in-plane magnetic field, which
is a condition where orbital-pair destruction is prohibited. When the spatial inversion
symmetry is broken, it is expected that the order parameter is spatially modulated
with respect to the in-plane magnetic field. Such state is called stripe or helical phase
[3, 4, 24] and enhance the in-plane critical magnetic field significantly. If a helical
phase is formed in /3 x +/3- (TI, Pb), the limit of upper critical field is expected to
increase upto 200 T according to the theory by Dimitrova and Feigel * man [4].
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5.5 Summary

In this study, the 2D compound of 1 ML TI with 1/3 ML Pb having /3 x /3
periodicity on Si(111) appears to be a 2D material which combines together the
giant Rashba-type spin splitting (~250 meV) with the superconductivity at sizable
transition temperature of 2.26 K. By comparing this transition temperature with the
temperature predicted from the electron-phonon interaction found by ARPES, it was
found that the strong electron-phonon interaction of one Rashba split surface band
causes superconductivity. When the spin orbit interaction energy is larger than the
superconducting gap, an opportunity is provided to observe a number of fascination
phenomena; In conventional superconductors the electron pairs are in a spin-singlet
state with antiparallel spins. If the space-inversion symmetry is broken and mag-
nitude of the spin splitting is sufficiently larger than the superconducting gap, the
interband Cooper pairing between electrons in the two spin-split bands is strongly
suppressed. As a result, the pairing state in one band is the admixture of the spin-
singlet and spin-triplet pairing [1, 2] which leads to the advanced properties some of
which have already been considered theoretically [1, 2, 24-28] and experimentally
[29]. In particular, it was predicted that in such systems spin magnetic suscepti-
bility becomes anisotropic and Knight shift retains finite and rather high value at
T = 0 [1, 2]. Furthermore, in-plane magnetic field applied to the 2D superconduc-
tor with sizable spin-orbit coupling would induce an in-plane superconducting flow
[25]. Strong spin-orbit interaction is expected to broaden the range of existence of
the Larkin-Ovchinnikov-Fulde-Ferrell phase, which would take the form of periodic
stripes running along the field direction on the surface, leading to the anisotropy of
its properties [3, 4, 24, 26]. In addition, triplet supercurrent can carry a net spin
component and so offer the potential to the superconducting spintronics [28].
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Chapter 6
Intercalation Compounds of Bilayer
Graphene

Abstract Study about doping-induced superconductivity in carbon allotropes has
long history. Graphene, which is an rapidly growing subject in condensed matter
research in this decade, is not the exception. Even though the as-grown graphene
is far from superconductivity due to its semimetallic nature, A few groups have
succeed to synthesize metal-doped graphene which show sign of superconductivity.
Since their research totally differs in not only synthesis but detection method, how-
ever, it is still controversial issue to determine the driving force and establishment of
superconductivity. In this chapter, the first demonstration of electrical transport mea-
surements on metal-intercalated bilayer graphene is presented, where Ca-intercalated
bilayer graphene exhibits superconducting transition at 2 K while Li-intercalated one
do not. This result supports the interlayer-band origin of superconductivity, which
has been conventionally suggested in graphite intercalation compounds.

Keywords Graphite - Graphene - Intercalation + Superconductivity

6.1 Background

Since graphite was discovered in the 1560s, carbonaceous materials have stimulated
the interest of scientists. Various allotropes such as graphite, diamond, fullerene, car-
bon nanotube, and graphene have been discovered and studied from lots of aspects.
Superconductivity is one of the most attractive phenomena among them. In 1965, it
was reported by Hannay and colleagues that KCg, where potassium atoms interca-
late between carbon layers of graphite shows superconductivity below 200 mK [1].
This finding was so striking because neither graphite nor inserted alkali metal show
superconductivity as elemental metals. Potassium intercalation can also induce super-
conductivity to the fullerene at 18 K, as reported by Hebard et al. [2]. Afterwords,
RbCs,Cgp was demonstrated to be a superconductor with 7;. of 33K by Tanigaki
et al. [3]. Several groups reports superconductivity in carbon nanotube, but it is
still controversial due to the difference of experimental condition [4]. Boron-doped
diamond is found to be a superconductor in 2004 [5].

© Springer Nature Singapore Pte Ltd. 2018 93
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Hence, most of the carbon allotropes are proved to be superconductors. Generally
saying, their origin of superconductivity is understood as the BCS mechanism, so the
electron-phonon interaction plays the key to role to develop the superconductivity.
High T of fullerene is driven by its intramolecular vibration and the high density of
state. If the diameter of carbon nanotube is sufficiently small, one-dimensional state
density divergence occurs and coupling with phonons in the tube diameter direction
raise T; up to 64 K [6]. For the case of graphite intercalation compounds, electron-
phonon interaction changes according to the intercalate element and composition as
described below.

6.1.1 Graphaite Intercalation Compounds

Graphite intercalation compound (GIC) is synthesized by the penetration of metal
between carbon layers maintaining the stacked structure of graphite. So far, more than
several hundreds of GICs have been discovered and attracted considerable interests
for advanced physical properties such as high conductivity and magnetism. Interca-
lation of group 1-3 metal is especially important for the seeking of superconductivity
that many studies have been done to study the effect of electron doping [7]. In 2005,
Weller et al. overcame the difficulty to synthesize C4Yb and C¢Ca, whose T, are
6.5K and 11.5 K, respectively [8]. The 11.5K for C¢Ca was epoch making because
it has much higher 7 than any other GIC. Intensive research was conducted to clarify
the mechanism of superconductivity in C¢Ca. The temperature dependence of spe-
cific heat [9], the magnetic penetration depth [10], and the gap shape of the tunnel
spectrum [11] indicates s-wave nature of C¢Ca.

In order to specify the electronic state that is responsible for superconductiv-
ity, first-principles calculations were actively carried out. Csdnyi et al. performed
a systematic band calculation on CsYb and C¢Ca[12]. According to their calcula-
tion, interlayer band (ILB), which is originally unoccupied state in graphite, whose
wavefunction is distribute between layers, is filled by electron in superconducting
GICs. Although the state has weak characteristics of intercalants’ orbital (e.g. 5d in
Ce YD case), it is still called ILB for convenience. ILB locates at the I" point and has
free-electron like feature, i.e. parabolic dispersion and circular Fermi surface.

Sugawara et al. measured band dispersion in bulk C¢Cacrystals by the low tem-
perature ARPES. As shown in Fig. 6.1a, a metallic state is observed at the I” point in
addition to the 7 * band derived from graphite near the K point. The shape of the Fermi
surface at the I" point is circular, i.e. free electronic like (Fig. 6.1b). It is possible that
7* bands is folded and callapse to I" point due to Ca-induced /3 x +/3 Brillouin
zone. In that case, however, the Fermi surface shape should be a hexagon. Therefore,
it is concluded that this metallic state is ILB rather than 7 * band. It is observed that
photoelectron spectra of ILB and 7* band discontinuously changes due to the cou-
pling of C, phonon and Cyy phonon 7* band, respectively. This means that the 7*
band is two-dimensional, while ILB has a three-dimensional nature, which strongly
couple with the phonon in the vertical direction. Furthermore, the temperature depen-
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Fig. 6.1 ARPES-experimental result on C¢Ca[46]. a Band dispersion. An interlayer band is
observed in the area marked by the dashed frame. b Fermi surface mapping. ¢ Photoelectron spec-
tra at 6 K, measured at the points A and B (red and blue). The green histgram indicates calculated
Eliashberg function «? F (w) as a function of binding energy. d, e Temperature dependence of pho-
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dence of the photoelectron spectrum has also been measured (see Fig. 6.1d). In the 7 *
band, the Fermi energy does not move from the midpoint of the spectrum edge, and
can be explained by the temperature dependence of the Fermi distribution function.
On the other hand, in the ILB, the edge of the spectrum shifts at a low temperature
(leading edge shift), indicating that the density of state change due to the opening
of superconducting gap. The magnitude of the superconducting gap estimated from
the shift amount is 2 meV. Also, according to measurements at different positions on
the Fermi surface, the superconducting gap is isotropic (see Fig.6.1e).

However, more recent ARPES measurements showed kink structure in the band
dispersion and leading edge shift in the photoelectron spectrum in both ILB and 7 *
bands. It is claimed that both of the bands contribute to superconductivity [13]. The
electron-phonon coupling constants estimated from the kink structure are 0.20 for
* band —Cyy phonon, 0.23 for 7* band C, phonon, and 0.22 for ILB-C, phonon.
This assertion suggests that graphene sheets themselves may be superconducting.

6.1.2 Metal Doping to Graphene

Graphene is a one-atomic-layer-honeycomb-network of carbon atoms. Since
graphene was isolated using Scotch tape by Novoselov et al. in 2004 [14], graphene
has been a central research subject in the field of nanomaterials owing to its strong
two-dimensional nature and various novel properties such as the massless electrons
[15], the high carrier mobility [16] and the remarkable mechanical strength and flex-
ibility [17]. Several methods, such as mechanical exfoliation and epitaxial growth
on various substrates [18, 19] have been employed to obtain a high-quality graphene
film with a large working area, especially for application to electronic devices.

Superconducting graphene has been a target of intensive studies since the discov-
ery of graphene, because it realizes an intrinsic two-dimensional and self-standing
2D superconductor. Many intensive efforts have been made to fabricate supercon-
ducting graphene by doping metals like in bulk GICs. The successful reports are
listed in Table.6.1. The superconductivity in few-layer graphene was reported by
Xue and Tiwari et al. [20, 21]. Intercalation of K or Li several layers of graphene
was carried out with chemical methods. It is noteworthy that these studies report
higher 7.s than those of bulk counterpart. This is said to be low-dimensional effect;
In three-dimensional GICs, smaller separation of graphene layer enhances electron-
phonon coupling, resulting in higher 7,.. However, when the distance is too small, the
superconductivity is destroyed because a strong confinement of the interlayer state
in a narrow region shifts the intercalant band well above the Fermi energy, indicative
the non-superconductive condition [22]. The bulk LiCg is not superconducting due
to the confinement effect. For the case of monolayer graphene, the confinement is
removed and empty interlayer state can be returned to the Fermi level, according to
the DFT-LDA calculation by Profeta et al. [23]. In this sense, light alcali metals such
as Li or K become promising dopant for the superconductivity.
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Table 6.1 Summary of previous reports of superconductivity in alkaline or alkaline earth doped
graphene

Thickness | Growth | Dopant Condition | Method T.(K) Bulk Refs.
counter-
part
[T.(K)]
10 Epitaxy | Ca ex citu Magnetization |7 CaCg [11 | [24]
K]
5 Flake Li ex citu Magnetization | 7.4 N/a [21]
Flake K ex citu Magnetization |5.4 KCg [0.8 | [20]
K]
1 Epitaxy | Li in citu ARPES 5.9 N/a [29]

It should be noted that, however, they are still not monolayer and the crystal struc-
ture is undefined in the ambient condition, since contamination of sample cannot be
avoided in such multilayer graphene. For example, in Ref. [24], where intercalation
of Ca into 10-layer graphene prepared on SiC by heating it in the melting Li-Ca alloy,
the authors claim that it is necessary to protect the sample by intentionally leaving
the Li-Ca alloy on the surface to protect the sample during transfer to the magne-
tization measurement [24]. Therefore, it is uncertain that the enhancement of T is
originated from the ultrathin-thickness effect. In order to obtain a certain evidence
of superconductivity in monolayer graphene, ultra high vacuum is ideal environment
from sample fabrication to evaluation. Hence, lots of ARPES measurements have
been carried out on metal-doped monolayer graphene. It has been clarified that when
the single layer graphene is doped with an alkali metal or an alkaline earth metal, the
kink structure is seen in the 7* band, and the electron-phonon interaction increases
[25-28]. In particular, it is noteworthy that a recent work by Ludbrook et al. reported
enhanced electron-phonon interaction upto A = 0.58 by Li doping [29], which is
larger than that reported by Fedorov et al. (A = 0.29) [27]. The interpretation is
as follows; They performed both Li deposition and in situ ARPES measurements
at very low temperatures below 8 K, without warming up the sample. At such low
temperature, Li orders on the surface without intercalating to the interface between
graphene and substrate. According to the theory by Profeta et al., when the adsorption
structure of Li with v/3 x +/3 periodicity on the surface of graphene, ILB appears
below the Fermi level. As a result, the transition between the 7 * band and C, phonon
is strengthens the coupling with the C, phonon, which increases the total electron-
phonon interaction [23]. Indeed, in the spectroscopic study of Ludbrook et al., a
circular Fermi surface appears at the I" point, indicating that the ILB is crossing the
Fermi level. As a result, the electron-phonon interaction of the 7* band increases,
and furthermore, it is claimed that a superconducting gap was observed. Since the
V/3 x /3 ordered structure and these features vanish at the same time when the
sample is warmed up, the experimental results are consistent to Profeta’s theory.
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Despite of novelty of the ARPES study, there remains the difficulty of sample
preparation at low temperature. In particular, structural study by scanning probe has
never been performed about the metal decoration on graphene. On the other hand,
metal intercalation to bilayer graphene has been investigated comprehensively by
ARPES and STM as follows.

6.2 Structural Properties of Intercalation Compounds
of Bilayer Graphene

6.2.1 Graphene on SiC

One of the epitaxial methods for preparing large area graphene is to reduce SiC
by heating it to 1100°C or higher (desorption method) [30]. Desorption of Si from
the topmost surface promotes the reconstruction of remaining carbon into graphene.
SiC has a (0001) face (Si face) which is terminated with Si while a (0001) face
(C face) terminated with C. When graphene is prepared on the Si surface, free stand-
ing graphene is epitaxially grown on the “buffer layer”, which is covalently bonded to
SiC. It is known that the graphene layer shows metallic conduction, while the buffer
layer does not contribute to the conductivity [31]. It is possible to control the number
of layers of graphene to be produced by changing the heating temperature and time.
Confirmation of the thickness after growth is also done by Raman spectroscopy,
electron microscopes, etc. ARPES is also used for the identification because the
band splits depending on the number of layers [32].

From now on, let us focus on graphene grown on SiC(0001). Inset of Fig.6.2a
displays a schematic illustration of surface reciprocal lattice of SiC and graphene.
The unit cell of graphene [C(1 x 1), orange dots] rotates 30° with respect to SiC
surface [Si(1 x 1), green dots]. Figure 6.2a—c shows the RHEED figure of bare SiC,
single layer graphene, and bilayer graphene obtained in this study. Since the incident
direction of the RHEED electron beam is [1120], the diffraction points aligned in the
direction of [1010] appears on the Oth Laue zone, as indicated by orange [C(1 x 1)]
and green [Si(1 x 1)] arrows. Comparing the RHEED pattern of single/double layer
graphene in Fig. 6.2b, ¢, double layer one has brighter C(1 x 1) spot. In addition, one
can see the 6+4/3 x 6+/3 periodic structure due to the commensurate lattice matching
between the buffer layer and the SiC substrate.

6.2.2 Atomic Arrangement

When Li and Ca are intercalated into bilayer graphene prepared on SiC, as shown in
Fig. 6.3a, they form ordered structure with a periodicity of v/3 x +/3 with respect to
the unit cell of graphene. Therefore, the presence or absence of intercalation can be
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Fig. 6.2 RHEED patterns
on a SiC(0001)—1x1,b
monolayer graphene and ¢
bilayer graphene on SiC. The
spots pointed by green and
orange arrows are originated
from 1 x 1 of SiC [Si(1 x 1)]
and graphene [C(1 x 1)],
which are interpleted via
schematic reciprocal lattice
of graphene on SiC, as
shown in the inset of a. The
green and orange spots come
from 1 x 1 of SiC [Si(1 x 1)]
and graphene [C(1 x 1)],
respectively
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Fig. 6.3 a, b Schematic crystal structure of bilayer graphene intercalation compound CgLiCg or
CeCaCgon SiC from a top view and b side view. ¢, d LEED patterns. ¢ Monolayer graphene after
vapor deposition of Li at room temperature on it [33]. d C¢LiCg [34]. € C4CaCg Reprinted with
permission from Refs. [33, 34]

determined by electron diffraction. The composition of the intercalated structure of
Li and Ca in bilayer graphene is C¢LiCg and CCaCgrespectively. When depositing
Li at room temperature on the double layer graphene, /3 x +/3 spot appears in the
LEED figure like Fig. 6.3d [33]. Even if the same treatment is applied to single-layer
graphene, the +/3 x /3 structure does not appear (Fig. 6.3c). This suggests that Li
forms ordered structure only in between the two graphene layers, not on the topmost
surface or around the buffer layer. (see Fig. 6.3b).

Unlike Li, intercalation of Ca cannot be done directly on pristine bilayer graphene
[34]. This is because the atomic radius of Ca is 30% larger than that of Li. In the case
of bulk Ca-GIC, Ca intercalation is carried out by heating graphite in an alloy of Li
and Ca. First, Li intercalates into graphite. It expands the interlayer distance and then
Ca can penetrates into graphite, replacing Li. In order to perform Ca intercalation
in bilayer graphene, a pseudo-method is taken in ultra-high vacuum. That is, after
intercalating Li by vapor deposition at room temperature, Ca is also deposited at
room temperature and promotes substitution from Li to Ca by post annealing. Then,
V3 x /3 spot becomes sharper in the LEED pattern as shown in Fig.6.3d, e [34].

It was confirmed by the STM measurement that the change in this LEED pattern
indicates the substitution of Li to Ca [35]. Figure 6.4 shows the STM images of
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Fig. 6.4 a—c Atomically resolved STM and d—f fast Foulier transformed images of bilayer graphene
on SiC (a, d), C¢LiCg (b, €) and C¢CaCg (c, )[35]. The scanning area of a—cis 6 x 6 nm?. Schematic
illustrations of crystal structures are shown as the inset in a—c. Reprinted with permission from
Ref. [35]

pristine bilayer graphene, C4LiCg and C¢CaCgin a—c, and their Fourier transformed
figure in d—f. The scanning range of all STM images is 6 x 6 nm?. In Fig. 6.4a, moiré
structure with a large period was clearly observed in addition to the same honeycomb
lattice as graphite. From the interference pattern of Fig. 6.4d, it can be seen that moiré
has a period of 6+/3 x 6+/3 same as the diffraction pattern, so it is derived from the
buffer layer. When intercalating Li, moiré disappears and weak ~/3 x +/3 structure
appears as can be seen in Fig. 6.4e, denoted as G¢,Lic,. This is consistent with the
diffraction pattern of Fig.6.3d. Furthermore, the STM image changes markedly by
intercalating Ca. The +/3 x +/3 periodic structure became clear even in the real space
image, and the point of 2.5 times period appeared in the Fourier-transformed image
Fig. 6.4f, denoted as 2/5 G. Clear observation of +/3 x /3 pattern in the topographic
image suggests a presence of electronic states derived from intercalant near the Fermi
surface. In addition, since the ratio 2.5 coincides with the lattice constant difference
between the v/3 x +/3 structure and SiC, it was concluded that a charge density wave
(CDW) is triggered by the lattice matching condition of C¢CaCg with the substrate
[35]. Although C¢LiCg has the same lattice configuration, CDW is not observed. It
comes from the difference of Fermi surface shape as mentioned in the next section.
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6.2.3 Electronic Structure

Figure6.5a—c shows ARPES-obtained band dispersion of bilayer graphene,
C¢LiCg and C¢CaCq[33, 34]. For the bilayer graphene, one can see the 7 band
at the K point and the o band at the I" point. The top of the 7 band, the so-called
Dirac point, is located near the Fermi energy. According to the high resolution mea-
surement in the vicinity of E g, there is a gap of about 0.12 eV with the 7* band. It is
known that the interaction with the SiC substrate can not be ignored [33]. The Fermi
wave number is 0.05 A~! , and the carrier density obtained from the area of the Fermi
surface is 0.004 per unit cell. The Fermi velocity of the 77* band is generally 10 ® m/s.
Figure 6.5b and c are the band dispersion of C¢LiCg and CsCaCg, respectively. They
shift to the high binding energy side for ca. 1.4 eV, and the metallic state appears at
the I" point. The rigid shift of the bands means electron transfer from Li and Ca to
graphene bands. There are two possibilities regarding the state of the I" point. One
is the free electronic state (ILB) that was seen in bulk C¢Ca. Another possibility is
* bands, which is folded back from K point and appear at the I point due to
Ca-induced +/3 x /3 Brillouin zone. Figure 6.5d, e display Fermi surface of
CeLiCg and C4CaCg, respectively. The hexagon shown by the solid white line is Bril-
louin zone of C(1 x 1), while the dotted line is Brillouin zone of the +/3 x +/3 structure.
The triangular state seen at point K comes from the 7* band. Compared with the
Fermi surface of the corresponding bilayer graphene (shown as the inset of Fig. 6.5d),
the Fermi wave number is increased to 0.2 A~! due to the energy shift of the band,
and the area is enlarged and split as can be seen in high resolution measurements [33,
34]. The other state seemingly has a complicated shape, but considering Brillouin
zone folding, it can be explained by returning v * band including snowflake-like state
seen at I" point. However, there is one more state in the case of C4CaCg found by
high resolution measurement near the I” point [34].

As can be seen in Fig.6.5h and i, there is a parabolic state besides the wrapped
7* band (split to Tipper* and oy ™). Since there is no difference in shape in I" — K
direction (h), I" — M direction (i), it seems an isotropic band, to be considered
as the ILB that was seen in C¢Ca. On the other hand, in C¢LiCg, ILB is absent
below Fermi level as shown in Fig. 6.5g. The results of these ARPES measurements
are consistent with the calculation results of Mazin [36] and Jishi [37]. Therefore,
superconductivity originating in ILB similar to bulk is predicted in C¢CaCg. It is
noteworthy that C¢CaCghas ILB below the Fermi level even though Ca density is
1/2 compared to bulk C¢Ca. The carrier density per unit cell obtained from the area
of the Fermi surface is 1.07 in C¢LiCg and 2.02 in C¢CaCg [33, 34]. In addition, the
effective mass of ILB is calculated as m* = 0.6m, by parabolic fitting [34]. The
Fermi wave number is 0.2 A’l, so the Fermi velocity is obtained as 0.4 x 10° m/s.

The scattering vector of the CDW (2/5G = gcpw) corresponds to the scattering in
the mTinner* band as shown in the Fermi surface (Fig. 6.5e white arrow) [35]. Because
the Fermi surface of C¢LiCgis smaller than that of C4CaCg, the scattering in the
Tinner - band does not match 2/5G and the CDW does not appear. The STS spectrum
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Fig. 6.5 Results of spectroscopic measurements on bilayer graphene and its intercalation com-
pounds [33-35]. a—¢ ARPES-obtained band dispersion in I” — K direction. a double layer graphene,
b CgLiCg and ¢ C5CaCg. d, e Fermi contour mapping by ARPES. The white solid and dotted line
corresponds to Brillouin zone of graphene and V3 x /3 structure, respectively. d CgLiCg. The inset
is the Fermi side of two-layer graphene. e CsCaCg. White arrow corresponds to CDW scatter vector.
f STS spectrum of C¢CaCg, taken at different temperature and magnetic field. g-i, Highly resolved
band dispersion near the I" point by ARPES. g C¢LiCgin I" — K direction. h and i, C¢CaCgin
I' — K and I — M direction. Reprinted with permission from Refs. [33-35]
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of C¢CaCg at 5K is displayed in Fig. 6.5f, indicating a gap opening of 70 meV. This
is not a superconducting gap because it was observed even under a strong magnetic
field of 7 T.

6.3 Purpose of This Study

As described above, for the creation of superconducting graphene, it is pointed the
importance of electron occupancy to ILB and the modification of elemental depen-
dence from that of GIC due to the absence of quantum confinement. However, there
are only sporadic reports to succeed to make graphene superconductivity and no
study has been performed to compare dopant dependence on well-defined sample,
under ideal conditions.

In this sense, bilayer graphene is one of the ideal platform to study since the
atomic structure and electronic state of the bilayer graphene intercalate compounds
are well investigated by ARPES and STM. In particular, with respect to C¢CaCg, the
presence of ILB has been verified experimentally and theoretically [34, 36, 37].

In this research, in situ experimental studies are performed in an ultrahigh vacuum
from preparation of Li- and Ca-intercalated bilayer graphene to low temperature
measurements, in order to examine the relation between transport properties and the
elemental-dependent band structures.

The following results and discussions are based on the content of a published arti-
cle [38]: “Superconducting Calcium-Intercalated Bilayer Graphene” S. Ichinokura,
K. Sugawara, A. Takayama, T. Takahashi and S. Hasegawa: ACS nano 10,2761-2765
(2016).

6.4 Electrical Transport Studies on Intercalation
Compounds of Bilayer Graphene

6.4.1 Sample Preparation

Bilayer graphene was prepared by heating an n-type 6 H-SiC (0001) substrate to
1550°C by heating under an Ar atmosphere of 0.1 MPa, and it was identified as bilayer
by ARPES observation. After transferring it through the air, it was introduced into
the UHV-4PP system equipped with RHEED. The surface was cleaned by annealing
at about 400°C for several hours. The RHEED image after cleaning is shown in
Fig.6.6a. C(1 x 1),Si (1 x 1) and 643 x 63/3 periodic spots are observed, same as
Fig.6.2c. SAES-Getters’ dispenser is used for Li deposition. Ca is deposited from
an alumina effusion cell with tungsten filament for dc current heating. To prevent
contamination of highly reactive Ca, the surface oxide layer of Ca is removed in
the Ar atmosphere glove box and the cell quickly place in the vacuum. Also, even
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Fig. 6.6 RHEED patterns of bilayer graphene and its intercalation compounds around Oth Laue
zone. a Pristine bilayer graphene. b C4LiCg. ¢ CsCaCg made by the single Li-Ca replacing treatment
(called SO ). d, e CsCaCg made by repeating the replacement process on three different substrates
(called S1-3)

in vacuum, the inner wall is covered with tantalum foil so that Ca does not directly
touch the inner wall of the alumina crucible.

When we evaporated Li atoms onto this BLG sheet at room temperature, several
sharp +/3 x +/3 spots emerged in the RHEED pattern (pink allows Fig. 6.6b), indi-
cating that Li atoms are regularly intercalated between two adjacent graphene layers.
After confirming the growth of Li-intercalated BLG (C¢LiCg), Ca was deposited on
this C¢LiCg sheet to replace Li with Ca atoms. During the Ca deposition, we kept
the substrate at 150°C, slightly above the Li desorption temperature of 145°C. Since
this change was observed with good reproducibility by same procedure, it is thought
that it is derived from substitution from Li to Ca. The Ca deposition transformed
the v/3 x /3 spots into streaks (Fig.6.6c), suggesting that intercalated Li atoms
are replaced by Ca atoms. However, not all the area of sample was converted into
CsCaCg at this early stage, because repeated cycles of Li and Ca deposition together
with annealing made the v/3 x +/3 streaks brighter and brighter. We call the sample
at this early stage sample S0. After several cycles of deposition and annealing, we
finally obtained the very sharp /3 x +/3 streaks in the RHEED pattern (Fig. 6.6d),
indicative of formation of well-ordered CsCaCgin large area. We call this sample
S1. Figure 6.6¢e and f shows RHEED images of C¢CaCg samples S2 and S3 prepared
in the same way on other SiC substrates.
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Fig. 6.7 Electrical transport characteristics of bilayer graphene [38]. a Temperature dependence
displayed as a R — T plot. b Magnetic field dependence displayed as a o — B plot. The red and
blue solid lines are least-squares fits to the formula Eq. (6.2) with positive and negative signs for
the third term, respectively

6.4.2 Results on Pristine Bilayer Graphene

The prepared samples were transferred to a low temperature electric conduction
measuring stage at each stage and measurements were carried out at low temperature.
First, the measurement results of the sheet resistance of the typical bilayer graphene
obtained in this study are shown in Fig. 6.7a. At temperatures higher than 20 K, the
resistivity decreases with cooling and metallic behavior is seen. Residual resistance
is estimated as ca. 560 2if the metallic region is extrapolated to 0 K.

It showed a insulating behavior in which the resistivity increased lower than
20 K. As mentioned in the Sect.1.1.1, in 2D systems, resistance increases due to
weak localization at low temperatures in many cases. The weak localization occurs
because standing waves are generated by superposition of time-reversal symmetric
backscattering paths. Therefore, if time reversal symmetry is broken by the magnetic
field, weak localization is suppressed by Aharonov-Bohm phase. In general, the
dependence of the magnetic field on the conductivity is expressed by the following

Eq.[39]:
850 (B) = e L ( f ) 6.1)
oB =0 V2 T wer,s) T \aen,5) | '

Here, ¥ (x) is the digamma function. In the case of single- and double-layer graphene,
this formula is modified as follows [40]:
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Here, # (x) = In(x) + W(1/2+ 1/x). L; (j = ¢, i, %) is the relaxation length of
phase breaking, inter-valley and intra-valley scattering, respectively. The first term
is an ordinary weak localization term, and the second and third term are correction
terms due to the effect of the valley degree of freedom in graphene. The sign of the
third term is determined by number of layer: negative for monolayer and positive
for bilayer. Magnetoresistance measurements were carried out with 1K and fitted
with each relaxation length of the Eq.(6.2) as parameters. The result is shown in
Fig. 6.7b. The red line is the result of performing the fitting with the sign of the third
term as positive, and reproduces the experimental result well, while good agreement
was not obtained when the sign of the third term was taken negative. (The limit of
L; = L, = 0, that is to say to some extent like the blue line in Fig.6.7b if the
second and third terms are zero.) From these analyzes, it was confirmed again that
the number of graphene layers used in this study was two. Each relaxation length
obtained from the red line fittingis Ly = 117+£7nm, L; =55£8nm, L, =36=%1
nm, hence Ly > L; > L,. This tendency is the same as a report about single layer
graphene on SiC by Lara-Avilaetal. (Ly ~ 600nm, L; ~ 180 nm, L, ~ 20 nm with
1 K). They also mentions that the momentum relaxation length is about L, [31] and
intravalley scattering originates from irregular potential by donor impurity randomly
distributed on SiC [31]. Therefore, it turns out that this determines the mean free
path in the bilayer graphene.

6.4.3 Results on C¢LiCq and CgCaCg

The results of temperature-dependent transport measurements on CgLiCgand
C¢CaCg¢ (sample S1) are compared in Fig. 6.8. In contrast to the pristine BLG (Fig. 6.7
a), the sheet resistivity of intercalated bilayer graphene is metallic, and their resis-
tance is as low as ca. 10 % of that of pristine bilayer graphene. This is because of
the increase of the Fermi-surface volume by the carrier doping from Li or Ca atoms.
Actually, according to Refs. [33, 34], the carrier doping by Li and Ca doping is 250
times and 500 times that of the original bilayer graphene when determined from the
area of the Fermi surface. However, the increase in conductivity has remained only
10 times. This implies that the mobility is lowered due to defects caused by multi-step
intercalation procedure accompanying the heat treatments. Importantly, the transition
of sheet resistivity to zero-resistance is clearly seen at around 2 K in C¢CaCg, which
is the direct evidence for macroscopically coherent superconductivity with 777 = 2
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Fig. 6.8 Comparison of temperature dependence of sheet resistance Rgpeer between CgLiCg (blue)
and C¢CaCs (Sample S1, red)[38]. Only C¢CaCg exhibits superconducting transition with 72"5¢' =
4 K and (T#"° = 2 K), while CgLiCg shows a slight upturn in resistance at low temperatures

K. It is also noteworthy that C¢LiCg shows no sign of superconductivity down to 0.8
K, and instead exhibits a weak localization behavior as evident from a slight upturn
in resistance at low temperatures. While the sheet resistance of C¢CaCgshows a
sharp drop at around 4 K (T2™¢ = 4 K), it starts to decrease even above 4K as
seen in Fig. 6.7b, qualitatively reproduces the amplitude fluctuation described in the
Sect.2.4.2.

Conversion of the transition temperature 72*° = 2 K into a superconducting gap
by the formula Eq.(2.132) A(0) = akgT.(a = 1.76-2.2) yields A(0) = 0.3-0.4
meV. Regarding to estimation of the Pippard’s coherence length by &, = nZ—”(FO), it
is required to have an information about Fermi velocity vg. According to ARPES,
v = 1 x 10° m/s for 7* band and 0.4 x 10° m/s for ILB. When the * (ILB) band
is responcible for the superconductivity, the Pippard’s coherence length is estimated
as & = 600-700 (200-300) nm.
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Fig. 6.9 a Comparison of temperature dependence of Rgheer among CsCaCg samples SO-3 [38].
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column shows the RHEED picture of sample S1

Sample dependence of superconducting property

Figure 6.9a shows the sample-dependent sheet resistivity as a function of tempera-
ture. Three samples (S1-3) prepared with the same method as described above repro-
ducibly exhibited superconducting transition. The difference in quality among sam-
ples S1-3 is seen in the line profile of RHEED pattern (see Fig. 6.9b), obtained from
Fig. 6.6d—f. The central peak is due to the 1 x 1 structure while the side peaks are from
the v/3 x /3 superstructure originating from the intercalated Ca sheet. Figure 6.9a
and b show that the sheet resistivity at 0.8 K approaches the zero-resistance when the
ﬁ X «/§ spot becomes stronger. The fact that S1 with the brightest \/5 X \/5 spot
shows a full drop to zero-resistance at 2 K suggests that the ordering in the Ca layer
is important to realize the superconductivity. This is confirmed by the experimental
fact that the sheet resistivity of sample SO (early stage sample) shows only a tiny
drop near the lowest temperature.
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Magnetoresistance of CcCaC;

To obtain further evidence for the superconductivity, we conducted magnetoresis-
tance (MR) measurements on C¢CaCg (Sample S2), under the magnetic field per-
pendicular to the sample surface. Figure 6.10a and b show sheet resistivity obtained
as a function of temperature at fixed magnetic field and vice versa, respectively. As
seen in Fig.6.10a, the T”"*¢' is gradually shifted toward lower temperature as the
magnetic field is increased. This is consistent to the shift of MR curves depending on
temperature in Fig.6.10b. To see the temperature-dependence of the upper critical
field (He; = Bea/1Lo), we plot in Fig. 6.11c the magnitude of magnetic field at which
the sheet resistance is a half of the normal-state-resistance as a function of temper-
ature. The uoH, at 1 K is 100 mT, which is four times larger than that reported in
Ca-intercalated 50-layer graphene [24] and is almost the same as that of bulk C¢Ca
[8, 41]. We find that the obtained wuyH., values are well aligned linearly, which
suggests that the experimental results can be analyzed in the framework of the GL
theory Eq. (2.121). Numerical fittings with the GL theory show that the in-plane GL
coherence length at zero Kelvin £(0) is 49 £ 1 nm. Although it is thought that varia-
tions occur due to the quality of the original bilayer graphene and the heat treatment
including intercalation, The GL coherence length of S2 is sufficiently shorter than
the Pippard’s coherence length of S1, This value is comparable to the momentum
relaxation length of pristine bilayer graphene, obtained from the analysis of weak
localization in Fig. 6.7a. This indicates that the superconducting coherence length in
C¢CaCg s limited by scattering at random potential on the SiC surface. However, the
£(0) in C¢CaCg is slightly larger than that of bulk C¢Ca (29-36 nm) [8, 41], probably
owing to the high career mobility in graphene. This shows a contrast to the case of
surface superconductors such as In on Si(111), where the £(0) is ~25nm [42] and
much shorter than value of bulk counterpart (250-440nm)[43]. The upper critical
field at absolute zero degree was obtained by extrapolation, then poHe»(0) = 13446
mT was obtained. This is as same order as bulk C¢Ca 1o Hc2(0) ~ 400 mT [41], but
much larger than 50 layered graphene on Ca doped SiC, where o Hc(0) ~ 30 mT
[24]. So systematic thickness dependence cannot be found in these reports.

6.4.4 Discussion

As presented above, only C¢CaCg, where ILB is an occupied state becomes super-
conductivity while pristine bilayer graphene and C¢LiCg do not. This result strongly
suggests that bilayer graphene conceals the ILB-originated superconductivity in it,
which is conventionally thought in GIC as well as graphene.

Here, it is noted that C¢CaCg grown on SiC (0001) has been observed as a CDW
system at 5K in the 7* band [35]. In many cases, once CDW occurs it suppresses
superconductivity. So Cooper pair formation in the 7* band seem to be hindered
by CDW. Therefore, it can be inferred that only the ILB is gapped in the present
CsCaCgon SiC. However, in a recent theoretical study without substrate, it was pre-
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sented that 7* band can also be gapped [44]. Hence, even in C¢CaCg, there is a
possibility that superconducting gap can be observed in 7* band under the condition
that CDW does not appear. Since the CDW is originated from the interference from
the buffer layer, free-standing bilayer graphene should be useful, which can be pre-
pared by for example, hydrogen-termination of single-layer graphene on SiC (0001)
[45]. Alternatively, in the SiC (0001) surface, that is, the C surface, graphene can be
grown without forming the buffer layer. Then, 7* will be opening the gap and T is
enhanced. Indeed, in Ref. [44], T. =6.8-8.1 K is predicted.
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6.5 Summary

In this study, we fabricated bilayer graphene interlayer compound and observed
superconducting transition of 7, ~ 2 K on C¢CaCg¢by in situ electrical transport
measurements. Decreasing of resistance started from the high temperature side than
the transition temperature, which is influence of the amplitude fluctuation, that is,
the two-dimensional nature appears qualitatively. On the other hand, the pristine
bilayer graphene and C¢LiCg showed a weakly localized tendency. The comparison
of the superconducting properties among different C¢CaCgsamples suggests that
the superconductivity is derived from /3 x /3 —Ca structure and depends on the
crystallinity of intercalating Ca atoms. These experimental facts show that even in
the bilayer graphene intercalation compound, same as the bulk GIC, ILB needs to
be occupied for the superconductivity.
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Chapter 7
Conclusion

Abstract The present study contains three different two-dimensional superconduc-
tors described in Chaps.4—6. This chapter is devoted to sum up them by comparison
of the results from a view point of two-dimensional nature and electronic structures,
which is experimentally observed by angle resolved photoemission spectroscopy. In
the latter half, future perspective is presented, where conceivable idea to develop the
field of atomic layer superconductor, believed to be pioneered by the present study.

Keywords Band structure - Two-dimension + Superconductivity

7.1 General Statement

7.1.1 Electronic Structure and Superconductivity

Since the conventional two-dimensional superconductors were amorphous thin films,
they do not have well-defined band structure. It becomes possible to discuss the rela-
tion between electronic quantum state and the superconducting property by employ-
ing single-crystal like epitaxial films on ultraclean semiconductor surfaces. In this
study, electrical conduction measurements were intensively performed on systems
where metallic band dispersions were confirmed and superconductivity was expected
by ARPES, in terms of electron-phonon coupling.

In thallium-based overlayers on Si(111), the TI biatomic layer (Chap.4) and the
T1-Pb monatomiclayer compound (Chap.5), it was found that the metallic states has
strong electron-phonon interaction by temperature dependent ARPES measurements.
The fact that superconductivity is actually developed in these systems indicates the
capability of temperature-dependent ARPES measurements for prediction of the
ground state, even if it is out of the available temperature range. Estimation of the
transition temperature using the McMillan equation is also effective to discuss the
relation between electron-phonon coupling and superconductivity. However, in order
to obtain a quantitative agreement with the experimental value, it is necessary to
clarify the Debye temperature on the surface by measurement or calculation.
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On the other hand, we had a more qualitative discussion on bilayer graphene
intercalation compounds. That is, it was experimentally clarified that the emergence
of superconductivity is driven by electron filling of the “interlayer band”.

In particular, in the ARPES-transport combined study on the TI-Pb monatomi-
clayer compound, coexistence of the Rashba effect and superconductivity was
directly evaluated for the first time. Even though the relation between these two
ideas has not yet been clarified, it provided us several experimental advantages;
First, this material can be grown easily with usual MBE equipment. Second, both the
superconducting gap and the energy of the Rashba effect are accessible by various
experimental methods, promising for a breakthrough in the near future.

7.1.2 Two-Dimensionality

In all the superconducting transitions observed in this study, a decrease in resistance
was observed from a temperature higher than 7. This is thought to be the influence
of the amplitude fluctuation, originated from low dimensionality. In the T1-Pb alloy,
quantitative agreement was obtained by numerical fitting with the Eq. (2.139), which
is based on theories by Aslamazov-Larkin and Maki-Thompson. In the bilayer TI, the
resistance curve was reproduced by incorporating the localization effect in addition
to Aslamazov-Larkin term.

As aninfluence of phase fluctuation, a “tail” near zero resistance was also observed
in each material, which is thought to be the resistance due to the magnetic flux gen-
erated by the decoupled vortex pairs, in accordance with the Berezinskii-Kosterlitz-
Thouless (BKT) mechanism. For both Tl-based surface structures, least-square fit-
ting worked well by Halperin-Nelson equation Eq. (2.141). In the T1-Pb compound,
V o I3 was also found in the current-voltage characteristics near the BKT transition
temperature by the H-N fitting. However, it was not a clear signal since it was almost
buried in noise. A problem remains in the measurement accuracy in the low bias
region.

With the Ca-intercalated bilayer graphene, we could obtained quantitative agree-
ment with the data and the theories above. This may be because superconducting tran-
sition is broaden by non-superconductive region, which is unintentionally remained
even after the intercalation process.

Another phenomena typical for two-dimensional system is superconductor-
insulator transition (SIT). Among the three system, only the biatomic-layer Tl showed
the magnetic field induced SIT. This is because it is a dirty superconductor which has
a normal state resistivity close to the quantum critical point, while T1-Pb alloy and
CsCaCghave much lower ones. In Tl bilayer, the SIT was intermediated by a metallic
behavior. Such a state has been observed in a ultrathin flakes of NbSe, [1] and ionic
liquid gated ZrNCl [2]. Since they have single crystaline, it has been claimed that
metallic state requires good crystallinity and low normal resistance. This is incon-
sistent to the present result. The origin of the metallic state is still open question and
Tl bilayer should be an example to activate the discussion.
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7.2 Outlook

The three materials found to have superconductivity are expected to show lots of
exotic phenomena in terms of lack of symmetry and the unique Fermi surface topolo-
gies. Although the electrical transport measurement with application of out-of-plane
magnetic field is the simplest test on unidentified superconductors, it is insufficient
to detect detailed properties of the superconductivity. Further studies from different
aspects are required. The direct measurement of the superconducting gap by spectro-
scopic technique gives the information of binding mechanism in Cooper pair forma-
tion. At least, it is expected to appear the influence of strong electron-phonon inter-
action. The most suitable option is ultralow-temperature STM/S at present, which is
used for demostration of the complex mechanism to develop high-temperature super-
conductivity in such as the cuprates. From the wavenumber-integrated spectrum, we
can discuss the anisotropy of superconducting gap function, the background con-
ductance, the dip-hump feature above the gap, the zero-bias conductance peak and
spatial homogeneity. It is interesting to observe the superconducting gap of TI-Pb
alloy, which has two-couples of spin splitting Fermi surfaces, possibly to show a
mixed superconducting state of spin singlet and triplet components.

Investigation of deeper insight in those superconductivity requires developing of
novel vacuum systems. ARPES is the most direct experimental device to see the
structure of the Fermi surface, including superconducting gap resolved in wavenum-
ber space. However, compare to STM, ARPES system has less compatibility with
cryostat. There are quite limited groups to achieve the PES measurement at several
kelvin in the world. As far as the T in the target superconducting system is compa-
rable to the accessible temperature, we have to wait for the further improvement of
low-temperature ARPES. Applying in-plane magnetic field is another experimen-
tal challenge to probe the electromagnet response resulting from the unusual Fermi
surface texture. It is possible to convert the superconducting magnet inside a bath
cryostat from single axis model to multiple axis one. However, the in-plane axis
capability of such vector magnet is only about 1 T, which is much smaller than the
paramagnetic limit of the Cooper pair in the TI-Pb compound or CsCaCs. So it is
more effective to change the direction of sample, to be applied in-plane magnetic
field by superconducting solenoid.

The superconducting material systems in this theses are based on semiconductor
substrates such as silicon and its carbide. This is an advantage towards not only devise
application but also high-temperature superconductivity in terms of electron-phonon
coupling because the semiconductors have high Debye temperature. So as a matter of
the extension of material engineering in this study, I would like to propose to import
various carbon nanostructures. First, graphene is still promising platform of super-
conductivity with abundant physics and possible transition at a high-temperature by
its remarkable Debye temperature of 2800 K [3]. As mentioned in Sect.6.1.2, dop-
ing of alkali metal is thought to be effective to induce superconductivity in graphene
while bulk graphite and the bilayer graphene in this study have a high transition
temperature when Ca atoms are intercalated. In order to solve this contradiction,
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systematic study should be performed on single- to several-layer graphene about
alkali-metal-modification to the crystal structure, electron state and electrical trans-
port property. According to a previous study [4], it is possible to dope K and Ca to
both side of graphene. Then, an extended van Hove singularity occurs at the Fermi
surface. Although this measurement was performed at room temperature, it pre-
dicts superconductivity driven by the direct Coulomb interaction at low temperature.
Other nano-allotropes, fullerene and carbon nanotube have been already reported to
be superconductivity by doping, as 3D crystalized fullerene [5, 6] and aggregate of
nanotube [7], respectively. By using the growth technique in UHYV, it seems possible
to promote their self-assembling into a form of well defined 2D network on substrates
and dope the alkali metals without contamination by air. Superconductivity in such
2D systems are challenging subject. Diamond, a 3D bulk crystal of carbon is also
interesting. In the case of diamond, it can be used as a substrate instead of silicon.
It is pointed out that superconductivity in surface epitaxial thin films is affected by
phonons of the substrate [8]. Diamond has been expected to be high-temperature
bulk superconductor for a long time due to its Debye temperature of 2200 K. There-
fore, its surface should provide an opportunity to glow novel superconducting 2D
structure. For example, the Rashba effect can coexist if adsorption of heavy metal
seems possible.

As other effect of substrate, charge transfer etc. are well known to affect supercon-
ducting properties. In other words, interface plays important role. Interfacial super-
conductivity is already attracts considerable attention in oxide systems [9]. Surface
superconductivity has a lot of overlapping idea with it. For the device application,
surface superconductor has to be protected by some capping material to be put out
from vacuum chamber. I propose that surface superconductors should be regarded as
a beginning of interfacial designning to be buried in material. Such build-in interface
superconductors is able to be investigated by bulk-measurement system including
magnetization measurement and ultra-high magnetic fields generated by pulse sys-
tem. Here, interface is not limited to hetero junction of solids. Considering the recent
development of ionic liquid engineering, liquid-solid interface has unexplored poten-
tial for material science.

This research is an example showing that macroscopic physical properties are
developed from nanotechnological engineering. I believe that superconductivity with
high transition temperature and critical magnetic field will be realized by further
refinement in the future.
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