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Preface

A tremendous shift in the emphasis of interests in physics and chemistry of

condensed matter towards nanoscale systems has shaken the scientific community

in recent years. Experimental research technologies in physical and chemical

laboratories all over the world have considerably expanded, with fundamental

studies of new classes of materials and phenomena occupying a prominent place.

New features of nanomaterials have become a core challenge for theoretical

physics, condensed matter physics, computational methods and modelling.

The 1950s–1960s can be considered as the period of emergence of interest in

amorphous solids. Since that time, the molecular structure of liquids, amorphous

semiconductors, polymer solutions, magnetic phase transitions, electrical and opti-

cal properties of liquid metals, the glassy state of matter, disordered alloys, metal

vapours and many other systems have provoked scientific and technological inquis-

itiveness. Brilliant advances in the field of crystalline solids, both in theory and

technology, have inspired the desire to obtain the same results in electronics by

means of even more efficient technological processes. One example is the effort to

replace the relatively long crystal growth process with thin-film deposition or the

rapid cooling of melts.

At the same time, the problem of morphological repeatability of the created

materials is highly important. Significant interest in disordered materials was

justified by the practically proven determinant role of the so-called short-range

order with a characteristic size of 10�8–10�9 m. Indeed, the electronic structures of

amorphous and crystalline solids are very similar. Thus, amorphous silicon, as a

basic structure, has become the foundation for the development of optoelectronics

and solar cells.

New technological breakthroughs can be associated with research on carbon

nanotubes. Scientific and practical interest in these nanostructures was initiated by

Sumio Iijima in 1991 (1991 Nature 354(6348)). However, the key fundamental

works of L.V. Radushkevich and V.M. Lukyanovich (1952 J Phys Chem 16(1) 89,

USSR) with clear images of 50 nm diameter tubes should also be mentioned.

Furthermore, the works of A. Oberlin, M. Endo and T. Koyama (1976 Journal of
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Crystal Growth 32(3) 335) followed in which hollow tubes of rolled up graphite

sheets synthesized by a chemical vapour-growth technique were observed.

Significant progress was associated with the discovery of graphene by Kostya

Novoselov and Andre Geim (2004 Novoselov K S, Geim A K et al. Science 306

(5696) 666–9, Nobel Prize in Physics 2010). And again, the first theoretical and

technological achievements were connected with ‘ideal’, i.e. regular, structures
with typical dimensions ~1 nm.

Other regular carbon-based structures were also researched, for example, fuller-

enes (buckyballs) which were first generated in 1985 by Harold Kroto, James R

Heath, Sean O’Brien, Robert Curl and Richard Smalley (1985 Kroto H W et al.

Nature 318 (6042) 162–3) at Rice University.

Similar regular nanosystems were created on a non-carbon basis, e.g. BCN

nanotubes (1994), boron nitride nanotubes, a polymorph of boron nitride (1994–

1995), DNA nanotubes (2004–2005), gallium nitride nanotubes (2003), silicon

nanotubes (2000), inorganic nanotubes/tungsten(IV) sulphide nanotubes (1992),

membrane nanotubes (2008), titania nanotubes (2008), etc.

Two-dimensional materials also received intensive development. Starting with

graphene (2004), further research turned up graphyne, borophene, germanene,

silicene, stanene, phosphorene, molybdenite, single-atom metal layers of palladium

and rhodium, etc.

However, it soon became clear that to realize the unique physical and chemical

properties of new materials, their functionalization was necessary. It implied, for

example, the creation and use of various interfaces, with new nanophenomena

corresponding to new non-regular nanostructures. Moreover, nanoeffects with the

participation of biological nano-objects open the way for the realization of catalytic

reactions and, accordingly, the creation of new nanoscale devices. In this case, we

encounter nanophenomena in irregular nanosystems, which is the subject of many

sections of this book.

At present, applied and commercial interest encompasses carbon nanotubes,

graphene, dendrimers, fullerenes, nanofibers, nanocellulose, nanoclays,

nanodiamonds, nanowires and quantum dots (silicon oxide nanoparticles). Interest

also focuses on a wide range of nanoparticles, namely, aluminium oxide, antimony

tin oxide, bismuth oxide, cerium oxide, cobalt oxide, copper oxide, gold, iron oxide,

magnesium oxide, manganese oxide, nanosilver, nickel, titanium dioxide, zirco-

nium oxide and zinc oxide, as well as other nanomaterials including

nanoprecipitated calcium carbonate, graphene and carbon quantum dots, hydroxy-

apatite nanoparticles, palladium/phosphorene, C2N, carbon nitride, germanene,

graphdiyne, graphane, hexagonal boron nitride, molybdenum disulphide (MoS2),

rhenium disulphide (ReS2), diselenide (ReSe2), silicene, stanene/tinene and tung-

sten diselenide.

Within the format of the present book, the authors consider it necessary to

discuss the social and technological challenges of nanotechnology. Although

advances in the fields of nanoscience and nanotechnology have resulted in thou-

sands of consumer products that have already migrated from laboratory benches

onto store shelves and e-commerce websites, the general public often lacks
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awareness and understanding of the basic properties, and sometimes even the

existence, of nanotechnologies and their implications for the consumption of

nanoproducts. Areas of research at the intersection of nanotechnology and biotech-

nology, including food, healthcare and environmental issues, elicit complex debates

within society today. Moreover, current developments in scientific and technolog-

ical research raise a number of ethical questions and the potential for fragmenting of

responsibility. Therefore, one of the chapters of the book (Chap. 11) is devoted to

nanomaterial consumers, managers, education practitioners, students–researchers,

manufacturers, work health and safety practitioners and other interested people who

need to understand the benefits and hazards of engineered nanomaterials.

It is clear that to discuss all of the problems and results of scientific research in

physics and chemistry of irregular systems within one book is practically impossi-

ble. However, the concept of non-regularity can be fundamental for a deeper

understanding of the key properties of nanoscale systems. Structural imperfections

of nanomaterials, and the non-stationary nature of many nanoprocesses, determine

the functionality of potential nanoscale devices.

There is hope that many specific materials and observed phenomena will allow

us to grasp the general theoretical and mathematical principles of a unified theory.

Some reliable and attractive theoretical results, for example, related to models of

perfect nanostructures such as carbon nanotubes, graphene, fullerenes, etc., do not

solve the problems of the general theory of non-regular nanosystems associated

with their diverse interfaces and the specific tasks of their functionalization.

Apparently, the theory of non-regular nanosystems should be considered as part

of the general theory of disordered systems, which itself has not yet developed as a

unified theory and contains a multitude of phenomenological constructions.

This book focuses on specific verified results obtained by instruments of theo-

retical physics, computer simulations and the analysis of experiments. However,

some results should be considered tentative. The ways of creating new unique

nanodevices are very complex and consist of numerous stages. A new

nanophenomenon does not always give way to a new nanodevice.

Our goal also extends to showing the connection of phenomena in non-regular

nanosystems with the basic characteristics of various theoretical model systems. In

this context, we discuss the limitations of theoretical models as well. In some cases,

excessive idealizations that simplify the mathematical description can lead to

inexplicable artefacts and imaginary false coincidences with experiments. Refer-

ences to the specific results of numerous studies do not claim to be complete,

because the data of experiments are too numerous, sometimes contradictory, and

since the conditions of the experimental protocols are not always comparable and

require special attention and analysis.

The present book is not a textbook. However, the reader will find consistently

outlined subjects of the educational value, which have been methodologically

verified by the experience of presenting university lectures at different levels and

making reports at international conferences.

It may be impossible in the theory of non-regular disordered systems to find such

a powerful principle as the Bloch theorem in regular condensed materials.
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Descriptions of the type of scaling theory, percolation theory or similarity theory

are not free from essential empirical parameters and can hardly fulfil the role of a

universal theoretical tool in the case of non-regular systems. One can only rely on

the search for adequate topological transformations of regular morphological sys-

tems into non-regular ones. Obviously, this is not a trivial task.

The materials for the book are selected based on many years of scientific work of

the authors and their numerous topical researches. For a comfortable comprehen-

sion of the content, the insights into the standard university course in theoretical

physics will be enough for the reader. Some sections of the book are conceptual in

nature and address specialists covering a wide profile in the fields of nanotechnol-

ogy and nanoelectronics. However, many theoretical and experimental research

results lie in the plane of mixed scientific trends. Unfortunately, the bibliography of

any book can never reflect all of the relevant literature to date. The bibliography is

huge and the rate of its growth is ruthless in relation to the author of any book on

such a dynamic topic. We apologize in advance to any colleague whose publication

we did not cite.

The conceptual approaches to the content of this book have evolved over the past

few years. This is a generalization of a long-term research experience of the authors

and their continual scientific cooperation with colleagues coming from the Institute
of Solid State Physics, University of Latvia (Riga, Latvia), Avionics Institute of Riga
Technical University (Riga, Latvia), Faculty of Physics, Vilnius University (Vil-

nius, Lithuania) and Laboratori Nacionali di Frascati INFN (Frascati-Rome, Italy).

Obviously, participation in numerous international conferences, workshops and

seminars enriched knowledge and experience; allowed putting the necessary

accents in the direction of nanotechnology development; and simply gave pleasure

in sharing ideas with colleagues. At the same time, this book is undoubtedly the

authors’ views on the problems under consideration.

The authors are also indebted to the technical editor of the book, Natalia
Burlutskaya, and express their warm gratitude for her assistance in many practical

problems that had to be resolved in a timely manner and which made it possible to

bring this publication to print.

On behalf of the authors Yuri Shunin

viii Preface



Contents

1 Introduction to Non-regular Nanosystems . . . . . . . . . . . . . . . . . . . 1

2 General Approach to the Description of Fundamental

Properties of Disordered Nanosized Media . . . . . . . . . . . . . . . . . . . 7

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Correlation of Atomic and Electronic Structures . . . . . . . . . . . 10

2.3 Order and Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Concepts of Modelling Atomic Nanostructures . . . . . . . . . . . . 18

2.5 Concepts of Nanoporous and Nanocomposite Materials . . . . . 22

2.5.1 Nanoporous Materials . . . . . . . . . . . . . . . . . . . . . . . 23

2.5.2 Aerogels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5.3 Nanocomposites . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Scaling in Functional Nanomedia . . . . . . . . . . . . . . . . . . . . . 26

2.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Potentials and Electronic Structure Calculations

of Non-regular Nanosystems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Atomic Potential Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.1 Construction of Atomic Potential Functions . . . . . . . . 34

3.3 ‘Crystalline’ Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Potentials of Charged Defects . . . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Electronic Structure and Total Energy: Atoms,

Molecules and Nanoclusters . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.6 Interatomic Interaction Potentials and Force Calculations . . . . 49

3.7 Multiple Scattering Theory and Effective Media

Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.7.1 Methods of Electronic Structure Calculation

of Non-regular Condensed Materials . . . . . . . . . . . . . 51

ix



3.7.2 Non-regular Condensed Medium: ‘Liquid Metal’
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.7.3 A Model of a Non-regular Material in the Cluster

Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.7.4 Scattering on the General Type Potential . . . . . . . . . . 60

3.8 Monoatomic Nanosystems: Nano-Si, Nano-Se . . . . . . . . . . . . 62

3.8.1 Production of Nanosilicon . . . . . . . . . . . . . . . . . . . . 62

3.8.2 Nanosilicon: Calculations of Electronic Structure . . . . 64

3.8.3 Selenium Versus Nano-selenium . . . . . . . . . . . . . . . . 66

3.8.4 Nano-selenium: Calculations of Electronic

Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.9 Nanocompounds: Nanochalcogenides . . . . . . . . . . . . . . . . . . 69

3.9.1 Binary and Ternary Chalcogenide Glassy

Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4 Scattering Processes in Nanocarbon-Based Nanointerconnects . . . . 77

4.1 Non-regularities in Nanointerconnects . . . . . . . . . . . . . . . . . . 78

4.1.1 Scattering Processes in Nanocarbon-Based

Nanointerconnects . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2 Electronic Structure Calculations of Nanocarbon-Based

Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3 Electromagnetics of CNT and Graphene-Based Systems . . . . . 86

4.3.1 ‘Liquid Metal’ Model for CNT–Metal Junction:

CNT–Ni case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.2 Model of ‘Effective Bonds’ for Simulations

of CNT–Me and GNR–Me Junctions . . . . . . . . . . . . . 88

4.3.3 SWCNT and SL and ML GNR Simulations . . . . . . . . 89

4.3.4 Parametric Calculations of CNT–Me

Interconnect Resistances . . . . . . . . . . . . . . . . . . . . . . 96

4.3.5 Resistance MWCNT–Me Junctions . . . . . . . . . . . . . . 96

4.3.6 Current Loss Between the Adjacent Shells

Inside the MWCNT . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.3.7 Resistances and Capacitances of SL GNR–Me,

ML GNR–Me Interconnects . . . . . . . . . . . . . . . . . . . 106

4.3.8 Frequency Properties of CNT–Me and GNR–Me

Interconnects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.3.9 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . 110

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5 Surface Nanophysics: Macro-, Meso-, Micro-

and Nano-approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.1 Surface: Thermodynamics, Anisotropy . . . . . . . . . . . . . . . . . . 115

5.2 Physical and Chemical Adsorption, Adsorption Kinetics . . . . . 120

5.3 Gibbs Adsorption Isotherms . . . . . . . . . . . . . . . . . . . . . . . . . 126

x Contents



5.4 Hydrogen Adsorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.5 Electronic Structure of Surface . . . . . . . . . . . . . . . . . . . . . . . 133

5.6 Surface Plasmon Resonance . . . . . . . . . . . . . . . . . . . . . . . . . 140

5.7 Interaction of Light and Nanoparticle . . . . . . . . . . . . . . . . . . . 141

5.8 Nanoshells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

5.9 Organic–Nonorganic Interfaces . . . . . . . . . . . . . . . . . . . . . . . 145

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6 Classification and Operating Principles of Nanodevices . . . . . . . . . 147

6.1 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.1.1 Correlations of the Fundamental Properties

of Non-regular Materials . . . . . . . . . . . . . . . . . . . . . 147

6.1.2 Nanosensoring Paradigm . . . . . . . . . . . . . . . . . . . . . 150

6.2 Physical Nanosensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.3 Chemical Nanosensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.4 Bio-nanosensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

6.5 Memory Nanodevices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

6.6 Biomolecular Rotary Machines . . . . . . . . . . . . . . . . . . . . . . . 177

6.7 Nanotransducers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.7.1 Optical Nanotransducers . . . . . . . . . . . . . . . . . . . . . . 180

6.7.2 Mechanical Nanotransducers . . . . . . . . . . . . . . . . . . 182

6.7.3 Electrochemical Nanotransducers . . . . . . . . . . . . . . . 182

6.7.4 Magnetic Nanotransducers . . . . . . . . . . . . . . . . . . . . 185

6.8 Nanoaerogels and Nanofoams . . . . . . . . . . . . . . . . . . . . . . . . 187

6.8.1 Introduction to Aerogels . . . . . . . . . . . . . . . . . . . . . . 187

6.8.2 Aerogels Forms and Characterization . . . . . . . . . . . . 189

6.8.3 Aerogels Commercialization . . . . . . . . . . . . . . . . . . . 191

6.8.4 Functionalization . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

6.9 Biocomposites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

6.9.1 Biocomposite Concepts and Definitions . . . . . . . . . . . 193

6.9.2 Bio-nanocomposites from Renewable Resources . . . . 193

6.9.3 Bio-nanocomposite Applications . . . . . . . . . . . . . . . . 197

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

7 CNT and Graphene Growth: Growing, Quality Control,

Thermal Expansion and Chiral Dispersion . . . . . . . . . . . . . . . . . . . 207

7.1 The Iijima Method for Growing CNTs and Graphene . . . . . . . 207

7.1.1 Arc Discharge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

7.1.2 Purification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

7.2 Arc Discharge and Induced Non-regularities . . . . . . . . . . . . . . 210

7.3 Laser Ablation and Self-Organization of Matter . . . . . . . . . . . 212

7.3.1 Laser Ablation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

7.3.2 Chemical Vapour Deposition . . . . . . . . . . . . . . . . . . 214

7.4 Simulations of Growth: Sporadic and Stimulated . . . . . . . . . . 215

7.4.1 CNT Growth Mechanism . . . . . . . . . . . . . . . . . . . . . 215

7.4.2 The Tip-Growth Mechanism . . . . . . . . . . . . . . . . . . . 216

Contents xi



7.4.3 The Base-Growth Mechanism . . . . . . . . . . . . . . . . . . 216

7.4.4 Several Control Strategies . . . . . . . . . . . . . . . . . . . . . 218

7.4.5 Quality Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

7.5 Graphene Growth and Technological Defects . . . . . . . . . . . . . 221

7.5.1 Defects in Graphene . . . . . . . . . . . . . . . . . . . . . . . . . 222

7.6 Simulation of Magnetically Stimulated CVD CNT Growth . . . 224

7.6.1 Research Motivation . . . . . . . . . . . . . . . . . . . . . . . . 225

7.6.2 CNT Growth in the Chemical Vapour Deposition

Process Based on Metal Nanoparticles . . . . . . . . . . . . 228

7.6.3 CVD Process Analysis . . . . . . . . . . . . . . . . . . . . . . . 229

7.6.4 Advantages of CVD . . . . . . . . . . . . . . . . . . . . . . . . . 231

7.6.5 CNT Precursors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

7.6.6 CNT Growth Control . . . . . . . . . . . . . . . . . . . . . . . . 233

7.6.7 Magnetically Stimulated CNT CVD Growth

on Fe–Pt Catalysts . . . . . . . . . . . . . . . . . . . . . . . . . . 235

7.6.8 Effective Bonds Model for CNT–Fe–Pt

Interconnect Electromagnetic Properties . . . . . . . . . . 235

7.6.9 CNT–FexPt1�x Interconnect Formation . . . . . . . . . . . 237

7.6.10 Magnetic Properties of Fe–Pt Alloys . . . . . . . . . . . . . 240

7.6.11 Magnetically Stimulated CNT Growth . . . . . . . . . . . 241

7.6.12 Model of CVD CNT Growth with the

Probabilistically Predefined Morphology . . . . . . . . . . 243

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

8 Graphene, Fullerenes, Carbon Nanotubes: Electronic

Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

8.1 Carbon: Allotropic Forms . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

8.2 Carbon Derivatives: Formation of Electronic System . . . . . . . 263

8.3 Graphene Electronic Structure . . . . . . . . . . . . . . . . . . . . . . . . 265

8.4 Π-Zones for Nanotubes (n,0), Nanotubes (n,n) . . . . . . . . . . . . 268

8.5 Nanotubes: Electronic Angular Momentum

and Spin-Dependent Properties . . . . . . . . . . . . . . . . . . . . . . . 272

8.6 Nanotubes of the Metal Type and of the Semiconductor

Type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274

8.7 Chemistry of Nanotubes: Catalysis and Toxicity . . . . . . . . . . . 276

8.8 The Influence of Defects on Electrical, Mechanical

and Thermal Properties of Graphene . . . . . . . . . . . . . . . . . . . 279

8.9 Defected Nanocarbon Systems . . . . . . . . . . . . . . . . . . . . . . . . 280

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

9 Spintronics and Nanomemory Systems . . . . . . . . . . . . . . . . . . . . . . 287

9.1 Spin Transport Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . 287

9.2 Magnetoresistance Nanodevices . . . . . . . . . . . . . . . . . . . . . . . 290

9.2.1 Spin Valve Concepts . . . . . . . . . . . . . . . . . . . . . . . . 290

9.2.2 Spintronic Device Descriptions . . . . . . . . . . . . . . . . . 292

xii Contents



9.3 Magnetic Disorder and Spin Transport . . . . . . . . . . . . . . . . . . 293

9.3.1 Magnetic Disorder in Fe–Pt Nanodrops . . . . . . . . . . . 294

9.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

10 Nanosensor Systems Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

10.1 Physical and Chemical Nanosensors . . . . . . . . . . . . . . . . . . . . 310

10.1.1 Conductivity as a Tool of Nanosensor Systems . . . . . 310

10.2 Bio-nanosensors: Polymer Nanoporous Model Structures . . . . 315

10.2.1 Biosensor Model Testing and Experimental Results . . 316

10.3 Nanocomposite-Based Nanosensoring Devices . . . . . . . . . . . . 320

10.3.1 Real-Time Polymer Nanocomposite-Based

Physical Nanosensors . . . . . . . . . . . . . . . . . . . . . . . . 320

10.3.2 Models of CNT- and GNR-Based Nanocomposites . . 324

10.3.3 Simulation of Stress- and Temperature-Induced

Resistance of Carbon-Based Nanocomposite

Sensors: Results and Discussions . . . . . . . . . . . . . . . 327

10.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

11 Nanotechnology Application Challenges: Nanomanagement,
Nanorisks and Consumer Behaviour . . . . . . . . . . . . . . . . . . . . . . . . 337

11.1 Consumer Insights into Nanotechnology: Introduction to
Rational Consumerism and Consumer Behaviour . . . . . . . . . . 337

11.2 Nanoscience and Nanotechnology: What Is Special About

‘Nano’ and Why Should Consumers Be Informed? . . . . . . . . . 339

11.3 Basic Categories of Nanotechnology-Based Consumer

Products on the Market and Consumer Awareness . . . . . . . . . 343

11.4 Towards an Open Dialogue with Consumers on the Benefits

and Risks of Nanotechnology-Engaged Products . . . . . . . . . . . 357

11.5 New Technologies and Responsible Scientific Consumption

in Constructing Consumer Identity . . . . . . . . . . . . . . . . . . . . . 363

11.6 Knowledge Management as a Means of Social Change:

Who Needs Nanotechnology Education? . . . . . . . . . . . . . . . . 366

11.7 Convergence of Science, Technology and Society:

Nano-Bio-Info-Cogno-Socio-Humanosciences

and Technologies – A Way to NBICSH Society . . . . . . . . . . . 371

11.8 Global Citizenship Competence: The Vision

for Educational Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376

11.9 Nanochallenges: Nanomanagement, Nanoeducation,

Nanothinking and Public Participatory Technology

Assessment (pTA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

11.9.1 Nanomanagement: Risks Versus Benefits . . . . . . . . . . 380

11.9.2 Nanoeducation and the Global Consciousness . . . . . . 383

Contents xiii



11.9.3 Nanothinking as an Educational Concept

of the Twenty-First Century . . . . . . . . . . . . . . . . . . . 385

11.9.4 Public Participatory Technology Assessment

(pTA) in Risk Management . . . . . . . . . . . . . . . . . . . . 387

11.10 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397

xiv Contents



Chapter 1

Introduction to Non-regular Nanosystems

Physics of non-regular nanosystems is a branch of physics dealing with nanoagents
– nanoparticles when their non-regular nanosized morphological characteristics

predefine the nature and essence of physical phenomenon (nanophenomenon). In

particular, multiple technological interfaces of nanoparticles with morphogically

regular systems denote a creation of micro- or mesostructures with essential

nanodimensional effects (e.g. in various schemes of functionalization of

nanocarbon systems, viz. CNTs, GNRs GNFs, carbon-based nanoaerogels and

nanofoams, etc.). Such nanosystems should also be considered as non-regular.

Non-regularities characterize surface nanointeractions (surface area, interaction

quality, distribution of nanoagents of influence) and various nanointerconnects

when essentially expected and unexpected effects of nanophenomena,

nanosensoring and nanomaterials’ functionality take place. As a result, these effects
will define prospective qualities of future consumer nanoproducts and nanodevices.

A special class of non-regular nanophenomena concerns the interaction of large

carbon-based macromolecule assemblies of different chemical qualities, the inter-

action boundaries of which are sporadically changed. A utilitarian interest to

nanocarbon systems is explained by their suitability to become pertinent materials

that are beneficial for the integration with biomaterials or biological systems since

carbon is the chemical basis of all known living systems on Earth.

What we consider under regularity and non-regularity in the context of the

presented book:

Regular nanosystems – are systems with morphologically ordered structures char-

acterized by any type of spatial symmetry and at least one nanosized dimension

(parameter).

Non-regular nanosystems – are systems comprising nanoscale morphological traits

(characteristics) when there is no spatial symmetry of characteristics for the

nano-, micro- and mesolevels in a steady state, or their spatial symmetry is

broken by transients (nonsteady processes), or the systems are intensely

functionalized at the nano- and micro-levels. Non-regular systems should also
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comprise technologically defective nanostructures (bending, vacancies, doping

and various types of disordering), both organic and inorganic.

Nanophysics is a part of physics that combines experimental and theoretical

methods of material and radiation studies at the nanoscale level. It also describes

major physical approaches to the study of nanoobjects and their behaviours, which

are important for the consideration of nanophenomena. Nanoobjects and

nanosystems being a combination of nano-, micro-, meso- and macrostructures

demand a thorough description using classical and quantum approaches. The key

points of full-scale analysis include:

• Nanoobject morphology (atomic structures, symmetry, chirality, etc.)

• Electronic, magnetic and optical parameters

• Electric conductivity

• Heat behaviour and heat transfer parameters

• Force interactions of various qualities

• Chemical and biochemical activities

The second chapter – General approach to the description of fundamental
properties of disordered nanosized media – is devoted to basic conceptions of

disordered atomic structures. Correlations of atomic, electronic and phononic

properties are discussed taking into account the scaling effects in nanosized

media. The chapter also addresses concepts of atomic structures for modelling

nanoporous and nanocomposite materials.

The third chapter – Potentials and electronic structure calculations of
non-regular nanosystems – focuses on general approaches to the calculations of

electronic structure in nanosized systems using multiple scattering theory and

effective media approximation. This approach allows providing a full-scale model-

ling of nanosized structures in various cases of host media (from vacuum to

crystalline cases).

The fourth chapter – Scattering processes in nanocarbon based
nanointerconnects – considers surfaces and interfaces where nanophenomena are

very variable and usually take place in conditions of disordered media. Nanoagents

(nanoparticles) change the local electronic structure and magnetic states of the host

matter. It means that simulations and ab initio calculations cannot use the atomic

structure symmetry. In general, the most favourable way to model disordered

systems is the self-consistent effective medium approach, including various

approximations and simplifications, for example, the (CPA) Coherent Potential

Approximation. The multiple scattering theory as the main tool of our numerical

research in composition with the EMA provides methods for modelling electronic

and magnetic properties including electronic and spin transport in the nanosurface

area. It is also important for simulation of novel carbon-based nanomemory

devices.

The fifth chapter – Surface nanophysics: macro-, meso-, micro- and
nanoapproaches – deals with the description of the surface phenomena. According

to the classical description, a surface can be treated as a two-dimensional manifold;
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thus, several thermodynamic assumptions should be used in order to model the

surface interactions. Anisotropy in crystallography, determination of optical path-

way, belongs to the well-known classical assumptions (problems of a surface

potential). The surface tension anisotropy and the formation of order–disorder

phenomenon on a surface – these two tasks contain the physical part of material

organization. Otherwise, several additional assumptions are useful in nanoscience:

pseudo-three-dimensional surface in order to involve a microstructure determined

by micro-crystallites on a surface. This approach is used for the description of the

processes of physical and chemical adsorption on a surface by means of macro- and

micro-levels. In particular, the task of hydrogen adsorption on a surface is important

in the field of fuel cells. Adsorption and desorption of reactants onto the surface

must be analysed in the field of surface reactions. Characteristics of adsorption

processes (adsorption enthalpy, crystallographic specifications, nature of adsorp-

tion, saturation, concurrent kinetics, etc.) are related and predetermined by the

electronic structure of the surface. The formation of nanoshells is analysed using

two approaches: structural (as a surface phenomenon) and electronic (as minimized

electronic interactions). In several research models, the physical fundamentals are

described: atomic ionization experiments, Auger emission spectroscopy, taking

into account the model structure (isolated atoms, atom clusters, molecular clusters,

supermolecules and crystals). As a novel research method, surface plasmon reso-

nance together with classical non-invasive methods is important in material sci-

ences. Due to high sensitiveness of research objects, interaction of light and

nanoparticles must be used of non-invasive type such as Raman scattering, surface

plasmon resonance and Auger emission spectroscopy.

The sixth chapter – Classification and operating principles of nanodevices –

presents a review of fruitful applications of surface nanophysics phenomena and

nanodevices. Problems of precise metrology, environment monitoring and security,

medical applications, and so on demand a creation of wide classes and families of

nanosensors. Challenges in the development of artificial intelligence systems are

directed to the integration and functionalization of nanosystems where nanosensors

and nanotransducers play the decisive role. Carbon-based integrated nanosystems

are vitally important for prosthetics and various implants creation to contribute to

the quality of the human life enhancement. The results of functionalized

nanodevice modelling are presented as an essential part of the considered topic.

The seventh chapter – CNTs and graphene growth: growing, quality control,
thermal expansion, and chiral dispersion – is devoted to the structure control

problems. The well-known Iljima method for growing carbon nanotubes is analysed

from the chemical position. Using the arc discharge technique, several operating

methods allow us to control the quality and quantity of growth in the disordered

environment. Laser ablation methods for the surface forming, control and adsorbate

filling are offered. In general, all methods of nanocarbon systems growth are

sporadic and lead to a large dispersion of key parameters. It means that additional

efforts should be applied to divide, distribute and group the growth output for

experimental applications and commercial use. That is why we have to look for

more predictable and controlled growth processes. The factors of stimulated
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(electrically, magnetically) and controlled growth in CVD type processes are also

considered. The analysis of experimental results and computer simulations allow

determining the limitations in the creation of predefined nanocarbon systems’
morphologies (chirality, spatial composition).

The eighth chapter – Graphene, fullerenes and carbon nanotubes: electronic
subsystem – is devoted to the description of carbon compounds, starting from

catalysis and finishing with electronic/conducting models. Many allotropic forms

(diamond, graphite, black carbon, graphene, buckminsterfullerene, nanotubes, etc.)

are analysed from the electronic point of view. The formation of an electronic

system is dependent on the spatial arrangement of carbon atoms in a molecular

derivative or a molecule. Zone formation for indexed nanotubes is explained in

terms of reaction coordinate, which is important for the following explanation of

conducting properties for both types of nanotubes: metallic-like and

semiconductor-like. The main part of electronic properties of nanotubes could be

explained using the electronic angular momentum model. Spin-dependent proper-

ties in conducting are illustrated by experiments as well as theoretical consider-

ations. Defected nanocarbon system has also found their part of attention in the

chapter.

The ninth chapter – Spintronics and nanomemory systems – describes spintronic
models of nanomemory devices, considers spin transport mehanisms and spins

correlations in disordered nanomagnetics. Magnetoresistance phenomena with

disordered nanocarbon inclusions for nanomemory devices are also considered by

the authors.

The tenth chapter – Nanosensor systems simulations – addresses basic principles
of nanosensoring. Models and simulations of physical, chemical, bio-nanosensors,

nanocomposite and nanoporous (nanotrack) based nanosensoring devices are illus-

trated and discussed in the chapter.

The eleventh chapter – Nanotechnology application challenges:
nanomanagement, nanorisks, and consumer behaviour: Nanoeducation and
nanothinking – provides a deeper insight into scientific consumerism related to

nanotechnology, nanotechnology-enhanced goods and nanocarbon systems appli-

cation. Consciously or unconsciously, the term ‘nanotechnologies’ is firmly enter-

ing the life of every consumer-citizen of the global community designating both

relatively simple nanomaterials and goods that have already entered the market and

very complex technologies that are supposed to change radically the future of

mankind. The unique properties of nanotechnology applications suggest potential

to solve some of the most pressing social and business challenges, but they come

with uncertainties and risks as all new technologies. Taking advantage of techno-

logical progress and preventing adverse side effects require analysis, evaluation and

guidance to ensure technology development in ways that benefit wider consumer

society and every individual consumer on the planet. Unfortunately, general public

lacks understanding and awareness of the basic properties, and sometimes even the

existence of nanotechnologies and their implications linked to the consumption of

nanoproducts. Moreover, a generally sceptical attitude among society groups pre-

vails towards new technologies.
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The general lack of public knowledge about nanoproducts that are already on the

market in a full swing is likely to bring irrational and erroneous, potentially

harmful, results. Therefore, modern technology requires educated workforce and

responsible consumers and hence imperative for educated population. Our mission

has a focus on introducing changes into the higher education curriculum to elim-

inate gaps in scientific knowledge of potential nanoscientists and nanoconsumers

and to foster an active approach to developing responsible scientific consumption

practices to explore these questions and to reflect on the place of new technologies

in the spheres of every individual and in the global society.

This chapter is intended for nanomaterial consumers, managers, education

practitioners, students-researchers, manufacturers, work health and safety practi-

tioners and other interested people who do not have a background in technical

sciences but who need to understand the benefits and hazards of engineered

nanomaterials and require guidance on managing risks associated with these.

Figure 1.1 shows the emphases of the book by chapters. We hope that this will

facilitate the readers to find the material of special interest to them.

Fig. 1.1 The book structure by chapters

1 Introduction to Non-regular Nanosystems 5



Chapter 2

General Approach to the Description
of Fundamental Properties of Disordered
Nanosized Media

2.1 Introduction

Non-regularities characterize surface nanointeractions (surface area, interaction

quality, distribution of nanoagents of influence) and various nanointerconnects

when essentially expected and unexpected effects of nanophenomena,

nanosensoring and nanomaterials’ functionality take place. As a result, these effects
will define prospective qualities of future consumer nanoproducts and nanodevices.

A special class of non-regular nanophenomena concerns the interaction of large

carbon-based macromolecule assemblies of different chemical qualities, where the

interaction boundaries of which are sporadically changed. A utilitarian interest to

nanocarbon systems is explained by their suitability to become pertinent materials

that are beneficial for the integration with biomaterials or biological systems since

carbon is the chemical basis of all known living systems on Earth.

Regular nanosystems – are systems with morphologically ordered structures char-

acterized by any type of spatial symmetry and at least one nanosized dimension

(parameter).

Non-regular nanosystems – are systems comprising nanoscale morphological traits

(characteristics) when there is no spatial symmetry of characteristics for the

nano-, micro- and meso-levels in a steady state, or their spatial symmetry is

broken by transients (nonsteady processes), or the systems are intensely

functionalized at the nano- and micro-levels. Non-regular systems should also

comprise technologically defective nanostructures (bending, vacancies, doping

and various types of disordering), both organic and inorganic.

Nanophysics is a part of physics that combines experimental and theoretical

methods of material and radiation studies at the nanoscale level. It also describes

major physical approaches to the study of nanoobjects and their behaviours, which

are important for the consideration of nanophenomena. Nanoobjects and

© Springer International Publishing AG 2018
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nanosystems being a combination of nano-, micro-, meso- and macrostructures

demand a thorough description using classical and quantum approaches.

It is reasonable to start the classification of nanoobjects from the concept of

‘matter’which is presented systematically in the periodic table. Properties of matter

determine functional peculiarities of created materials for practical tasks. (see

Fig. 2.1). Materials serve to carry out production activities or other activities, for

example, related to the solution of health problems or environmental problems.

It is generally believed that objects of the nanoworld are objects whose charac-

teristic dimensions lie in the range of 1–100 nm, i.e. characterized by nm scale

(1–100 nm) at least in one dimension. The main feature of nanoobjects is that, due

to their small size, they exhibit special properties.

In many cases, these special properties can also be manifested when the size of

nanoobjects exceeds the conventionally established limit of 100 nm by 10 times,

which forms functional mesostructures. Nanomaterials, as well as ordinary mate-

rials, can be in various aggregate states. Thus, ‘nano’ means usually the scale of

nanophenomena, but not simply the characteristic sizes of functionalized

nanodevices.

In practice, the most common are solid-state nanomaterials. Well-known fea-

tures of nanomaterials are structural synergetics, new structural symmetries, new

types of phase interfaces, high surface catalytic activity and dimensional effects in

nanoparticle aggregates.

Our comments in Fig. 2.1 start with the definition of nanoparticles [1] as atomic

and molecular aggregates – nanoclusters – particles between 1 and 100 nm in size.

Morphologically ordered nanoclusters create nanocrystals. Fullerenes are carbon

molecules formations in the form of a hollow sphere, ellipsoid, tube and many other

Fig. 2.1 Structural classification of nanomaterials
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shapes. Spherical fullerenes are also referred to as buckminsterfullerenes

(buckyballs) [2].

Nanotubes are nanometer-scale tube-like structures. Nanotubes are kinds of

nanoparticles and can serve as pipes through which other nanoparticles can be

channelled [3]. Supermolecules are host molecules with functional molecules –

inclusions, e.g. hydrogen-bonded acetic acid dimers [4].

Biomolecules are molecules that are presented in living organisms, including

large macromolecules, such as proteins, carbohydrates, lipids and nucleic acids, as

well as small molecules such as primary metabolites, secondary metabolites and

natural products [5, 6].Micelles are aggregates of surfactant molecules dispersed in

a liquid colloid [7]. Liposomes are spherical vesicles having at least one lipid

bilayer. The liposome can be used as a vehicle for administration of nutrients and

pharmaceutical drugs [8].

Talking about structural nanomaterials, we should regard classical crystals as a

‘marginal’ form of ideally composed and fully identical ordered nanoclusters. This

definition will allow us to treat all structures in key terms of nanosystems. First of

all, we note the concepts of regular and non-regular systems that include structural

and physical regularity extents and then ordered and disordered condensed media

that include topological and morphological aspects.

The next candidates into this group are photonic crystals (1D,2D,3D) being

periodic optical nanostructures that affect the motion of photons in much the same

way that ionic lattices affect electrons in solids [9].

Talking about non-regular nanosystems, we can mention nanocrystalline mate-
rials – the general class of materials consisting of nanocrystals [10]. Fullerites are
the solid-state manifestation of fullerenes and related compounds and materials

[11].

Ceramic-matrix nanocomposites (CNC) are the group of composites where the

main part of the volume is occupied by a ceramic, i.e. a chemical compound from

the group of oxides, nitrides, borides, silicides, etc. In most cases, ceramic-matrix

nanocomposites encompass a metal as the second component [12]. Metal matrix
nanocomposites (MNC) can also be defined as reinforced metal matrix composites.

This type of composites can be classified as continuous and noncontinuous

reinforced materials [13]. Polymer nanocomposites (PNC) consist of a polymer or

copolymer having nanoparticles or nanofillers dispersed in the polymer matrix.

These may be of different shapes (e.g. platelets, fibres, spheroids), but at least one

dimension must be in the range of 1–50 nm [14, 15].

Nanoporous materials consist of a regular organic or inorganic framework

supporting a regular, porous structure. The size of the pores is generally 100 nm

or smaller [16]. Nanoaerogels are nanoporous materials with nanosized walls

[17]. Nanopowders are solid powders of nanoparticles, often containing micron-

sized nanoparticle agglomerates. These agglomerates can be redispersed using, for

example, ultrasonic processing. Nanoparticle dispersions – nanodispersions – are

suspensions of nanoparticles in water or organic solvents. These dispersions can be

diluted with suitable (compatible) solvents [18, 19]. Nanosuspensions are colloidal
dispersions of nanosized drug particles stabilized by surfactants

2.1 Introduction 9



[20]. Nanoemulsions consist of liquid nanodrops distributed within the other

liquid [21].

Nanoaerosols consist of nanoparticles and nanodroplets that freely propagate in

a gas medium [22]. Biomolecular complex, also called macromolecular complex or

biomacromolecular complex, is any biological complex made of more than one

molecule of protein, RNA, DNA, lipids and carbohydrates. The interactions

between these biomolecules are non-covalent [23]. Various nanointerfaces for

nanotechnology and nanodevices play an essential role in growing nanotubes,

catalytic activities and nanointerconnect fundamental properties [24–26].

2.2 Correlation of Atomic and Electronic Structures

Disordered condensed matter is a general case of non-regular condensed

nanosystems. This is an extremely wide class of materials, including amorphous

substances, glasses, crystals with a high concentration of defects or spin disordering

(spin glasses), composites, porous materials, gels, etc.

As a rule, they are united by a strong atomic-electron correlation at the nanoscale

level. Using the term ‘disordered condensed medium (or system)’, most often we

have in mind structural ‘nano-faults’ compared to crystals that are accepted as a

standard of perfection and full order. The state of a disordered condensed medium is

considered to be metastable, which does not correspond to the minimum of the total

energy, which in time will be transformed into a stable crystalline state.

However, the relaxation time of such a process can be very large. General ideas

about disordered condensed media almost immediately reveal difficulties in

describing of their fundamental properties. Non-regularities of qualitative and

quantitative nature do not allow the active use of periodic functions, periodic

boundary conditions and the group theory.

Thus, many theoretical concepts used in the theory of crystalline solids are

ineffective. In particular, the inability to apply the Bloch theorem and to establish

boundary conditions of the Born-Karman type forces us to seek alternative

approaches that somehow reduce to the concept of an effective medium as a

boundary condition simulating the absence of long-range order in a disordered

system.

The features of the short- and medium-range orders, as a rule, can be taken into

account accurately, because they are reduced to the calculation of finite sums.

However, the variety of realizations of these scale orders in specific local atomic

configurations nullifies this certainty. Here, a statistical approach is required to

describe macroscopic characteristics. The notions of short-, medium- and long-

range orders also require a clarification in view of the noticeable progress in the

development of new classes of nanomaterials.

As to the general direction in the study and modelling of fundamental properties

of non-regular condensed media, such as characteristics of atomic and electronic

structures, vibrational spectra and conductivity, usually it is based on a cluster

10 2 General Approach to the Description of Fundamental Properties. . .



approach. The essence of the latter is as follows: non-regular condensed solids are

mentally divided into elementary fragments of the atomic structure – nanoclusters.
The statistical characteristics of this set determine the integral properties of the

entire substance as a whole. Based on this approach, it is possible to formulate

various versions of the effective medium method, which differs only in the way of

averaging the local characteristics by the volume of matter. The genesis of the

cluster approach is based on a number of fundamental experiments, for example, on

the electronic properties of disordered chalcogenides, performed in the 1950–1960s

at the Leningrad Physical and Technical Institute.

To explain these properties Ioffe and Regel [27] have formulated a hypothesis

about the decisive role of short-range order, which corresponds to the nanoscale

effect. Futher investigations are shown in the topological similarity of crystalline

and noncrystalline materials. This quality leads to closeness of their physical and

chemical characteristics. This quality also outlines nanoscale responsibility for all

fundamental properties.

For the first time the theory fundamentals of disordered condensed state of

matter were consequently described by Gubanov [28]. The next essential steps of

conception development were made by Mott and Davis [29], Lifshitz et al. [30],

Ziman [31], Feltz [32] (1983), Bonch-Bruevich et al. [33], Zvyagin [34], Cutler

[35], Regel and Glazov [36], Shklovski and Efros [37], Ehrenreich and Schwartz

[38], Klinger [39]) and Marshall [40]. Certainly, this is not an exhaustive list of the

scientific works of 1960–1990, when we can review and consider as nanoscale

physics and nanotechnology elements.

Comprehensive experimental studies of photo- and radiation-stimulated changes

in optical properties in amorphous chalcogenides make it possible to speak of a

completely determined correlation of the features of the atomic structure and the

electronic spectrum. In addition, it is known that various external influences

(radiation, light, pressure, heating, etc.) lead to a change in the short-range order

in these and other amorphous semiconductor materials [29]. The analysis of

published data in [42, 43] allows revealing one more side of the qualitative picture

of the correlation being discussed.

For a significant part of the covalent compounds, the dependence of the band gap

Eg on their density ρm, which is the integral parameter of the atomic structure, is

described by an empirical relationship Eg� 5.36� 0.79ρm, where ρm is the material

density in g/cm3. This dependence is a manifestation of the known quantum-

mechanical result of removing the degeneracy when the electronic subsystem is

compacted. A similar tendency is demonstrated by many covalent compounds

under high-pressure compressions [44], when metallization of properties (decrease

of Eg) is observed.

The above-mentioned considerations allow formulating a semi-quantitative

model of structurally optical correlations for the explanation of the interrelated

photoinduced changes in the atomic structure and electronic spectrum in the region

of the fundamental absorption edge in chalcogenide materials.
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Note

Photoinduced changes in the atomic structure in the context of the foregoing are due

to the thermal heating of the structure of the supposed ‘pixel’ of optical recording.
This leads to a change in the local nanoscale properties in the density of electronic

states and the refractive index due to a change in the local mass density. It is known

that in the case of such traditional nanoobjects as, for example, nanotubes, their

bending leads to a change in the local electronic density of states [46]. This effect

can be used for the development of pressure nanosensors.

It is noteworthy that among a number of theoretical models that explain the

features of the edge of fundamental absorption in the materials, Urbach’s empirical

rule occupies a prominent place:

κ ωð Þ ¼ κ0exp �γ Eg � hω
� �

=kT
� �

, ð2:1Þ
which is valid for κ� 102� 104cm�1, and a power-law dependence of the type:

k ωð Þhω ¼ B hω� Eg

� �
, ð2:2Þ

for k> 104cm�1. The deviations from (2.1) and (2.2) in chalcogenides are noted in

[29, 32].

However, the relations (2.1) and (2.2) serve as the basis for determining Eg from

the frequency dependences of the absorption curves. The analysis (2.1) and (2.2)

shows that the relative change in the absorption coefficient will be determined by

the relations:

δκ

κ
¼ � γ

kT

� �
δEg, ð2:3Þ

and

δκ

κ
¼ � 2

hω hω� Eg

� �
" #

δEg: ð2:4Þ

On the other hand, as it was already indicated, decreasing Eg via the hydrostatic

compression P takes place (typical dependence of Eg via pressure P looks as

follows: Eg¼Eg(0)þ αP, where for many chalcogenides α< 0 [47].

Assuming that an increase in pressure leads to a decrease in the average

interatomic distances in matter, it is possible to relate the width of the energy gap

Eg and the distance d between the adjacent neighbours in the linear approximation

by the relation:

Eg ¼ Eg0 þ b d � d0ð Þ, ð2:5Þ
where Eg0 and d0 are the width of the energy gap and the interatomic distance before

the action on the substance, respectively. In the case of photoinduced processes, the

changes in δEg and δd are usually small, which makes the approximation acceptable

in the vicinity of any d0. Further we obtain:
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δκ

κ
¼ � γb

kT

� 	
δd, ð2:6Þ

or

δκ

κ
¼ � 2b

hω hω� Eg

� �
" #

δd, ð2:7Þ

where δd is the interatomic distance change. This model allows explaining the

mechanism of structural-optical correlations in amorphous chalcogenide films [41].

In [45], particularly, it has been demonstrated that a change in the width of the

energy gap of a chalcogenide film ΔEg and a change in the refractive index are

stipulated by a change of its thickness Δd. It is assumed that Δd is proportional to

δd. A more general analysis of the effect of external influences on the optical

properties of amorphous semiconductors is possible with the aid of:

∂Eg

∂P

� 	
¼

∂Eg
∂T

� �
P



∂V
∂Tð Þ

P
∂P
∂Vð Þ

T
½ �

, ð2:8Þ

where the typical temperature dependence is usually described by a linear law

Eg¼Eg(0)� βT [48]. However, in this case, it is necessary to know the thermody-

namic properties of materials, which require a separate study of complex computer

modelling [49]. Topological and morphological character is absolutely required.

The basic achievement of nanotechnology refers not only to the development of

traditional nanosized and non-regular structures but also to the creation of new

short-range structures such as nanotubes, fullerenes and thin-film nanoribbons,

which should be considered more regular. This also applies to nanostructured

chalcogenide glasses discussed here in connection with photoinduced processes

(see also, Tanaka [50]).

2.3 Order and Disorder

Of course, one should determine the place of non-regular nanosystems within the

general concepts of disordered condensed media. These concepts in the scientific

literature are ambiguous, namely, (1) nanoobjects can be considered taking into

account only their nanosized parameters for which the conditional boundaries of

possible changes are established; and (2) nanoobjects are characterized by special

properties, which are manifested by the nanodimensions inherent in them.

Nanomaterials should be divided into two main groups: (1) nanoparticles as self-

sufficient nanobjects and (2) nanostructured materials as complex structural objects

saturated with various embedded (included also by technological processes)

nanoparticles. We consider non-regular nanostructured materials from the point
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of view of their internal structural correlation, which ultimately determines their

local and integral fundamental properties. Moreover, determining the correlation

lengths is decisive. The correlation length acts as the base scaling factor of a

nanomaterial.

It is reasonable to connect the characteristic lengths of the correlation Lcor of the
fundamental properties with the concepts of a short-range order Lsro, medium-range

order Lmro and long-range order Llro. In many cases, the degree of ordering of

atomic structures can be estimated from the thin structure of the radial distribution

curves. In the case of liquids and many glasses, we can observe one really

pronounced peak.

For ideal crystals Llro will be close to the characteristic size of a crystalline

sample. We can find cases of different types of ordering, for example, a total

magnetic spin disorder in perfectly ordered regular structures. We define disorder

as a certain violation of the order of a fully ordered system, expressed in the absence

of correlation of the physical quantity describing this system at distances that

determine the scale of the disorder.

It is necessary to consider in more detail the degrees of ordering.

Short-Range Order SRO is the order due to the correlation function of local

physical quantities f(r), which is noticeably manifested at distances of |r2� r1|�
LSRO – 0.1–0.5 nm and becomes insignificant when |r2� r1|> LSRO. In the scales of
a solid, the distance LSRO is of order of 1–3 coordination spheres radii magnitude. A

correlation of local physical quantities (parameters) of a disordered material f(r)
means a noticeable difference from zero of the mean values of the type hf(r1)f(r2)i.
Talking about SRO, we have in mind only a structural SRO. Namely, the talk is

about the identity of the positions of atoms in the material in the neighbourhood of

an arbitrarily chosen atom in the region of LSRO size. However, some more subtle

characteristics (for example, spin orientation) are ignored and cannot be obtained

by traditional methods of structure research. Correlation of fluctuations in the

density of material Δρm(r) on a scale LSRO determines the identity of atoms

arrangement. However, according to another parameter, the correlation can be

absent.

Medium-Range Order MRO is the order, due to the correlation of physical

parameters, which is noticeably manifested at distances |r2� r1|� LMRO –

0.5–5.0 nm and becomes insignificant when |r2� r1|> LMRO does not necessarily

indicate the presence of SRO. For example, in complex amorphous compounds of

the type AxB1� x� yCy, the structural MRO characteristic for them does not allow

judging about their SRO.

Long-Range Order LRO is the order due to the correlation of parameters, which

manifests itself at distances |r2� r1|� LLRO!1, where LLRO is the characteristic

size of the system. SRO and MRO can absent. LRO is a characteristic, for example,

for the electron subsystem of superconductors, where long-range correlations exist.

Thus, the quantities LSRO, LMRO, LLRO are the scales (radii, lengths) of the

correlation of physical parameters, characterizing the degree of order of the
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material. In this case, the correlation can take place for one of any physical quantity

and be absent for another.

Perfect Order PO is the order caused by a noticeable non-vanishing correlation of

all physical quantities, which manifests itself at any distances within the system.

The correlation function is a measure of the order in a system, as characterized

by a mathematical correlation function. Correlation functions describe how micro-

scopic variables, such as spin and density, at different positions are related. More

specifically, correlation functions quantify how microscopic variables covariate

with one another across space and time. A classic example of such spatial correla-

tions is in ferro- and antiferromagnetic materials, where the spins prefer to align

parallel and antiparallel with their nearest neighbours, respectively.

The general definition of a correlation function is the canonical ensemble

(thermal) average of the scalar product of two random variables, x1 and x2, at
positions R and R + r and times t and t+ τ [51]:

G(r, τ)¼hx1(R, t) � x2(R + r, t+ τ)i� hx1(R, t)i � hx2(R+ r, t+ τ)i.

Here, the brackets h.. . .i indicate the above-mentioned thermal average. The

main idea is to evaluate the characteristic correlation length Lcor, when the corre-

lation function begins the essential decline. For example, in magnetic spin systems

in the case of time-equal correlation functionG(r)¼hx1(R) � x2(R + r)i� hx1(R)i � h
x2(R+ r)i.

Even in a magnetically disordered phase, spins at different positions are corre-

lated, i.e. if the distance r is very small (compared to a certain length scale Lcor), the
interaction between the spins will cause them to be correlated. The alignment that

would naturally arise as a result of the interaction between spins is destroyed by

thermal effects. At high temperatures, exponentially decaying correlations are

observed with the increasing distance, with the correlation function being given

asymptotically byG rð Þ � 1
rd�2þη exp

�r
Lcor

� �
, where r is the distance between spins, d is

the dimension of the system and η is the critical exponent. At high temperatures, the

correlation decays to zero exponentially with the distance between the spins.

One of the important directions in the study of the atomic structure of amorphous

materials is a quantitative evaluation of the degree of order. In practice, the criteria

based on comparing the disordered structure with its crystal analogue are often

used. But not always such an analogue exists. In some cases, we can use the general

Stevels criterion [32, 52, 64, 65], which is free from this drawback. In particular, the

repeatability number represents the probability of finding an atom in an atomic

structure similar to the initial atom in a certain direction and through a

predetermined interval. The repeatability number is calculated as follows:

RNð Þr0 ¼
3

4πr30

Z r0

0

CRS rð Þ4πr2dr, ð2:9Þ

characterizing the structure as a whole, where CRS(r)¼ (∑iNiACRi)/(∑iNi) is the

coefficient of repeatability in space within a sphere of radius r, ACR¼ (∑iniCLRi)/
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(∑ini) is the average weighted repeatability factor, CLRi is the coefficient of linear

repetition, equal to the number of atoms in the i-th direction on the ni-th step, related
to the number of steps n. For ideal crystals RN¼ 1 and for amorphous and

non-regular solids RN¼ 0 [64].

It should also be noted that in itself the arrangement of atoms does not charac-

terize the degree of ordering. In this sense, the knowledge of the exact coordinates

of atoms in the structure R1,R2, . . .,Ri . . . is useless. The use of the apparatus of

many-particle distribution functions g(1, 2, . . ., s)¼ n(1, 2, . . ., s)n3 is more produc-

tive. Here n(1, 2, . . ., s) is the multiple-particle probability density, and n is the

average particle density [31, 53].

Further we introduce the pair correlation function (the ‘pairs’ distribution

function):

g 1; 2ð Þ ¼ g R12ð Þn�1δ R12 � lð Þ, ð2:10Þ
which in the case of an isotropic medium looks like:

g R12ð Þ ¼ g Rð Þ ¼ n�1N lð Þδ R� lð Þ, ð2:11Þ
where l is the lattice vector and N(l ) is the number of lattice vectors of the same

length l.
To describe simple liquids, we introduce a three-particle correlation function

(the distribution of ‘triangles’):

g 1; 2; 3ð Þ ¼ n�2δ R12 � lð Þδ R13 � l
0� �
: ð2:12Þ

In this case, the superposition approximation of Bogoliubov–Born–Green–

Kirkwood–Yvon (BBGKY) is usually used [53]:

g 1; 2; 3ð Þ � g 1; 2ð Þg 2; 3ð Þg 3; 1ð Þ, ð2:13Þ
which allows us to close the chain of Bogoliubov equations for equilibrium

distribution functions of the type:

1

kT
∇1 ln g 1; 2; . . . ; sð Þð Þ ¼ ∇1g 1; 2; . . . ; sð Þþ

n

g 1; 2; . . . ; sð Þ
Z
Vs

g 1; 2; . . . ; sþ 1ð ÞΦ 1; sþ 1ð ÞdVs:
ð2:14Þ

However, to describe an amorphous solid or non-regular disordered system,

three-point distribution functions are not sufficient. Moreover, the technical diffi-

culties of the next stage significantly increased. In particular, to calculate four-point

distribution functions, we can use the so-called ‘over-superposition’ approximation

[54]:
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g 1; 2; 3; 4ð Þ ¼ g 1; 2; 3ð Þg 1; 2; 4ð Þg 1; 3; 4ð Þg 2; 3; 4ð Þ
g 1; 2ð Þg 1; 3ð Þg 1; 4ð Þg 2; 3ð Þg 2; 4ð Þg 3; 4ð Þ : ð2:15Þ

Using the representation of many-particle functions developed in statistical

physics through many-particle interaction potentials:

g 1; 2; . . . ;Nð Þ ¼ exp � 1

kT
Φ 1; 2; . . . ;Nð Þ

� 	
, ð2:16Þ

we come to the necessity to reproduce the latter. Most practical, from the point of

view of practical modelling, many-particle potentials are represented in the pair

interaction approximation:

Φ 1; 2; . . . ;Nð Þ ffi 1

2

X
i, j

Φ i; jð Þ: ð2:17Þ

As it has been mentioned earlier, the pair distribution function, which is calcu-

lated by the formula:

g 1; 2ð Þ ffi C

Z
V3

. . .

Z
VN

exp � 1

2kT

X
i, j

Φ i; jð Þ
 !

dV3 . . . dVN , ð2:18Þ

is practically measurable.

The approximation of the pair interaction is satisfactory for gases, wherein:

g 1; 2ð Þ ¼ Cexp � 1

kT
Φ 1; 2ð Þ

� 	
: ð2:19Þ

However, if we assume that the averaged interaction energyΦ 1; 2ð Þ, which takes
into account the interaction with other atoms of the system, is known, then:

g 1; 2ð Þ � exp � 1

kT
Φ 1; 2ð Þ

� 	
: ð2:20Þ

and the scope of such a ratio is greatly expanded.

The function Φ 1; 2ð Þ is analogous to one electronic crystal potential in the

problem of the electronic spectrum in the one-electron approximation (see Chap. 3).

Based on the pair distribution function, the total correlation function h(R)� g(R)�
1 is determined. Then the order parameter of the system (the characteristic scale of

the system) can be defined as the correlation length L, when for some R> Lh(R)¼
0. In more details, such an approach to the estimation of the degree of ordering is

analysed in [32, 34], where, particularly, the characteristic scale of a disordered

system of AxBI� x type, depending on the composition of ’’x’’, is investigated. The
system is regarded as a superposition of statistically independent sublattices A and

B. The corresponding mass densities ρA(r) and ρB(r) are approximated by step
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functions of different intensities. In this case, the effective correlation length of the

system is given by the ratioLAB(x)¼C(x1/3þ (1� x)1/3)�1, where C is the structure

constant.

Further modelling efforts should be directed, first of all, to the reproduction of

pair distribution functions and comparison of the latter with the experiment and,

secondly, to the evaluation of the macroparameters of the material. For example, an

entropy evaluation can be presented by the equation:

S

Nk
¼ �1

2
n

Z
g 1; 2ð Þ ln g 1; 2ð Þð ÞdV2

�1

6
n2
ZZ

g 1; 2; 3ð Þ ln g 1; 2; 3ð Þ
g 1; 2ð Þg 1; 3ð Þg 2; 3ð Þ
� �

dV2dV3:
ð2:21Þ

It is essential to calculate also the total energy, free energy, pressure, compress-

ibility, etc. Really, this direction is connected with the construction of the material

thermodynamics.

It should also be noted that the small correlation radii of the distribution

functions of low order g(1, 2), g(1, 2, 3) and g(1, 2, 3, 4), which can actually be

taken into account, restrict the integration regions in (2. 21) by small cluster

volumes. Then, the cluster integrals only sum up and give the entropy evaluation

of the entire material. This is especially important for the modelling of non-regular

nanoscale structures.

2.4 Concepts of Modelling Atomic Nanostructures

The main theoretical efforts in modelling atomic structures of non-regular con-

densed materials are directed toward the construction of structural models, the

study of their topological properties and evaluation of their nano-, micro- and

macrophysical properties. Simulation of properties of a non-regular disordered

material usually begins with a probable model of the atomic structure. At the first

stage, purely qualitative and speculative views are usually used. Figure 2.2 sum-

marizes the classification of condensed materials by the type of spatial disorder,

from the point of view of topology and morphology as well as topological

structures.

In this sense, a disorder is imposed on a spatial structure (ordered or disordered)

on any parameter. For example, a magnetic disorder means a spin disorder in a

spatially regular lattice (spin glasses of spin glasses – magnetic nanosystems). Such

a disorder can also be represented in a non-regular lattice. However, in this case we

will also have to consider the non-regularity factor. Small distortions of a regular

atomic structure, as a rule, preserve the topology of a crystal (or rather, a regular

object). This is a fairly common idea of disorder.

But it should be noted that such lattices are not physically stable and should

quickly relax to a regular structure corresponding to a minimum of the total energy.
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However, there are non-regular structures with a higher degree of disorder, which

cannot be transformed into a regular analogue by a continuous topological

transformation.

Restoring the broken topology of the structure requires significant energy costs,

since this requires the breaking of atomic bonds. Such structures essentially remain

nanosystems. In addition, non-regular lattices with broken topology are very stable

and can exist for a long time. In this sense, they can be considered as a certain phase

state of matter. Typical classic examples are glasses, which can crystallize. How-

ever, the times of crystallization (relaxation) are great. There are also models of

disorder, which generally ignore any structure and develop the concept of a

continuous medium. They are based on some special random distributions of

mass densities (for example, Gaussian) or potential energy.

Using the concept of perfect order, the concepts of disorder can be divided into

four classes: (1) disorder in spatially regular lattices, (2) disorder of spatially

non-regular lattices with the topology of the crystal, (3) disorder of spatially

non-regular lattices with broken topology and (4) disorder of the ‘continuous
medium’ type without a lattice. Some types of disorder are presented in Fig. 2.3.

The disorder in regular lattices can be considered as a cell disorder when the

physical properties of the unit cells of the structural matrix are not identical and

vary randomly (Fig. 2.3a). The disorder in non-regular lattices with the preserved

topology of the crystal in comparison with the first class is characterized by a small

displacement of the lattice sites relatively to the ‘correct’ positions, which leads to

translational non-periodicity of the physical characteristics (Fig. 2.3b). The disor-
der in non-regular lattices with broken topology is associated with irreversible

structural changes (in comparison with reversible structures of the second class),

which may be accompanied by other violations of local physical characteristics.

Fig. 2.2 Classification of condensed materials based on spatial disorder criterion
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The topological disorder (Fig. 2.3c) is the most characteristic. It refers to disordered

systems, when the perfect order cannot be restored by a continuous topological

transformation. Thus, the topological disorder in this sense is topologically irre-

versible, since it is characterized by a random structure. The most constructive

content has the model of Thorpe disorder [55] (Fig. 2.3e, f). Thorpe model declares

topologically disordered networks, containing, for example, large and small rings,

which, in turn, cause the presence of rigid (rigid, R) and non-rigid (floppy, F)

regions in the structure. The ratio of these areas defines a disordered material either

(1) as a polymeric glass – with a lack of hardness regions – or (2) as an amorphous
solid, with their excess. The disorder of an inhomogeneous continuous medium is

based on the structureless concept of matter, where the distribution functions of

mass or potential energy are random and continuous. For example, continual

disorder (Fig. 2.3d) considers a disordered system as a continuous medium (con-
tinuum approximation). The microstructure of the medium is ignored because it is

assumed that the wavelengths of the perturbations considered in the medium are

greater than the characteristic detail sizes.

It is essentially relevant to analyse the order level for nanoporous and

nanocomposite materials and control their technological repeatability, which nor-

mally consist of nanoparticles (e.g. CNTs, GRNs, fullerenes). A special attention

should be paid to various interfaces and interconnects in the host material space. At

present, the range of nanoparticles has significantly expanded (BN nanotubes,

TiO2-based nanotubes, etc.).

It would seem that the perfect experimental methods of visualization and

detection of properties of nanomaterials should give full information on their

atomic and nanostructure. However, the information, as a rule, is indirect and in

many cases describes the properties of the surface.

Fig. 2.3 Types of disorder: (a) quantitative; (b) positional; (c) topological; (d) continual; (e)
Thorpe-amorphous solid; (f) Thorpe-polymer glass
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For the experimental study of nanoscale materials, the same methods can be

used, practically the same as for the study of crystalline materials. Still, it is

necessary to take into account the resolution of the methods, since surfaces with

Table 2.1 Basic methods of structural and chemical analysis of nanostructures

Method Resolution

High-resolution transmission electron

microscopy (HRTEM)

High resolution till 0.1 nm

Scanning electron microscopy (SEM) Resolution (probe diameter) �5. . .1000 nm

Auger electron spectroscopy (AES) Electronic beam – 0.1. . .3 кэВ, scanning depth

0.5. . .3.0 nm, resolution – till 50 nm

Secondary ion mass spectrometry Scattered secondary ions analysis, resolution depth

1–10 nm

Laser microprobe analysis Laser pulse radiation, evaporation of tested

nanomaterial, pulse duration –<30 ns diameter of laser

beam 100. . .500 nm. Low accuracy of detection of

composition of tested nanomaterial (~30%)

X-ray methods: X-ray structural anal-

ysis and X-ray phase analysis

Nanocrystals, nanocrystallites, study of orientations

and distances of crystalline planes distributions

Scanning probe methods Metrological precise 3D information (distribution

map) about surface properties of tested nanosample,

resolution – 1–10 nm

Scanning tunnelling microscopy

(STM)

Voltage between a probe and a sample

электрического (1–10 V). Tunnelling current is

about 1–10 nA and, resolution along (x,y)-plane is

about 0.1 nm, along the z-axis till 0.001 nm. However

the tested material should be a good conductor. Con-

ditions: vacuum and low temperatures (about 50. . .100
К). For resolution about 1 nm, these conditions are not

obligatory

Scanning probe microscopy (SPM) Visualization of nanostructures, wide range of external

operation conditions: high and low temperature, vac-

uum, liquid and controlled gas medium. It is possible to

observe surface processes dynamics. Surface resolu-

tion is about 1 nm

Atomic force microscopy (AFM) The detection of the surface is based on controlled

changes of interaction force of probe needle with the

sample surface. Resolution on (x,y)-plane is about

1 nm, along the z-axis till 0.1 nm

Magnetic force microscope (MFM) A variant of (AFM), however, a probe needle is pre-

pared from ferromagnetic material. Resolution is about

10. . .50 nm

Near-field scanning optical micros-

copy (NFSOM)

NFSOM use as a probe detector a light waveguide.

Resolution is about 10 nm

Photoacoustic spectroscopy (PA) PA use in combination of a laser photoacoustic spec-

troscopy and methods of indention for detection of

internal stresses in nanostructural materials

Surface control of nanosurfaces Control of properties of functionalized nanosurfaces,

nanostructural covers, control of nanohardness
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dimensions smaller than 200 nm are subjected to the study. The main methods of

structural and chemical analysis are presented in Table 2.1 [56].

Thus, experimental structural studies of non-regular condensed materials do not

provide detailed information about the local atomic structure (exact coordinates of

atoms, lengths and bond angles) and the structure of nanoclusters. Reliably, in the

averaged form, it is possible to obtain structural information in the form of radial
distribution curves of atoms (RDCA). Comparing the intensity and position of the

RDCA peaks can give information about the conservation of short-range order and

average order and to estimate the necessary correlation lengths. Perhaps, this is the

only criterion for the technological comparison of serial nanomaterials. At the same

time, obtaining probable local characteristics of the atomic and nanocluster struc-

tures is inevitably connected with its modelling. In this case, each version of the

model is built on the structural units and relationships that are specific to particular

classes of nanomaterials. Among the models of structures grouped by the method of

their production, we can distinguish:

1. Obtained by introducing any structural perturbations into ideally ordered struc-

tures (crystals), for example, models of ‘nanocrystallites’, ‘hot solid’ disorder,
dislocations and random packing [31, 57]

2. Obtained by randomly located ‘hard’ spheres or other structural units including
models of tight packing of hard spheres (Bernal liquid models) [31, 58, 59] and
models of random close-packed structural units, taking into account the features
of the short-range order of the simulated structures [58]

3. Constructed from the ‘ball and spoke models’ [60, 61], in which fluctuations in

the parameters of the structure for a given coordination (viz. fluctuations of

lengths and bond angles) are within a few percent of the equilibrium values (Polk
models)

4. Constructed from the ‘first principles’ using numerical simulation and, e.g. the

theoretical apparatus of molecular dynamics [62] in the pair interaction approx-

imation (as a rule) using the model potentials which are selected from physical

considerations

5. Obtained by topological mapping onto a three-dimensional Euclidean space of a

set of close-packed polyhedra completely filling a space with a higher dimension

and a given coordination of the modelled structure [57]

2.5 Concepts of Nanoporous and Nanocomposite Materials

Special attention of technologists and manufacturers attract nanoporous and

nanocomposite materials.
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2.5.1 Nanoporous Materials

Nanoporous materials consist of a regular organic or inorganic network supporting
a regular, porous structure. The size of the pores is generally 1–100 nanometers.

Most nanoporous materials can be classified as bulk materials or membranes.

Activated carbon (see Fig. 2.4) and large group of various zeolites (e.g. see

Fig. 2.5) are bulk nanoporous materials. The reduction of pore sizes in

nanomaterials leads to new capabilities for filtering and sorption of various chem-

ical elements.

Cell membranes can be thought of as nanoporous membranes. There are many

natural nanoporous materials, but artificial materials can also be manufactured. One

method of doing so is to combine polymers with different melting points, so that

upon heating one polymer degrades. A nanoporous material with consistently sized

pores has the property of letting only certain substances pass through while

blocking others. Nanoporous materials, in accordance with IUPAC (International

Union of Pure and Applied Chemistry), are subdivided into three categories [63]:

microporous materials (0.2–2 nm), mesoporous materials (2–50 nm) and

macroporous materials (50–1000 nm).

The zeolites present a popular group of minerals for collectors and an important

group of minerals for industrial and other purposes (see Table 2.2). They combine

rarity, beauty, complexity and unique crystal habits. Typically forming in the

cavities (or vesicles) of volcanic rocks, zeolites are the result of very low-grade

metamorphism. The zeolites are framework silicates consisting of interlocking

tetrahedrons of SiO4 and AlO4. In order to be a zeolite, the ratio (Si þ Al)/O

must equal to 1/2. The alumino-silicate structure is negatively charged and attracts

the positive cations that reside within.

Zeolites are characterized by their ability to lose and absorb water without

damage to their crystal structures. The large channels explain the consistent low

specific gravity of these minerals. Zeolites have many useful purposes. They can

perform ion exchange, filtering, odour removal, chemical sieve and gas absorption

Fig. 2.4 Activated carbon and sorbent model
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tasks. The most well-known use of zeolites is as water softeners. Calcium in water

can cause it to be ‘hard’ and capable of forming stable salts, contamination and

other problems. Zeolites charged with much less destructive sodium ions can allow

hard water to pass through its structure and exchange calcium for sodium ions. This

process is reversible. In a similar way, zeolites can absorb ions and molecules and

thus act as a filter for odour control, toxin removal and chemical sieve.

Zeolites can have water in their structures removed by heat with the basic

structure left intact. Then other solutions can be pushed through the structure, and

zeolites can act as a delivery system for a new fluid. This process has applications in

medicine, livestock feeds and other types of research. Zeolites added to livestock

feed have been shown to absorb toxins that are harmful and even fatal to the growth

of animals, while the basic structure of zeolites is biologically neutral (see Fig. 2.5

and Table 2.3).

Generally, we can consider one component porous material as a mixture of

substance and emptiness. In the case of porous metals, we deal with the percolation

matrix. However, one component system cannot include finite metal clusters.

Really it is the infinite cluster, and we cannot talk about the percolation threshold

x. Considering a two-component mixture, we can observe two percolation transi-

tions at different values of x, which corresponds to the formation of an infinite

cluster for each of the two components.

Clinoptilolite fuctionalities:
� Removal of ammonia
� Removal of iron
� Removal of manganese
� Mechanical filtration down to particle 

size of 5 micron
� Removal of odour in water

Fig. 2.5 Natural zeolite (clinoptilolite) granulated mineral

Table 2.2 Zeolites groups

Sample zeolite formulas Mineral name general formula

Analcime Na16[Al16Si32O96]�16H2O

Chabazite (Ca0.5,Na,K)4[Al4Si8O24]�12H2O

Clinoptilolite (Na,K)6[Al6Si30O72]�20H2O
Erionite K2(Na,Ca0.5)8[Al10Si26O72]�28H2O

Heulandite (Na,K)Ca4[Al9Si27O72]�24H2O

Laumontite Ca4[Al8Si16O48]�18H2O

Mesolite Na16Ca16[Al48Si72O240]�64H2O

Scolecite Ca8[Al16Si24O80]�24H2O

Stilbite NaCa4[Al9Si27O72]�30H2O
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Pores are important for capacitive energy storage as, in general terms, more

pores mean a larger surface area for physical adsorption, which, in turn, leads to

higher storage capacity. Traditional porous carbon, once made, has a set volume

with fixed pores randomly scattered inside and outside. It is not really possible to

readjust the structure and jam more porous carbon in the same amount of space

without crumpling a fraction of the pores that are especially crucial for capacitive

energy storage. Nanofoams are a class of nanostructured, porous materials, foams,

containing a significant population of pores with diameters less than 100 nm. Bryce

Tappan at Los Alamos National Laboratory discovered a technique for producing

metal nanofoams by igniting pellets of energetic metal bis(tetrazolato)amine com-

plexes in 2006. Nanofoams of iron, cobalt, nickel, copper, silver and palladium

have been prepared through this technique.

2.5.2 Aerogels

Aerogel is a synthetic porous ultralight material derived from a gel, in which the

liquid component of the gel has been replaced by a gas. Aerogels are one example

of nanofoams.

The result is a solid with extremely low density and low thermal conductivity.

Nicknames include ‘frozen smoke’, ‘solid smoke’, ‘solid air’ or ‘blue smoke’ owing
to its translucent nature and the way light scatters in the material. It feels like fragile

expanded polystyrene (Styrofoam) to touch. Aerogel was first created by Samuel

Stephens Kistler in 1931. Aerogels are produced by extracting the liquid component

of a gel through supercritical drying. This allows the liquid to be slowly dried off

without causing the solid matrix in the gel to collapse from capillary action, as

would happen with conventional evaporation. The first aerogels were produced

from silica gels. Kistler’s later work involved aerogels based on alumina, chromia

and tin dioxide. Carbon aerogels were first developed in the late 1980s.

Table 2.3 Main uses for zeolites in industry

Function Description

Catalysis Catalysts for several important reactions involving organic molecules. The reac-

tions can take place within the pores of the zeolite, which allows a greater degree

of product control

Gas

separation

The porous structure of zeolites can be used to ‘sieve’ molecules having certain

dimensions and allow them to enter the pores. The porous structure provides

polymerization of semiconducting materials and conducting polymers to produce

materials having unusual physical and electrical attributes

Ion

exchange

Hydrated cations within the zeolite pores are bound loosely to the zeolite

framework and can readily exchange with other cations when in aqueous media.

It is possible to remove radioactive ions from contaminated water
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2.5.3 Nanocomposites

Nanocomposite is defined as a multiphase material with inclusions of 1D, 2D or 3D

nanoscale (about 10–100 nm) component. Nanoinclusions can be nanolayers

divided by distances about tens of nm within the host matrix of nanocomposite.

The mechanical, electrical, thermal, optical, electrochemical, catalytic proper-

ties of the nanocomposite will differ markedly from that of the component mate-

rials. Nanoscale limits for these functionality effects presented in Table 2.4.

There are three basic morphological groups of nanocomposites as presented in

Table 2.5.

2.6 Scaling in Functional Nanomedia

Many nanodevices using the advantages of nanophenomena are highly integrated

structures called mesostructures (100–1000 nm), e.g. nanomemory and nanosensor

systems. This provides an opportunity for human health correction and enhance-

ment by using adequate dimensions of the corresponding nanodevices (See

Fig. 2.6). Thus, ‘nano’ means usually the scale of nanophenomena, but not simply

the characteristic sizes of functionalized nanodevices.

Analysing Fig. 2.6, we should point out the top-down approach, when

nanocomponents are obtained using larger, externally controlled tools from the

microscale, microcontact printing, imprint lithography or direct-write dip-pen

nanolithography. This approach is able to obtain nanoscale components with

atomic precision.

The bottom-up approach builds up smaller components into more complex

assemblies. Molecular manufacturing, i.e. the process of assembling nanodevices

molecule by molecule, exemplifies a bottom-up approach.

The bio-hybrid approach uses biological components as building blocks of

integrated nanodevices for the creation of biosensors, nanoactuators, etc.

Table 2.4 Functionality of nanocomposites via nanoscale

Scale Functionality

<5 nm Catalytic activity

<20 nm Making a hard magnetic material soft

<50 nm Refractive index changes

<100 nm Achieving superparamagnetism, mechanical strengthening or restricting matrix

dislocation movement
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Table 2.5 Technologically important nanocomposite groups

Nanocomposite

group Properties

Ceramic-matrix The main part of the volume is occupied by a ceramic (oxides, nitrides,
borides, silicides, etc.). Ceramic-matrix nanocomposites use a metal as the

second component. These nanocomposites demonstrate improving their

optical, electrical, magnetic, tribological, corrosion-resistance and other

protective properties

Metal matrix Metal matrix nanocomposites are reinforced metal matrix composites. This

type of composites can be classified as continuous and noncontinuous

reinforced materials. One of the more important nanocomposites is carbon
nanotube metal matrix composites, which is an emerging new material that

is being developed to take advantage of the high tensile strength and

electrical conductivity of carbon nanotube materials

Polymer-matrix Polymer host matrix filled by nanoparticles. Qualities of polymer matrix and

nanoinclusions are responsible for nanocomposite functionality. Thin films

made of polymer nanocomposites will enable the future development of

multifunctional small-scale devices (i.e. sensor, actuator, medical equip-

ment), which rely on polymer nanocomposites

Fig. 2.6 Comparative scales of particular nanotechnology objects
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2.7 Concluding Remarks

Nanomaterials are fundamental to the creation of nanosystems for specific func-

tional purposes (see Fig. 2.7 and Table 2.6). According to the principle of their

functioning, they can be divided into electronic, optical and mechanical.

The functioning of electronic nanosystems is based on the transformation of

optical signals, magnetic signals and chemical signals to electrical signals and vice

versa, as well as mechanical ones to the transformation of mechanical motion.

Nanosystems of certain types constitute the corresponding branches of nanosystems

engineering, namely, nanoelectronics, nanooptics and nanomechanics. The devel-

opment of various types of nanosystems is closely interlinked, which leads to the

creation of more complex integrated nanosystems, such as nano-optoelectronic,

nanoelectromechanical, nano-optomechanical and nano-optoelectromechanical

systems.

Fig. 2.7 Classification of functionalized nanosystems

Table 2.6 Functional groups of integrated nanodevices

Functionality Properties

Nanophotonics or

nanooptics

Light impact on the nm-scale materials, interaction of nanometer-scale

objects with light (wavelengths from 300 to 1200 nm)

Nanomechanics Mechanical (elastic, thermal and kinetic) properties of physical sys-

tems at the nm scale

Nanoelectronics Nanoelectronic component development, in particular, for actual

recent CMOS technology generations (10–20 nm nodes), development

of spintronics, molecular electronics and nanosensorics
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Chapter 3

Potentials and Electronic Structure
Calculations of Non-regular Nanosystems

3.1 Introduction

Any ab initio calculations of physical characteristics of condensed materials,

associated with the electron and phonon subsystems, require the calculations or

construction of potentials (potential functions) that take into account simulated

effects. Moreover, this concerns not only the electronic structure of the material

sample as a whole but also local or spatially limited structural defects in it. The first

step on the way to obtaining potentials is to calculate the electronic spectrum of a

sample considering it as a quantum mechanical object. However, some simplifying

approximations are necessary. In these cases, one-electron approximation is prac-

tically preferable, when the motion of each electron of the system is considered in

the averaged field of nuclei and other electrons. The averaged field takes into

account both the pure Coulomb interaction of the charged particles of the system

and the exchange-correlation effects in the electronic subsystem. In the simplest

version of such an approximation, the dynamics of the lattice of a rigid body

(adiabatic approximation) is neglected, and only the stationary approach is con-

sidered. However, even for such an option, the problem of calculating the electronic

spectrum of a non-regular condensed system is very problematic.

3.2 Atomic Potential Functions

Consider the methodology of calculations in the case of isolated neutral atoms.

There are two classes of problems that can be distinguished in quantum mechanics.

The first class includes eigenvalue problems, when resulting from the solution of

the Schr€odinger equation Hui¼ εiuione-electron wave functions ui and the

corresponding values of the energies of one-electron states εi are sought. This is

usually a self-consistent procedure, since the exact form of the potential function is
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not known and can be obtained in the process of iteration on the basis of some

starting seeding potential. Boundary conditions of wave functions provide the

‘natural’ property of their vanishing at the infinity. Namely, wave functions go to

zero at the infinity or on the sample boundaries (as an approximation). In this case,

as is known, a discrete energy spectrum is obtained. Then, based on the wave

functions obtained, wave functions of many-electron states and the corresponding

basis are formed.

The second class of stationary problems includes scattering problems, when, for

example, a plane electron wave is scattered by a potential V(r) and the Schrodinger
equation:

Δþ k2
� �

ψk rð Þ ¼ V rð Þψk rð Þ ð3:1Þ
is solved under boundary conditions corresponding to the scattered wave, for

example:

ψk ! exp ikrð Þ þ f θ;φð Þexp ikrð Þ=r, ð3:2Þ
where the solution is sought as a superposition of the original plane wave exp(ikr)
and a spherical scattered wave dependent on scattering θ and azimuth angles φ.

Initially, it was assumed that such a statement of the problem is reasonable only

for positive energies k2¼ ε> 0. However, subsequently this approach was success-

fully used for negative energy states of atoms and molecules and was formed as a

cluster multiple scattering method for calculating the electronic structure of com-

plex molecules and impurities in solids (see, e.g. [1]). Later, these principles were

used to construct various calculation schemes suitable for disordered solids. More

details of the scattering problem concerning the calculation of the electronic

properties of disordered semiconductors are considered, for example, in [2].

Knowledge of the right potential V(r) is highly desirable, but not always

necessary. It is enough to simulate the so-called pseudopotential. This is due to

the fact that in most practical operation cases of electronic devices, the deep

electronic states of condensed systems are passive.

3.2.1 Construction of Atomic Potential Functions

It is intuitively clear that the potential function of an isolated atom (or potential) is

an element of the potential function of any condensed system. However, the latter

cannot be obtained by a simple superposition. Therefore, a detailed analysis of the

factors determining the atomic potential is required. There is a group of methods

that make it possible to calculate the potential as a result of solving the eigenvalue

problem. These methods are based on the Hartree approach, which proposed a

one-electron equation for the spin-orbitals ui of the wave function of the i-th
electron in an atom.
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The solution of the Schr€odinger equation, which should be solved with an

electronic spectrum of atoms, molecules and solids (both ordered and disordered),

usually uses the non-relativistic approximation and requires the knowledge of the

self-consistent potential (self-consistent potential energy) of an electron in the field

of nuclei and other electrons to come to the one-electron problem. As a rule, such a

potential is unknown or known only for some particular cases. For free (isolated)

atoms, one can perform a self-consistent procedure of the Hartree–Fock–Slater type

[1] and find the self-consistent potential of the atom, as well as the corresponding

wave functions in the one-electron approximation. Such a calculation reduces to the

numerical integration of a system of differential equations of the type:

�∇2
1 þ VC 1ð Þ þ VXi 1ð Þ� �

ui 1ð Þ ¼ εiii 1ð Þ, ð3:3Þ
where �∇2

1 is the kinetic energy operator (in Ry-Rydberg units) and VC(1) is the

Coulomb potential energy of the electron at point 1 due to its interaction with the

nucleus and other electrons of the system. For an atom with a charge number Z:

VC 1ð Þ ¼ � 2Z

r
þ
X
j

nj

Z
u∗j 2ð Þuj 2ð Þg12dV2, ð3:4Þ

where u∗j 2ð Þuj 2ð Þ is the density of the electron charge of j-th orbital at the point

2, g12¼ 2/r12, r12 is the distance between points 1 and 2 and nj is the number of the

orbital filling (0 or 1). The term VXi 1ð Þ ¼ �ni

Z
u∗i 2ð Þui 2ð Þg12dV2 takes into

account that the electron on the i-th orbital does not interact with itself. The

integration is carried out over the entire volume of the atom. The total charge

density by Hartree is ρ 1ð Þ ¼
X
i

niu
∗
i 1ð Þui 1ð Þ. In this case, the one-electron func-

tions included in the known determinant total wave function [1]

Ψ ¼ 1ffiffiffiffi
N!

p det uk1 1ð Þ; uk2 2ð Þ; . . . ; ukN Nð Þk k with ki¼ 1, 2, . . .,N are varied and mini-

mize the total energy of the atom. The use of such wave functions in the variational

procedure leads to the Hartree–Fock equation:

�∇2
1 þ Vc 1ð Þ� �

ui 1ð Þ �
X
j

nj

Z
u∗j 2ð Þui 2ð Þg12dV2uj 1ð Þ ¼ εiui 1ð Þ: ð3:5Þ

However, the set of spin-orbitals in the Hartree–Fock method, which minimizes

the total energy, is ambiguous, and the value εi in the Hartree method becomes the

matrix εij. It is possible to choose orbitals which diagonalize εij.
Slater rewrote Eq. (3.5) in the following way:

�∇2
1 þ VC 1ð Þ þ VXiHF 1ð Þ� �

ui 1ð Þ ¼ εiui 1ð Þ, ð3:6Þ
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where

VXiHF ¼ �

P
j

nj
R
ui 1ð Þu∗j 2ð Þuj 1ð Þui 2ð Þg12dV2

u∗i 1ð Þui 1ð Þ , ð3:7Þ

is the exchange-correlation term.

The charge that creates the potential is called the exchange-correlation charge,

or the ‘Fermi hole’. The Fermi hole moves together with the electron and is a metal

surrounding electron-like sphere, from which the electron charge is eliminated. The

size of the Fermi hole can be estimated, knowing the local density of the electron

charge, namely, rs¼ [3ρ/4π]�1/3, which is also called the Wigner radius rs. Note,
that in the electronic theory of metals [3], the parameter rs uniquely characterizes

the state of the electronic subsystem. In the limit case rs! 0, the kinetic energy

k2e1=r2s dominates over the energy of the electron–electron Coulomb interaction

~1/rs. For rs!1 the electron gas density is small, and the electrons are localized,

formingWigner lattice. Under the transition to rs 6¼ 0, quantum effects and the long-

range exchange interaction are switched on.

Then, the total energy of the electron subsystems per one electron looks like:

ε ¼ E

N
¼ �1:792

rs
þ 2:65

r
3=2
s

� 0:73

r2s
� . . .

 !
,Ry: ð3:8Þ

The Hartree–Fock equation, which is well applicable to atoms, turns out to be of

little use for solids because of a rather complicated exchange-correlation term.

Slater proposed to replace VXiHF by the weighted average values with weights

corresponding to the probability of finding the electron in position 1 of the i-th
spin-orbitals:

VXiHF½ �AV ¼

P
i", j"

ninj
R
u∗i 1ð Þu∗j 2ð Þuj 1ð Þui 2ð Þg12dV2P
k"

nku∗k 1ð Þuk 1ð Þ , ð3:9Þ

where "(#) is the position of the spin ‘up’(down). The formula for electrons with the

spin " for a gas of free electrons is as follows:

VXiHF½ �AV ¼ �6 3ρ " 1ð Þ=4π½ �1=3 ¼ VXS 1ð Þ: ð3:10Þ
The formula for electrons with the spin # looks similar.

As a result, a self-consistent field method based on the equation:

�∇2
1 þ VC 1ð Þ þ VXS 1ð Þ� �

ui" 1ð Þ ¼ εiui" 1ð Þ ð3:11Þ
has been developed.
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It was widely used in various calculations of the electronic structure of atoms. In

particular, such calculations were performed by Herman and Skillman [4] for all

atoms of the periodic system. An introduction of the statistical exchange-correla-

tion potential (3.9) is convenient for calculations because of its locality. However,

the price that has to be paid for this relative simplicity is expressed in a noticeable

discrepancy between the total atomic energies calculated by successive Hartree–

Fock method and Hartree–Fock–Slater method used. It was also found that if we

introduce the statistical exchange-correlation term into the expression for the total

energy and then apply the variational principle, then we obtain the exchange-

correlation potential as (2/3)VXS(1). Therefore, in the future, the statistical approx-

imation started to be used in the form:

VXα 1ð Þ ¼ αVXS 1ð Þ ¼ �6α 3ρ=8πð Þ1=3, ð3:12Þ
where α is a certain coefficient, which is usually calculated from the condition that

the total Hartree–Fock and Hartree–Fock–Slater energies are identical in the

so-called Xα-approximation. The physical details of the coefficient can be eluci-

dated by means of a many-electron theory.

Note that α is a function of the Wigner correlation radius rs. If we take into

account the inhomogeneity in the distribution of the electron density and perform

the gradient expansion ρ(r) on powers ∇ρ at the vicinity of the mean electron

density ρ0, then, up to terms of the second order, one can obtain:

VH
XS 1ð Þ ¼ 2

3
VXS 1ð Þ þ 2π

3π2ð Þ4=3
4

3

∇ρ

ρ

� �2

� 2
∇2ρ

ρ

" #
ρ�1=3: ð3:13Þ

The expediency of such a form of the exchange-correlation potential is discussed

below. The analysis, carried out in [5–7], makes it possible to use the analytical

potential of Gaspar [8, 9] for potentials modelling:

VG rð Þ ¼ � 2Z

r
� exp �λr=μð Þ

1þ Ar=μð Þ , ð3:14Þ

where λ¼ 0.1837, μ¼ 0.8853Z�1/3, A¼ 1.05, which is a successful approximation

of the self-consistent potential function VC(1)þVXi(1) of the Hartree method in a

wide range of numbers Z. Thus, in (3.14), only the electrostatic interaction of

electrons with the nucleus and with each other is taken into account, but the

exchange-correlation interaction is not taken into consideration in any way. If we

separate the electron part of the potential from the nucleon (nuclear) part, then,

using the Poisson equation, it is possible to restore the ‘realistic’ density of the

electron charge:

ρ rð Þ ¼ ΔrVe=8π, ð3:15Þ
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where Δr is the radial part of Laplace operator,Ve rð Þ ¼ 2Z
r � VG rð ÞVe(r)¼ 2Z/r�V

G(r). Further, using the exchange-correlation correction in the form (3.12), we

obtain the potential of the atom:

Vat rð Þ ¼ VG rð Þ þ VXα rð Þ: ð3:16Þ
A comparison with the self-consistent calculations of Herman–Skillman poten-

tials [4] for α¼ 1 gives good results [5–7]. For numerical calculations, it is

convenient to introduce the designation f(r)¼ exp(�λr/μ)/(1þAr/μ).
Then, VG rð Þ ¼ � 2Z

r f rð Þ.
Further, after transformations we obtain:

f 0 rð Þ ¼ λμf rð Þ � Aμf rð Þ, f 00 rð Þ ¼ � λμ þ Aμ

� �
f 0 rð Þ þ A2

μf rð Þ, ρ rð Þ ¼ �ΔrV
G rð Þ

¼ �Zf 00 rð Þ=4πr
where

λμ ¼ λ=μ,Aμ ¼ A=μð Þ 1þ Ar=μð Þ�1:

It can also be seen that the total charge of the atom is:

Q ¼
Z1
0

ρ rð Þ4πr2dr ¼ �
Z1
0

Zrf
00
rð Þdr ¼ �Z:

The exchange-correlation correction in the form (3.12), which contains an

implicit dependence on the charge number Z, creates great difficulties in

constructing the ‘crystalline’ potentials of complex compounds. These difficulties

can be circumvented by introducing a more complicated exchange-correlation

correction (3.13) in the form:

VXαβ ¼ αþ βG ρð Þ½ �VXS, ð3:17Þ

where α¼ 0.67, βffi 0.003, G ρð Þ ¼ 4
3

∇ρ
ρ

	 
2
� 2∇2ρ

ρ and VXS¼ � 6[3ρ/8π]1/3.

Thus, at the cost of introducing a new adjustable parameter, we can achieve the

constancy of α and β. To ensure a better convergence of numerical calculations, we

can write:

VXαβ ¼ α 1þ th
β

α
G ρð Þ

� �� �
VXS, ð3:18Þ

where analytic properties of the function th(x) are used.
Applying the previously introduced notation, we can obtain:
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∇rρ ¼ Z f
000 � f 00=r

� �
=4πr,

ρ00 ¼ Z f iv � 2f
000
=r þ 2f 00=r2

� �
=4πr,

∇2ρ ¼ Zf iv=4πr,
f
000 ¼ �2A3

μf rð Þ þ 2A2
μf

0 rð Þ � λμ þ Aμ

� �
f 00 rð Þ,

f iv ¼ 6A4
μf rð Þ � 6A3

μf
0 rð Þ þ 3A2

μf
00 rð Þ � λμ þ Aμ

� �
f
000
rð Þ:

Thus, G(ρ) and, consequently, VXαβ can be expressed in the analytical form,

which is very important for numerical simulations.

A comparison of the analytical potentials (3.16) with the self-consistent calcu-

lations of Herman–Skillman potentials [4] for α¼ 1 provides good results in a wide

range of charge numbers [5–7] and is shown in Fig. 3.1.

The exchange-correlation corrections of the form VXα (3.12) and VXαβ (3.18),

which yielded close values throughout the entire range of the α parameter varia-

tions, have also been thoroughly investigated. In addition, the inclusion of analyt-

ical potentials of the type (3.16) in the scheme of self-consistent calculations of

atoms ensures fast convergence. The calculation efficiency is widely confirmed [2].

3.3 ‘Crystalline’ Potentials

Using the procedure for constructing the potentials of atoms and the superposition

principle, we can develop a technique for calculating crystalline potentials. More-

over, for slightly correlated systems such as liquids, this procedure is as follows:

VC rð Þ ¼ VG rð Þ þ VG a� rð Þ, ð3:19Þ
ρcr rð Þ ¼ ρ rð Þ þ ρ a� rð Þ, ð3:20Þ

Vexch rð Þ ¼ �6α 3ρcr rð Þ=8π½ �1=3, ð3:21Þ
Vcr rð Þ ¼ VC rð Þ þ Vexch rð Þ, ð3:22Þ

where a is the distance to the nearest neighbouring atom smeared in the vicinity of

the selected ‘central’ one. Following this logic, it is also possible to construct

crystalline potentials which are necessary for the realization of the scattering

problem in the cluster approach. Then, the Coulomb part of the potential and the

electron density are obtained, as above, based on the principle of superposition of

the corresponding factors of individual atoms, namely:

VC rð Þ ¼ VG rð Þ þ
X
γ, nγ

VG
γ r� R γ

nγ

	 

, ð3:23Þ

ρcr rð Þ ¼ ρ rð Þ þ
X
γ, nγ

ργ r� R γ
nγ

	 

, ð3:24Þ

where γ is the type of atom and nγ is the number of atoms neighbours.

Then the crystalline potential is calculated:
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Fig. 3.1 Potentials (a, b, c, d, e, f): atomic potentials, crystalline potentials, MT-zero levels
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Vcr rð Þ ¼ VC rð Þ þ Vexch rð Þ, ð3:25Þ
where

Vexch rð Þ ¼ �6α 3ρcr rð Þ=8π½ �1=3: ð3:26Þ
For binary and more complex compounds, the exchange-correlation correction

VXαβ (3.18) should be used. Applying the known MT-approximation of the

potentialsVcr and ρcr, these functions are averaged over the surface of the

MT-sphere, and then the spherically symmetric MT-potential of a single scatterer

is constructed:

VMT rð Þ ¼ Vcr rð Þ � VMTZ, ð3:27Þ
where VMTZ¼ � 2/RMT, e.g. for monoelemental covalent materials, RMT is the

MT-radius and VMTZ ¼ �2 x1=RA
MT þ 1� xð Þ1=RB

MT

� �
for binary materials

AxB1� x, where R
A
MT and R

B
MT are radii of the corresponding MT-spheres [2, 11, 12].

3.4 Potentials of Charged Defects

An important direction in the calculation of the electronic structure of non-regular

nanosystems is the modelling of defects of various natures. However, since any

defect formation is ultimately associated with a local transfer of the electron charge,

the simulation itself is reduced to constructing a local defect potential which takes

this transfer into account. Such a procedure is considered using the example of

modelling of bonds switching in chalcogenides in the processes of photo- and

radiation-stimulated transformations in the atomic structure (see Fig. 3.2). Typical

applications of photoinduced structural transformations in chalcogenide glasses are

presented in Table 3.1.

Chalcogenide glasses and corresponding nanosystems include group XVI chal-

cogen elements of the periodic table: {O}, S, Se, Te, {Po}. Chalcogenides are

considered to be alloys of chalcogens and elements of groups III, IV, V, VI,

e.g. As2S3, GeSe2, Ge2Sb2Te5, etc., but glass-forming materials are characterized

by wide composition ranges. Atomic coordination of chalcogenide glasses is

Fig. 3.2 Typical

transformations of

chalcogenide charged

defects
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described by the ‘8-N rule’ (N ¼ no. of valence electrons): chalcogens ({O}, S, Se)
¼ 2 (N ¼ 6) (Te) ¼ 2 (3 dative), pnictogens (P, As, Sb) ¼ 3 (N ¼ 5), tetragens (Si,
Ge) ¼ 4 (N ¼ 4) and halogens (Cl, Br, I) ¼ 1 (N ¼ 7).

In the framework of Phillips–Thorpe constraint theory, we can assume that a

glass structure is a continuous network (CN) with ri of constituent elements i, and
for the average coordination number of CN rh i ¼P

i

xiri, where xi and ri are the

mole fraction and the coordination number, respectively, referring to each species

i in the glass. The bond-stretching constraint is hri/2, and the bond-bending
constraint is 2hri� 3. The average number of atomic constraints in a system can

be expressed as n ¼ rh i
2
þ 2 rh i � 3ð Þ, where hri is the average coordination number

of atoms in the system. The total number of constraints isntot ¼ 5 rh i
2
� 3. For 3D this

critical value hrcri¼ 12/5¼ 2.4 is called the rigidity percolation threshold, because,

at this composition, rigid structures percolate throughout the glass, leading to an

isostatic network [13].

Fundamental reasons of photo-transformations in chalcogenides and, as a result,

their high photosensitivity are as follows:

• Bandgap photons excite electrons from the top of the VB – i.e. lone-pair
electrons.

• Optical excitation can cause changes in weak van der Waals ‘intermolecular’
interactions.

• Low atomic coordination number of chalcogens favours local structural

rearrangements – without necessarily breaking covalent bonds.

• Similar (~octahedral 3/4-fold) coordination geometry of a-/c-phases in telluride
glasses ! ps/ns changes.

Photo- and radiation-induced changes are responsible for local structural

changes in chalcogenide systems and can be explained by local nanosized defect

transformations [14–16].

Street and Mott [48] proposed a model of dangling bonds, with the combination

of positively and negatively charged dangling bonds D+ and D� having, respec-

tively, no and two spin-paired electrons, energetically favoured over the neutral

dangling bond D0 with one unpaired electron. This defect-based version of the

negative-U model was developed by Kastner et al. [49] for the case of a-Se, with a

singly coordinated, negatively charged selenium (C�
1 ) and a threefold coordinated,

positively charged site ( Cþ
3 ) emerging as the most likely equilibrium defect

configurations. Moreover, for the study of dangling bonds, the general negative-U

model was developed by Anderson [50] and later by Karpov et al. [51] based on the

Table 3.1 Photoinduced structural transformations in chalcogenide glasses

Materials Devices Process

Photoresists Vidicons Holography

Photonic crystals Diffractive elements DVD RW discs Thermoplastic recording

Integral optics Xerography

42 3 Potentials and Electronic Structure Calculations of Non-regular Nanosystems



self-localization of electron (and hole) pairs (SLEP). Charged defects analysis is

primary for the explanation of photo- and radiation-induced local nanosized trans-

formations in chalcogenide systems [17–19] including corresponding nanomemory

materials [20].

The idea of modelling is to correct the outer part of the non-defect electronic

cloud [21]. For this purpose, s- and p-like orbitals are used:

φs rð Þ ¼ Csexp �r=r0ð ÞY00 rð Þ, ð3:28Þ
φp rð Þ ¼ Cpexp �r=r0ð ÞY1m rð Þ, ð3:29Þ

where Cs and Cp are the normalization coefficients, r0 is the characteristic covalent
radius and m ¼ �1,0,1. Then, the radial densities of the electron charge are

represented as:

ρs rð Þ ¼ C0
sexp

�2r

r0

� �
, ð3:30Þ

ρp rð Þ ¼ C0
pr

2exp
�2r

r0

� �
, ð3:31Þ

where C0
s ¼ 4=r30 and C0

p ¼ 4=3r50 are calculated using the normalization conditionZ1
0

ρ rð Þ4πr2dr ¼ 1.

The corresponding contributions to the potentials are calculated as:

V rð Þ ¼ 2

r

Zr
0

ρ r0ð Þ4πr02dr0, ð3:32Þ

i.e.

Vs rð Þ ¼ �2

r
1� exp

�2r

r0

� �
1

2!

2r

r0

� �2

þ 1

1!

2r

r0

� �1

þ 1

0!

2r

r0

� �0
" #( )

, ð3:33Þ

Vp rð Þ ¼ �2

r
1� exp

�2r

r0

� �

�

� 1

4!

2r

r0

� �4

þ 1

3!

2r

r0

� �3

þ 1

2!

2r

r0

� �2

þ 1

1!

2r

r0

� �1

þ 1

0!

2r

r0

� �0
" #)

:

ð3:34Þ

Then, finally, the Coulomb part of the defect potential can be presented in the

form:

VC rð Þ ¼ VG rð Þ � nsVs rð Þ � npVp rð Þ, ð3:35Þ
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where ns and np ((�,�0)) are numbers of added or removed s- and p-electrons.
Further, the potential (3.35) is included into the general scheme for building

potentials. A more general approach related to the potentials that do not possess

spherical symmetry is considered in [21, 22], where some aspects of the general-

ization of the MT-approximation are studied.

3.5 Electronic Structure and Total Energy: Atoms,
Molecules and Nanoclusters

The problem of calculating the total energy of a large condensed system (crystal,

disordered material) is one of the oldest in theory. Usually, this problem is reduced

to the calculation of the binding energy of a large condensed system, namely, the

cohesive energyEcoh ¼ E at
tot � E sys

tot =N, whereE
at
tot is the total energy of its atoms and

E sys
tot is the total energy of the system under consideration. In this connection, it is

possible to single out problems of calculation of the total energy of atoms, mole-

cules, macromolecules, nanoclusters, nanocrystals, large non-regular disordered

condensed systems and, finally, crystals. Each of these problems has its own

peculiarities.

Note that the total energy of atoms arises as a natural result of self-consistent

calculations of their electronic spectra [1]. It is practically impossible to realize this

calculation self-consistently of the total energy for large quantum systems. At the

same time, the calculation of the total energy is very important, because any change

of states in the electron and phonon subsystems of a large quantum system (crystal,

disordered solid) leads to a change in the value of its total energy. Local and total

phase transitions, in particular, are also accompanied by a change in the total

energy, and its estimates are of fundamental importance for understanding the

features of structural and other transformations under the influence of radiation

and electromagnetic radiation on functional materials. Local phase transitions, for

example, take place in the processes of optical recording of information in nano-

crystalline and amorphous semiconductor films [2, 23, 24].

The total energy, as a fundamental characteristic, comprehensively characterizes

the functional material as a physical object with all possible elementary excitations

in it, including, as a rule, many problems of exciting the electronic and phonon

subsystems, as well as their interaction [3, 25, 26]. The most natural way to estimate

the total energy of large quantum system is apparently based on the formalism of

the functional electron charge density ρ(r) [27, 28]. The total energy as a density

functional for the ground state of a multielectron system in the presence of an

external potential can be presented in the form:
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Etot VEXT; ρ½ � ¼ Eee VEXT; ρ½ � ¼ T ρ½ � þ R drVEXT rð Þρ rð Þþ
1

2

Z
dr

Z
dr0

ρ rð Þρ r0ð Þ
j r� r0 j þ EXC ρ½ �, ð3:36Þ

where the kinetic energy, the energy of interaction of the electron gas with the

external potential, the energy of the electron–electron interaction and the exchange-

correlation energy are summed up. There are three main problems of this general

formula (3.36) using:

1. The finding of ρ(r) that minimizes the functional Etot[VEXT, ρ]
2. The estimation of the kinetic energy functional T[ρ(r)]
3. The estimation of the exchange-correlation energy functional

A consistent but very laborious way of calculation was proposed by Kohn and

Sham [27, 28]. On the basis of the solution of a system of one-electron equations for

varying wave functions of fictitious noninteracting electrons:

�∇2 þ VKS ρ rð Þ½ �� �
φj rð Þ ¼ εjφj rð Þ, ð3:37Þ

where φj and εj are one-particle eigenfunctions and eigenvalues and VKS[ρ(r)] is the
integrally differential of potential:

VKS ρ rð Þ½ � ¼ VEXT rð Þ þ R dr0 ρ r0ð Þ
j r� r0 j �

∂Exc ρ r0ð Þ½ �
∂ρ rð Þ ¼

VEXT rð Þ þ VC ρ rð Þ½ � þ VXC ρ rð Þ½ �,
ð3:38Þ

where VC is the Coulomb potential and VXC is the exchange-correlation potential.

Then, ρ(r) is determined in a self-consistent manner similar to the procedure in the

Hartree–Fock–Slater method. The kinetic energy of the many-electron system is

calculated as:

T ρ½ � ¼
X
j

φjjεj � VKS ρ½ �jφj

� �
: ð3:39Þ

Further, the local density approximation is usually used, consisting of a slowly

varying ρ(r); hence, we can assume:

EXC ρ½ � ffi
Z

drρ rð ÞεXC ρ rð Þ½ �, ð3:40Þ

where εXC[ρ(r)] is the exchange-correlation energy per electron of densityρ(r) of a
homogeneous electron gas. The corresponding exchange-correlation potential is

then represented in the form of VXC¼∂EXC/∂ρ.
We can meet various representations for EXC. In this case, we only note the way

of finding in the form:

εXC ¼ εX þ εC, ð3:41Þ
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taking into account:

εX ¼ �0:9164=rS, ð3:42Þ
εC ¼ �0:2846=

�
1þ 1:9529r

1=2
S þ 0:3334rS, if rS � I,

�0:0960þ 0:0622 ln rS � 0:0232rS þ 0:004rS ln rS, if rS < I,



ð3:43Þ

where rS is Wigner radius. Then, the exchange-correlation potential is obtained in

the form:

VXC ¼ εXC � rS
3

dεXC
drS

: ð3:44Þ

The Eqs. (3.41, 3.42 and 3.43) make it possible to distinguish ‘pure’ exchange
and correlation and can be included in the simulation design scheme. However, if

we use Slater’s statistical approximation, we will get:

εXC ¼ 3

4
ρ rð ÞVXC rð Þ, ð3:45Þ

where:

VXC ¼ αVXS ¼ VXα ¼ �6α 3ρ rð Þ=8πð Þ1=3, 2=3 � α � 1ð Þ:
Consequently, in (3.45), the exchange and correlation are not distinguishable.

This feature, in a certain sense, is the lack of statistical approximation.

The model of the atom in the statistical approximation of the distribution of the

electron charge is based on the fact that the electron subsystem of an atom is

considered in the field of its nucleus as an ‘electron liquid’, i.e. as an electron gas

with the ‘included’ exchange-correlation interaction.

The approximation, however, is that the electronic subsystem is considered

locally free. This means that at each point in space r the electron of the subsystem

is regarded as a plane electron wave. Then the total energy of the atom can be

presented as a function of the electron charge density ρ(r):

E ρ rð Þ½ � ¼ R 3
5
3π2
� �2=3

ρ5=3 rð Þdrþ
Z

ρ rð Þυn rð Þdrþ
1

2

Z
ρ rð Þυe rð Þdrþ

Z
ρ rð Þυx ρ rð Þ½ �dr,

ð3:46Þ

where υn, υe and υx are the corresponding electron–nucleon, electron–electron and

exchange-correlation interaction potentials. Assuming that, on the average, the

charge of an electron of an atom is distributed in a spherically symmetric manner

with respect to the nucleus is possible to represent (3.46) in the form:
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E ρ rð Þ½ � ¼ R 3

5
3π2
� �2=3

ρ5=3 rð Þ þ 1

2
ρ rð ÞVe rð Þ � ρ rð Þ 2Z

r
� 9

2
α

3

8π

� �1=3

ρ4=3 rð Þ
" #

4πr2dr:

ð3:47Þ
Table 3.2 shows the energies of the ground states of atoms calculated according

to formula (3.47) (see [22, 23]) in comparison with the results of self-consistent

calculations [1, 29]. In [22], the detailed numerical studies of various contributions

to the total energy are given, Etot¼ Te+Uen +Uee +Uxc, where Te is the total kinetic
energy of the electron charge, Uen is the energy of interaction of the electron gas

with the nucleus, Uee is the energy of the interelectronic interaction and Uxc is the

energy of the exchange-correlation interaction.

Note that the discrepancy of evaluations by the analytical relationship (3.47) of

Etot with self-consistent calculations does not exceed 5%. This procedure can also

be used to calculate the total energy of more complex systems (e.g. molecules,

nanoclusters, etc.). The necessary condition in this case is the construction of

realistic electron charge density functions ρ(r) and one-electron potentials of the

above-mentioned systems V(r) based on the superposition principle. The ability to

calculate the total energy of nanoclusters is fundamental. For disordered systems,

this is extremely important, since such systems are represented by a set of

nanoclusters which are close in their properties, geometry and morphology. The

size of such a nanocluster is estimated by the characteristic order parameter L. In
fact, this is a quasi-translational ‘symmetry’ with a ‘period’.

As for complex composite systems (e.g. binary compounds AxB1� x), such large

clusters are formed of basic structural units or small (basic) clusters characterizing

the system at the level of short-range order.

This approach in consideration of the atomic structure was used in calculations

of the density of electronic states AsxSe1� x, SbxSe1� x and AsxS1� x [14, 30–

32]. The calculations of the total energy are performed in different ways of

computing the electronic structure of polyatomic complexes, since the total energy

is a self-consistent parameter [1]. However, in most cases the calculation

approaches use the concept of the density functional [33]. The difference is only

Table 3.2 Total energies of

the ground states of atoms
Atom Etot,Ry EXF

tot ,Ry [1, 29]

Ne �264.904 �257.067

Si �571.258 �577.638

Р �679.411 �681.297

S �786.024 �794.923

Aг �1036.516 �1053.635

Ge �4188.585 �4150.718

As �4712.566 �4468.256

Se �5019.476 �4799.731

Хе �5563.094 �5504.111
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in the value of the electronic charge, which is included in the core part, and the

remainder of it, which is responsible for the interatomic interaction.

To calculate the total energy of the cluster:

ECL ¼ Eion þ Eee Vext; ρ½ �, ð3:48Þ
where Eion and Eee are the internuclear and electronic parts of the total energy; it is

necessary to use cluster sums for the electron density:

ρCL r;R1; . . .RNð Þ ¼
X
i

ρi r� Rið Þ, ð3:49Þ

and potentials:

V CL
EXT r;R1; . . .RNð Þ ¼ 2

X
i

Zi

j r� Ri j , ð3:50Þ

V CL
ee r;R1; . . .RNð Þ ¼

X
i

Ve
i r� Rið Þ: ð3:51Þ

Taking into account that all significant changes in the system are related to the

outer (‘core’) part of the electron cloud, it is advisable to introduce a certain version
of the MT-approximation into the calculation scheme. Cutting out the ‘core parts’
of ρCL, V CL

EXT and V CL
ee by the ‘MT-spheres’, and considering them spherically

symmetric inside the ‘MT-spheres’, we get:

ECL ¼
X
i

EMT
i þ

X
i6¼j

Zi
0Zj

0

j Ri � Rj j þ Te
0 þ U0

en þ U0
ee þ U0

xc, ð3:52Þ

where Te
0
, U0

en, U
0
ee and U0

xc are analogues of corresponding quantities Te,Uen,Uee

andUxc.

However, it must be taken into account that in this case the integration of

functions without spherical symmetry over the interstitial space is performed,

i.e. triple integrals of the type Ω�1

Z
F
�
r
*�

dr
*

are computed. E[ρ(r)] is found

according to the procedure (3.47) when integrating over the volume of the ‘MT-

sphere’.

The excess charge of the core Z0 ¼ Z �
Z RMT

0

ρCL rð Þ4πr2dr, where ρCL rð Þ is the
density of the electron charge, averaged over the spherical layers. In this case, the

radius RMT may not coincide with the analogous one for the potentials [2.5–7]

because Z
0
should be equal to the number of valence electrons of a given atom.

The total energy of the whole system can be considered as

E sys
tot ffi

X
i

ECL
tot, i þ Erest. Especially when it comes to local (intra-cluster) changes

ΔE sys
tot ffi Δ

X
i

ECL
tot, i in the total energy of the non-perturbing ‘rest medium’.
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3.6 Interatomic Interaction Potentials and Force
Calculations

The calculation of the dynamic properties of solids is based on the knowledge of the

forces Fi acting on the corresponding ions with coordinates Ri.

Then, for the cluster we have:

Fi ¼ �∇Ri
ECL ¼ 2

X
i6¼j

Z0
iZ

0
j Ri � Rj

� �
j Ri � Rj j �∇Ri

Eee ¼ F ion
i þ F el

i : ð3:54Þ

Significant problems arise with the evaluation of the second term, which has a

complex structure, since according to (3.49, 3.50 and 3.51) ρCL, V CL
EXT and V CL

ee are

functions of the positions of the ionsRi. Consequently, each value of the number Te
0

, U0
en, U

0
ee and U0

xc will contain their gradients ∇Ri
(...). Then it is possible to write:

F el
i ¼ � R dr∂VEXT r;Rð Þ

∂Ri
ρ r;Rð Þ �

Z
drVEXT r;Rð Þ∂ρ r;Rð Þ

∂Ri
¼

� R dr∂VEXT r;Rð Þ
∂Ri

ρ r;Rð Þ �
Z

dr
δEee

δρ

∂ρ r;Rð Þ
∂Ri

¼ F
el 1ð Þ
i þ F

el 2ð Þ
i ,

ð3:55Þ

where VEXT(r,R)is the ‘external’ ‘crystalline’ potential and R¼ {Ri} is a set of

coordinates of atoms.

Forces in the electron-ion system, which do not contain density gradients of the

type ∇Ri
ρ, together represent the so-called Hellmann–Feynman force

FHF
i ¼ F ion

i þ F
el 1ð Þ
i , which takes into account the classical electrostatic interaction

and is determined only by the potential gradients. In our case:

F
el 1ð Þ
i ¼ � R ∂

∂Ri

X
i 6¼j

2Zi

j Ri � Rj j ρ
CL r;R1; . . .RNð Þdr

þ1

2

Z
∂
∂Ri

V CL
ee r;R1; . . .RNð Þdr,

ð3:56Þ

where analytical functions are used. The force F
el 2ð Þ
i that is usually found from the

Schr€odinger equation by the variation Kohn–Sham procedure [27, 28] can also be

obtained directly using analytical functions. In a simpler version of the evaluation

of force characteristics, and following the general rules of potential modelling, we

can write down the potential of the pair interaction:

Φ Rð Þ ¼
Z

ρ1 rð ÞV2 R� rð Þ4πr2dr, ð3:57Þ

and the interaction force:
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F Rð Þ ¼ �dΦ=dR ¼
Z

ρ1 rð Þ dV2 R� rð Þ=dR½ �4πr2dr, ð3:58Þ

where ρ1(r) is the density of the electron charge of atom 1 (central) and V2(R� r) is
the potential of atom 2 or ‘quasi-atom’ 2, which, in fact, expresses the potential of

the ‘rest medium’ (i.e. crystalline potential) [15]. Figure 3.3 shows the model

potential of the pair interaction for Se calculated on the basis of (3.57).

3.7 Multiple Scattering Theory and Effective Media
Approach

The absence of a structural periodicity of disordered materials makes it difficult to

describe their electronic structure in general. The main difficulty is to set the

boundary conditions that would be adequate for physical conditions with a limited

fragment of the structure, namely, a cluster. In fact, the only reasonable possibility

in this case is to use various modifications of boundary conditions of the ‘effective
medium’ type, which is the carrier of the disorder property of matter in the far field.

The features of the near and middle orders, as a rule, are taken into account in detail.

The experience of numerical calculations shows that a significant increase in the

size of the considered fragment of the structure, at which boundary conditions can

be neglected in general, is not effective and requires a lot of computer time. In

addition, macroscopic physical quantities in disordered materials do not depend on

the detailed configurations of atoms and are obtained by averaging over the set of

possible configurations. The averaged information about the structure is contained

in paired and many-particle distribution functions. This fact is a formal basis for
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Fig. 3.3 Model potential of pair interaction of Se atoms
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statistical averaging of other physical quantities, and the calculation of large

structural fragments has no practical meaning.

Another aspect of the problem is the formal (i.e. mathematical) implementation

of the cluster approach using any version of the concept of an effective medium.

In this sense, there are two basic possibilities: (1) the tight-binding approxima-
tion using one or another standard basic set of wave functions and (2) the nearly
free electron approximation, which is usually based on the scattering theory and

uses the Bessel functions as a key set.

3.7.1 Methods of Electronic Structure Calculation of Non-
regular Condensed Materials

As it has already been mentioned, the problem of effectively calculating the

electronic properties of structurally disordered substances can be solved in different

ways of approximation of the effective medium, which differ from each other by the

method of approximate averaging of the total perturbation series for one-electron

Green’s functions (see, e.g. [34]). Thus, for example, in the stationary case, when

the system is characterized by a Hamiltonian:

H ¼ H0 þ H1, ð3:59Þ
whereH0 is the Hamiltonian of non-perturbed system,H1 is the perturbation and the

corresponding Green’s functions are given by the resolvents:

G0 zð Þ ¼ z� H0ð Þ�1
, ð3:60Þ

G zð Þ ¼ z� Hð Þ�1
, ð3:61Þ

and the perturbation series for G(z) is as follows:

G ¼ G0 þ G0H1G0 þ G0H1G0H1G0 þ . . . ¼ G0 þ G0H1G: ð3:62Þ
Next, we introduce the transition T-matrix T(z), in which all perturbation effects

H1 are automatically taken into account, that is:

H1G ¼ TG 0, ð3:63Þ
which yields from (3.62):

G ¼ G0 þ G0TG 0: ð3:64Þ
Naturally, the introduction of T(z) itself does not solve the problem of the

spectrum of the perturbed system but only shifts the emphasis in this problem and

allows us to rewrite a number of perturbations (3.62) in the form:
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T ¼ H1 þ H1GT: ð3:65Þ
Further, taking into account a specific nature of the disordered system, the

configurational averaging of the Green’s function in (3.64) is performed. Details

of the averaging procedure are determined by the properties of the disordered

system itself. In accordance with (3.62) and (3.64), the following averaging possi-

bilities arise:

Gh i ¼ G0 þ G0 H1Gh i ð3:66Þ
and

Gh i ¼ G0 þ G0 Th iG0: ð3:67Þ
The assumption hH1Giffi hH1ihGi in (3.66) leads to the so-called virtual crystal

approximation.

In the case of hH1i¼ ε, we obtain:

G Eð Þh i ¼ E� H0 � εð Þ�1 ¼ E� Hh ið Þ�1: ð3:68Þ
Actually, hG(H )i is calculated as hG(hHi)i and only leads to a shift of the energy

scale by ε. This shift can be eliminated by selecting H0¼hHi and H1¼H�hHi.
Then, we obtain hGi¼G0.

The possibility associated with averaging, according to (3.67), considers T¼ f
({tm}) as a function of the individual T-matrices of the individual nodesm. Then, if

we assume:

Th i ¼ f tmh ið Þ, ð3:69Þ
we get the average T-matrix approximation. In this case, the shift of the spectrum

occurs on a complex energy-dependent quantity, i.e. similarly to (3.68), we have:

G Eð Þh i ¼ E� H0 � Σ Eð Þð Þ�1
, ð3:70Þ

where, for example, in the case of a single-site approximation, we obtain:

Σ ¼ tmh i
1þ tmh iG0 m;mð Þ , ð3:71Þ

More consistently, the concept of an effective medium is carried out in the

coherent potential approximation (CPA), where an unknown effective Hamiltonian

He of some effective medium with unknown complex energy-dependent eigen-

values Σ is immediately introduced. Then, in the expansion (3.64), instead, we use

the effective Green’s function Ge¼ (E�He)
�1. Then

G ¼ Ge þ GeT
0Ge, ð3:72Þ
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where

T0 ¼ H0
1 þ H0

1GeT
0, ð3:73Þ

H0
1 	 H � He: ð3:74Þ

Following the well-known definitions, the Green’s function averaged over the

configuration is calculated as:

G zð Þh i ¼ z� Hð Þ�1
D E

¼ z� H0 �
X

zð Þ
	 
�1

: ð3:75Þ

Specify further the definition of the Hamiltonian of the system in the following

way:

H ¼ H0 þ Ve zð Þð Þ þ V � Ve zð Þð Þ ¼ He þ H0
1, ð3:76Þ

where V is the potential of the then studied material and Ve(z) is the energy-

dependent effective potential. By averaging in (3.72), we obtain:

G zð Þh i ¼ Ge þ Ge T0h iGe, ð3:77ÞX
zð Þ ¼ z� H0 � G zð Þh i½ ��1 ¼ Ve þ T0h i 1þ Ge T0h ið Þ�1

, ð3:78Þ

provided:

T zð Þh i ¼ 0, ð3:79Þ
allows finding Σ(z). The condition (3.79) implies the coherent potential approxi-
mation (CPA), which under the given conditions is the simplest and is equivalent to

the choice hGi¼Ge.

Table 3.3 [22] presents the main calculation methods associated with the concept

of an effective medium.

Moreover, a virtual crystal approximation might not be totally reliable, because

in this case the role of the effective medium is fulfilled simply by the real averaged

potential. The moment and the recursive methods are reduced to the calculation of

G(z) and the partial densities of different groups of atoms in the system, which is

equivalent to the G(z) moment expansion in the form of the density of states of

different orders or continued fractions.

The problem of these methods is the convergence of the expansions. The

unreasonable breakdown of such expansions leads to unphysical results. An effec-

tive medium is not explicitly present here too. As a rule, these approximations are

considered in the tight-binding formalism. Here, the long-standing tradition in the

band calculations of crystals is affected. Another direction, based on the concept of

nearly free electrons, is usually based on the previously mentioned MT-model of

scattering potentials. The spherical symmetry of such potentials is a strong simpli-

fication of reality, which gives quite good results in many cases.
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However, there are also approaches that generalize the MT-model and correct

the spherical symmetry of the potentials by taking into account the effects of

asymmetry [22–24]. Table 3.4 presents some methods for calculating the electronic

structure using the MT-approximation of potentials. These methods are based on

the well-known formalism of the KKR method (Korringa–Kohn–Rostoker)

[35]. There is also a synthetic direction that combines the advantages of the

strong-coupling approximation and MT-model representations (the MTO method

of localized MT-orbitals – LMTO) [36].

3.7.2 Non-regular Condensed Medium: ‘Liquid Metal’
Model

The simplest idea about a disordered solid is to treat the latter as an ensemble of

non-regularly located atomic spheres. It is clear that such a system will be charac-

terized mainly by a pair function of the distribution of atoms. Correlation functions

of a higher order have not a decisive significance. Such a model treats a non-regular

disordered solid as a liquid [2, 5–7]. It can be a good model for metal and

semiconductor metals and, in some cases, glasses of high homogeneity. The

developed cluster approach [2, 6, 7] in the case of considering the electronic

properties of the aforementioned type of condensed matter, leads to a study of the

behaviour of the trial electron wave in the system ‘monatomic cluster þ rest

medium’ (Fig. 3.4a). In this case, the potential of a single scatterer, enclosed in a

cluster volume, takes into account the averaging of the nearest environment from

the first coordination sphere. Within the framework of this model, the influence of

the nearest neighbour located at the distance ais taken into account. Thus, the

potential of a single bond is constructed. This potential plays the role of the

crystalline potential of the material being modelled.

Table 3.3 Methods of electronic structure calculations using effective medium concepts

Approximation Contributors

Quasi-crystalline approximation – QCA M Lax (1951, 1952)

J M Ziman (1966)

F Cyrot-Lackmann (1966)

Self-consistent quasi-crystalline approximation – SQCA B L Gyorffy (1970)

M Watable (1971)

J Korringa, R L Mills (1972)

Self-consistent single-site approximation – SSSA L Schwartz, N Ehrenreich (1917)

Y Ishida, F Yonezawa (1973)

B Movaghar et al. (1974)

Coherent potential approximation – CPA P Soven (1967) F Yonezawa (1968)

Effective medium approximation – EMA L Roth (1974)
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The next step is based on the crystalline potential of the MT-approximation,

according to (3.27); also see Fig. 3.5a–f. The radius of the MT-sphere is chosen

equal to a half of the distance to the nearest neighbour [1–3, 5].

The potential (3.27) should be used for the numerical integration of the radial

Schr€odinger equation (see, e.g. [37]):

Table 3.4 Methods of electronic structure calculations using MT-approximation

Approximation Objects Contributors

Quasi-crystalline approximation Liquid metals J M Ziman

(1966)

J Lloyd (1967)

Quasi-crystalline approximation Transition metals P W Andersen,

W L McMillan

(1967)

Self-consistent single-site

approximation

Disordered alloys Cu-Ni L Schwartz, H

Ehrenreich

(1971)

Concept of finite clusters Amorphous С, Si, Gе J Keller (1971)

T C McGill, J

Klima (1972)

Modified quasi-crystalline

approximation

Disordered metal substitutional alloys,

liquid metals

L Schwartz

et al., (1975)

Self-consistent single-site

approximation

Liquid metals J Bethel, J L

Beeby (1977)

Single-site approximation of

effective medium

Liquid metals W John, W

Keller (1977)

Coherent potential approxima-

tion on the basis of the concept of

finite clusters

Amorphous Si S Yoshino, M

Inoue, M Oka-

zaki (1975)

Coherent potential approxima-

tion on the basis of the concept of

finite clusters

Amorphous semiconductors, Si, Ge, As,

Те, Se, Sb, binary chalcogenides,

nanocarbon, nano-Si, nano-Se

Yu Shunin

(1981–2014)

Fig. 3.4 The general scheme of the calculation method for the electronic structure based on the

theory of multiple scattering and the coherent potential approximation of an atomic cluster as a

group of MT-potentials embedded into effective medium; (a) ‘liquid metal’ model; (b) a poly-

atomic cluster of predefined atomic structure; (c) a polyatomic cluster with a potential function of a

general form. Σ(E) is the coherent potential of an effective medium
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1

r2
d

dr
r2
dRl

dr

� �
þ κ2 � l lþ 1ð Þ

r2
� V rð Þ

� �
Rl ¼ 0 ð3:80Þ

and the calculation of logarithmic derivatives γl ¼
R0
l rð Þ

Rl rð Þ
����
RMT

, where Rl(r) are the

radial wave functions. Then, based on the known relationship, phase shifts δlare
calculated [37]:

tg δl ¼ κj0l κRMTð Þ � γljl κRMTð Þ
κn0l κRMTð Þ � γlnl κRMTð Þ ,

where jl(κr) and nl(κr) are the Bessel and Neumann functions, κ ¼ ffiffiffi
E

p
.

The numerical integration of the Schr€odinger Eq. (3.80) was carried out by the

Runge–Kutta method. The peculiarity of the algorithm is the fact that the integra-

tion interval (0,RMT) is divided into two parts. For the small r in the neighbourhood
of the singularity of the atomic potential, the solution of (3.80) is sought in the form

Rl¼ rlf(r), and the equation of the function f(r) has the form:

f 00 þ 2

r
lþ 1ð Þf 0 þ κ2 � V rð Þ� �

f ¼ 0: ð3:81Þ

The solution of (3.81) must be regular near the singularity of the potentials. For

large r, regions of a weak potential change, the Eq. (3.80) itself is integrated. The

solutions in these two regions are sewn together for a small r. The text of the

numerical integration programme for the Schr€odinger equation, as well as the entire
software package for calculation of logarithmic derivatives γl and phase shifts δl
(see, also, Fig. 3.6), is presented in [38–40].

Further, taking into account the spherical symmetry of the potentials (3.27), the

radial part of the Green’s function is represented in the form:

Fig. 3.5 Potential models in the scattering problem for electronic structure calculations of various

non-regular disordered materials: (a) MT-potential in vacuum; (b) a group of MT-potentials in

vacuum; (c) a general potential in vacuum; (d) a cluster with MT-potential in the effective

medium; (e) a cluster of MT-potentials in the efficient medium; (f) a cluster with potential of

general form in the effective medium. RMT is the radius of the MT-potential; RCL is the radius of

the cluster
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Gl r; r
0ð Þ ¼ kFl kr>ð ÞJl kr<ð Þ, ð3:82Þ

where r> and r< are the larger and smaller of {r, r
0
}.

The function Jl(kr)¼ cos δljl(kr)� sin δlnl(kr) corresponds to a free electron

wave, satisfying the radial Schr€odinger equation for r>RMT. In order to take into

a) d)

b) e)

c) f)
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Fig. 3.6 Calculated phase shifts for C, Si, Ge, As, Se and Te scatterers
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account the effect of the damping of the electron wave in the far field and the

dispersion properties of the effective medium, we must look for Fl¼Nl+AlJl,
where Nj¼ cos δlnl(kr)þ sin δlj(kr) also satisfies the Schrodinger equation, and Al

is the complex self-consistent coefficient.

As it can be seen, when Al¼ i, Fl ¼ exp iδlð Þh þð Þ
l krð Þ, where h

þð Þ
l krð Þ is the

Hankel function describing the outgoing wave with asymptotic behaviour ~ exp

(ikr)/r at r!1. Further, based on the constructed Green’s function, the density of

electronic states is calculated:

ρ Eð Þ ¼ 2

π
ImSpG r; r0;Eð Þ, ð3:83Þ

which, for the monatomic cluster embedded into the effective medium, gives the

following expression [2, 6, 7]:

ρ Eð Þ ¼ 2

π

X
l

2lþ 1ð Þ dδl
dE

� R2
CJ

2
l

ffiffiffi
E

p ∂γl E;RCð Þ
∂E

� �
ImAl, ð3:84Þ

where RC is the radius of the cluster sphere and γl(E,RC) is the logarithmic

derivative at the cluster boundary. Using the self-consistency condition for the

coherent potential approximation:Z
< k j ~t j k0 > dΩk ¼ 0; ð3:85Þ

within the framework of this model, we obtain the dispersion equation:

X
l

2lþ 1ð Þ~t Kð Þ ¼ 1

K

X
l

2lþ 1ð Þexp iδlð Þ sin δl K;Rcð Þ ¼ 0, ð3:86Þ

where ~t Kð Þ is the t-matrix of the effective medium and K is the radial part of the

complex wave vector Kof the scattered electron wave ΨE¼A exp(iKr), the

damping of which simulates the absence of long-range order in the system. Com-

plex phase shifts δl(K,RC) and logarithmic derivatives γl(K,RC) on the boundary of

the cluster are determined in the same way as it was done for the MT-sphere:

tg δl K;Rcð Þ ¼ Kj0l KRcð Þ � γljl KRcð Þ
Kn0l KRcð Þ � nljl KRcð Þ , ð3:87Þ

and

γl k;Rcð Þ ¼ k cos δlj
0
l kRcð Þ � sin δln0l kRcð Þ� �

cos δljl kRcð Þ � sin δlnl kRcð Þ : ð3:88Þ

The self-consistent parameter Al is then determined from the equation:
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k
N0

l kRcð Þ þ AlJ
0
l kRcð Þ

Nl þ AlJl

� �
¼ K

h
þð Þ
l 0 KRcð Þ
h

þð Þ
l KRcð Þ

: ð3:89Þ

Numerous calculations for amorphous and nanocrystalline C, Si, Ge, As, Se and

Te were carried out based on this model [2, 6, 7].

3.7.3 A Model of a Non-regular Material in the Cluster
Approach

The cluster approximation developed in [2, 6, 7, 30–32] consists in considering the

structure of the investigated material as a finite cluster embedded into the effective

medium (effective energy-dependent potential (see Fig. 3.5)). At first, the atomic

structure at the level of the near order and, if required, medium order (e.g. for

binary, ternary and more complicated nanocompounds) is postulated.

Then, the construction of crystalline potentials with respect to a given atomic

structure is carried out. Various models of crystalline potentials are presented in

Fig. 3.6b–e. Further, the MT-approximation of the crystalline potentials is intro-

duced. The MT-approximation symmetrizes crystalline potentials. The scattering

problem for individual MT-potentials is solved, and the corresponding phase shifts

are found. The cluster of MT-potentials is embedded into the effective complex

potential, which is calculated self-consistently. The procedure for constructing

MT-potentials is based on the relations (3.23, 3.24, 3.25, 3.26 and 3.27).

Passing to the system of MT-potentials, from the point of view of scattering

theory, it becomes inconvenient and cumbersome to use realistic potentials with a

complex relief. Therefore, this approach uses a non-local shell energy-dependent

pseudopotential:

rαjVαjr0α
� � ¼X

lm

Aα
lm Eð Þ δ jr0αj � Rα

MT

� �
Rα
MT

� �2 δ jr0αj � Rα
MT

� �
Rα
MT

� �2 Ylm r0α
� �

Ylm r0α
� �

, ð3:90Þ

where rα is the radius vector of the position of the atom. The coefficients Aα
lm are

selected in such a way as to provide the same scattering properties as for a realistic

potential. The calculation of the density of electronic states is based on the Lloyd

formula [41–43] for the integral density of states:

N Eð Þ ¼ �2

π
ln det G Eð Þk k, ð3:91Þ

where G¼Ge +GeteGe and Ge is the unperturbed Green’s function and t is the

matrix of the effective medium. The density of electronic states of a cluster in an

effective medium is calculated by the formula:
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ρ Eð Þ ¼ 2

π
Δ Im ln det Z Eð Þ � H0 Kð Þ=H Kð Þk k½ �=ΔE, ð3:92Þ

where Z(E) are the structural energy-dependent cluster constants,

H Kð Þ ¼ δll0δmm0h
1ð Þ
l kRcð Þ, h 1ð Þ

l is the Hankel function of the 1st kind and Rc is the

radius of the cluster. The self-consistency condition in the framework of the

coherent potential approximation in this case is as follows:

Spte K;Eð Þ ¼ 0, ð3:93Þ
where:

te K;Eð Þ ¼ Z Eð ÞJ Kð Þ � J0 Kð Þ
Z Eð ÞH Kð Þ � H0 Kð Þ �

1

iK
, ð3:94Þ

and

J Kð Þ ¼ δll0δmm0 jl KRcð Þ: ð3:95Þ

3.7.4 Scattering on the General Type Potential

The problem of electron scattering in a field of the general form potential V(r) leads
to finding a solution of Eq. (3.1) that satisfies the boundary condition of the

scattered wave. The wave function expansion in terms of partial wavesΨ rð Þ ¼P
L

gL rð Þ=rð ÞYL rð Þ gives a system of coupled ordinary differential equations in relation

to radial wave functions gL [44, 45]:

� d2

dr2
gL þ

l lþ 1ð Þ
r2

gL þ
X
L

WLL0 rð ÞgL0 rð Þ ¼ EgL rð Þ, ð3:96Þ

where WLL0 rð Þ ¼
Z

Y∗
L rð ÞV rð ÞYL0 rð ÞdΩr are the potential moments. The analysis

carried out in [21, 22] demonstrates the decoupling of the system of Eq. (3.96),

which is reduced to the uncoupled equation set:

� d2

dr2
gL þ

l lþ 1ð Þ
r2

gL þWLL rð ÞgL ¼ EgL: ð3:97Þ

The potential of a general form used as a scatterer can be considered either as a

nonspherically symmetric potential of the atom or as a potential of a cluster region

with a complex topography of the potential function (see, Fig. 3.6c, f). Numerical

simulation was performed for Si nanoclusters embedded in ‘vacuum’ (1, 5,

17-atomic clusters [22]). To construct the potential, it is necessary to take into
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account a number of features that distinguish Si, as a semiconductor with a covalent

bond, from well-studied ionic compounds. If in ionic compounds the valence

electrons are localized near the atomic cores, then in covalent ones valence elec-

trons are distributed in the interstitial space with a high degree of heterogeneity.

The maximum density of the electron charge is observed along the bond line of the

neighbouring atoms. Such a charge distribution can be interpreted as a homopolar

covalent bond. Simulation of this bond is possible in two ways, namely, by

(1) cutting off the core part of the electron charge and redistribution of the valence

charge along the bond direction and (2) introducing into the Hamiltonian a term that

describes the covalent interaction in explicit direct form. In this case, the spatial

inhomogeneity of the electron charge density in the cluster volume was due to the

superposition of the electron charge densities of the nearest atoms. The described

procedure for reproducing the electron charge density of a cluster region with the

subsequent construction of its potential based on the principles allows one to

estimate the MT-approximation of potentials, where the complex form of the

potential function in the interatomic region is replaced by its mean value-MT-zero.

In this sense, the model under consideration can be considered a generalized

MT-approximation, since the MT-boundary here is moved on a considerable

distance from the centre of the cluster.

Numerical integration of equations of the type (3.97) makes it possible to obtain

T-matrix elements, then phase shifts δL, which are related to the elements TL by the
known relation TL¼ exp(2iδL)� 1. EDOS for the potentials under consideration

can be written [12, 13]:

ρ Eð Þ ¼ k

π
R2
c

X
L

cos δLjl kRcð Þ � sin δLnl kRcð Þ½ �2 dγL k;Rcð Þ
ΩdE

, ð3:98Þ

where Ω is the cluster volume.

Another way to calculate EDOS is related to direct computations of phase

functions TL, logarithmic derivatives and matrix elements of the T-matrix without

direct calculations of wave functions gL(r). Using the well-known relations, we can
obtain the equation for the phase transition function:

dTL rð Þ=dr ¼ �2ikr2WLL rð Þ jl krð Þ þ 1

2
TL rð Þh 1ð Þ

l krð Þ
� �2

, ð3:99Þ

The initial condition for Eq. (3.99) corresponds to the situation when scattering

does not occur. It means that the radius of action of the perturbing potential is zero

and TL(k, 0)¼ 0. Taking into account the relations connecting scattering matrices

definitions: TL¼ SL� 1¼ exp[2iδi]� 1¼ 2i exp[iδL] sin δL, we obtain equations for
the phase functions SL(r) of scattering or phase shifts δL(r):
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dSL rð Þ=dr ¼ �1

2
ikr2WLL h

2ð Þ
l krð Þ þ SL rð Þh 1ð Þ

l krð Þ
h i2

, ð3:100Þ

and

dδL rð Þ=dr ¼ �kr2WLL jl krð Þ cos δL rð Þ � nl krð Þ sin δL rð Þ½ �2: ð3:101Þ
The initial conditions for the Eqs. (3.100) and (3.101) are, respectively,

SL(k, 0)¼ 1 and δL(k, 0)¼ 0. A work with the Eqs. (3.99, 3.100 and 3.101) and, in

particular, with the Eq. (3.101) presents notable advantages: (1) phase shifts δLare
obtained directly from the integration (3.101), which are then used to calculate the

EDOS by the formula of type (3.98); (2) during the calculation it is easy to

investigate the influence of the form of the potential function on the scattering

properties of the potential region; and (3) Eq. (3.101) is a differential equation of

the first order, and the computer time expenses are less than in the case of the radial

Schr€odinger equation integration. However, a serious obstacle in calculating soft-

ware implementation by the method of phase functions is encountered due to

nonlinearity of the differential equations for phase functions. For them, the con-

vergence of various difference schemes and the optimal methods of their construc-

tion are poorly studied.

3.8 Monoatomic Nanosystems: Nano-Si, Nano-Se

The successful application of the multiple scattering theory concept in the coherent

potential approximation for monoelement nanomaterials with pronounced

covalence C, Si, Ge, As, Se, Sb, Te is presented in [2, 6–8, 12, 24]. These materials

represent, on the one hand, a wide range of elements of the periodic system, and, on

the other hand, they have different coordination at the level of short-range order

(the number of nearest neighbours for Se and Te-2, As and Sb-3, C, Si and Ge-4).

The main task of modelling is the parametric study of the electronic structure of

nanoparticles through the effect of the number of atoms in a nanocluster.

3.8.1 Production of Nanosilicon

There are various ways of nanosilicon productionwhichwere developedmainly in the

2000s. Usually the method of plasma-chemical synthesis is used. The technology is as

follows: silicon is introduced into argon plasma at the temperature about 6000 
C. It is
evaporated, decomposing into separate atoms, and supersaturated vapour is formed.

Then, the vapour is condensed and forms silicon nanoparticles of a spherical shape. In

fact, nanostructures of 8–200 nm are assembled. Nanopowders of silicon are of

undoubted interest for various fields of technology and industry, which begin to

experience a great need for these materials because of their unique properties.
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3.8.1.1 Nanosilicon Applications

The change of condensation conditions allows, in certain limits, to control the

properties of synthesized nanoparticles. The plasma flow is gradually cooled, the

silicon atoms are captured and actually re-formed and the ‘sought-for’
nanostructures are ‘assembled’. So, changing the synthesis modes (temperature,

cooling rate, etc.), it is possible to control the process of growth of nanosilicon

particles.

In particular, it is possible to obtain particles of nanocrystalline silicon of the

necessary size (2–50 nm) and the most suitable spherical form. It is also possible to

obtain hollow silicon nanospheres from 5 to 60 nm in diameter. Such materials are

of great interest for applications in nanophotonics and catalysis. They can be used to

create the so-called biological nanocapsules, placing the necessary substances in

the internal volume. They can be in demand for the storage of various gases,

including hydrogen. Varying the size of such nanospheres, it is possible to control

their optical and electronic properties. Obtaining and researching silicon-containing

nanoparticles, new properties with the different morphology and structural organi-

zation are very relevant.

The possibilities of applying nanosilicon are far from being limited. If, for

example, a layer of particles of this chemical element with a thickness no more

than 10 nm is applied to the surface of the solar battery, then the battery efficiency

will increase by 5% (the main role is played by the effect of re-emission of

ultraviolet light quanta). Plasma-chemical nanosilicon can be used in the develop-

ment of a fundamentally new technology for cancer combating. Its essence lies in

the fact that on the surface of spherical particles, oxygen is available. Its usual

triplet state is biologically inert. But, if we bring it into an excited, singlet state,

‘highlighting’ the nanosilicon with a laser, it turns into the strongest oxidizer and

literally burns cancer-infected cells, if, of course, the drug is delivered to the right

place. Nanodispersed silicon powders have the ability to absorb ultraviolet radia-

tion and are widely used for making sunscreen cosmetics.

3.8.1.2 Other Nanosilicon Applications

In agricultural production, the use of nanosilicon improves the absorption of

nitrogen, phosphorus and potassium by crops. Nano-transformed silicon stimulates

growth processes and stress resistance of agricultural crops and accelerates the

maturation process. The main function of silicon in plants can be called the

increasing of the resistance level to any stresses and unfavourable conditions and

the ability to withstand toxins.

In medical practice, nanosilicon:

• Creates electrical colloidal systems that have the property of ‘sticking’ to

themselves viruses and pathogens that are dangerous to humans. Organic com-

pounds of silicon are able to form bioelectric charged systems that adhere to

pathogens (influenza, fungi, herpes, hepatitis, etc.) and neutralize them
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• Plays a major role in the connective tissue components and bonds individual

fibres of elastin and collagen

• Together with protein structures promotes the formation of enzymes, amino

acids and hormones

• Affects the work of the nervous system and brains (improves the conductivity of

nerve fibres and the function of certain structures of the brain and energizes the

cerebellum, which is responsible for controlling and coordinating our move-

ments and balance)

• Stimulates the activity of the immune system (increases resistance to viral and

bacterial infections) and influences metabolic processes in erythrocytes, mono-

cytes and lymphocytes

• Is an antioxidant that blocks the processes of peroxide and enzymatic oxidation

of lipids, which in turn increases the protective functions of the epidermis and

increases the resistance of nails and hair to the oxidative effects of free radicals

• Ensures the elasticity of the walls of the vessels and the ability to respond to

brain commands to widen and narrow the vessels

• Prevents the penetration of cholesterol into the blood plasma and the deposition

of lipids on the vessels walls

In the scientific community, nanosilicon evokes the keenest interest, including

the actual creation of new morphological structures such as Si-fullerenes. In this

case, nanosilicon becomes economically competitive in comparison with

nanocarbon. To obtain nanosilicon is cheaper than nanocarbon, since silicon is

presented in nature much wider. Silicon processing technologies are also well

developed and very effective. Nanosilicon has many reasons to occupy an impor-

tant niche in the knowledge-intensive industry and market in the nearest time.

3.8.2 Nanosilicon: Calculations of Electronic Structure

Figure 3.7 shows cluster models of nanosilicon in the effective medium. Figure 3.8

shows EDOS curves and corresponding coherent potentials for 1-, 2- and 5-atomic

silicon clusters.

Fig. 3.7 Nanosilicon models: (a) 1-atomic cluster; (b) 2-atomic cluster; (c) 5-atomic cluster.

Interatomic distance is 2.22 au
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Figures 3.9 and 3.10 represent the model and EDOS calculation results for PES

18-atomic cluster as a spherical nanoparticle of 15 nm in diameter, embedded into a

‘vacuum’. Although a solid-state maximum exists in the vicinityE~0.3Ry, the
degeneracy of the EDOS curve profile is generally observed. This fact can be

a) d)

b) e)

c) f)
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Fig. 3.8 Modelling of nanocrystalline silicon: (a, b, c) – density of electronic states for 1-,2- and

5-atomic clusters; (d, e, f) – corresponding coherent potentials

3.8 Monoatomic Nanosystems: Nano-Si, Nano-Se 65



attributed to a decrease in the symmetry of the atomic configuration (in comparison

with the symmetry of the 5-atomic cluster).

3.8.3 Selenium Versus Nano-selenium

Selenium (Se) was discovered by the outstanding Swedish chemist Jons Berzelius

in 1817. Se is a fairly common microelement. Se is a non-metallic chemical

Fig. 3.9 Model of

nanoparticle in ‘vacuum’,
18-atomic cluster,

nanoparticle diameter is

about 15 nm
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Fig. 3.10 Typical density
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states of nanosilicon

particle
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element, the element of the XVI group of the periodic table. In chemical activity

and physical properties, it resembles sulphur and tellurium. Se appears in a number

of allotropic forms: the most popular are a red amorphous powder, a red crystalline
material and a grey crystalline metal-like form called metallic selenium. This last

form conducts electricity better in the light than in the dark and is used in

photocells. Se burns in air and is unaffected by water but dissolves in concentrated

nitric acid and alkalis.

3.8.3.1 General Se Applications

• Se has good photovoltaic and photoconductive properties, and it is used exten-

sively in electronics, such as photocells, light meters and solar cells.

• The second largest use of selenium is in the glass industry: selenium is used to

remove colour from glass, to give a red colour to glasses and enamels.

• The third main use, taking about 15%, is sodium selenite for animal feeds and

food supplements.

• Se can also find applications in photocopying, in the toning of photographs. Its

artistic use is to intensify and extend the tonal range of black and white

photographic images.

• Other uses of selenium are in metal alloys such as lead plates used in storage

batteries and in rectifiers to convert AC current in DC current. Selenium is used

to improve the abrasion resistance in vulcanized rubbers. Some selenium com-

pounds are added to antidandruff shampoos.

3.8.3.2 Nano-selenium in the Environment

• Se is among the rarer elements on the surface of this planet and is rarer than

silver. Selenium is present in the atmosphere as methyl derivatives.

Non-combined Se is occasionally found, and there are around 40 known

selenium-containing minerals, some of which can have as much as 30% sele-

nium – but all are rare and generally they occur together with sulphides of metals

such as copper, zinc and lead.

• The main producing countries are Russia, the USA, Bolivia and Canada. Global

industrial production of selenium is around 1500 tonnes a year, and about

150 tonnes of Se are recycled from industrial waste and reclaimed from old

photocopiers.

• Se occurs naturally in the environment. It is released through both natural

processes and human activities. Well-fertilized agricultural soil generally has

about 400 mg/ton since the element is naturally present in phosphate fertilizers

and is often added as a trace nutrient. In its natural form as an element, selenium

cannot be created or destroyed, but Se does have the ability to change form.
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• The behaviour of Se in the environment strongly depends upon its interactions

with other compounds and the environmental conditions at a certain location at a

certain time.

• Se can accumulate in the body tissues of organisms and can then be passed up

through the food chain.

3.8.3.3 Health Effects of Nano-selenium

Humans may be exposed to selenium in several different ways:

• Se exposure takes place either through food or water or when we come in contact

with soil or air that contains high concentrations of selenium. This is not very

surprising, because selenium occurs naturally in the environment extensively

and it is very widespread. The exposure to selenium mainly takes place through

food, because selenium is naturally present in grains, cereals and meat.

• Humans need to absorb certain amounts of Se daily, in order to maintain good

health. Food usually contains enough selenium to prevent disease caused by

shortages.

• Se uptake through food may be higher than usual in many cases, because in the

past many selenium-rich fertilizers have been applied on farmland.

• Se poisoning may become so severe in some cases that it can even cause death.

• Overexposure of selenium fumes may produce accumulation of fluid in the

lungs, garlic breath, bronchitis, pneumonitis, bronchial asthma, nausea, chills,

fever, headache, sore throat, shortness of breath, conjunctivitis, vomiting,

abdominal pain, diarrhoea and enlarged liver. Se is an eye and upper respiratory

irritant and a sensitizer. Overexposure may result in red staining of the nails,

teeth and hair. Selenium dioxide reacts with moisture to form selenious acid,

which is corrosive to the skin and eyes.

Se demonstrates:

• Three antigenic functions on hepatitis B

• Three antigenic functions on hepatitis C

• A magical liver protection ability being the natural killer of liver diseases

3.8.4 Nano-selenium: Calculations of Electronic Structure

Cluster models of the nano-selenium are presented in Fig. 3.11.

The results of the EDOS modelling and the corresponding coherent potentials of

nanocrystalline models (Fig. 3.11) are presented in Fig. 3.12. It is shown that the

3-atomic cluster reflects the electronic properties of amorphous selenium, and the

7-atomic cluster gives the main features of its nanocrystalline modification [6–8,

12]. The structural data used in the calculations corresponds to trigonal selenium.
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The purpose of this numerical study is to find out at which level of a short-range

order the crystalline properties begin to appear. The obtained data indicate that the

second coordination sphere already sufficiently well determines the nanocrystalline

properties. This is consistent, in particular, with the Ioffe–Regel hypothesis, about

the decisive role of a short-range order in determining the electronic properties of

non-regular disordered semiconductor materials.

3.9 Nanocompounds: Nanochalcogenides

A fundamental difficulty in modelling electronic properties of the binary

chalcogenide-type compounds is the reproduction of the composition characteristic

x. Calculations have demonstrated that the short-range order at the level of the first

coordination sphere of the atomic structure under consideration makes it possible to

obtain the correct EDOS of monoelement amorphous and nanocrystalline semi-

conductors. In fact, this means the essential role of nanoscale factors. This circum-

stance made it possible to apply a similar calculation scheme for binary

chalcogenides. However, in this case, it is necessary to solve the problem of

constructing ‘crystalline’ potentials of a binary compound for any x, which is for

monoelemental materials looks relatively simple [2, 34]. However, if the problem

of potentials can be considered technical, then the concept of the structure of a

binary compound is nontrivial and cannot be based only on the level of a short-

range order.

The atomic structure of the system for arbitrary x is a system with a medium

order.

Namely, this level of the structural configuration can provide the reproduction of

the atomic structure characteristic of a given ‘x’. It should be taken into account that
this is not a substitutional alloy with a regular matrix but a system with explicit

topological disorder.

From the point of view of the cluster model developed in [2, 22, 23], the

structure of a non-regular binary compound can be considered as a set of different

basic clusters represented in a structural matrix with different statistical weights

Fig. 3.11 Nano-selenium models: (a) 1-atomic cluster; (b) 2-atomic cluster; (c) 3-atomic cluster;

(d) 7-atomic cluster. Interatomic distance is 2239 a.u
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Fig. 3.12 Modelling of nanocrystalline selenium: (a, b, c, d) – density of electronic states for 1-,

2-, 3- and 7-atomic clusters; (e, f, g, h) – corresponding coherent potentials
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(see Figs. 3.13 and 3.14) [23, 46] in an effective medium. It might seem, that it is

possible to calculate simply a large cluster that takes into account the features of the

atomic structure of the investigated composition AxB1� x. However, it is a very

time-consuming calculation. Moreover, this calculation is not reasonable for essen-

tial contribution of a short-range order into EDOS. But, since the short-range order

in the binary compound can vary significantly from node to node of the structural

matrix of the nanocrystalline material, there is the statistics of the basic clusters that

determines the final EDOS [23, 31, 32, 46] (Fig. 3.15).

3.9.1 Binary and Ternary Chalcogenide Glassy Systems

The bandgap estimation in numerical modelling is based on the cluster model

including the group of basic clusters (Se3, As4, AsSe3, As2Se2, As2Se, etc.) embed-

ded into the effective medium with a complex potential in accordance with

the CPA.

Fig. 3.13 Model of chalcogenide nanocrystalline material based on the concept of structural

units: binary compound with As-type and Se-type structural units

Fig. 3.14 Model of chalcogenide nanocrystalline material based on the concept of structural

units: ternary compound with As-type, Se-type and Si-type structural units
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The selection of a composition of clusters for the reproduction of a necessary

predefined x is performed according to the relation:

AsxSe1�xeXN
i

AskiSeli½ �αi, ð3:102Þ

where AskiSeli½ � is the symbolic designation of the i-th basic cluster, ki and li are the
number of As- and Se-type atoms, αi is the weight coefficient of the i-th basic

cluster and N is the number of basic clusters.

The averaging of physical characteristics, for example, �Eg, is performed by the

formula:

�Eg ¼
XN
i¼1

αiE
i
g

 !
=
XN
i¼1

αi

 !
: ð3:103Þ

The values Ei
g are obtained in the EDOS calculations for each basic i-th cluster,

taking into account the mass density ρi determining the radius of the cluster Ri
CL.

When selecting the composition of basic clusters, it is also necessary to take into

consideration the chemical ordering in the system, that is, take into account the

characteristic binding energies of As–As, Se–Se and As–Se (2.07, 2.14, 2, 26 eV,

respectively).

This circumstance has a noticeable effect in the ‘rare’ composition at

0.45 < x < 0.66, where stronger As–Se bonds are more likely to occur. Combining

the composition of basic clusters pursues the goal of reproducing the characteristic

space topological invariant of the system AsxSe1� x. Figure 3.16 and Table 3.5

illustrate the results of bandgap estimations for various cluster compositions.

Fig. 3.15 The model of the

characteristic cluster

structure of the non-regular

chalcogenide

systemAxB1� x, L is the

characteristic size (scale) of

the system
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The ambiguity of structural ordering in complex non-regular solids and nano-

crystalline materials AxB1� x can be considered as their common property. The

features of the short-range order in the neighbourhood of each node are, first of all,

due to the physical conditions for the system preparation and, secondly, the

principle of chemical ordering taking into account the 8-N rule and the values of

the neighbouring atoms binding energies.

Reproduction of a given composition is possible in many ways. For example,

atx¼ 0.50, the increase in the cluster fraction of the As4 and Se3 type in the system

leads to the increase in the bandgap (Fig. 3.16, point 11, ¼ 1.47 eV) in comparison

with the more equilibrium structure, where there are clusters of the As2Se2 type

(Point 9,Ei
g¼ 1.428 eV). Moreover, the first atomic configuration can be associated

with freshly evaporated film and the second one with the annealed film. Then an

estimation of the energy gap changes under the photoinduced transformation and

gives the value of ΔEg� 0.04eV.

At subsequent light effects, we findΔEg� 0.02eV (structural transitions:state’11
’, state’9’). These estimations are generally in satisfactory agreement with data on

photoinduced changes (ΔEg� 0.015eV for amorphous As2Se3 [47]).

The developed cluster multicomponent model [24] using the cluster calculation

method [10, 21–23, 30, 32, 46] allows performing energy estimations of the change

in optical properties under induced structural changes. It should also be noted that

the calculation data satisfactorily describe the general nature of the experimental

dependence (see Fig. 3.16). The cluster approach to binary and more complex
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amorphous systems based on the proposed multiconfiguration model is rather

general. It allows making Eg reasonable estimations for materials of the AV
x B

VI
1�x

C IV
y -type. The more accurate are these estimations, the more carefully the calcula-

tions of electronic properties of the basic clusters occurring in these materials will

be performed. It is worth noting that the cluster multicomponent model is indirectly

confirmed by the results of photoemission measurements for As2Se3, As2S3 and

As2Te3, which indicate that electronic spectra, for example, nanocrystalline As2Se3
can be obtained by statistical mixing of electronic spectra of monoelements As

and Se.
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Chapter 4

Scattering Processes in Nanocarbon-Based
Nanointerconnects

In order to overcome disadvantages of contemporary microtechnology, the minia-

turization of electronic devices, the integration level expansion and the increase of

the operation frequencies and power density are required, including the use of

adequate materials and innovative chip interconnects. Due to their unique physical

properties, especially due to a ballistic mechanism of conductivity, carbon

nanotubes (CNTs) attract a permanently growing technological interest, for exam-

ple, as promising candidates for nanointerconnects in high-speed electronics. New

possibilities for modern nanoelectronics open with novel ‘marginal’ forms of

graphene – nanoflakes (GNFs) and nanoribbons (GNRs), which are comparable

with CNTs – demonstrate a wasteless ballistic mechanism of conductivity.

Graphene nanointerconnects are also important for nanotechnology. Full integra-

tion of graphene into conventional device circuitry would require a reproducible

large-scale graphene synthesis that is compatible with conventional thin film

technology.

The main aim of the current research is to implement advanced simulation

models for a proper description of the electrical resistance for end contacts between
CNTs and GNRs of different morphologies and metallic substrates of different

nature [1]. An adequate description of nanotube chirality [2] is one of the key points

for the proper simulations on electric properties of CNT-based nanoelectronic

devices.

The resistance of contact between arbitrary CNT and metallic catalytic substrate

can considerably exceed that observed separately in a nanotube and a metal [3]. The

conductance between real metals and CNTs still occurs, but it is mainly due to the

scattering processes, which are estimated to be rather weak [4]. We draw attention

to these scattering phenomena in detail (e.g. [1]).
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4.1 Non-regularities in Nanointerconnects

Now the main attention is focused on the junctions of carbon nanotubes (CNTs) and

graphene nanoribbons (GNR) with contacting metallic elements of a nanocircuit.

These contact spaces are essentially non-regular. Numerical simulations on the

conductance and resistance of these contacts are performed using the multiple

scattering theory and the effective media cluster approach. We have simulated

both single-walled (SW) and multiwalled (MW) CNTs and single-layered

(SL) and multilayered (ML) GNRs with different morphology. Figure 4.1 repre-

sents the contacts of metal substrates with CNTs and GNRs, respectively, as

prototype nanodevices. The contact regions (CNT–Me and GNR–Me) are the

objects of a microscopic approach responsible for the main contribution to the

resistance. Meanwhile, the resistances of nanotubes, nanoribbons and the metallic

substrate per se may be considered as macroscopic parameters.

There are some important applications of CNTs- and GNRs-based interfaces

with other materials for novel nanosensor devices. Usually, these devices are

considered as integrated devices around 10–50 μm2 in size. The fundamental

electron devices are field-effect transistors (FETs) (see Fig. 4.2a), which are very

sensitive to various external influences of different nature such as mechanical,

chemical, electrical, magnetic, etc.

A field-effect transistor (FET) is nano in size, whose on/off threshold depends on
the tube dimensions, shape and temperature, among others. A local deformation of

CNT (GNR) creates a change in the on/off threshold voltage of the transistor. The

electrical properties of carbon-based interconnects change under the influence of

external factors. The advantage of CNTs and GNRs in comparison with bulk

materials is due to their small size, high strength, high electrical and thermal

conductivity and a large surface area. Unique physical properties of CNTs and

GNRs and their various interconnects allow considering them as sensing

nanomaterials in different kinds of sensors – pressure, flow, thermal, gas, optical,

mass, position, stress, strain, chemical and biological sensors.

Fig. 4.1 Models of C–Me interconnects as prototypes of novel nanodevices: (a) CNT–Me

interconnect; (b) multilayered GNR–Me interconnect
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Taking into account specific physical properties of CNTs and GNRs metal

interconnects, which are explained by the presence of ‘dangling’ chemical bonds,
we should point out the expressed sensitivity of electric properties of interconnect

space to chemical, electric and magnetic influences. Moreover, we can treat

Fig. 4.2 (a) The unperturbed field-effect transistors based on a CNT and GNR. CNT- or

GNR-based FET is mainly composed of a corresponding semiconducting carbon material

suspended over two electrodes. (b) Physical nanosensors: a conducting threshold can be altered

when the tube or graphene ribbon is bent. (c) Chemical nanosensors: a conducting threshold can be
altered when the amount of free charges on the tube of graphene ribbon surface is increased or

decreased by the presence of donor or acceptor molecules of specific gases or composites. (d)
Biological nanosensors: monitoring of biomolecular processes such as antibody/antigen interac-

tions, DNA interactions, enzymatic interactions or cellular communication processes, among

others
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interconnects as spaces with morphological non-regularities. Therefore, we also

consider interconnects as a perspective group of nanosensors. The recent classifi-

cation of nanosensors based on CNTs and GNRs considers three main groups:

physical, chemical and biological [1] (see Fig. 4.2).

Physical nanosensors are used to measure magnitudes such as mass, pressure, force

or displacement. The working principle is usually based on the fact that the

electronic properties of both nanotubes and nanoribbons change when these are

bent or deformed (Fig. 4.2b).

Chemical nanosensors are used to measure magnitudes such as the concentration of

a particular gas, the presence of a specific type of molecules or the molecular

composition of a substance (Fig. 4.2c).

Biological nanosensors are used to monitor biomolecular processes such as anti-

body/antigen interactions, DNA interactions, enzymatic interactions or cellular

communication processes, among others (Fig. 4.2d).

The central point of research is the interconnect space, where non-regularity
effects are very essential. This space determines also the conductivity of interfaces

of nanodevices and integrated nanosystems.

4.1.1 Scattering Processes in Nanocarbon-Based
Nanointerconnects

The electronic structure for CNT–Me and GNR–Me interconnects can be evaluated

through the electronic density of states (DOS) for carbon–metal contact considered

as a ‘disordered alloy’, where clusters containing both C and Me atoms behave as

scattering centres. The computational procedure that we have developed for these

calculations is based on the construction of cluster potentials and the evaluation of

both scattering (S) and transfer (T ) matrices [5]. The general model of multiple

scattering using the effective media approximation (EMA) combined with the

coherent potential approach (CPA) for condensed matter is based on the atomic

cluster formalism. When using the CPA as EMA approximation, the resistance of

the interconnect is evaluated through Kubo–Greenwood formalism [6–8] or, in the

simplest cases, through Ziman model [9].

A general model of multiple scattering with the effective media approximation

(EMA) for condensed matter based on the atomic cluster approach is presented in

Fig. 4.3. So far, the cluster formalism has been successfully applied for metal Cu

metal [5], as well as for semiconductors, both elemental (Ge and Si) and binary

(AsxSe1�x and SbxSe1�x) [10, 11]. Special attention has been paid to the latter, since

the concept of statistical weighing has been applied for the binary components in

solid solutions.

We have developed structural models for CNT–Me and GNR–Me junctions,

based on their precise atomistic structures, which take into account the CNT
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chirality effect and its influence on the interconnect resistance for Me (¼ Ni, Cu,

Ag, Pd, Pt, Au) and predefined CNT (or GNR) geometry.

In the simplest cases, the electronic structure of CNT–Ni interconnects can be

evaluated through the DOS for the C–Ni contact considered as a ‘disordered alloy’
[12]. In the current study, we have developed more complicated structural models

of CNT–metal junctions based on a precise description of their atomistic structures.

When estimating the resistance of a junction between a nanotube and a substrate,

the main problem arises due to the influence of the nanotube chirality on the

resistance of SW and MWCNT–Me interconnects (Me ¼ Ni, Cu, Ag, Pd, Pt, Au)

for a predefined CNT geometry.

4.2 Electronic Structure Calculations of Nanocarbon-
Based Interfaces

Resistivity can be considered as a scattering problem, where the current carriers

participate in the transport, according to various mechanisms based on the presence

of scattering centres (phonons, charge defects, structural defects, etc.), including a

Fig. 4.3 Multiple scattering problem for the system of clusters as multiple scattering model of

condensed matter: strategy of calculations on fundamental properties of condensed medium

described within the effective media approximation
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pure elastic way, called ballistic (Matissien rule). The developed computational

procedure is based on the construction of cluster potentials and the evaluation of the

S- and T-matrices for scattering and transfer, respectively, [8, 10]. It allows us to

realize the full-scale electronic structure calculations for condensed matter (‘black
box’), where influence means a set of electronic ‘trial’ energy-dependent wave

functions Ψ in(r) and response Ψ out(r) gives a set of scattering amplitudes

corresponding to possible scattering channels for any ‘trial’ energy. This allows

us ‘to decrypt’ the electronic spectra of ‘black box’ [10, 12].
The scattering paradigm is presented in Fig. 4.4. This allows us to realize full-

scale electronic structure calculations for condensed matter.

We consider a domain where the stationary solutions of the Schr€odinger equa-
tion are known, and we label them as:

ψ in rð Þ ¼ φk rð Þ ¼ exp ikrð Þ: ð4:1Þ
The scattering of ‘trial’ waves, in the presence of a potential, yields new

stationary solutions labelled as:

ψout rð Þ ¼ ψ �ð Þ
k rð Þ ð4:2Þ

for the modified Schr€odinger equation Ĥψ �ð Þ
k rð Þ ¼ Eψ �ð Þ

k rð Þ. An electronic struc-

ture calculation is considered here as a scattering problem, where the centres of

scattering are identified with the atoms of clusters [1, 12].

The first step to modelling is the construction of potentials [12], both atomic and

crystalline, which is based on analytical Gaspar’s potential of screened atomic

nucleus [13] and Xα and Xαβ presentations for the electronic exchange and corre-

lation, using the LDA (local density approximation).
Figure 4.5 shows both atomic and crystalline potentials for carbon as compared

to the Hartree–Fock atomic potential. Then, we apply the so-called muffin-tin

approximation (MTA) for potential models.

To obtain an electronic structure, the calculations of scattering properties are

necessary, generally, in the form of S- and T-matrices (Fig. 4.3). These calculations

start with the definition of the initial atomic structure to produce a medium for the

solution of the scattering problem for a trial electronic wave. The results of the

potential modelling and phase shifts in the framework of MT-approximation are

presented elsewhere.

BLACK  BOX

INFLUENCE RESPONSE

Yin Yout

Yout = SYin

T = 1 – S

Fig. 4.4 The scattering

paradigm: influence (in) and
response (out)
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The formalism used here for calculations on the electronic structure is based on

the CPA, the multiple scattering theory and cluster approach. As a first step, we
postulate the atomic structure at the level of short- and medium-range orders. As a

second step, we construct a ‘crystalline’ potential and introduce the muffin-tin

(MT)-approach. This is accomplished by using realistic analytical potential func-

tions (e.g. [1, 8]).

The scattering paradigm for the simplest cases of spherically symmetrical

potentials (elastic scattering) looks as follows:

ψ rð Þ ! eikz þ f θð Þe
ikr

r
“liquid metal” model
� � ð4:3Þ

and

ψ rð Þ ! eikz þ f θ;φð Þe
ikr

r
spherical cluster modelð Þ: ð4:4Þ

Then, the electronic wave scattering problem is solved, and the energy depen-

dence of the scattering properties for isolated MT-scatterers is obtained in the form

of the phase shifts δlm(E), and the T-matrix of the cluster is found as a whole. The

indices l and m arise, as a result of expansions of such functions as Bessel’s
functions jl, Hankel’s functions hl and spherical harmonics Ylm.

In general, the modelling of disordered materials represents them as a set of

atoms or clusters immersed in an effective medium, with the dispersion E(K) and a

0.4 0.6 0.8 1.0 1.2 1.4
-12

-10

-8

-6

-4

-2

Carbon potentials

V(
r),

 R
y

r, a.u.

 calculated model atomic potential
 self-consistent HF atomic potential
 calculated 'crystalline' potential 

Fig. 4.5 Analytical carbon potentials based on a simulation procedure as compared to the results

of Hartree–Fock calculations [1]
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complex energy-dependent coherent potential Σ(Е) found self-consistently in the

framework of the CPA. The basic equations of this approach are:

Σ Eð Þ ¼ Veff þ Th i 1þ Geff Th ið Þ�1
, ð4:5Þ

G Eð Þ ¼ Geff þ Geff Th iGeff ¼ Gh i, ð4:6Þ
T E;Kð Þh i ¼ 0, ð4:7Þ
Σ Eð Þ ¼ Veff , ð4:8Þ

Gh i ¼ G Eð Þ ¼ Geff , ð4:9Þ
N Eð Þ ¼ � 2=πð Þ ln det G Eð Þk kf g: ð4:10Þ

Here <... > denotes averaging; Veff and Geff are the potential and the Green’s
function of the effective medium, respectively; T(E,K), the T-matrix of the cluster;

and N(E), the integral density of the electronic states. Equation (4.7) can be

re-presented in the form:

T E;Kð Þh i ¼ SpT E;Kð Þ ¼
Z
ΩK

K T E;Kð Þj jKh idΩK ¼ 0, ð4:11Þ

where Kj i ¼ 4π
X
l,m

ið Þljl krð ÞY∗
lm Kð ÞYlm rð Þ is the one-electron wave function, Sp

means the calculation of the matrix trace while the integration is performed over all

angles of K inside the volume ΩK. Equation (4.7) enables obtaining the dispersion

relation E(K) of the effective medium. The DOS calculations have been performed

using the relation:

ρ Eð Þ ¼ 2

π

Z
Im SpG r; r0;Eð Þf gdr, ð4:12Þ

where G r; r0;Eð Þ ¼ P
l,m

Ylm rð ÞYlm r0ð ÞGl r; r
0ð Þ is the angular expansion of Green’s

function.

The paradigm of the scattering theory and the developed strategy of simulation

of CNTs electronic properties use the generalized scattering condition for the

low-dimensional atomic structures of the condensed matter:

ψ �ð Þ
k rð Þ /

r!1
ϕk rð Þ þ f

�ð Þ
k Ωð Þ exp �ikrð Þ

r d�1ð Þ=2 , ð4:13Þ

where Ω describes the integrated space in angular units while superscripts ‘þ’ and
‘�’ label the asymptotic behaviour in terms of d-dimensional waves:

∂σa!b

∂Ω
¼ 2π

hv
φbh jV̂ ��ψþ

a

��� ��2ρd Eð Þ, ð4:14Þ

where d is the atomic structure dimension.

84 4 Scattering Processes in Nanocarbon-Based Nanointerconnects



The calculations of conductivity are usually performed using Kubo–Greenwood

formula [14]:

σE ωð Þ ¼ πΩ

4ω

Z
f Eð Þ � f Eþ hωð Þ½ � DEj j2ρ Eð Þρ Eþ hωð ÞdE, ð4:15Þ

where ω is a real frequency parameter of Fourier transform for the time-dependent

functions, f(E) is Fermi–Dirac distribution function, DE,E0 ¼
Z
Ω

Ψ∗
E0∇ΨEdr , ΨE

(K)¼A exp(iKr) and K is the complex wave vector of effective medium.

The dispersion function E(K) determines the properties of the wave functionΨE

(K) upon the isoenergy surface in K-space.

For static conductivity (ω¼ 0and T ¼ 0 K), Eq. (4.16) gives the Drude-like

formula:

σE Kð Þ ¼ e2n∗

m∗
τ, ð4:16Þ

where n* is the effective electron density with a relaxation time τ� l/vh, l(T ) is the
free path while a heat velocity is vh¼ (3kT/m∗)1/2. The effective electron mass can

be defined using the dispersion law:

m∗ ¼ ∂2
E=∂K2

R

� ��1

, ð4:17Þ

where KR is a modulus of the real part of the vector K.

There are some ideas to estimate the conductivity in static and frequency

regimes taking into account the temperature effects. However, in the case of CNT

(of GNR), we must consider not only the diffusive mechanism of conductivity but

also the ‘so-called’ ballistic one. This is an evident complication in the interpreta-

tion of electrical properties of CNTs, GNRs and the related systems.

Usually two basic electron conductivity mechanisms in CNT-based structures

are considered. The ballistic mechanism is engaged in electron transport within

CNTs, while the collisional mechanism is characteristic of CNT-substrate inter-

connects. Hence the general conductivity σgen is evaluated as follows:

σ�1
gen ¼ σ�1

coll þ σ�1
ball. For pure CNTs, we clearly observe that σball� σcoll. The

collisional contribution is basically connected with the specific morphology of

interconnects space [14]. In the framework of multiple scattering theory formalism

and effective medium approximation, we can evaluate both factors of conductivity.
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4.3 Electromagnetics of CNT and Graphene-Based
Systems

4.3.1 ‘Liquid Metal’ Model for CNT–Metal Junction: CNT–
Ni case

The term ‘liquid metal’ means the structural disorder of the substance involved;

more precisely, only the nearest order (short-range order – SRO) is considered as it

usually occurs in a liquid. It also means that the interatomic distance between the

nearest neighbours (first coordination sphere) is fixed, whereas the angular coordi-

nates are random. In the context of this model, the interconnect space C–Ni is

considered as ‘liquid’ alloy CxNi1�x.

Both Figs. 4.6 and 4.7 depict the idealized images of contacts between CNTs and

the Ni substrate.

The model in CPA approach (4.11) gives the dispersion law for the effective

medium and the electronic density of states (EDOS, see Eq. (4.12)), where the

argument K of dispersion function E(K) is a complex: KR þ iKI. The ‘mixed’
dispersion law [12]:

EC�Ni KRð Þ ¼ xEC KRð Þ þ 1� xð ÞENi KRð Þ ð4:18Þ
means configurationally averaged state of the electronic structure within the inter-

connect space with a variable extent of disorder. The ‘liquid metal’ alloy model can

be used for evaluating mixed effective mass m*C-Ni(E) (see Eq. (4.17)). Taking into
account the spectral dependence of the effective mass m*(E) and estimating the

spectral resistivity ρx(E) ¼ 1/σx(E), and following Eq. (4.16), we can estimate the

average layer resistivity ρx, av as follows:

C-Ni
Substrate

contact

Ni

C
C

C-Ni
Ni

Fig. 4.6 Fragment of

interconnects between the

Ni substrate and C

nanotubes
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ρx, av ¼
R Efin

0
ρx Eð ÞdE
Efin

, ð4:19Þ

where Efin is the width of the conduction band and x(z) is the stoichiometry

coefficient depending on the coordinate z of the ring layer (Fig. 4.7). The depen-

dence of specific resistivity on alloy composition is presented in Table 4.1.

The evaluation of resistance for the CNT–Ni contact gives ~105 kOhm for the

nanotube with the internal and external radii – R1 ¼ 1.0 nm and R2 ¼ 2.0 nm,

respectively.

Evidently, the results of the resistance evaluation for interconnect depend

essentially on both the layer height l0 and the spectral integration parameter Efin,

which is responsible for the electron transport of really activated hot electrons.

Ni

C

CxNi1-x
z x(z)

Fig. 4.7 Model of CNT–Ni

interconnect as a disordered

alloy

Table 4.1 Dependence of

specific resistivity ρ(x) on
alloy composition (x)

No. x Layer resistivity CxNi1� x, ρ(x), 10
2 Ohm.nm

1 0.00 0.807

2 0.10 0.813

3 0.20 0.821

4 0.30 0.833

5 0.40 0.849

6 0.50 0.871

7 0.60 0.905

8 0.70 0.962

9 0.80 1.081

10 0.90 1.458

11 1.00 8.231
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The ‘liquid metal’ model [12] does not operate with CNT chirality in the

interconnect space. Limitations of chirality effects (e.g. chirality angle) in the

CNT–Me junctions forced to develop a semiempirical model that considers the

local atomic structure of the interconnect. For this aim, we have constructed a

model of ‘effective bonds’ for the interconnect with a realistic atomic structure.

4.3.2 Model of ‘Effective Bonds’ for Simulations of CNT–Me
and GNR–Me Junctions

The model of CNT–Me and GNR–Me nanointerconnects (Fig. 4.1) has been

developed in the present research. Within the electronic transport formalism, it

consists of two regions supporting two different electron transport mechanisms:

ballistic (elastic) and collisional (non-elastic). These electron transport processes

are simulated using the corresponding boundary conditions in the form of the

effective medium. The CNT and GNR chiralities (n,m) are simulated by the

corresponding orientation of the chirality vectors within the scattering medium.

The most problematic areas for the proper simulation are CNT–Me and GNR–Me

end-type junctions, where the atomic structural disorder (non-regularity) is

observed and the conductivity mechanism is changed.

The influence of chirality on resistance in the vicinity of interconnect depends on

the number of statistically realized bonds between the CNT (GNR) and the metal

contact (e.g. Ni, Cu, Au, Ag, Pd, Pt).

Using the simulation models, presented earlier [1], we have determined the

resistance for both (SW and MW) CNT–Me and (SL and ML) GNR–Me intercon-

nects, based on the evaluation of the interface potential barriers and implementation

of Landauer formula [14], which defines the integrated conductance:

IG ¼ 2e2

h

XN
i¼1

Ti ¼ 1

12:92 kOhmð Þ
� 	XN

i¼1

Ti ¼ 0:0774
XN
i¼1

Ti: ð4:20Þ

The chirality (m,n) is simulated by the corresponding orientation of carbon rings

within the scattering medium (Fig. 4.8).

CNT interconnect configuration models for zigzag and armchair morphologies

and active bond formation for computer simulations are presented in Figs. 4.9 and

4.10.

Figures 4.11, 4.12 and 4.13 demonstrate end-type contact formation.

In the case of side-type contact for GNR–Me interconnects, the number of

effective bonds per contact square is quite high (see Fig. 4.14).
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4.3.3 SWCNT and SL and ML GNR Simulations

Figures 4.11, 4.12 and 4.13 present a creation of C–Me ‘effective bonds’. Substrates
of fcc-metals are considered here [100]. It should also be emphasized that this is a

probabilistic process when only more-or-less equilibrium bonds (‘effective bonds’)
are formed at interatomic distances corresponding to the minimum total energies.

The evaluation of a number of ‘effective bonds’ using Eq. (4.20) is principal for the
number of ‘conducting channels’, since the conductance is proportional to the

number of appeared ‘effective bonds’ within the CNT–Me interconnect.

Fig. 4.9 CNT interconnect configuration model

Fig. 4.8 Modelling of chirality: carbon ring rotation within CNT and GNR and the expected

results
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The calculations of the ‘effective bonds’ capabilities lead to an estimate of the

energy-dependent transparency coefficient of the potential barrier C–Me (Figs. 4.15

and 4.16). The scattering process for this potential barrier is regulated by the effect

of ‘thin film’ for conductivity electrons, which leads to quantization in voltaic

parameters (in the case of full transparency). The transmission (transparency)

coefficient T for the barrier scattering problem (Fig. 4.16) is defined as:

T ¼
ffiffiffiffiffi
E2

E1

r
2

ffiffiffiffiffi
E1

pffiffiffiffiffi
E1

p þ ffiffiffiffiffi
E2

p
� 	2

, ð4:21Þ

Fig. 4.10 Active bonds formation in the simulation of catalytic growth of CNT on the

Me-substrate

Fig. 4.11 CNT–Me interconnect formation model

90 4 Scattering Processes in Nanocarbon-Based Nanointerconnects



Fig. 4.12 Zigzag CNT–Ni interconnect formation

Fig. 4.13 Armchair GNR–
Me end-type interconnect
formation model

Fig. 4.14 GNR–Me side-type interconnect formation model
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Fig. 4.15 Interconnect potential model for the scattering problem: CNT–Me, GNR–Me

Fig. 4.16 Formation of a potential barrier for SWCNT–Me (SL GNR–Me) junction
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where E1 and E2 are the corresponding electron energies. Evaluation of resistances

of CNT–Ni junctions for various NT diameters and chiralities is presented in

Table 4.2 (see also Figs. 4.17 and 4.18).

These resistances have been evaluated taking into account that only thermally

activated electrons, i.e. a small part Δn of all quasi-free electrons n, participate in
the conductance process with Fermi velocity vF. This ratio can be evaluated as

follows (see also Fig. 4.19):

Δn

n
�

1
2
ρ
�
EF 0ð ÞkT

2
3
ρ EF 0ð Þð ÞEF 0ð Þ ¼

3

4

kT

EF 0ð Þ , ð4:22Þ

where f(E) is Fermi–Dirac distribution function and ρ(E) is a DOS while

kT¼ 0.0258 eV for T ¼ 300 K.

Evaluations of thermalization effect for Ni, Pd and Au substrates are presented in

Fig. 4.20.

Table 4.2 Resistances for SWCNT–Ni interconnects

Diameter

(nm)

Chirality

indices

Number of bonds

in contact

Modulus of chirality

vector (nm)

Interconnect

resistance (kOhm)

zigzag,ϕ¼ 0
�

1.010 С(13,0) 12 2.952 665,19

2.036 С(26,0) 24 6.394 333,33

5.092 С(65,0) 64 15.990 124,72

10.100 С(130,0) 129 32.002 61,87

20.360 С(260,0) 259 63.940 30,82

armchair,ϕ¼ 30
�

0.949 С(7,7) 12 2.982 665,19

2.035 С(15,15) 28 6.391 205,71

5.021 С(37,37) 72 15.765 111,11

10.041 С(74,74) 146 31.531 54,79

20.084 С(128,128) 294 63.062 27,21

C(3m,m),ϕ¼ 14
�

0.847 С(9,3) 3 2.66 2666,66

1.694 С(18,6) 5 5.32 1600,00

5.082 С(54,18) 16 15,96 500,00

10.16 C(108,36) 36 32.05 222,22

20.32 C(216,72) 80 64.10 100,00

C(2m,m),ϕ¼ 19
�

1.036 C(10,5) 5 3.254 1600,00

2.072 C(20,10) 9 6.508 888,88

4.973 C(48,24) 17 15.614 470,50

10.1528 C(98,49) 47 31.880 170,21

20.5128 C(198,99) 97 64.410 82,47
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Fig. 4.17 CNT–Ni interconnect resistances via NT diameter
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Δn

n
¼ 3

4

kT

EF Tð Þ �
3

4

kT

EF 0ð Þ
1

1� πkT
2
ffiffi
3

p
EF 0ð Þ

� �2
,

x ¼ kT

EF 0ð Þ,
Δn

n
� 0, 75

x

1� 0:82x2
:

The role of thermally activated electrons is described by the scattering mecha-

nism changing in the space of CNT–Me interconnect. The mean free path L in the

CNT is of order 102–104aC, where aC is a carbon covalent radius, which can be

explained by the ballistic mechanism of electron transport within the energy

channel of the CNT. At the vicinity of interconnect, we observe a drastic decrease

of the electron mean free path down to 1–2 aC. From the uncertainty condition κ L�
1 (where L ~ aC ~ 2 a.u. is a free path), it is possible to evaluate Fermi electron wave

number κ/ κF� 1/aC� 0.5 a.u.�1. It means that EF ~ 0.25 Ry, i.e. a large increase

of resistance, occurs in the interconnect space. In particular, the variation of the

chirality angle ϕ within the interconnect space leads to the fluctuation of the

number of C–Me atomic bonds. In the case of 0� < ϕ < 30�, a certain number of

Fig. 4.19 Hot electrons of

conductivity: evaluation of

thermalization factor

Fig. 4.20 Thermalization

effect in CNT–Ni, CNT–Pd

and CNT–Au
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non-stable and non-equilibrium bonds can be created. Evidently, this leads to the

decrease of interconnect conductance, which is well observed when performing

variation of nanotube diameter (Fig. 4.17).

Specific results for chirality effect simulations are shown in Fig. 4.18, with the

evident maximum of the resistance for ϕ � 15�, where a large number of

non-equilibrium bonds is formed, with higher potential barriers and lower

transparency.

4.3.4 Parametric Calculations of CNT–Me Interconnect
Resistances

In the course of the study, parametric calculations of the effective numbers of bonds

and resistances for Ni, Pd and Au CNT interconnects were performed, where CNT

diameters varied from 1 to 22 nm and chirality angle from 0� to 30� (with the step of
5�) for two basic metal substrate orientations ([100] and [111]). The aim of these

detailed simulations is to create approximation dependences and data base of

interconnect compositions for various technological applications [15, 16]. Techno-

logically, reasonable results of these simulations (Au–Me interconnect [100],

[111]) are shown in Fig. 4.21.

The dependence of the interconnect resistance on the number of effective bonds

(Rinterconnect�Neff. bonds) is a constant value. In the case of CNT–Au interconnect

([100]), it equals approximately 4000 kOhm (Figs. 4.22 and 4.23).

Figure 4.24 shows the generalized results of simulations on resistance of junc-

tions obtained for various metallic substrates. It is clear that Ag and Au substrates

are more effective electrically while Ni appears much less appropriate substrate for

interconnect, although it yields the most effective catalyst for CNT growth. On the

other hand, the catalysts, which are usually used for the SWCNT growth (e.g. Fe,

Co and Ni), have stronger bonds to the ends of SWCNTs than noble metals [16];

therefore, some compromise exists between electrical parameters and strengths of

the interconnect bonding.

4.3.5 Resistance MWCNT–Me Junctions

We have constructed atomistic model of MWCNTs which could fit into a porous

alumina with the diameters of holes ~20 nm. In particular, a model of MWCNT

with a predefined combination of armchair (ac) and zigzag (zz) shells is presented
in Table 4.3 and Fig. 4.25.

Using the simulation models presented earlier, we have developed an ‘effective
bonds’ model for MWCNT–Me junction resistance [12]. The results of these

simulations are presented in Fig. 4.26. For MWCNT–Me junction, the integral
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Fig. 4.21 Results of parametric calculations of effective bonds via CNT diameter for CNT–Me

interconnects: (a) Au[100]–CNT; (b) Au[111]–CNT; (c) Pd[100]–CNT; (d) Pd[111]–CNT; (e) Ni
[100]–CNT; (f) Ni[111]–CNT
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bonding with a corresponding substrate may be not as significant as in the case of

SWCNTs, where a weak bonding can be fundamental. Figure 4.26 shows similar

ratios of electric resistances for SWCNTs (Fig. 4.24), in favour of Au, Ag and Pt. It

should be noted, that technological qualities of CNT–Me interfaces predefine the

resulting resistance. In particular, experimental evaluations of CNT–Pt interconnect

resistances for side-type and end-type contacts are 50 kΩ and 50–300 kΩ, corre-
spondingly (see [17]).

4.3.6 Current Loss Between the Adjacent Shells Inside
the MWCNT

Using the model of inter-shell potential within the MWCNT, the transparency

coefficient has also been evaluated, which determines the possible ‘radial current’
losses. Figure 4.27 shows the inter-shell potential which is calculated using the

developed realistic analytical potentials (see comments on the procedure of the

potential construction, e.g. in [5]).

In Fig. 4.27, A is the electron emission energy, E is the electron energy and V is

the height of the potential barrier between the nearest atoms in neighbouring

Fig. 4.22 3D–diagram of parametric calculations of effective bonds via CNT diameter for CNT–

Ni interconnects
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nanotube shells. Thus, a radial transparency coefficient T for the two different

energy ratios can be defined as follows:

E > V,T ¼ 4Ek22
E� k22
� �

sin 2k2aþ 4Ek22
, k22 ¼ E� V, ð4:23Þ

E < V,T ¼ 4Eκ22
E� κ22
� �

sh2κ2aþ 4Eκ22
, k22 ¼ V � E, ð4:24Þ

where k2 is the electron wave number in the case of above-barrier motion and κ2 is
the same for under-barrier motion. For example, between the second and first shells

(zz-ac case, Fig. 4.19) a¼ 13.54–12.88¼ 0.66 nm¼ 12.47 a.u. and T¼3.469 	 10�6

per 1 bond.

Fig. 4.24 Resistances of the zigzag-type SWCNT–Me interconnects for the CNT diameter ~1 nm

Table 4.3 Details of the

model for MWCNT–Me

interconnects

Diameter of CNT shell (nm) Chirality

12.88 (95,95) ac

13.54 (173,0) zz

14.24 (105,105) ac

14.87 (190,0) zz

15.58 (199,0) zz

16.27 (120,120) ac

16.99 (217,0) zz

17.69 (226,0) zz

18.44 (136,136) ac

19.18 (245,0) zz

19.88 (254,0) zz
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Fig. 4.25 Model of MWCNT with a predefined combination of armchair (ac) and zigzag (zz)
shells

Fig. 4.26 Resistances of various MWCNT–Me interconnects
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Clearly, the total radial conductance is proportional to T and the number of

effective potential barriers. It is also clear that the ‘radial current’ losses (or, simply

radial current) are similar to the Hall current due to the induced magnetic field of

the basic axial current. A pure scattering mechanism is also possible. However, the

radial conductance per CNT length depends on the morphology (chirality) of the

nearest nanotubes, when the number of shortest effective barriers is varied in a

probabilistic way. This also means that current–voltage parameters of MWCNTs

can be less stable than in the case of SWCNTs. It has been found that inter-shell

interactions, such as inter-shell tunnelling of electrons and Coulomb interactions,

cause a reduction of the total MWCNT conductance [18–20].

4.3.7 Resistances and Capacitances of SL GNR–Me, ML
GNR–Me Interconnects

Similar calculations of resistances and capacitances have been carried out for

special configurations of SL GNR(zigzag)–Me interconnect and for ML GNR

(zigzag)–Me interconnect (end-type contacts) (Figs. 4.28, 4.29, 4.30 and 4.31),

which is essential, e.g. in case of planar technology in nanodevices design

[15, 16, 23].

For cases of side-type contact, the number of effective bonds per contact square

is essential. Figure 4.32 shows the conductance of GNR–Au interconnect via the

depth ‘y’ of contact overlapping.

Fig. 4.27 Inter-shell

transparency and inter-shell

MT-potential model (MT-
muffin tin)
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4.3.8 Frequency Properties of CNT–Me and GNR–Me
Interconnects

Figures 4.33 and 4.34 show parametric simulations of SWCNT (zigzag)–Au inter-

connect impedances Z via chiralities and curvatures. These results correlate with

calculations in the framework of semiclassical approach of Maksimenko et al.

Fig. 4.28 Resistances of SL GNR(zigzag)–Me end-type interconnects. SL GNR–metal intercon-

nect, width – 125 nm

Fig. 4.29 Resistances of ML GNR(zigzag)–Me end-type interconnects. ML GNR–metal inter-

connect, width – 125 nm, 10 layers
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[21, 22], where the GHz–THz range has demonstrated essential changes of inter-

connect resistances.

Our calculations (see Fig. 4.35) have been also carried out for Au(100) and

MWCNT(zigzag) with external diameter d ¼ 20 nm and are presented in Fig. 4.25.

Evaluations of C–Au potential barrier gave for zigzag SWCNT–Au V¼ 10.2297 Ev

and the corresponding capacitance Cb� 11.45 aF. Using the evaluation of local

single bond resistance (see Sect. 4.3.4):

Fig. 4.30 Capacitances of SL GNR (zigzag)–Me end-type interconnects. SL GNR–metal inter-

connect, width – 125 nm

Fig. 4.31 Capacitances of ML GNR (zigzag)–Me end-type interconnects. ML GNR–metal inter-

connect, width – 125 nm, 10 layers
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Fig. 4.32 Conductance of GNR–Au interconnect (side-type contact) via the depth ‘y’-parameter

of contact overlapping
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Fig. 4.33 SWCNT (zigzag)–Au(100) interconnect impedances via the frequency for various

chiralities
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Rb � 4000kΩ,
1

ZSINGLE

¼ Nb

Rb
þ iωNbCb,

1

ZMULT

¼
XN
i¼1

Nb, i

Rb, i
þ iωNb, iCb, i

� 	
,

ZSINGLEj j ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nb

Rb

� 	2

þ NbCbð Þ2ω2

s ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nb

Rb

� 	2

þ 2πNbCbð Þ2ν2
s ,

where ω is the cyclic frequency, Nb is the number of effective bonds, Nb, i is the

number of effective bonds in particular CNT in the MWCNT tested morphology

and N is the number of CNTs in MWCNT.

4.3.9 Concluding Remarks

Using the effective bonds model, we have predicted the resistivity of interconnects

between a metal substrate and SW or MWCNTs (SL GNR or ML GNR). There also

exists a qualitative compatibility of results obtained for CNT–Me junctions using

both approaches considered in this research: (1) Ab initio liquid metal model and

(2) semiempirical effective bonds model based on the Landauer relationship. At the

same time, the latter results are quantitatively comparable with those measured

experimentally, i.e. within the range of several up to 50 kOhm.
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Fig. 4.34 SWCNT (zigzag)–Au(100) interconnect impedance via the curvature parameter (chi-

rality index) n
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We have also developed the model of inter-shell interaction for MWCNTs,

which allows estimating the transparency coefficient as an indicator of possible

‘radial current’ losses.
We have emphasized that conductance and other current-voltaic parameters

depend on the morphology of the nearest shells in MWCNTs and ML GNRs,

which leads to complications for technology and production of nanodevices with

stable electric characteristics.

We are able now to create a database of CNT–metal and GNR–metal junction

combinations taking into account a set of parameters, namely, the angle of chirality,

the CNT diameter, the number of walls or layers, the type of metal substrate

(Me) and the orientation of metal substrate (e.g.(100), (111) or (110)). Thus, we

are able to forecast interconnect properties for various SW, MWCNT and SL and

ML GNR configurations.

Potential nanosensor devices based on CNTs, GNRs and their interconnects are

absolutely feasible and can be very effective for external influences of different

nature. They can change the electron transport regime and promote the current

losses. At the same time, the interconnect interfaces can also be sensitive to

chemical adsorbents, electrical and magnetic fields, changing the properties of

interconnect potential barrier and efficiency of conducting channels. All these

mechanisms of nanosensoring are possible to simulate in the framework of the

proposed models.
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Fig. 4.35 Interconnect impedances via the frequency for various for SWCNT–Au and MWCNT–

Au: comparison connected with critical impedance changes
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Chapter 5

Surface Nanophysics: Macro-, Meso-, Micro-
and Nano-approaches

5.1 Surface: Thermodynamics, Anisotropy

The surface represents a geometric set of points in accordance with strictly formu-

lated rules. The most common use of this term is to denote a two-dimensional

(2D) submanifold of the three-dimensional (3D) Euclidian space (xyz). In geome-

try, 2D collection of points represents a flat surface according to Eq. (5.1):

α � xþ β � yþ γ � zþ Δ ¼ 0: ð5:1Þ
Quadratic, cubic, etc. equations describe the non-flat surfaces, which are impor-

tant in many fields of natural sciences. The range of the surface could be expressed

by the natural number (2,3) as well as by fractional (e.g. fractal surface).

In physics, a surface is a continuous boundary that separates a 3D space into two

different subspaces. The phases of certain materials occur in the case when diffu-

sion processes take place. Figure 5.1 represents a comparison of absorption and

adsorption processes between two phases B and C. The absorption process repre-

sents the mixing of phase C into phase B: increasing the concentration of C-type
particles in B volume without any chemical reaction. Gas particles penetrate the

mass of a solid. Absorption processes in many cases are reversible, and it is possible

to recover absorbed substance into the previous state. Substance B (liquid or gas)

diffuses into liquid C to form a solution according to Fick’s second law (1D form):

∂c
∂t
¼ D

∂2
c

∂t2
, ð5:2Þ

where c represents the concentration of substance B into C, x is the reaction

coordinate (physical distance from the interaction point), and D is the diffusion

coefficient related to the substance behaviour. At intermediate states, concentration

of C-type particles increases in B volume, and it is a time-dependent process. After

© Springer International Publishing AG 2018
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established equilibrium, concentration of C-type particles in B volume is uniform

(time-independent and distance-independent).

Otherwise, adsorption occurs in case when particles (extracted from liquid solute

or gas) accumulate or concentrate at the surface of solid forming heterogeneous

surface (mass transfer process). Adsorbent (also called substrate) represents the

solid where adsorption takes place (covering the surface), adsorbate represents the

substance adsorbed on the surface of solid (short distance to surface), and adsorp-

tive represents the substance before the adsorption process (long distance to sur-

face). Thus, the generated high-energy interface is located at a short distance to

low-energy adsorptive system:

ADSORBENT  ADSORBATE ADSORPTIVE: ð5:3Þ
Diffusion processes (or more generally mass transfer processes) as well as

adhesion processes create the region of particle accumulation at the liquid–solid

or gas–solid interface. Adsorbed substance B creates an atomic or molecular film.

Limited quantities of substance (in many cases – very small) are adsorbed

(in comparison to absorption). Adsorption is a surface phenomenon, and geomet-

rical area of surface could be treated as the main parameter for modelling. Satura-

tion of covering is also limited by the surface. Surfaces of solids always express the

tendency to attract the additional particles due to the presence of surface energy. In

microparticle assumption, unbalances residual forces represent driving forces for

adsorption.

Let us assume the existence of two phases – B and C. Two different approaches

are presented in Fig. 5.1. with two bulk phases B and Cwith volumes VB and VC and

the interface between phases (surface A). Figure 5.2 represents the dependence of

concentration c of the bulk phase on the distance to the surface d. In the near

surrounding, the concentration c rapidly increases.

Adsorbate (a substance adsorbed on the surface) and adsorbent (a substance

which creates the region of increased concentration of adsorbate) could be treated

as two interacting materials (the so-called phases).

An idealized model (Gibbs model) could be used in some cases, where the

thickness of the surface phase is negligible, and two phases – B and C – are divided

by Gibbs dividing plane, the so-called ideal interface.

The real alternative model (Guggenheim model) represents a quasi 3D surface,

and the thickness of the surface phase is equal to z. The interfacial region is

extended and its volume is significant. Figure 5.3 represents Gibbs (ideal) interface

vs Guggenheim (real) interface between phases B and C.

Fig. 5.1 Absorption and

adsorption processes

between phases B and C.
Left – bulk phase C and

absorbing phase B, right –
bulk phase C and adsorbing

phase B
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Otherwise, Gibbs model as the first assumption allows interpreting the interface

as ideally thin. The crystallographic surface as well as covered surface (thin film)

and also the cell membrane may be considered similarly in the framework of the

physical chemistry. The classical liquid surface can often be treated in the first

assumption as a solid surface [1].

The adsorption processes must be analysed in two aspects: (1) thermodynami-

cally, equilibrium of interfacial energy must be realized in the final phase of the

processes; and (2) kinetically, the rate of adsorption process depends on the surface

and substance behaviour as well as previously declared thermodynamic conditions.

Thermodynamically, many processes could be characterized through changes of

arguments T and p, which results from Gibbs’ free energy ΔG:

ΔG ¼ ΔH � TΔS, ð5:4Þ
where ΔH represents the enthalpy and ΔS is the entropy. For adsorption, decreasing
of free energy takes place (in the case if T and p are constants). Adsorption as a

spontaneous exothermic process is characterized by the negative Gibbs energy. The

so-called condition of spontaneity arises from Eq. (5.5)

ΔG ¼ ΔH � TΔS < 0, ð5:5Þ
when particles of the adsorbate are fixed on the surface of the adsorbent (adsorption

process is finished) the translational motion of the adsorbate is strongly limited in

comparison with the bulk phase. It means that the freedom of the adsorbate strongly

decreases and the entropy becomes negative:

Fig. 5.2 Adsorption

processes between phases

B (surface) and C (bulk

solution). Left – dependence
of concentration c of bulk
phase on distance to surface

d. Right – bulk phase C and

adsorbing phase B

Fig. 5.3 Surfaces between

phases B and C
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ΔS < 0, ð5:6Þ
ΔG ¼ ΔH � T �ΔS½ �, ð5:7Þ
ΔG ¼ ΔH þ TΔS: ð5:8Þ

According to Eq. (5.8), enthalpy ΔH should be negative, as determines the

mentioned process as exothermic:

ΔH < 0: ð5:9Þ
The so-called condition of exothermicity arises from Eq. (5.9).

Several parameters of Gibbs model will be described as the sum of partial

parameters: total volume V, internal energy U, entropy S and number of particles

of the i-th type Ni:

V ¼ VB þ VC, ð5:10Þ
U ¼ UB þ UC þ UA, ð5:11Þ
S ¼ SB þ SC þ SA, ð5:12Þ
Ni ¼ NBi þ NCi þ NAi, ð5:13Þ

where indexed parameters belong to the mentioned phases B and C as well as

interface A. Now it is necessary to estimate the exact phase contribution. Let us

assume the energy density for both homogeneous phases as internal energy per unit

volume: uB anduC.
The total energy U could be expressed as follows:

U ¼ uBVB þ uCVC þ UA, ð5:14Þ
where UA represents an internal energy of interface A. Actually, the molecular

amount at interfaces changes significantly. For i-th type of particles, molecular

concentration represents the behaviour of two phases: cBi and cCi. According to

Eq. (5.15), an additional quantity of particles is formed in two-phase system due to

the interface is equal to NAi:

UA ¼ U � uBVB � uCVC, ð5:15Þ
NAi ¼ N � cBiVB � cCiVC: ð5:16Þ

Now it is possible to determine the main parameter – interfacial excess Γi:

Γi ¼ NAi

A
: ð5:17Þ

In some cases, interfacial excess Γi could be treated as a molecular concentration

on the surface (number of particles per unit area).

The Gibbs approach is known as the Gibbs dividing surface (GDS). Let us

assume the existence of the solution: any substance dissolved in a certain solvent.

The interface is determined by the point of position, where the surface excess of

solvent particles becomes zero.
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The main phenomena of the surface could be titled as physical stability of the

surface as well as the presence of the surface free energy [2]. The classical task

(how to estimate the surface energy) starts from a crystal interface (macro-
approach).

Let us assume the crystal of volume V, which consists of N particles. Let us

assume the internal energy U as a function of entropy S, which is predetermined by

temperature T, pressure P and chemical potential μ:

U ¼ U S;V;Nð Þ, ð5:18Þ
dU ¼ ∂U

∂S

� �
V,N

dSþ ∂U
∂V

� �
S,N

dV þ ∂U
∂N

� �
V,S

dN, ð5:19Þ
dU ¼ TdS� PdV þ mdN: ð5:20Þ

In a specific case, if solid consists of one particle (N ¼ 1), the chemical potential

μ ¼ m, and Eq. (5.20) transforms to Euler equation for one particle (5.22):

U 1S; 1V; 1Nð Þ ¼ 1U S;V;Nð Þ, ð5:21Þ
U ¼ TS� PV þ mN: ð5:22Þ

For a conservative system, the particle energy U is a time-independent function:

dU

dT
¼ 0, ð5:23Þ

SdT � PdV þ Ndm ¼ 0: ð5:24Þ
Equation (5.24) is called the Gibbs–Duhem equation.

Now it is necessary to evaluate the differences between macro- and microstruc-

tures. For large isotopic solids, the pressure inside is the same in all directions, but

the pressure at the plane surface is anisotropic (anisotropy ratio is very high). It

means that damaging the crystal surface (crystal cleavage along crystallographic

planes) needs to consume additional energy which is proportional to the surface A.
As a result, from Eq. (5.22), the additional member gA must be introduced, when

the factor g is called the surface tension:

U ¼ TS� PV þ mN þ gA, ð5:25Þ
g ¼ dU

dA
: ð5:26Þ

The surface tension is related to the surface formation energy when the main

physical parameters (temperature T, volume V and the chemical potential of the

particle m) are time independent. For microparticles, an additional condition must

be established: the number of particles N does not change. The surface tension for a

solid body corresponds to the gas pressure (two-dimensional analogue). The second

term in Eq. (5.25) pdV represents the work by increasing the volume V. The
pressure p is always directed from surface (in normal direction). If the surface
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area A increases when the volume V remains constant, the surface of the elastic

vector is oriented parallel to the surface.

Now it is possible to determine four different approaches in materials science

concerning the surface phenomena (see Table 5.1). A geometric surface can cover

some amount of chemical substances, or otherwise, chemical substance could be

formed in a certain cube containing pores. Significance of the surface according to

surface thermodynamics could be treated as negligible (in case of macro-subjects)

or significant (in case of micro-subjects). For practical estimation, the value of

diameter d allows attributing the particles or pores into four groups: d > 20 μm –

macropores, 2 μm < d < 20 μm – mesopores, 800 nm < d < 2 μm micropores and

d < 800 nm – nanopores.

The ideal geometric surface contains any kind of pores. On the contrary, real

surfaces are in pores of dimensions of molecular size and bigger. The real surface

phenomena include two factors: (1) covering or adsorption as a slow mass transfer

and (2) bonding capacity of the adsorbate.

5.2 Physical and Chemical Adsorption, Adsorption
Kinetics

Adsorption is a surface-based process where adhesion of molecules from gas or

liquid to a surface occurs. Attraction of adsorbate molecules to an adsorbent surface

is a spontaneous process. Adsorption can occur at all surfaces. This term was first

used in 1881 by a German physicist Heinrich Kayser (1853–1940). For the adsor-

bent surface and adsorbate molecules, adsorption processes start with the

reorientation of molecules in the near environment to the surface and finish with

the strong or soft fixation of molecules by short distances too. At the final position,

attractive and repulsive forces become balanced when adsorption occurs. After

finishing all steps, the free energy of the system decreases.

The surface forces of an adsorbent (substrate) are unsaturated, and according to

the mentioned condition, the concentration of particles in the proximity of a surface

arises (deposition takes place). The adsorbent surface and adsorbate gas (or liquid)

could be treated as a thermodynamic system characterized by the total energy.

Table 5.1 Size-scaled approaches in materials science

Pore size Surface, % Volume, %

Macro Negligible 30

Meso <5 <10

Micro >90 40 � 50

Nano >95 100

0.1 nm Nanoscale 100 nm Microscale 100 μm Macroscale 1 mm

2 μm Mesoscale 20 μm
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Two types of adsorption can be found in materials science: physical adsorption

and chemical adsorption. Exchange adsorption is always regarded as a special case

of adsorption, when the strong electrostatic forces attract the particles to charged

sites on the surface. Table 5.2 represents the comparison of adsorption forces.

Physical adsorption (additional terms physisorption, van der Waals adsorption)
occurs in the case if attracting forces are of van der Waals type only. Chemical

adsorption (additional terms chemisorption, Langmuir adsorption, activated
adsorption) occurs in the case if attracting forces are of similar strength in com-

parison with chemical bonds.

Inductive forces such as intermediate forces could make a major contribution to

the total adsorption energy on several metals such as alumina. Surprisingly, but this

contribution is negligible for silica.

Due to the weak bonding forces, physical adsorption is the reverse process:

increasing temperature or decreasing pressure can reduce the adsorbed amount of

adsorbate. Van der Waals interactions are significant at low temperatures only. The

attraction of particles is not fixed to a specific area. Individuality of both types of

particles (adsorbent and adsorbate) is preserved. According to that, adsorbate is

relatively free to move from the surface or along the surface. Surface covering and

surface dissipation are limited by thermal motion.

Otherwise, chemical adsorption is related to the creation of new chemical bonds

while passing through the activation energy barrier. Due to unsatisfied vacancies of

the surface and the existence of molecular fragments of the adsorbent, a solid

surface can catalyze reactions. Table 5.3 represents a comparison of physical

adsorption vs chemical adsorption processes.

Figure 5.4 presents the gas adsorption scheme on activated charcoal. Also,

potential energy diagram of physical (PS) and chemical (CS) adsorption is

presented. The dependence contains a minimum, which predetermines the condi-

tion of a stable point.

As in the case of interaction between two molecules, adsorbate–adsorbent

interactions could be modelled by means of Lennard–Jones (LJ) potential:

Table 5.2 Nature of adsorption forces for physical (PS) and chemical (CS) adsorption

Type Definition

Van der Waals forces, London

dispersion forces

PS

Inductive forces, dipole–dipole

forces

PS, presence of significant induced dipole moment

Hydrogen bonding Interactions between proton-donor group of adsorbate and

nucleophilic polar surface of adsorbent

Covalent bonding CS
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Table 5.3 Physical (PS) vs chemical (CS) adsorption

Different aspects of adsorbent (AT) and adsorbate (AE)

Physisorption (PS) Chemisorption (CS)

Requiring of suitable PT conditions in any

gas–solid system

Chemical bonding between AT and AE

Relatively low temperature required Wide interval of temperature is possible

PS accelerates with decreasing of

temperature

CS accelerates with increasing of temperature

until extremum point, then decreases

High pressure P favours PS, low pressure

causes desorption

High pressure P is favourable, low pressure does

not cause desorption

No activation energy barrier Activation energy takes place

Equilibrium rapidly Equilibrium slowly

Reversible Mostly irreversible

Longer distance between AT and AE Shorter distance between AT and AE

Long range, weak bonding between AT and

AE (van der Waals interactions)

Short range, strong bonding between AT and AE

(usually covalent)

No decomposition of adsorbate Possible breakage of adsorbate into radicals

(or atoms) which will be bounded separately

No significant MO overlap MO overlap takes place

No electron transfer Electron transfer takes place

No sharing of electrons Sharing of electrons takes place

No chemical reactions Chemical reaction occurs

PS begins as a monolayer CS begins as a monolayer

Multilayer or monolayer covering Monolayer covering only

Any canalization Canalization of reactions

Enthalpy in range [5 � 50] kJ/mol Enthalpy in range [40 � 800] kJ/mol

Dissociation energy up to 0.5 eV Dissociation energy [1 � 10] eV

Exothermic Exothermic

0

activated

charcoal

CS
PS

-50

-100

-150

-200

Reaction Coordinate

%
 (

Δ 
H

, k
J/

m
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Fig. 5.4 Gas adsorption on activated charcoal (left). Energy diagram of physical (PS) and

chemical (CS) adsorption

122 5 Surface Nanophysics: Macro-, Meso-, Micro- and Nano-approaches



VL,J ¼ E
Rm

R

� �12
� Rm

R

� �6" #
, ð5:27Þ

where E represents the depth of the potential well, R is the distance between the

particles, and Rm is the distance of minimal potential. Buckingham potential

looking similar to LJ-potential contains repulsive part as an exponential function:

VB ¼ E exp �Rm

R

� �
� Rm

R

� �6" #
: ð5:28Þ

Near the equilibrium point and especially for chemical adsorption, Morse

potential could be useful:

VM ¼ DE 1� exp �α R� Rmð Þð Þ½ �2, ð5:29Þ
α ¼

ffiffiffiffiffiffiffiffiffi
k

2DE

r
, ð5:30Þ

where DE represents dissociation energy and k is the force constant at the minimum

of the well.

In many cases, chemical adsorption and physical adsorption could occur at the

same time but at different distances. CS always is dominating at short distances, in

comparison to PS. At long distances, PS starts to dominate over CS.

Some differences between chemical adsorption and physical adsorption could be

explained by energy exchange. Heat of adsorption, ΔH, could be derived from

Clausius–Chaperon equation:

∂ lnP

∂T

� �
V

¼ �ΔHAD

RT2
: ð5:31Þ

Especially for physical adsorption, enthalpy of adsorption HADS is approxi-

mately equal to enthalpy of condensation QCON:

ΔHADS � QCON: ð5:32Þ
For chemical adsorption, such two values can differ in orders. Tables 5.4 and 5.5

represent several structures with energies typical for process.

Many popular adsorbents are grouped into three classes:

(i) Carbon-based compounds: activated carbon, graphite and graphene. Such

materials are typically hydrophobic and non-polar.

(ii) Oxygen-containing compounds: silica gel and zeolites. Such materials are

typically hydrophilic and polar.

(iii) Polymer-based compounds: functional polar groups in a porous polymer

matrix. Figure 5.5 represents model of silica surface covered in different

ways. Free hydroxyl and bounded hydroxyl on silica surface are the simplest
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case in layer formation. Otherwise, mixed bounding could create more stable

structures when reactive and bound hydroxyl forms several bonds. In addition,

‘molecular’ structure, so-called surface siloxane, could form in special case.

Adsorption process could be characterized as cp dependency (amount or con-

centration of adsorbate on the adsorbent surface as function of adsorbate gas

pressure p at constant temperature T).
This type of graph is called the adsorption isotherm. The reversible process as

behaviour of two types of chemical reactions (adsorption and desorption at the same

time) could be characterized by Eqs. (5.33) and (5.34):

ADSORBATEþ ADSORBENT! COVERED LAYER, ð5:33Þ
COVERED LAYER! ADSORBATEþ ADSORBENT: ð5:34Þ

Table 5.4 Enthalpies of processes

Process Motion Adsorbate/adsorbent ΔH, kJ/mol

Physisorption Condensation N2/Fe �6
Physisorption Adsorption N2/Fe �10
Physisorption Adsorption N2/graphite �12
Chemisorption Adsorption N2/Fe �150

Table 5.5 Physical (PS) vs chemical (CS) adsorption. Comparison on energies

Physisorption (PS) Energy, kJ/mol Chemisorption (CS)

200 � 400 Covalent bonding

100 � 200 Donor-acceptor interactions

70 � 150 CT interactions

Acid-base interaction with proton transfer 60 � 80

π � π intermolecular complexes 30 � 40

Hydrogen bonding <20

Dipole–dipole interactions 10

Van der Waals interactions 5

Fig. 5.5 Silica (Si) surface covered by hydroxyls [�OH]: (a) free hydroxyl; (b) bounded hydroxyl
by [O ¼ CH2]; (c) reactive and bound hydroxyl; (d) surface siloxane
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Chemisorption is always followed by charge transfer (CT) processes, in which

adsorbate and adsorbent occur (reactant R and catalyst). Let us assume the exis-

tence of initial reaction of electron accepting:

Rþ e� ! R�: ð5:35Þ
If the reactant R is placed outside the surface, a partial charge transfer between

the reactant R and the catalyst could be formed (corresponds to a chemisorption

bond). If the reactant R is placed on the surface, a complete charge transfer between

the reactant R and the catalyst initiates the creation of a charged area (hole layer)

following a flow of electrons. This process is called depletive chemisorption.

Equilibrium of both processes could be achieved at a certain temperature, but in

the transition period, equilibrium will shift in the direction where the number of

particles decreases. After saturation, the increase of pressure does not affect the

covered amount of the adsorbent. Figure 5.6 represents the saturation phenomena in

physical adsorption. Dependency of adsorbed amount of adsorbate on adsorbate

pressure is not linear but becomes linear after saturation pressure PS. Figure 5.7

represents adsorption isobars for both processes: physical adsorption (PS) and

chemical adsorption (CS).

Generally, four factors are significant to describe the phenomena of adsorption

effect:

1. The nature of the adsorbent and adsorbate (molecular structure of gas and

crystalline or polycrystalline structure of surface). Actually, vacant electronic

states on the surface represent the additional potential. The possibility to cata-

lyze many chemical reactions occurs due to the mentioned condition.

2. The surface area of the adsorbent. Geometrically, the area of 2D surface gives

the smallest value. For metal clusters of different diameters, the surface area is

more fractal than plane;the surface area increases (e.g. from 2 to 2.3). For

smaller clusters, absorbance on surface interface increases significantly, in

orders.

3. Temperature. Le Chatelier’s principle (or the principle of response reactions)

claims that any change in status quo of chemical substance prompts an opposing

reaction in the responding system. Initially, the system must be presented at

equilibrium, and any changes in temperature induce the readjustment processes

to counteract the effect of the applied change. Finally, a new equilibrium is

established. For adsorption as an exothermic process, it means that magnitude of

adsorption increases when temperature decreases (case of physical adsorption).

The rise of temperature can switch physical adsorption to chemical adsorption

(passing to the activation barrier, formation of strong bonding).

4. Pressure. Increasing pressure, the adsorption reaction yield increases – until a

certain saturation level is exceeded (see Fig. 5.6). The decrease of pressure

causes a reverse process – desorption.
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Adsorption could be characterized through isotherms – dependency of the

amount of the adsorbent on its pressure (in case of gas) or concentration (in case

of liquid), when temperature is constant.

5.3 Gibbs Adsorption Isotherms

Now it is necessary to estimate a near-surface layer. Particles of substances may

form several sub-layers as thin films in the processes of accumulation. Let us

assume the existence of two-phase systems consisting of B and C – see previous

Fig. 5.1. Separation of phases is obtained by the surface A (cross-sectional area of

the dividing surface). Total Gibbs free energy of a system could be obtained as a

sum:

G ¼ GB þ GC þ GA, ð5:36Þ
where GB and GC represent Gibbs free energy of phase B and phase C, respectively,

and GA represents Gibbs free energy of a cross-sectional area (surface A) which
separates the mentioned phases B and C.

Let us assume the existence of several homogeneous components (total number

j) with the chemical potential μi and concentration ci. Each phase (phases B, C and

interface A) could be characterized by Gibbs free energy for a phase:

Fig. 5.6 Saturation

phenomena in physical

adsorption. Dependency of

amount of adsorbate n on

adsorbate pressure p, when
T ¼ const

Fig. 5.7 Adsorption

isobars: dependencies of

adsorbate amount on

temperature. Left, physical
adsorption (PS); right,
chemical adsorption (CS)
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GB ¼ U þ pV � TSþ
XjB
i¼1

μini, ð5:37Þ

GC ¼ U þ pV � TSþ
XjC
i¼1

μini, ð5:38Þ

GA ¼ U þ pV � TSþ
XjA
i¼1

μini, ð5:39Þ

where pVT represents thermodynamic parameters: pressure, volume and tempera-

ture, U is the internal energy, and S is the entropy.

The total derivative according to Eq. (5.36) includes three types of factors:

dG ¼
X
B,C,A

X1 þ X2½ � þ X3, ð5:40Þ

where

X1 ¼ dU þ pdV þ V dp� TdS� SdT, ð5:41Þ

X2 ¼
Xj

i¼1
μidni þ

Xj

i¼1
nidμi, ð5:42Þ

X3 ¼ Adgþ gdA: ð5:43Þ
Actually, gdA factor must be treated as negligible (in case of stable surface area).

Factor g represents the surface tension.

All chemical or physical processes related to the covering of surfaces and

creation of interface are reversible. According to the first law of thermodynamics,

dU represents behaviour of heat energy Q and workW (non-pressure volume work,

surface energy is considered):

dU ¼ QþW: ð5:44Þ
In Eqs. (5.40) and (5.41) presented dU can be expressed as follows:

dU ¼ QþW ¼
X
B,C,A

TdS� pdV �W½ �: ð5:45Þ

By substituting Eqs. (5.45, 5.46, 5.47, 5.48, 5.49 and 5.50):

dG ¼
X
B,C,A

Vdp� SdT þ
Xj

i¼1
μidni þ

Xj

i¼1
nidμi

" #
þ Adg, ð5:46Þ

dG ¼ Vdp� SdT þ
Xj

i¼1
μidni: ð5:47Þ

Properties of B, C phases and interface A are related by Eq. (5.48):
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Xj

i¼1
niBdμi þ

Xj

i¼1
niCdμi þ

Xj

i¼1
niAdμi þ Adg ¼ 0: ð5:48Þ

Let us assume the phases B and C as bulk phases. Let us establish the equilib-

rium (T ¼ const, p ¼ const). First two members in Eq. (5.48) are negligible:

Xj

i¼1
niBdμi ¼

Xj

i¼1
niCdμi ! 0: ð5:49Þ

According to Eq. (5.49)

Xj

i¼1
niAdμi þ Adg ¼ 0: ð5:50Þ

The Gibbs isotherm equation (Eq. 5.50) is called the adsorption isotherm that

related surface tension g of a solution with the concentration of the solute n.
Foo et al. [3] presented a great number of different models for researches.

Table 5.6 represents several models of adsorption isotherms which are important

from the historical point of view or due to real acceptance in the surface chemistry –

advantages and disadvantages are pointed out.

Freundlich Adsorption Isotherm. In 1909, Herbert Freundlich derived a primitive

empirical relation which allows predicting the adsorption capacity on adsorbate

pressure. This model has been useful so far as the relation of the first order

assumption. In the case when identity of solute is unknown, it is possible to

postulate the deposition model as simple as possible: adsorbate forms a monomo-

lecular layer on the surface.

The quantitative dependence of the adsorption capacity (the amount of deposited

particles of substance) was related to the equilibrium pressure of the adsorbate p:

x

m
¼ k � p1

n, ð5:51Þ

log
x

m

h i
¼ logk þ 1

n
logp, ð5:52Þ

where x is the mass of the adsorbate and m is the mass of the adsorbent. Constants

k and n > 1 are characteristic for a particular gas and the surface (adsorbate and

adsorbent, respectively). Equation (5.70) as a logarithmic dependence shows that

the adsorbate amount increases slowly in comparison with pressure.

Figure 5.8 represents Freundlich isotherm, which explains idealized adsorption

in first assumption as a linear dependence.

Slope n � 1 is distributed practically in range [0.1 � 0.5]. In a special case

(at high pressure) if n � 1 ¼ 0, Eq. (5.70) becomes:
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log
x

m

h i
¼ logk, ð5:53Þ

x

m
¼ k ¼ const: ð5:54Þ

Equation (5.54) expresses the process of adsorption independent of pressure. In

the next case, if n � 1 ¼ 1, Eq. (5.70) becomes:

log
x

m

h i
¼ logk þ logp, ð5:55Þ
x

m
¼ kp: ð5:56Þ

Adsorption is pressure dependent. It is necessary to point out that the Freundlich

isotherm correctly represents the adsorption capacity at equilibrium pressure of the

adsorbate only at low pressure.

Langmuir Adsorption Isotherm. In 1916, Irving Langmuir (Nobel Prize winner in

1932) presented a simple model for the adsorption of substance onto simple

surfaces. Let us assume ideal gas to be adsorbed on surface, and adsorbed molecules

are fixed at surface (immobile). All adsorbate regions are identical energetically.

This model is suitable when surface is homogeneous and uniform, and only

monolayer adsorption occurs. Figure 5.9 represents the surface structure of Lang-

muir adsorption: adsorbate – monolayer. Interactions between adsorbed molecules

are absent, and adsorbed and desorbed (free) molecules exist in equilibrium.

The presented model is suitable for the analysis of reaction mechanisms in

chemisorption as well as physisorption [4]. According to the model, reaction

yield is independent of the amount of the adsorbed substance. Heat of the adsorp-

tion is a constant.

Table 5.6 Physical (PS) vs chemical (CS) adsorption. Comparison on models

Model of

isotherm Advantages Disadvantages

Freundlich Monolayer on surface Any interactions between

adsorbate particles

Langmuir One-layer model Empirical model, any physics

BET Three-layer model Semi-empirical model

Lattice gas Complete description of interactions between

adsorbate particles

Big computer resources

required

Fig. 5.8 Freundlich

adsorption isotherms
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Let us assume the existence of the surface covered by adsorbate at pressure of

adsorbate P. The total number of adsorption sites is equal to N, number of occupied

sites – n. The fraction q of the surface (as covered by substance):

q ¼ n

N
: ð5:57Þ

At equilibrium of adsorption and desorption processes:

kAP N � nð Þ ¼ kDn ð5:58Þ
The equilibrium constant Keq is equal:

Keq ¼ kA
kD
¼ n

P N � nð Þ , ð5:59Þ

where kA and kD are adsorption and desorption rate constants.From

thermodynamics:

Keq ¼ exp �ΔH
RT

� �
, ð5:60Þ

where ΔH represents heat of adsorption at standard pressure, PST, and temperature

T. Equation (5.59) could be rewritten in the form of value q (see Eq. 5.57):

Keq ¼ n

P N � nð Þ ¼
1

P N�n
n

� � ¼ 1

P N
n � 1

� � ¼ 1

P 1
q� 1

	 
 , ð5:61Þ

q ¼ KeqP

1þ KeqP
¼ P

K�1eq þ P
: ð5:62Þ

Taking into account Eq. (5.60):

q ¼ P

K�1eq þ P
¼ P

PSTexp þ ΔH
RT

� �þ P
, ð5:63Þ

n�1 ¼ N�1 þ KeqNP
� ��1

, ð5:64Þ

Fig. 5.9 Langmuir

adsorption (adsorbate –

monolayer) and BET

adsorption (three-layer)
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P

V
¼ P

Vm
þ 1

αVm
: ð5:65Þ

BET, Brunauer–Emmett–Teller Adsorption Isotherm. In 1938, Stephen

Brunauer, Paul Hugh Emmett and Edward Teller published the first article about

the BET theory [5]. Development of BET theory was related with the tasks of

industry, especially in solid catalysis. BET theory applies to systems of multilayer

physisorption and is useful in surface area determination. Figure 5.9 represents the

surface structure of the BET adsorption when the three-layer covering is made. The

BET theory usually utilizes an adsorbate that does not react chemically with the

adsorbent.

Let us assume the volume of the adsorbed vapour V, the monolayer capacity Vm,

both at the standard pressure, PST, and partial pressure of the adsorbate P, as well as
the saturation vapour pressure of the adsorbate P0. According to the first assump-

tions that Langmuir theory can be applied to each layer:

P

V P0 � P½ � ¼
1

VmC
þ C� 1ð ÞP

VmCP0

: ð5:66Þ

The constant C is called the BET constant (adsorbate and adsorbent dependent),

where ΔHA and ΔHL represent the heat of adsorption for the first and second layers,

respectively:

C � exp
ΔHA � ΔHL

RT

� �
: ð5:67Þ

In case, if P0> > P:

C� 1

C
! 1: ð5:68Þ

The BET isotherm is transformed to the Langmuir isotherm:

P

VP0

¼ 1

VmC
þ P

VmP0

: ð5:69Þ

The BET method is one of the most frequently used in the surface science when

the surface area of solids must be calculated from the data of physisorption of

some gas.
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5.4 Hydrogen Adsorption

The problem of hydrogen storage belongs to one of the more complicated technical

tasks of the contemporary humanity. Hydrogen as a source of energy could be

suitable for many areas of technical activities. However, gas form storage is not

safe; liquid form storage requires the cryogenic equipment (some sort of tank).

Liquid hydrogen boils at around 20.27 K (�252.88 �C).
There are two methods for the hydrogen storage: physical and chemical.

The physical storage could be organized as the behaviour of two physical

processes: compressing under high pressure (700 bar) and/or liquefaction

(<20 K) of molecular H2. All processes are reversible. Cryogenic equipment

consists of the high-pressure pumps and well-isolated tanks.

Chemical storage is dissociative according to Eq. (5.70):

H2 ! H þ H: ð5:70Þ
Decomposition of molecular hydrogen into the atomic one allows organizing the

deposition of the substance onto an activated surface as well as following long-time

storage. Processes of deposition can be both reversible (using metal hydrides as

adsorbents) and nonreversible (hydrolysed fuel, decomposed fuel).

Figure 5.10 represents the general scheme of molecular hydrogen adsorption on

a metal surface. Molecular hydrogen as adsorptive and adsorbate could be depos-

ited on a metal surface (physical adsorption). The reaction yield is very low. But

after the decomposition of molecular hydrogen, atomic hydrogen can be placed as

an adsorbate directly on the surface (3) as well as into pores (4).

This way is preferable taking into consideration two circumstances. Thomas K

[6] reported results of fuel cells useful for hydrogen storage for transport applica-

tions. Author discussed the tasks of adsorption of hydrogen on porous materials,

ranging from activated carbons to metal organic framework materials. The advan-

tage is formulated as follows: at temperature 77 K, up to 5 and 7.5 wt% of hydrogen

can be stored on porous carbon and metal organic framework materials, respec-

tively. Str€obel et al. [7] studied the hydrogen adsorption on carbon materials at

ambient temperature. Hydrogen adsorption reached values of 1.5 wt.% at ambient

temperature and 125 bars.

Generally, storage of solid-state materials could be realized through two inter-

faces: metal hydrides and porous materials. Metal hydrides, such as palladium

hydride, TiFeH2, MgH2, LiAlH4, LiH, etc., could be used as storage media of

low degree efficiency. Porous materials such as carbons, metal organic framework,

porous polymers and zeolites are more prominent materials for storage media.

Bianco S et al. [8] reported the study of the hydrogen adsorption in several kinds

of carbon nanotubes (CNT). Morphological microstructure and physical properties

of CNT were examined in order to establish microstructure–process–property

relationships. Several types of carbon nanotubes (SWCNT and five MWCNT)

were examined using different methods, including Brunauer–Emmett–Teller
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(BET) analysis for the surface area. The experimental measurements demonstrate a

direct correlation between the exposed surface area and adsorbed hydrogen capac-

ity, which confirms their linear relationship observed previously. SWCNT with

surface area density of 800 m2/g has shown hydrogen storage of approximately

1.7 wt% at a pressure of 35 atm. Adsorption process seems to be perfectly

reversible.

Meisner G P et al. [9] reported the previous results of novel synthesized carbon

materials with microporous of high surface area. Specific surface area value was

distinguished up to nearly 2000 m2/g and an excess hydrogen storage capacity of

4.2 wt% was observed. Authors claim that a strong correlation between the BET

values of the specific surface area and the excess hydrogen adsorption capacity was

observed.

5.5 Electronic Structure of Surface

The Molecular System. First form of material complexation is a certain atomic or

molecular system (molecule, dimer, cluster, etc). Electronic properties of molecular

system could be established by solving the Schr€odinger equation. The solution of

the differential wave equation describes particle systems as well as macroscopic

systems. The fundamental postulate of quantum mechanics claims that the wave

function Ψ0 describes all energetic properties of the system.

The time-independent Schr€odinger equation for a simple molecular system

contains Hamilton operator H0

^
which acts on a wave function Ψ0(r) representing

stationary state. Proportionality constant E represents energy of the mentioned

stationary state:

H0

^
Ψ0 rð Þ ¼ E � Ψ0 rð Þ: ð5:71Þ

Hamiltonian H0

^
includes Laplacian Δ (as second derivative) and potential

energy U0(r) as simplest case of Coulomb expression. For one-dimensional case:

Fig. 5.10 Four stages of hydrogen (red) adsorption on a metal surface. Molecular hydrogen as

adsorptive (1) and an adsorbate (2) at long and short distances from the surface, respectively.

Atomic hydrogen as an adsorbate near the surface (3 and 4)
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H0

^
xð Þ ¼ � h2

2m
� ∂

2

∂x2
þ U0 xð Þ: ð5:72Þ

The simplest equation of the wave function is presented below as a plane wave

with the amplitude A, wave vector k and angular frequency ω:

Ψ0 r; tð Þ ¼ A � exp i kr� ωtð Þ½ �: ð5:73Þ
The solution of the Schr€odinger equation for a molecular system depends on the

properties of the model. One of the simplest systems is a hydrogen molecule H2 – a

molecular system that consists of two protons and two electrons (see Fig. 5.11). In

the framework of the molecular orbital (MO) as a linear combination of the atomic

orbital (LCAO), the solution of the Schr€odinger equation gives two and more

possible states with different energies.

Figure 5.12 represents energy diagrams of the two-atom system, four-atom

system and N-atom system. Such three systems could be treated as the main

assumption of material organization starting from molecular. Practically evapo-

rated molecular beam arranges on the surface in some periodicals. Formation of

crystals is based on the lattice template.

Using the MO method, the number of stationary electronic states is equal to the

number of electrons. According to the Pauli principle, one state could be populated

by two electrons with different spins (presented by top-arrow and bottom-arrow).

The two-atom two-electron system could be characterized by two electronic states,

when the lowest is populated by both electrons with different spins (σ-state), and
next is empty, virtual (σ∗ � -state).

The four-atom four-electron system could be characterized by four electronic

states, when two lowest states are populated by four electrons (two pairs of

electrons in state with different spins), and two highest states are empty, virtually.

The highest occupied molecular orbital (HOMO) is related to the ionization energy,

and the lowest unoccupied molecular orbital (LUMO) is related to the electron

affinity. HOMO! LUMO transition denotes the electronic excitation dynamics of

the system.

According to the mentioned assumption, N-atom N-electron system contains

N states, which are overlapped in bands: the valence band (corresponds to the

occupied MO) and the conductive band (corresponds to the virtual MO). This

approach looks similar to the crystal definition.

Fig. 5.11 Simplest

molecular system: two

protons and two electrons.

Overlap of two σ-orbitals
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Crystal and Surface. The second form of material complexation is a solid formed

in the form of an ordered (monocrystalline), partially ordered (polycrystalline, film

based, etc.) or disordered system. According to the definition, a crystal represents a

certain realization of the spatial distribution of a molecular system according to the

rules of periodicals. A surface represents a two-dimensional behaviour of geometric

localization of atoms.

Let us assume the existence of a cubic crystal with the lattice constant a – see

Fig. 5.13. VectorRn describes the coordinates of nuclear related to the lattice vector

in three-dimensional space: ai, i ¼ 1,2,3. The factor ni represents the natural

number.

Rn ¼
X3
i¼1

niai, ð5:74Þ

a1 ! a; 0; 0ð Þ, ð5:75Þ
a2 ! 0; a; 0ð Þ, ð5:76Þ
a3 ! 0; 0; að Þ: ð5:77Þ

To describe the potential energy U1(r) of electrons in the crystal, operations of

translation symmetry must be used. Vector r describes the coordinates of electrons
related to the nuclear according to the Born–Oppenheimer assumption:

U1 rþ n1a1 þ n2a2 þ n3a3ð Þ ¼ U1 rð Þ: ð5:78Þ

In the Schr€odinger equation, Hamiltonian H1

^
includes Laplacian Δ (as second

derivate) and mentioned potential energy U1(r):

H1

^
Ψ1 rð Þ ¼ E � Ψ1 rð Þ, ð5:79Þ

H1

^
xð Þ ¼ � h2

2m
� ∂

2

∂x2
þ U1 xð Þ: ð5:80Þ

Fig. 5.12 Energy diagram

of different molecular

systems: two atoms, four

atoms, N-atoms
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Let us assume the existence of all electrons in the crystal as a behaviour of single

isolated electrons (coordinate r) belonging to the nuclear (Rn). The complicated

equation of the wave function is presented below as a product of the coefficient

c and the wave function of the isolated electron ϕ(r�Rn):

Ψ rð Þ ¼
X
n

c n1; n2; n3ð Þϕ r� Rnð Þ: ð5:81Þ

In that case, the wave function of the isolated electron ϕ must satisfy the

Schr€odinger equation, where s represents the energy of the stationary state of the

isolated electron:

H2

^
ϕ r� Rnð Þ ¼ ε � ϕ r� Rnð Þ, ð5:82Þ

H2

^
xð Þ ¼ � h2

2m
� ∂

2

∂x2
þ U2 r� Rnð Þ: ð5:83Þ

The potential electronic energy U1(r) is expressed as the sum of potentials of

isolated electrons and additional potentials δ:

U1 rð Þ ¼
X
n

U2 r� Rnð Þ þ δ: ð5:84Þ

By solving the Schr€odinger equation Eq. (5.79), assumptions of Born–von

Karman type must be made. A crystal of infinity dimensions is divided into crystals

of finite dimensions with N > 1 atoms. The condition of translational symmetry

according to Eq. (5.78) must be applicable to coefficients c(n1, n2, n3):

c n1; n2; n3ð Þ ¼ c n1 þ N; n2; n3ð Þ ¼ c n1; n2 þ N; n3ð Þ ¼ c n1; n2; n3 þ Nð Þ, ð5:85Þ

c n1; n2; n3ð Þ ¼ exp i k1n1 þ k2n2 þ k3n3ð Þa½ �: ð5:86Þ
After replacing, Eq. (5.81) becomes Eq. (5.87):

Ψ rð Þ ¼
X
n

exp i k1n1 þ k2n2 þ k3n3ð Þa½ �½ � ϕ r� Rnð Þ: ð5:87Þ

The factor ki represents the expression of the natural number0� ui�N:

Fig. 5.13 Cubic crystal

lattice with lattice vectors

a1, a2, a3
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ki ¼ 2π

Na
ui: ð5:88Þ

Firstly, it is necessary to solve wave equations for isolated electrons and to

receive the energy of the stationary state of the isolated electrons. Secondly, the

equation Eq. (5.79) must be solved in any practical way using semi-empirical lattice

atomic potentials. The solution of the Eq. (5.79) is presented below:

E ¼ εþ αþ 2β cos n1aþ cos n2aþ cos n3að Þ, ð5:89Þ
where α represents the Coulomb integral and β represents the exchange integral.

Analysing Eq. (5.100), it is easy to establish the minimum and maximum energy, in

case of cosγ¼ 1 or cosγ¼ � 1:

Emax ¼ εþ αþ 6β, ð5:90Þ
Emin ¼ εþ α� 6β: ð5:91Þ

Energetically, the width of the zone W increases with the decreasing lattice

constant a (due to increasing of exchange integral β).

W ¼ Emax � Emin ¼ 12β: ð5:92Þ
Figure 5.14 represents the energy diagram of the isolated atom (single energy

level) and atoms in crystal (many overlapped energy levels formed as zone). With

N!1, zone forms as quasi-continuous.

The task of forming the two-dimensional surface is related to the breaking of

three-dimensional periodicity of the crystal. After mechanical motion, the absence

of atoms initiates: (1) redistribution of the electronic charge inside the crystal and in

the near-surface environment and (2) following the reformation of the damaged

electronic states (formation of so-called surface states).

Let us assume the breaking operation of a cubic crystal (n3¼ 0) and arising of the

surface (see Fig. 5.15). Vectors a1 and a2 are placed in a plane surface (n3¼ 0).

Vector Rp describes the coordinates of any atom placed on the surface in a

two-dimensional space: ai, i ¼ 1,2. The factor ni represents the natural number

(1, 2, 3, etc.).

Rp ¼
X2
i¼1

niai: ð5:93Þ

The condition of the translational symmetry according to Eq. (5.78) must be

applicable to coefficients c(n1, n2, n3):

c n1; n2; n3ð Þ ¼ c n1 	 N; n2; n3ð Þ ¼ c n1; n2 	 N; n3ð Þ: ð5:94Þ
The condition for the surface n3¼N must be present in form:
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c n1; n2;Nð Þ ¼ 0, ð5:95Þ

c n1; n2; n3ð Þ ¼ exp i k1n1 þ k2n2ð Þa½ � sin N � n3ð Þk3a: ð5:96Þ
After replacing, Eq. (5.81) becomes Eq. (5.97):

Ψ rð Þ ¼
X
n

exp i k1n1 þ k2n2ð Þa½ �½ � ϕ r� Rnð Þ: ð5:97Þ

Solving the Schr€odinger equation for the surface, the so-called Tamm states:

E3 ¼ εþ αþ 2β cos k1aþ cos k2að Þ þ 2β coshηa, ð5:98Þ

E3 ¼ εþ αþ 2β cos k1aþ cos k2að Þ � 2β coshηa, ð5:99Þ
where α represents the Coulomb integral and β represents the exchange integral.

Figure 5.16 represents distributions of energy levels of atoms in the crystal (C) and

atoms on the surface (T). The energetic width of the zone W increases with the

decreasing lattice constant a (due to increasing the exchange integral β):

Fig. 5.14 Energy diagram:

energy levels of the isolated

atom (IA) and atoms in the

crystal (CR)

Fig. 5.15 Plane surface of

crystal lattice vectors a1, a2
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W ¼ Emax � Emin ¼ 2 � 4β ¼ 8β: ð5:100Þ
Local electronic states can be created on the surface of solids. There are three

reasons why surface electronic states occur:

1. Damage of the periodic potential of the crystalline lattice due to the atomic

dislocations.

2. The presence of uncompensated covalent bands on the surface.

3. Molecules or atoms of the adsorbate perturb the periodic potential created by the

adsorbent in the lattice.

For the determination of the surface electronic states, two main assumptions are

useful according to the presented model: the Tamm states and Shockley states.

From the physical point of view, both models represent the same reality. The

mathematical approach is different.

The Tamm states could be received by the following assumptions: (1) wave

functions are of orbital-like type and (2) the tight-binding model for localized

electrons. This method could be applied for semiconductors as well as for transition

metals. The existence of the surface states was first shown by Igor Tamm in 1932.

The Shockley states could be received by the following assumptions: (1) wave

functions are of crystal-like type and (2) the nearly free electron model. This

method could be applied for narrow-gap semiconductors as well as many metals

such as K, Al, etc.

Inglesfield [10] presented a very complete review of the electronic structure

theory of clean metals and semiconductor surfaces. Effective methods how to solve

the one-electron Schr€odinger equation are described. Detailed calculations of the

surface states of transition metals, s–p bonded metals and semiconductors are also

explained and reviewed.

Zangwill [11] presented a detailed review of the surface electronics from

different points of view: thermodynamic, crystallographic and phase transition. In

addition, the review of Green [12] must be pointed out as one of significant classical

reviews in the surface physics.

Fig. 5.16 Energy diagram:

energy levels of atoms in

the crystal (C) and atoms on

surface (T): E1 ¼ c + α,
E2 ¼ c + α þ 2β cosh ηa,
E3 ¼ c + α � 2β cosh ηa.
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5.6 Surface Plasmon Resonance

Plasmon represents a collective oscillation of the plasma density at optical or near

optical frequencies. According to this model, plasma must be treated as a free

electron gas. Figure 5.17 represents metal particles (MP) in the electric field Ewhen

oscillations of E induce oscillations of electronic clouds. The surface plasmon

resonance (SPR) is the basic method for the estimation of interactions between

adsorbent (typically gold or silver) and adsorbate. The macro-surface or the surface

of metal nanoparticles could be used for such purposes.

Figure 5.18 represents an experimental setup for the surface plasmon resonance

(SPR) built up by the Kretschmann configuration. The glass prism is covered with a

layer of Au (thickness 45 � 55 nm). The metal layer is covered with a dielectric

(sample to investigate). The incident light beam passes through the glass prism

(incident angle φ) and is reflected from the inner prism surfaces. If p-polarized light

(the wavelength of the incident light λ) accesses metal layer at the total reflection

angle, the charge density oscillations on the metal layer (evanescent field) occur.

The surface plasmon represents transverse magnetic waves. Three different envi-

ronments are present in this experiment. εd and εm represent a complex dielectric

constant of dielectrics and the metal. εp is a dielectric constant of the prism, when

the refractive index of the prismnp ¼ ε2p.

Gwon et al. [13] presented resonance conditions for SPR experiments. The

propagating vector of the surface plasmon wave ksp and electromagnetic wave

kem must be equal:

ksp ¼ kem, ð5:101Þ
ksp ¼ 2π

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εm � εd
εm þ εd

r
, ð5:102Þ

Fig. 5.17 Metal particles

(MP) in electric field E:
oscillations of E induce

oscillations of electronic

clouds
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φ ¼ sin �1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

εm � εd
εp εm þ εdð Þ

r
: ð5:103Þ

The real SPR experiment could be organized using two techniques: (1) reflected

beam changes intensity at the resonance angle (measuring of intensities at a fixed

excitation wavelength); (2) resonance angle increases by the exciting metal layer

covered by an active material (searching for the incidence angle at the lowest

refraction index R).
The second way is more profitable:

1. Covering the surface of a sapphire prism by Au (thickness 50 nm).

2. Measuring the refractive index R0 at different UV beam incident angles φ in the

range of [25 � 45]� – background curve R0¼R0(φ).
3. Covering metal surface by an active organic material.

4. Measuring the refractive index Rx at different UV beam incident angles φ in the

range of [25 � 45]� – sample curveRx¼Rx(φ).
5. The refractive index dependence on the incident angles φ contains the minimum

at [36 � 37]�. A shift to higher angles for the active material takes place.

5.7 Interaction of Light and Nanoparticle

The Molecular Approach. Interaction of light and material could be understood

using the approach of particle interaction. If the light absorption process is allowed,

the main reaction could be written as follows:

Rþ hν! R∗ ! Rþ Q: ð5:104Þ
The reactant (molecule, dimer, cluster, etc.) R interacts with the light quantum hν
and produces the reactant in the excited state R∗. After the internal conversion and

different relaxation processes (luminescence, dark state depopulation, electron

Fig. 5.18 Kretschmann

configuration for SPR

experiment. Surface

plasmon wave (SPW) by

green array, evanescence

wave (EW) by red
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transfer, etc.), the reactant returns to the ground state through energy Q dissipation

processes. Eq. (5.104) represents only the energy balance according to the law of

energy conservation in isolated systems. Figure 5.19 represents schematic chart of

material-light interactions when the neutral π-conjugated molecule interacts with

the light quantum hν. If the molecule absorbs the quantum, an essential change of

the molecular dipole moment must occur. Dipole moments of ground and excited

states d0 and d1, respectively, could be of different orientations or of different scalar

values.

If the light absorption process is forbidden, scattering processes takes place. Any

significant changes of the molecule dipole moment occur. Several processes are

significant in materials science: vaporization of the medium, heat transfer to the

medium and generation of particle cavitation on the media surface.

The Nanoparticle Approach. For particles, aspects related to quantum absorption

are the same as in the case of molecules. If the light absorption process is allowed,

the reaction according to Eq. (5.104) is realized. Otherwise, additional aspects

related to the size of the particle (active nanosurface) sometimes are prior.

At the nanoscale, three types of nanoparticles could be accepted:

(1) nanoparticles containing only several atoms; (2) small nanoparticles, diameter

1 nm < d < 100 nm; and (3) large nanoparticles (diameter d > 100 nm).

Figure 5.17 represents large metal particles (MP) in the electric field E when

oscillations of E induce the oscillations of electronic clouds (plasmonic waves).

Resonance conditions for such type oscillations could be distinguished in several

ways. According to that, plasmonic nanoparticles could express higher reactivity in

many scattering processes such as electron scattering, electron–phonon scattering,

evaporation and melting of particle and fragmentation.

Figure 5.20 represents the scheme of interactions of light and a particle of a

dielectric type and a metal type. Excitation could be produced by a light beam; the

green arrow represents the vector of the incident electric field. The dielectric

particle gives the response to the incident electric field by creating the induced

dipole of the opposite direction. The metal particle gives the response to the

incident electric field through oscillations of free electrons – the induced dipole

in the same direction. Black arrows represent the vectors of induced dipoles. The

vector of the resulting electric field after interaction (corresponds to the optical

Fig. 5.19 Schematic chart

of material-light

interactions (neutral π-
conjugated molecule and

light quantum hν). Essential
change of the molecular

dipole moment: d0!d1 at
transition from the ground

state to the excited state
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response) is shown as a transparent arrow: for dielectric – a decreased length, for

metal – an increased length. The directions of the resulting vector and the incident

vector coincide.

This effect could occur in macro-objects as well as in micro- or nanoobjects. A

significant influence could be found only for nanoobjects. The Mie theory describes

scattering processes of such type. The optical response for large metallic

nanoparticles (d > λ) (near UV, VIS region) depends on the size of the particle

(it means on the density of a free electron).

For small nanoparticles (diameter 1 nm < d < 100 nm), several physical

characteristics such as the refraction index and dielectric permittivity dramatically

change. Kubo [14] established the refraction index dependence on the particle size

when the size of a particle (50 nm Ag, Au) is comparable to the de Broglie

wavelength for the electron. Predictions according the Mie theory are generally

acceptable, but not exact. If the size of a particle (0.5 nm Ag, Au) is comparable

with the Fermi wavelength for the electron, simulations of physical properties by

means of the Mie theory are inaccurate. Several popular structures such as Au25
nanorods and Au25 nanospheres are useful as fluorescent nanoclusters.

For nanoparticles containing only several atoms, the size effects predominate

over the steady-state electronic effects [15]. The properties of metallic

nanoparticles are similar to molecules. Cesca et al. [16] studied a non-resonant

broadband energy-transfer mechanism using sub-nanometric Au nanoclusters. It

was found that small Au nanoclusters are very efficient sensitizers for the lumines-

cent emission of Er(3þ) ions in silica. It was concluded that the short-range nature of
the interaction coincides with the non-radiative energy-transfer mechanisms.

Kubo [14] in 1962 decided that the energy level distribution in metallic

nanoclusters is of discrete type but not continuing one. According to Fig. 5.20,

interactions of light and a metallic particle induce charge density redistributions in

the volume of the particle and also on the particle surface. Response depends on the

free electron concentration which is related to the free path length of the electron. If

the size of the metallic nanoparticle is more than the free path length of the electron,

then the light absorption processes are related to the transition dipole moment. If the

size of the metallic nanoparticle is less than the free path length of the electron, the

light absorption energy is inverse proportional to the particle diameter

[17]. According to Kubo [14], the energetic level distribution in metallic

Fig. 5.20 Interactions of

light and dielectric particle

(left) or metal particle

containing free electrons

(right). Incident electric
field, green arrow; inner
electric field (induced),

black arrow; resulting
electric field, transparent
arrow: green + black!
transparent
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nanoclusters is of discrete type due to one condition: the size of a nanoparticle is

equal to the Fermi wavelength (the so-called de Broglie wavelength for electron at

the Fermi energy).

5.8 Nanoshells

A nanoshell represents a composite spherical nanoparticle which consists of a

dielectric material covered by a thin Au shell (core and shell) [18]. Figure 5.21

represents a schematic chart geometry of metallic nanoshell. The sphere of radius

Rcore is covered by a metallic sphere of radius Rshell. The shell thickness t and
nanoshell constant α are the main geometric parameters, which characterize the

physical properties related to the plasmon excitation:

t ¼ Rshell � Rcore, ð5:105Þ
α ¼ t

Rshell

¼ 1� Rcore

Rshell

: ð5:106Þ

For practical purposes, Rshell � 10 nm, t � 5 nm and α ¼ 0.5.

A quasiparticle of such a type, called a nanoshell plasmon, represents a deriv-

ative where oscillations of electrons of the core and the shell are summarized:

electrons simultaneously oscillate in relation to all ions. According to that, optical

resonance of these nanoshells can be varied in the region from midIR to near UV,

depending on the dimension.

Pena et al. [19] presented the study of the nanoshells linear optical responses.

The plasmon resonance of metal nanoshells displays geometric tunability con-

trolled by the ratio of the shell thickness either to the core radius or to the total

radius of the particle. Considering the final Rshell � 20 nm by varying α parameter,

several SPR peak positions can be shifted in the range of 510 � 660 nm for Au,

360 � 560 nm for Ag, and 553 � 655 nm for Cu. Authors claim that the intensity

and position of the SPR peak strongly depends on the ratio α.
The advantages of metallic nanoshells are well-known in the area of biomedi-

cine. Biocompatibility of nanoshells with tissues in vivo provides the specific

applicability in the tumour therapy. Absorption and adsorption properties on

Fig. 5.21 Geometry of

metallic nanoshell
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demand could be realized for the targeted displacing of nanoshells inside the

tumour cells and killing the selected cells using appropriate therapeutical methods.

Paithankar et al. [20] described several medical therapies for the treatment of

diseases including atherosclerosis and thrombosis. The use of inorganic silica-

gold nanoshells for various kinds of treatment is very prominent: core – SiOx,

shell – Au, Rshell � 150 nm, t � 15 nm and α ¼ 0.1. As excitation source infrared

and red laser irradiation was used to thermally disrupt overactive sebaceous glands

in the skin.

5.9 Organic–Nonorganic Interfaces

Polar molecular compounds represent a possibility to perform any conformational

motion with the following charge transfer processes. After the external perturbation

(laser light, current pulse, electron beam, etc.), electronic charge redistribution

along the molecular axis is related to the occurrence of the transition dipole

moment. Relaxation processes in a molecule are space limited (volume of a

molecule) and time limited (up to several ns).

The possibility to manipulate the molecular charge distribution for informational

purposes is strongly limited by the current contact problem: how to establish a true

contact (in macro-approach resistiveless contact, in micro-approach junction

according to the overlap of wave function).

Wang et al. [21, 22] studied the effect of metal–molecule contacts in molecular

junctions and proposed a multibarrier tunnelling model. Sun et al. [23] presented an

extensive review of the application of single molecules in electronics for the

miniaturization purposes.
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Chapter 6

Classification and Operating Principles
of Nanodevices

6.1 Classification

6.1.1 Correlations of the Fundamental Properties
of Non-regular Materials

The analysis of the principles of nanosensorics, nanomemory and energy

nanotransducers is based on the study of various correlations of the fundamental

properties of non-regular nanomaterials with the elements of functionalization.

Consider the general scheme of modelling of non-regular materials [1–4]

(see Fig. 6.1). The cycle of full-scale self-consistent calculations begins with the

specification of the atomic structure R
0ð Þ
i

n o
in the form of coordinates that fix the

initial configuration. The potentials of the atoms must be known [1–4]. Then the

statistical characteristics of the structure in the form of pair correlation functions g
(R) or, in more detail, in the form of a number of many-particle correlation

functions g(1, 2), g(1, 2, 3), g(1, 2, 3, 4), . . . are estimated. The postulated atomic

structure is divided into clusters, the electron charge density ρcr is calculated,

crystalline potentials Vcr are built, and a self-consistent EDOS ρ(E) calculation is

performed in the EMA-CPA framework. Then the total energy E
0ð Þ
tot ρ rð Þ½ � is

estimated as an electron charge density functional, which is minimized by the

positions of atoms {Ri}, and new positions R
1ð Þ
i

n o
of atoms are defined. And

again, the cycle of calculations g 1ð Þ Rð Þ ! ρ 1ð Þ Eð Þ ! E
1ð Þ
tot is carried out.

This is the basic meaning of the correlations of the atomic and electronic

structure of the material. After that, the total energies E
1ð Þ
tot � E

0ð Þ
tot

��� ��� ¼ ΔE are

compared. It should be noted that in this formulation, the characteristics of the

ground state of the system are estimated. If the convergence of the calculation cycle

g(R)! ρ(E)!Etot is satisfactory with respect to a given value ΔE, then it is

possible to proceed to the calculations of dynamic characteristics, such as
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conductivity σ(ω, T), thermal conductivity κ(ω,T ), heat capacity C(ω,T ) and

lattice total energy Elattice
tot ω; Tð Þ, taking into account the temperature factor intro-

duced by means of the Fermi–Dirac and Bose–Einstein distribution functions.

Therefore, further ways of modelling are:

1. ρ(E)! σ(ω, T )! κe(ω,T );

2. Rif g ! g Rð Þ ! D ωð Þ ! κlattice ω; Tð Þ ! Elattice
tot ω; Tð Þ ! C ω; Tð Þ:

We note that in accordance with the adiabatic approximation, the electron and

phonon factors are separated. However, it is also necessary to keep in mind the

requirement of mixed excitations modelling, for example, the estimation of the

electron–phonon thermal conductivity or conductivity factor, which is also

reflected in the modelling scheme (see Fig. 6.1). It is also worth mentioning the

more subtle practically significant changes in EDOS caused by the magnetic field

B, which are significant for nanospintronics, namely, ρ"# Eð Þ!B"
ρ" Eð Þ and

ρ"# Eð Þ!B#
ρ# Eð Þ. This is important for creating nanomemory devices.

However, the greatest practical values for creating nanosensors are correlations

ρ(E)! σ(ω, T). This means that EDOS-induced changes in the EDOS ρ(E) are
reflected in the conductivity changes of the nanosensor sensing element. A typical

example of a theoretical description of this kind is the Kubo–Greenwood

approximation:

Fig. 6.1 Correlations of the fundamental properties of condensed non-regular materials
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σE ωð Þ ¼ 2πe2h2Ω
m2hω

Z
f Eð Þ � f Eþ hωð Þ½ � DFj j2ρ Eð Þρ Eþ hωð ÞdE,

where f(E) is the Fermi–Dirac function and ρ(E) is the EDOS.
Practically, the correlation ρ(E)! σ(ω, T ) can be realized in FET-type

nanodevices [5] (see Fig. 6.2), including sensing elements based on CNTs and

GNRs. If it is necessary, CNTs and GNRs are provided with appropriate functional

elements [6–10].

There are some important applications of CNT- and GNR-based interfaces with

other materials for novel nanosensor devices. Usually, these devices are considered as

integrated devices around 10–50 nm in size. The fundamental electron devices are

field-effect transistors (FETs), which are very sensitive to various external influences

of different nature such as mechanical, chemical, electrical, magnetic, etc. [5].

Variants of nanosensor realizations using FET-type nanodevices are presented in

Fig. 6.3.

Source–drain current via gate voltage of typical CNT-based FET and GNR-

based FET nanodevices is a monotonally growing function and sensitive on CNT or

Fig. 6.2 Typical structure of a CNT-based FET (a) and GNR-based FET (b). The unperturbed

field-effect transistors based on CNT and GNR are given CNT- or GNR-based FET which is

mainly composed of a corresponding semiconducting carbon material suspended over two

electrodes

Fig. 6.3 Nanosensors types, which can be realized using FET-type technology
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GNR electrical properties and morphologies. Electrical properties of CNT and

GNR are sensitive to the effects of various external influences, including mechan-

ical, electromagnetic, chemical and biochemical factors, which induce charge

transfer changes.

6.1.2 Nanosensoring Paradigm

A sensor represents a device or instrument that converts a physical, chemical or

biochemical stimulus into a quantity measurable form. The stimulus can be

expressed in different ways. A physical phenomenon, presented in the absence of

certain material, can perturb some environment, and the mentioned perturbation

must be received in ‘understandable’ form for data acquisition system (DAS).

As a rule, converters of different stimuli are constructed using the generalized

scheme shown in Fig. 6.4. A flow of photons or particles must be directed to the

sensor (in some cases using certain optics equipment for the flow concentration

purposes), and a sensor gives the response understandable for the DAS. The

presented chart demonstrates macro- and microconverters.

A nanosensor (NS) represents a device working at the nanoscale space by means

of previously described principles. The main task of a nanosensor is to recognize

the presence of nanoparticles (nanospheres of nanoscale diameter, the size order of

10�9 m) and to create physical stimuli for translating to the macroscopic world

(technically, to the data acquisition system).

In general, nanoparticles in the macroscopic world can drive the same surround-

ing information in comparison with macroactions. However, a miniaturization of

devices or sensors increases the functionality and specificity and decreases the

operating power. Such significant factors allow expanding the application area in

biology: quantitative measurements in intracellular surrounding by negligible

physical perturbation of the cell. In addition, the sensitivity of nanosensors can be

in higher orders because of the insignificant resistance in electrical circuits.

Fig. 6.4 Physical, chemical and biochemical sensors
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An additional term nanosensory point is related to the nanosphere recognition.

Three phenomena are important for the use of nanosensors: (1) small quantities of a

sample could be recognized and analysed; (2) the physical limit of detection should

be very low; and (3) in many cases, an intermediate reagent for detection is

unnecessary (direct detection is possible). Nanosensors can be integrated into a

practical macro device to continuously present the important current information on

the chemical or biochemical parameters.

Another aspect of utilizing nanosensors is related to the surface/volume ratio (S/
V) phenomena. When the size of a structure (atomic, molecular, macromolecular,

cluster, policrystalic, etc.) decreases, the surface/volume ratio increases signifi-

cantly. Two models – cubic and spherical – are available as the first approach

models. For example, Table 6.1 represents the comparison of parameters related to

the volume and surface.

Decreasing the cube edge from 3 to 1 (in arbitrary units), the surface/volume

ratio increases from 2 to 6. For a spherical particle, the surface/volume ratio

increases from 1 to 3 when the sphere radius decreases from 3 to 1. This example

illustrates the influence of the nanosensor driving reactivity on the particle size. For

practical purposes, a small nanosensor size realizes a fast reaction rate (according to

the Arrhenius equation for a chemical reaction) – ensures fast information readout

(physical measurement).

According to that, the surface phenomena (physisorption) start to predominate

over the chemistry (bonding). In that case, particles display new energetic proper-

ties related to the size.

Nanorobots represent a separate class of nanosensors (NS) working in an

autonomic regime. Table 6.2 represents a classification of nanosensors according

to the recognition type. According to the stimulus recognition process, nanosensors

can be divided into two groups: (1) NS with transducing mechanism and (2) NS

with recognition mechanism.

In NS with a transducing mechanism, many processes in different areas of

physics and chemistry can be involved: electrochemical (potentiometric, ampero-

metric, ion conducting, etc.), optical (absorption, fluorescence, phosphorescence,

polarization) and mass detection (acoustic wave). Practically, all sensors with

Table 6.1 Cubic and spherical models of nanoparticle

Cube edge (arbitrary units) a ¼ 3 a ¼ 2 a ¼ 1

Sides (a) 3 2 1

Surface (S ¼ 6a2) 6�32 ¼ 54 6�22 ¼ 24 6�12 ¼ 6

Volume (V ¼ a3) 33 ¼ 27 23 ¼ 8 13 ¼ 1

S/V ¼ 6/a 2 3 6

Sphere radius (arbitrary units) r ¼ 3 r ¼ 2 r ¼ 1

Radius (r) 3 2 1

Surface (S ¼ 4πr2) 4π�32 ¼ 113.09 4π�22 ¼ 50.24 4π�12 ¼ 12.57

Volume (V ¼ 1.33πr3) 1.33π�33 ¼ 113.09 1.33π�23 ¼ 33.51 1.33π�13 ¼ 4.19

S/V ¼ 3/r 1 1.5 3
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transducing mechanism where mentioned processes are used belong to the group of

physical NS.

In NS with a recognition mechanism, several sensitive processes from analytical

chemistry (ion vaporization, volatile gases), biochemistry (DNA, enzymatic inter-

action, antibody/antigen) and macromolecular chemistry (cell/tissue recognition,

vitamin recognition, cytotoxicity) are involved. Practically, all sensors with a

recognition mechanism where mentioned processes are used belong to the group

of chemical and biochemical NS.

Current NS devices are divided into two groups: nanocrystalline NS and nano-

structured NS. Nanostructured NS are also divided into two groups: (1) polymer-

based, such as pigment-conjugated, drug-conjugated dendrimers, micelles and

nanoparticles, and (2) nonpolymer-based such as silica nanoparticles, classical

porous silicon, metallic nanoparticles, single-walled and multiwalled carbon

nanotubes, nanowires, nanoprobes and quantum dots. To manufacture nanosensors,

three different technologies are possible: molecular self-assembly, bottom-up

assembly and top-down lithography.

Hierold et al. [11] presented a very complete review of sensors at the nanoscale

including device concepts, functional properties and realization type. Written in

2005, this review has not lost its importance nowadays. Nano-electromechanical

sensors based on carbon nanotubes (CNTs) are described as multipurpose devices.

Nanosensoring as a paradigm started at the end of the twentieth century with the

recent development of micro- and nanotechnologies. Mechanical, optical, fibre

optical and nanoelectrode-based nanosensors are known from the 1990s. Fuller-

enes, nanocrystal and quantum dot-based nanosensors start to pervade from the

2000s. For biological experiments in vivo, new types of nanosensors such as

DNA-based nanosensors and nanogap nanoparticles have been introduced

purposefully.

6.2 Physical Nanosensors

Physical nanosensors aim to recognize a certain motion (kinematical translation or

rotation, changes of pressure, wave, etc.) as well as a certain radiation and to

generate a specific output signal. A certain motion can be flow based, diffusion

Table 6.2 Classification of nanosensors (NS) according to recognition type

Physical NS Chemical NS Biochemical NS

Displacement (size) Atoms Enzymatic interaction

Force (pressure) Molecules DNA interaction

Mass Cations/anions Tracers

Charge Species Antibody/antigen

Optical Specificity Cytotoxicity

Thermal pH Vitamins

Cell/tissue
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based, walkway based, etc. Electromagnetic radiation (gamma, X-ray, UV, visible,

IR) can be recognized according to the standard procedure of interactions between

light and material.

Here, a prototype of physical nanosensor will be demonstrated from the initial

idea till the molecular realization.

After significant achievements in solid-state physics, molecular electronics

started developing in 1970s. The possibility to use low-cost mass production of

molecular devices that are suitable for light conversion, catalysis of chemical

reactions and drug/medication synthesis stimulated a rapid growth of molecular

electronics and utilization of molecular devices.

With the development of lasers operating in near IR region (invisible for human

eyes), the problem of creating a light sensor was quite serious. Solid-state crystal-

line detectors were manufactured to detect a sufficiently high flux density. An idea

to use sensitive sensors for the detection of near IR radiation build-up by a polar

molecular compound arises from multitasking experiments in chemical physics.

Figure 6.5 represents a prototype of a physical sensor able to make the conversion

from near IR to visible. For such a task, a polar molecular compound of the extreme

stability with the well-expressed π-conjugated system must be found.

DMABI. Figure 6.6 represents N,N-dimethylamine benzylidene indan-1,3-dione

(DMABI) as the prototype of a physical sensor. Two polar fragments, namely,

indandione and diamino phenyl derivatives, are connected via the [>C ¼ CH-]

bridge. The π-conjugated system is displaced along the long molecular axis.

According to crystallographic studies [12], the DMABI molecule is practically

flat. According to quantum chemical studies [13–15], the DMABI molecule is flat

in the ground electronic state and twisted through the mentioned [>C ¼ CH-]

junction in the excited electronic state.

Fig. 6.5 Physical sensor:

near IR conversion to

visible

Fig. 6.6 Prototype of physical sensor: N,N-dimethylamine benzylidene indan-1,3-dione

(DMABI). Plane structure (left conformation) and twisted by [-C-C-] junction structure (right
conformation)
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As polar molecular compounds, DMABI crystalline derivatives (α, β, γ) exhibit
the red fluorescence at 610�680 nm spectral region by the excitation into molecular

absorption band at 488 nm wavelength (typical autolocalized excitons) and also by

the excitation at 1064 nm wavelength (anti-Stokes luminescence), with the typical

time 8�15 ns [16, 17]. A luminescence of DMABI dissolved in different solvents

and DMABI deposited as crystalline films as well as Langmuir–Blodget

(LB) molecular films differs significantly [18, 19]. Stokes shift for DMABI

dissolved in different solvents is equal to 30�50 nm.

According to the quantum chemistry simulations (DMABI in flat conformation),

an electronic charge redistribution was established for [HOMO]! [LUMO] allow-

able transition (see Fig. 6.7 – from ground to first excited electronic state) and for

[HOMO-1] ! [LU-MO þ 1] forbidden transition (see Fig. 6.8 – from ground to

second excited electronic state). Such two transitions represent the population of

two spectroscopic states (first and second). For both transitions, an interfragmental

charge redistribution takes place. Pure π ! π∗-type transition is allowed along the

long molecular axis in flat conformation. This conformation is typical for crystal-

line modifications and polycrystalline films (strong ordered derivatives). Other-

wise, in twisting conformation, two types of transitions – π ! π∗ type and n! π ∗

type – are mixed. A twisted conformation is allowed for LB films and solutions in

the excited electronic state (non-ordered derivatives).

The indandione fragment contains two carbonyl [>C ¼ O] fragments, which are

the sources of two pairs of n-electron. Also, the benzylidene fragment contains

dimethylamino [�N(CH3)2] group, which is the sources of one pair of n-electron.
For the electronic charge redistribution process, when the second excited electronic

Fig. 6.7 DMABI: ground and first excited electronic states. Electronic charge redistribution for

[HOMO] ! [LUMO] transition

Fig. 6.8 DMABI: ground and second excited electronic states. Electronic charge redistribution

for [HOMO-1] ! [LUMO þ 1] transition
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state is populated, a charge redistribution is localized in the indandione fragment

(n ! π∗ transition is significant). Unfortunately, a transition of this type is

forbidden for flat configuration. For a twisted configuration, a transition of n ! π
∗ type is partially allowed. In that case, n-electrons of carbonyls from indandione

fragments take place in the charge redistribution process.

Generally, for a flat conformation, π ! π∗ transition is allowed, but n ! π∗

transition is forbidden. For a twisted conformation, π ! π∗ transition is partially

allowed, and n ! π∗ transition is also partially allowed. A behaviour of two types

charge redistribution allows receiving a spectral information related to the sur-

roundings viscosity, polarity, etc.

Anti-Stokes red luminescence of strong ordered (crystalline) derivatives of

DMABI shows quadratic dependence on the excitation intensity. At high excitation

intensities, quadratic dependence changes to linear one. Figure 6.9 represents the

energy diagram of CT exciton interaction model. Excitation of DMABI by IR

quantum (1064 nm wavelength) means that population of 1CT energy level (M1

and M2 molecular derivatives) takes place. The mentioned excitation is too low to

populate S1 state.

The suggested bimolecular reaction can be explained as 1CT singlet–singlet

annihilation reaction rate constant γ:

1CTþ 1CT ! S1: ð6:1Þ
For bimolecular reaction, two kinetic equations are useful to describe the

population of 1CT and S1 energy levels:

dnCT
dt

¼ I � k1nCT � γn2CT, ð6:2Þ
dnS
dt

¼ γn2CT � kSnS, ð6:3Þ

where the intensity of IR laser pulse is denoted as I, k1 represents the linear decay
constant of 1CT state and nCT and nS represent population densities of 1CT and S1
states. The solutions of differential equations Eq. (6.2) and Eq. (6.3) are presented

below:

E
S1

γ

S0
M2

k1CTk1CT

M1

1CT

Fig. 6.9 DMABI: energy

diagram of CT exciton

interaction model
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nCT ¼ I

k1
, ð6:4Þ

nS ¼ γI2

kSk
2
1

¼ I

kS

γI

k21
: ð6:5Þ

Now it is necessary to estimate the intensity. In case of:

γI

k21
>> 1, ð6:6Þ

I >>
k21
γ
, ð6:7Þ

γI

k21
<< 1, ð6:8Þ

I <<
k21
γ
, ð6:9Þ

and the expression of population density of S state nS according to Eq. (6.4)

becomes shorter:

nCT ¼ I

k1
�

ffiffiffi
I

γ

s
: ð6:10Þ

Equation (6.10) shows the possibility to switch the quadratic dependence to

linear one and in case of:

γI

k21
¼ 1, ð6:11Þ

nS ¼ I

kS

γI

k21
� I

kS
: ð6:12Þ

The value γ was estimated of the order of 1012 cm3�s�1, which is a typical value for

excimer–excimer annihilation rate constant in organic molecular crystals.

The origin of 1CT state is related to the exciton–phonon interaction. The analysis

of vibrational spectra of different DMABI derivatives [17] allows the estimating

behaviour of fragmental motion: symmetric stretch [C ¼ O] at 1698 cm�1, skeletal

scissoring of indandione and benzylidene fragments at 612 cm�1 and ring stretch

deformation of benzylidene at 1663 cm�1. The mentioned vibrations are responsi-

ble for the occurrence of 1CT state, related with the charge separation in fragments.

The occurrence of 1CT state is related to the charge redistribution during fragmental

motion. In the case of symmetric stretch [C ¼ O], the n ! π*-type charge

redistribution in carbonyl fragment takes place. In the case of skeletal scissoring

of indandione and benzylidene fragments, the π ! π*-type charge redistribution

along the long molecular axis can be observed. The origin of self-trapped excitons

was discussed in [19–21]. A detection limit of material can be established in order

of 100 μm.
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IPB. Another prototype of molecular sensor can be realized using the polar

molecular compound indan-1,3-dione pyridine betaine (IPB), presented in

Fig. 6.10. IPB consists of two fragments – indan-1,3-dione and pyridine betaine –

connected via [>C–N<] bridge. Both fragments are presented in plane surface, and

this conformation is typical for ground and excited states.

According to quantum chemistry simulations [22] (IPB in flat conformation), an

electronic charge redistribution has been established for [HOMO] ! [LUMO þ 1]

forbidden transition (see Fig. 6.11 – from ground to first excited electronic state)

and for [HOMO] ! [LUMO] allowable transition (see Fig. 6.12 – from ground to

second excited electronic states).

Such two transitions represent the population of two spectroscopic states (the

first and second). For both transitions, an interfragmental charge redistribution

Fig. 6.10 Prototype of

physical sensor: indan-1,3-

dione pyridine betaine

(IPB). Plane structure

Fig. 6.11 IPB: electronic charge redistribution for [HOMO] ! [LUMO þ 1] transition, belong-

ing to ground and first excited electronic states, respectively

Fig. 6.12 IPB: electronic charge redistribution for [HOMO] ! [LUMO] transition, belonging to

ground and second excited electronic states, respectively
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takes place. The pure π ! π∗-type transition is allowed along the long molecular

axis in flat conformation. This conformation is typical for crystalline modifications,

polycrystalline films and LB films and solutions. The interfragmental twist is

forbidden.

Unique properties of IPB derivatives are related to dipole moment phenomena.

Dipole moments of a molecule in the ground state and first excited state are equal to

(þ3.7) D and (�4.5) D, respectively. After excitation, the direction of the change in

the dipole moment is opposite [22]. This circumstance is very important for the

surface manipulation purposes, when a fabrication of layers through a self-

organizing procedure occurs. Analysing the charge redistribution between the

ground and first excited electronic states, it is easy to recognize the important

asymmetry: the excited state is populated after the charge redistribution to the

local indandione fragment.

As in the case of DMABI, the analysis of vibrational spectra of different IPB

derivatives [23] allows estimating a behaviour of the fragmental motion: out of

plane skeleton bend 151 cm�1, interfragmental stretch 305 cm�1 and in-plane

skeleton bend 146 cm�1.

From the chemical point of view, the IPB molecule and molecular derivatives

including films, the Langmuir–Blodgett films, and molecular crystals are less stable

in comparison with DMABI. The origin of self-trapped excitons has been discussed

in [24].

Carbazole: Fluorene Compounds. Carbazole and fluorene compounds play a very

important role in molecular electronics due to such circumstances: they are

mechanically flexible, chemically stable at room temperature and electronically

well π-conjugated. Carbazole as a tricyclic structure consists of nitrogen-containing
pentaring and two six-membered benzene rings and belongs to the basic materials

for the dye industry. Fluorene as a tricyclic structure consists of one pentaring and

two six-membered benzene rings and belongs to a series of precursors in pharma-

ceutical industry.

Figure 6.13 represents carbazole and fluorene structures. Molecular substitutes

in positions 2 or 3 represent a possibility to drive the velocity of charge redistribu-

tion. A population of excited state for 2,7- and 3,6-substituted carbazole derivatives

and simulations using quantum chemistry methods shows the overlap of different

Fig. 6.13 Carbazole and fluorene compounds

158 6 Classification and Operating Principles of Nanodevices



types of wave functions. For 3,6-substituted compounds, a partial charge localiza-

tion in 3,6-bicarbazole core takes place; otherwise, for 2,7-substituted compounds,

charge delocalization along the long axis is realized.

Baronas et al. [25] described the investigations of carbazole, namely, fluorene

tetrads created using bicarbazole core with carbazole substitutes in 3–6 positions:

2-(9,9-diethyl-fluoren-2-yl)-6-[7-(9,9-diethylfluoren-2-yl)-9-(2-ethylhexyl)-3,4-

dihydrocarbazol-3-yl]-9-(2-ethylhexyl) carbazole. A potential host material

exhibits a large hole drift mobility (up to 10–3 cm2 V � 1 s � 1) in the solution

processed amorphous films.

Tomkeviciene et al. [26] studied 2-, 2,7-substituted carbazole dimers and trimers

as charge carrier transport materials. Triad of carbazoles with connections in 2–7

positions is presented in Fig. 6.14. 2,7-Di(9-carbazolyl)-9-(2-ethylhexyl) carbazole

was found to show very high electron mobility (μe ¼ 2*10�3 cm2 V�1 s�1 at an

electric field of 1.8�105 V cm�1) and reasonably high hole mobility (μh ¼ 8*10�4

cm2 V�1 s�1 at an electric field of 1.8�105 Vcm�1). Dihedral angle between

different carbazoles is equal to �40�. Pyrene-substituted and naphthalimide-

substituted fluorene and carbazole derivatives [27, 28] also express a low-energy

barrier for intramolecular twisting in the ground and excited states.

Karpicz et al. [15] investigated indan-1,3-dione and carbazole-based (IDC)

compounds with single and four covalently connected chromophores (see

Fig. 6.15). An intramolecular charge distribution takes place. Two types of charge

Fig. 6.14 Triad formed from carbazoles connected in 2–7 positions

Fig. 6.15 Indandione-1,3-

carbazole compound
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distribution (n ! π∗ and π ! π∗) also are observed. Carbonyl fragments of

indandione fragments are sources of n-type electrons, and carbazole fragments

are acceptors.

Due to the molecule twisting, opening transitions to n ! π∗ states, IDC

chromophores in solutions express the ultra-fast excited state relaxation (time

constant of about 2 ps, in solids and films, and about 300 ps in solid films).

Streckaitė et al. [29] studied the indole [3,2-b] carbazole derivatives. Figure 6.16

represents 5,11-bis(9-butyl-9H-carbazol-3-yl)-6-pentyl-5,11-dihydro-indolo[3,2-b]

carbazole – NN3. Conformational motions of the substituents in solutions have

been found to cause a significant acceleration of the non-radiative excited state

relaxation.

Figure 6.17 represents the maps of electronic charge redistribution related to the

transitions S0 ! S1 and S0 ! S2. The population of spectroscopic state S1 is related
to the allowed [HOMO] ! [LUMO] transition, while charge redistribution is

localized in indole core.

Otherwise, a population of spectroscopic state S2 is related to the partially

forbidden [HOMO-1] ! [LUMO þ 1] transition, when a charge redistribution is

delocalized from the indole core to carbonyl substitutes. A similar effect is

presented for fluorene substitutes. According to this mechanism, substituents influ-

ence the radiative relaxation rates.

Figure 6.18 represents the total energy distributions of NN3 on reaction param-

eter φ, namely, the orientation dihedral angle between indole core and carbazole

substitute.

The ground state S0, first and second excited states S1 and S2 dependence contain
minima at different φ value: for S0, 75

�, and for S1 and for S2, 50
�. Transition

S0 ! S1 is allowed: value of oscillator strength is quite high, about 0.1, but

transition S0 ! S2 is partially forbidden. It means that the absorption S0 ! S2 is

Fig. 6.16 Indolocarbazole derivative NN3
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related to the population of S1 state using internal conversion processes. The

absorption occurs from the twisted configuration (φ ¼ 75�). After excitation, the
planarity of the molecule increases (φ ! 50�).

A twist to a more planar conformation may cause an acceleration of the

non-radiative relaxation. A twist to the pure planar position (φ ! 0�) is forbidden
due to the rotational barrier>0.2 eV. The green rectangle describes an energetically

limited twist motion of carbazole-substituted groups in the range of 45�75�.
Rimkus et al. [30] investigated spatial carbazole-type structures as a charge

transport material. Figure 6.19 represents the structure of 8-alkyl-6,10-disubstituted

8H-16,17-epoxydinaphto[2,3- c:2,3-g] carbazoles (EDNC).

The V-shape geometry (meaning a broke planar structure) through bridging

fragments of nitrogen, sulphur and oxygen heteroatom produces the extended π-
electron system. Also, an alteration of the molecular structure with conjugated or

nonconjugated side groups enables the tuning of ionization potential from 4.7 to

5.5 eV. This ensures hole drift mobility for thick films up to 8�10�4 cm2 V�1 s�1 at

1 MV cm�1.

Physical nanosensors are nanoscale devices, which are able to control masses of

small particles, local pressure, force and temperature changes. Usually, schemes of

these devices are based on the corresponding electric responses.

FET-Based Nanosensors. Physical nanosensors are used to measure magnitudes

such as mass, pressure, force or displacement. The working principle is usually

based on the fact that the electronic properties of both nanotubes and nanoribbons

Fig. 6.17 Indolocarbazole derivative NN3. Maps of electronic charge redistribution related to the

transitions S0 ! S1 (top) and S0 ! S2 (bottom)
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change when these are bent or deformed. For example, CNTs (or GNRs) can be

used to build a field-effect transistor (FET) nano in size, whose on/off threshold

depends on the tube dimensions, shape and temperature, among others. A local

deformation of the tube/ribbon creates a change in the on/off threshold voltage of

the transistor (see Fig. 6.20 and [5]).

Starting from this simple principle, different types of nano-electromechanical

systems (NEMSs) have been proposed in the literature with different applications,

such as pressure nanosensors [31], force nanosensors [32] or displacement

nanosensors [33].
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Fig. 6.18 Diagrams of total energy distributions of indolocarbazole derivative NN3. Ground state

S0 and the first and second excited states S1 and S2 dependence on orientation dihedral angle φ
between indole core and carbazole substitute (top). The oscillator strength O1 and O2 dependence

on orientation dihedral angle φ (bottom). Green rectangle describes energetically limited twist

motion (in range 45�75�)
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6.3 Chemical Nanosensors

Chemical nanosensors are aimed at recognizing the unknown species of substances,

for example, gaseous or liquid. The composition, concentration and presence of

certain elements through the partial pressure in the form of chemical information

should be generated and converted to a signal of another type (electrical, light, etc.).

Different types of gases, including NO, NO2, CO, explosive gases H2, NH3, etc., are

objects of recognition in the well-known project – the electronic nose.
Figure 6.21 represents a principal scheme of a chemical sensor. Two compo-

nents (a recognition system as a receptor and an electronic system as a transducer)

represent a chemical sensor. Requirements for chemical sensors are the following:

(1) direct contact with analytes, (2) transformation of chemical (non-electric)

information into electric one and (3) quick response without any delay.

Fig. 6.19 8-alkyl-6,10-disubstituted 8H-16,17-epoxydinaphto[2,3-c:2,3-g] carbazoles (EDNC)

Fig. 6.20 Physical nanosensors: a conducting threshold can be altered when the tube (CNT) or

graphene ribbon (GNR) is bent

6.3 Chemical Nanosensors 163



Molecular analytes such as explosive gases or poison gases must be pumped at

the certain pressure through a chamber, containing sensor receptors (arrays IN and

OUT). A layered receptor coating system must be selected according to the task. A

layer of receptor can be manufactured for the selective respond to particular sub-

stances (analytes) or also to series of analytes. Metal lattice (Pd, Au, Ni, etc.) as well

as polymer surface (poly-epoxy-propyl-X) changes its own properties after a

physical contact to analytes. Main interaction processes useful for practical pur-

poses are liquid–liquid extraction, ion exchange and surface adsorption.

Nowadays, transducers operate as amplifiers of an electric signal to a readable

one. A response will be made by a transducer as a change of capacitance, conduc-

tance, light intensity, etc. Selectivity and sensitivity of the mentioned technique are

distinguished on demand.

Sensors based on the photo-induced electron transfer (PET) effect are well

known in photochemistry, physiology and medicine. De Silva et al. [34] observed

basic principles of PET sensors when luminescence and PET effects are mixed

together. A single-point receptor can be connected to a catalytically active peptide.

Figure 6.22 represents a derivative constructed as a monoamine which is selective

to a presence of protons in bonding distance [34].

The most sensitive materials for detection purposes are single-walled carbon

nanotubes (SWCNT). Collins et al. [35] found a low barrier for detection of NO2

(200 ppm). Chopra et al. [36] investigated selectivity of SWCNT for O2, Ar and N2,

and a low barrier at 100 ppm has been distinguished (ppm parts per million).

Fig. 6.21 Principal scheme

of a chemical sensor: (1)
chamber containing sensors,

(2) layered receptor coating

system and (3) transducer

Fig. 6.22 Anthracene derivatives. Two projections
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Multiwalled carbon nanotubes (MWCNTs) in comparison with SWCNT show a

lower barrier due to topological properties. Suehiro et al. [37] reported a detection

of ammonia NH3 of concentrations of 10 ppm.

FET-Based Nanosensors. Chemical nanosensors are used to measure magnitudes

such as the concentration of a particular gas, the presence of a specific type of

molecule or the molecular composition of a substance. The functioning of the most

common type of chemical nanosensors is based on the fact that the electronic

properties of CNTs and GNRs change when different types of molecules are

adsorbed on their top, which locally increases or decreases the number of electrons

able to move through the carbon lattice (see Fig. 6.23 and [5]).

Similarly to physical sensors, the presence of a specific type of molecules

changes the on/off threshold voltage of the transistor when a nanotube or a

nanoribbon is used in a transistor configuration. Various gas sensors based on

nanotubes have been reported in the past few years. Modi et al. have developed a

miniaturized gas ionization detector based on CNTs [38]. The sensor can be used in

gas chromatography. Titania nanotubes have been incorporated in a wireless sensor

network to detect hydrogen concentrations in the atmosphere [39]. Kong et al. have

developed a chemical sensor based on nanotube molecular wires for the detection of

gaseous molecules such as NO2 and NH3 in the environment [40].

6.4 Bio-nanosensors

Usually biosensors are constructed using three component schema:

Bioreceptor ! transducer ! detector: ð6:13Þ
A bioreceptor is an active biological structure (enzyme, NA, cell, etc.) which

interacts directly to certain chemical component or virus. If a physical contact

occurs, the bioreceptor generates a response signal, which through a transducer

excites a detector in order to create the measurable signal (in electric circuit).

Fig. 6.23 Chemical nanosensors: a conducting threshold can be altered when the amount of free

charges on the tube of graphene ribbon surface is increased or decreased by the presence of donor

or acceptor molecules of specific gases or composites
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Biosensors for measuring glucose in blood represent about 90% of global

market. Possibility of such detection is organized using glucose dehydrogenase

also glucose oxidase [41]. Some enzyme categories are useful for determined

functions, for example, ligases, for joining of two molecules; isomerases, for

intramolecular rearrangement; and transferases, for intermolecular transfer motion

of molecular groups.

Barone et al. [42] reported a usage of single-walled carbon nanotube (SWNT)

for beta-D-glucose recognition in strongly absorbing media. Two different mech-

anisms of signal transduction (fluorescence and charge transfer) have been used.

Results demonstrate new opportunities for nanoparticle optical sensors.

Das et al. [43] presented the study of affinity-based biosensors in the framework

of scaling laws. Several parameters of physical importance (implications of scaling

on the response time, signal-to-noise ratio and dynamic range of biosensor) were

analysed using stochastic differential methods and particularly Fokker–Planck

equation. Authors claim that scaling down significantly reduces the achievable

signal-to-noise ratio and dynamic range of biosensors (miniaturization phenome-

non takes place).

FET-Based Biological Nanosensors. Biological nanosensors are used to monitor

biomolecular processes such as antibody/antigen interactions, DNA interactions,

enzymatic interactions or cellular communication processes, among others

(Fig. 6.24 and [5]). A biological nanosensor is usually composed of (1) a biological

recognition system or bioreceptor, such as an antibody, an enzyme, a protein or a

DNA strain, and (2) a transduction mechanism, e.g. an electrochemical detector, an

optical transducer or an amperometric, voltaic or magnetic detector [44].

Electrochemical biological sensors work in a similar way as chemical

nanosensors, but in this case, the change might be in the electronic properties of a

protein, for example, or of any other chemical composite that binds itself to the

functionalized nanotube. A specific antigen that binds itself to an antibody stuck to

the nanotube. A single-stranded DNA chain binds itself to another DNA chain,

which has been attached to the nanotube [45]. There are commercial nanosensors

based on this principle. They are able to detect lung cancer, asthma attacks,

Fig. 6.24 Biological nanosensors: monitoring of biomolecular processes such as antibody/anti-

gen interactions, DNA interactions, enzymatic interactions or cellular communication processes,

among others
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different common viruses such as the influenza virus or the parasites responsible for

malaria [46].

The second subtype of biological nanosensors is based on the use of noble metal

nanoparticles and the excitation using optical waves of surface plasmons,

i.e. coherent electron waves at the interfaces between these particles. Simply stated,

the resonant frequency of the surface plasmons, resulting from light irradiation,

changes when different materials are adsorbed on and in between the particles. This

technique, known as localized surface plasmon resonance (LPSR), is the underlying

principle behind many biological nanosensors [47].

Polymer Ion Track-Based Bio-nanosensors Since 1960s, it has been known that

energetic (with tens of MeV or more) heavy (with atomic masses being usually

larger than that of Ar) ion irradiation (‘swift heavy ions’, SHI) introduces very

narrow (~ some nm) but long (typically 10–100 μm) parallel trails of damage in

irradiated polymer foils, the so-called latent ion tracks. The damage shows up

primarily by the formation of radiochemical reaction products. Whereas the smaller

ones readily escape from the irradiated zone, thus leaving behind themselves

nanoscopic voids, the larger ones tend to aggregate towards carbonaceous clusters.

Thus, emerging structural disorder along the tracks modifies their electronic

behaviour.

In particular, a complicated biochemical kinetics of basic reaction of glucose

detection depends on track qualities (e.g. track creation mechanism, foil material

properties), enzyme (GOx) distribution on the track surface, geometry of the etched

track, etc. All these factors are the subject for the nearest special research. More-

over, the detailed kinetics of reaction is the object of 3D modelling to design the

optimal geometry of nanosensor active space. This allows creating optimal

nanosensors with the increased efficiency.

The newly created intrinsic free volume enables electrolytes to penetrate into the

polymer, thus forming parallel liquid nanowires. In case of tracks penetration through

all the foil, the conducting connections emerge between the front and back sides of

the foil. The ion track technology is particularly intended to biosensing applications.

In this case, the ion tracks are functionalized directly by attaching organic or

bioactive compounds (such as enzymes) to their walls [48–51].

6.5 Memory Nanodevices

Memory could be defined as an equipment or device for storing a certain amount of

information for retrieving purposes. This task physically must be realized by a

storing of the system state. A realization of memory can be very different: mechan-

ical, electromagnetic, etc. There are four basic groups of memory devices: resistive,

ferroelectric, charge trapping and phase change. Many physical characteristics of a

system such as position, capacitance, resistance and inductance can be realized for

such purposes. A storing time depends on the material structure as well as of the

state overload.
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A macro-realization of memory is related to the rapid growth of computer

implementation. Random access memory (RAM) in the form of integrated circuits

plays the general role for direct access purposes. Dynamic RAM (DRAM) and older

static RAM (SRAM) are constructed as the device suitable to store and retrieve the

electronic state of several (from six) memory cells built up by p-n-p or n-p-n
transistors (SRAM) or capacitors (DRAM). Charging and discharging of

corresponding cell structures create the high-energy state and low-energy state

(informational 1 and 0, TRUE and FALSE). Some sort of bistability of any

parameter must be allowed for a certain system. Generally, a paradigm of bistability

is typical for many dynamic systems, and the simple differential equation can

illustrate the phenomena of presence of several energy states:

∂z
∂t

¼ z 1� z2
� �

: ð6:14Þ

Figure 6.25 represents the illustration of bistability from the physical point of

view. The distribution of the potential energy E on the reaction parameter z contains
two local minima, B and C, which are separated by the energy barrier D. The

solution of the mentioned Eq. (6.14) represents a triplet of states: z¼ 1, z¼ � 1

(two minima, B and C, stable states) and z¼ 0 (local maximum, D, unstable state).

The bistability must be realized via the macro-approach (macro-circuit) or via the

micro-approach (atomic, molecular system).

For example, the Schmitt trigger as a typical model of comparator circuit in

macroelectronics is used as a model system. Figure 6.26 represents the energy

diagram as the output voltage Vout via the input voltage Vin.

The output voltage levels L and �L represent the states for information storing

(informational 1 and 0, TRUE and FALSE); the switching between states must be

realized by manipulating input voltage levels S and �S. It means that Schmitt

Fig. 6.26 Schmitt trigger:

output voltage Vout

dependence on input

voltage Vin. S and

L represent the voltage

levels of input (switching)

and output, respectively

Fig. 6.25 Bistable system:

distribution of potential

energy E on reaction

parameter z. Two local

minima, B and C, are

separated by energy barrier

D
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trigger converts an analogy input signal (range from�S and less untilþS and more)

to a digital one – only L and �L values without intermediates. A transfer function

with a positive feedback is realized as hysteresis. It is necessary to point out that the

metastable state (see Fig. 6.19, D) is not suitable for the storage realization.

Figure 6.27 represents a practical composition of sandwich-type structure, which

includes two conducting layers (CL1 and CL2) and active material (solution or

Langmuir–Blodget film) consisting of bistable molecular structure (two conformers

or two tautomers). A switching between two states occurs after an external pertur-

bation of tautomers. Two tautomers when the proton transfer occurs from carbonyl

the amino fragment represent one of simplest bistable systems (see Fig. 6.27).

Limitations of memory in macro-realization are the following: (1) in crystalline

structures, significant fluctuations of excited state relaxation time take place;

(2) during operating period, significant thermal gradients occur; and (3) applications

in micro- and nanosized structures (e.g. in cell biology, etc.) are not possible.

Molecular-Based Nanodevices. Bistability in a molecular system or a single

molecule can be realized in a very simple way: by exciting the system from ground

to the lowest excited state. In case, when the molecule contains the well-organized

π-electronic system, the excitation energy is order of several eV. In the case of σ
transition, this energy arises up to ~ (5�10) eV, and problems with the molecular

stability occur. A decomposition of molecule into molecular fragments destroys the

device. Also, the lowest excited state can be populated for several ns or ps only, and
after that a molecule returns to the ground state. A switching of molecular behav-

iour (e.g. the creation of two tautomers through a proton transition, creation of two

conformers by rotating two molecular fragments, etc.) realizes the idea of

bistability in the ground electronic state. Two states (informational 1 and

0, TRUE and FALSE) can be realized for such a type of bistable molecule as, for

example, low- and high-conductance states, respectively. A reason for reswitch

could be induced by a laser pulse, by heating, by the occurrence of a redox reaction,

by a mechanical deformation of a polymer, etc.

Franckevicius et al. [52] described the advanced research of the promesogenic

unit containing the salicylidenimine chromophore groups. Figure 6.28 represents

CL1

CL2

Conformer-1 Conformer-2

[ tautomer-1 ] [ tautomer-2 ]

Fig. 6.27 Sandwich-type structure includes two conducting layers (CL1 and CL2) and bistable

molecular structure (two conformers or two tautomers). Switching between two states occurs after

external perturbation
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four tautomeric forms of 4-(40-ethoxybenzoyloxy)salicylaldehyde chromophores

which are the parts of PPI dendrimer chains.

Two forms – enol (1,4) and cis-keto (2,3) – can be formed by rotation about the

phenyl long axis. Closed (1,2) and open (3,4) structures could be formed due to

proton motion (related to oxygen or nitrogen). The closed form represents the more

stable structure (of lowest total energy) due to hydrogen bonding (in enol (closed)

structure [>C-O-H..N<] and cis-keto (closed) structure [>C¼O..H-N<]) (see

Fig. 6.29).

Such two circumstances predetermine the usage of the two most prominent

structures: second, cis-keto (closed) and third, cis-keto (open). Figure 6.30 repre-

sents the charts of charge redistribution corresponding to S0 ! S1 electronic

transition from ground to excited electronic state. For the second cis-keto (closed)

and third cis-keto (open) forms, the charge redistribution is delocalized along all

molecules. Both fragments are included in the mixed but not pure CT process of

π ! π∗ and n ! π∗ type. A twist of the fragment containing the nitrogen atom

along the long axis is related to the creation of a new semi-ring (for cis-keto

(closed)) and charge acceptor (electron donor) properties of the molecular fragment

increases.

From the chemical point of view, the whole tautomeric structure must be stable

and not reversible. In order to estimate a reversibility of structures, quantum

chemical simulations have been carried out. Figure 6.31 represents the potential

energy diagram (the ground state S0 and first excited state S1 energy dependence on
reaction coordinate – the dihedral twisting angle φ), which determines tautomeric

structure. The rotation of phenyl substitutes along the long axis realizes occurrence

of two tautomeric forms: second form cis-keto (closed), φ ¼ 180� and φ ¼ �180�,

Fig. 6.28 Proton transfer motion in carbonyl–amine system

Fig. 6.29 Four tautomeric forms of 4-(40-ethoxybenzoyloxy)salicylaldehyde chromophores

170 6 Classification and Operating Principles of Nanodevices



Fig. 6.30 Most important tautomeric structures: second, third and fourth. Charge redistribution

corresponding to S0 ! S1 electronic transition: from ground state (left) to excited state (right)

Fig. 6.31 Potential energy diagram. Ground state S0 and first excited state S1 energy dependence

on dihedral twisting angle which determines tautomeric structure: second form cis-keto (closed) or

third form trans-keto (open)
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or third form trans-keto (open), φ ¼ 0�. The difference between ground state

energies of such forms is equal >0.5 eV. The rotation barrier contains 2.0 eV, in

comparison to kT factor for room temperature objects, which is equal to 0.03 eV.

This means that both configurations – second form cis-keto (closed) and third form

trans-keto (open) – can exist quite a long time in the ground state, and the transition

from second to third can be made through the excited state only. A twist of

molecular fragment occurs in the excited state only.

After excitation, the first excited state is populated after finishing internal

conversion processes. A curve form of the ground state dependency and excited

state dependency differs significantly. The presence of the minimum of the excited

state dependency at φ ¼ 90 � realizes a possibility of relaxation to the ground state

in a twisted configuration while the twisting continues until φ ¼ 0�.
The presented model is presumptive and can be used by choosing materials of

demand properties.

Kim et al. [53] demonstrated the non-volatile memory cell element as the

transistor, namely, the resistor hybrid-type device consisting of a silicon transistor

and a resistive polymer memory. Organic memory has been constructed using

polyfluorene-derivative poly[(9,9-bis((60-(N,N,N-trimethylammonium)hexyl)-

2,7-fluorene)-alt-(9,9-bis(2-(2- methoxyethoxy) ethyl)-fluorene)] dibromide

(WPFoxy-F). Actually, the authors claimed that the construction of difluorene

derivative exhibits non-volatile memory properties. Zhao et al. [54] presented the

active layer application built up by poly(9-vinylcarbazole) (PVK) with zinc oxide

(ZnO). Cho et al. [55] presented the originally constructed organic-based device

using titanium dioxide nanoparticles (TiO2 NPs) embedded in poly

(9-vinylcarbazole) (PVK) film. The presented structure exhibits the bistable resis-

tance states and unipolar non-volatile memory effect. Kim et al. [56] described the

reversible switching performance of metal–organic–semiconductor (MOS) mem-

ory devices containing a polyfluorene-derivative single-layer film.

Phase Change Nanodevices. Phase change nanodevices are based on the idea to

use phase change (PC) switching between stable material states, e.g. conduction

states for the electrical memory, or a large difference of the refractive index for

optical memory. A sandwich-type structure can be composed from two conducting

layers (CL1 and CL2) and PC material inside (see Fig. 6.32). Crystalline and

amorphous states of material can be received after an internal perturbation

Fig. 6.32 Sandwich-type

structure includes two

conducting layers (CL1 and

CL2) and phase transition

material
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(e.g. current pulse or laser pulse). A phase transition from the crystalline to

amorphous state is related to the significant increase of the resistance, a refraction

index, etc. Restoration of the crystalline order can be made by another type of pulse

(refers to the properties of the material). Laser pulse duration, pulse energy and

pulse polarization can be titled as driving factors for advanced phase transitions

(from ordered to non-ordered and back).

Warren et al. [57] described Ge2Sb2Te5 (GST)-based phase change PC memory.

Figure 6.33 represents phase transitions and the related state diagrams.

A crystalline state is stable with the temperature increasing from T1 to T3. A
volume of amount changes negligible (crystal heating process). After receiving the

melting point at T3, the volume increases drastically from V3 to V4 (melting process

occurs). After some time, a disordered state forms from a crystalline state. During

the starting fast cooling process (4–5–6), a volume decreases, but not drastically,

and a stable amorphous state forms at the temperature T6. Set operation (amorphous

to crystalline) represents the phase change 6 ! 1 – the heating to 500 �C – and the

reset operation (crystalline to amorphous) represents the phase change

1 ! 2 ! 3 ! 4 ! 5 ! 6 – the heating to 600 �C and fast cooling. Table 6.3

represents the scheme of memory state manipulation.

Nano-electromechanical (NEM) Switching Devices. A switch is an electrical

equipment for manipulating of the electrical circuit. An interruption of current

can be realized in several ways: significant increasing of conductivity or breaking

the circuit. A mechanical degree of freedom (one, two, etc.) must be presented for a

selecting mechanism of macroscale. Two-state logic schema can be realized by a

spatial configuration of vibrating, rotating or generally moving objects (in micro- or

macroscale).

Table 6.3 The scheme of memory state manipulation. Adapted according to [57]

Operation Reset Set

Memory state 1 ! 0 ! 1

Phase Crystalline ! Amorphous ! Crystalline

Temperature, �C 600 500

Fig. 6.33 Phase transitions

and the related state

diagrams. 1–2–3, crystal
state; T3, melting point; 3–4,
melting process; 4–5,
disordered state; 4–5–6, fast
cooling; 6, stable
amorphous state
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A nano-electromechanical (NEM) switch can be realized using a nanoscale

equipment when the switch motion could be applied by programming electrical

signal. A low voltage operation is possible in the region of 1 V. For a special

equipment, a low-temperature processing is possible. For one of the best examples

in nanoelectronics, information reading and erasing times can be distinguished in

the range of <6 ns.
Figure 6.34 represents the principal scheme of nano-electromechanical (NEM)

switch. A polymer chain is placed in the space with a possibility at different

conditions to touch conducting layers CL1 and CL2. Applying the potential to the

conducting layer CL3, a polymer chain changes a mechanical position from CL1 to

CL2. A reversible process is allowed by absence of potential to CL3.

Peschot et al. [58] analysed a chip functionality from the energy point of view.

NEM relays are promising candidates for low-power applications due to very low

switching voltages. Hwang et al. [59] analysed NEM switching device based on

carbon nanotube (CNT) and Cu electrode. The energy dependences on In–Out
processes showed the hysteresis loop that has been induced by the adhesion of

the CNT on the Cu (interatomic interaction).

Wang et al. [60] studied graphene–metal static contacts by fabricating the

transmission line model (TLM) pattern on a graphene nanoribbon (GNR) and

dynamic contacts by GNR nano-electromechanical (GNEM) switches. They

checked that all the dynamic contacts in GNEM switches show clear pull-in

operations, which are not reversible.

Kulothungan et al. [61] reported the NEM switch as a double-clamped graphene

band (see Fig. 6.35). The authors showed the possibility of achieving a pull-in

voltage as low as 2 V. The presence or absence of the potential is related to a

graphene bend (first or second position).

Fig. 6.34 Nano-electromechanical (NEM) switch. Sandwich-type structure includes two

conducting layers (CL1 and CL2) and polymer chain (red). Applying the potential to conducting

layer CL3, polymer chain changes mechanical position from CL1 to CL2. Reversible process is

allowed by the absence of the potential to CL3

Fig. 6.35 NEM switch realized as double-clamped graphene beam. Conducting layers are built up

by Au. Graphene bend (first or second position) is related to a potential
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Flash Memory Nanodevices. Flash memory can be designed using two

approaches: charge transfer material (organized at the sub-macro level) or using

the circuits containing field-effect transistors. Firstly, the sandwich-type structure

can be composed of two conducting layers (CL1 and CL2) and a material

containing silicon nitride inside (see Fig. 6.36).

Polysilicon–oxide–nitride–oxide–silicon (SONOS) and titanium–aluminium–

nitride–oxide–silicon (TANOS) are medium for the charge transfer

(CT) realization, which can be performed using an insulating layer (operating

potential from the conducting layer CL2).

Kim et al. [62] investigated polyfluorene-derivative polymer as the hole device.

The device showed excellent resistive switching behaviours such as device-to-

device switching uniformity and good retention times.

Secondly, the field-effect transistors using single-walled carbon nanotubes are

known from the pioneering Tans publication [63, 64]. Martel et al. [65] reported the

fabrication of field-effect transistors, as the multiwalled carbon nanotube device.

Holes are dominated in the charge transport motion through the nanotubes.

Nanodevices of Memristor Type. Memristor or memory resistor represents a

nonlinear electronic device. A resistance of memristor depends on history of

current. Generally, a resistance depends on the amount of charge, which passes

through it. When the voltage is turned off, the memristor must remember its state

(as most recent resistance) until voltage is turned on again. The practical realization

of memristor can be performed as follows. The sandwich-type structure is created

in this case from two conducting layers (CL1 and CL2) and a layer of resistive

oxide (see Fig. 6.37).

Fig. 6.37 Memristor-type

nanodevice: two conducting

layers (CL1 and CL2) and

resistive oxide inside

Fig. 6.36 Flash memory

nanodevice: two conducting

layers (CL1 and CL2) and

silicon nitride inside
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The external voltage pulse drives the electronic state of device. FALSE state

(0) corresponds to a high resistance state, TRUE state (1) – to a low resistance state.

One of the oldest reports about TiO2 phenomena was published by Argal [66]. Thin

films of anodized TiO2 can be made to switch between three distinct conductivity

states.

Alibart et al. [67] reported a novel device called firstly as nanoparticle organic

memory field effect transistor (NOMFET). A device has been composed from

organics and nanoparticle to exhibit the memristor properties. Additionally, a

behaviour of a biological spiking synapse appears. Secondly, a name was expanded

to a synapstor (synapse transistor).

Ferroelectric Nanodevices. This type of nanodevices belongs to a class of

memristors, when a bistable ferroelectric material is used. Due to difficulties to

perturb ferromagnetic material by an external source and to keep a material in the

same crystalline phase (any phase transition of first or second type must occur!),

polarization phenomena could be used. Figure 6.38 represents ferroelectric

memristor: two conducting layers (CL1 and CL2) and ferroelectric material inside.

A memory manipulation can be provided by applying a positive or negative voltage

which switches the positive polarization states to negative (computational states

FALSE ‘0’ to TRUE ‘1’). A reversible action is allowed. Chanthbouala et al. [68]

describe the practical implementation of the device with a speed 10 of ns.

Spintronic Nanodevices. Spintronic (or spin transport electronics) devices are

driven by the processes of intrinsic electron spin and associated magnetic moment.

A class of magnetic semiconductors represents a significant part of the spintronic

system. Practical applications of a spintronic system are presented in Fig. 6.39.

Gallium manganese nitride magnetic layer (L1) is intended for spin manipulat-

ing purposes. A traditional pn junction (L2, L3 layers) is placed on a gallium nitride

substrate (L4). A closed electric circuit must be organized through the pn junction.

With the negative voltage, the concentration of holes in the p layer significantly

decreases, and spins of manganese atoms (from L1 layer) become disoriented. The

creation of state ‘0’ is finished. With a zero voltage, the concentration of holes in the

p layer significantly increases, and spins of manganese atoms become aligned due

to the interaction of holes and manganese atoms. The creation of state ‘1’ is

finished.

Fig. 6.38 Ferroelectric

memristor: two conducting

layers (CL1 and CL2) and

ferroelectric material inside
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6.6 Biomolecular Rotary Machines

All biological systems represent various embodiments of molecular machines.

Richard Feynman pointed out in his pioneering work [69] the idea about the

biological cells organization through self-replication structures at the nanoscale.

All biological complexes as machines transduce the energy from one form to

another (generally, from chemical to mechanical). A metabolic breakdown of

glucose through the phosphorylation reaction can be treated as the main source of

energy in cells. All organisms use the reaction of adenosine triphosphate ATP4�

hydrolysis to ADP to drive the metabolic breakdown of glucose G
� ¼ �30.5 kJ.mol

�1:

ATP4� þ H2O ! ADP3� þ HPO4
2� þ Hþ: ð6:15Þ

Many molecular motors can be divided into several groups according to their

biological importance.

1. Nucleic acid motors. DNA polymerase for the single-stranded DNA converting

to the double-stranded DNA. RNA polymerase for transcription of RNA from

the template.

2. Rotary motors (proteins). They convert the chemical energy from ATP to the

electrochemical potential energy of a proton gradient across a membrane.

3. Cytoskeletal motors. Myosin responsible for the muscle contraction.

4. Synthetic molecular motors.

Vicario et al. [70] reported the light-driven unidirectional molecular motor,

where a fluorene core is connected through an alkene double bond [>C ¼ C<] to

helicene (pentaring substituted) (see Fig. 6.40). This system is titled as one of the

fastest systems; rotation motion is realized by thermal helix inversion, when half-

life of process is 0.005 s.

Katoono et al. [71] reported the propeller-shaped dynamic helicity, which was

realized in a hexakis (phenylethynyl) benzene framework (see Fig. 6.41).

Fig. 6.39 Spintronic

system. L1, gallium

manganese nitride magnetic

layer; L2 and L3, pn

junction; L4, gallium nitride

substrate
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6.7 Nanotransducers

A nanotransducer is a device that converts one form of energy into another in the

nanoscale range. Note that human sense facilities include the corresponding

nanotransducers which convert external influences into neuron (bioelectric and

biochemical) signals. Nanotransducers are the necessary parts of nanosensor sys-

tems (see Fig. 6.42).

A neuron network communication with the different human brain parts is

presented in Fig. 6.43. Using the human brain researches, we can develop various

applications for the human body enhancement and prosthetics. Outline the main

goals of human enhancement:

Fig. 6.40 Synthetic

molecular motor built up

using fluorene core

Fig. 6.41 Hexa-derivative

of benzene
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Fig. 6.42 Description of typical external influences on the human body in connection with the

human sensing abilities and limitations

Fig. 6.43 Connections of human sensing with the corresponding human brain areas
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• Enhance cognitive abilities: cognitive stimulants, neurotechnology, neurochips
• Enhance physical abilities: modified biological functions, prosthetics/

exoskeleton
• Modify psychology: stimulants/medication, neurotechnology
• Get non-human abilities [lifespan enhancement]: night-vision technology, pros-

thetics/implants modified biological functions, genetic engineering, etc.

Some special nanodevices for artificial systems based on nanotransducers can be

also created.

Basic and practically essential energy types for transducing include electrical,

mechanical, electromagnetic (including light), chemical, acoustic, thermal ener-

gies, etc. We can concentrate our attention on a set of particular signal transduction

techniques (see Table 6.4).

While the term transducer commonly implies the use of a sensor/detector, any

device which converts energy can be considered a transducer. Transducers are

widely used in measuring instruments. Future sensor systems will incorporate

nanoscale transducers that use multiple physical phenomena to sense a broad

range of processes to be analysed.

6.7.1 Optical Nanotransducers

Optical nanoconverters are nanodevices that measure light and, conversely, convert

various impacts into light. Reversibility of transformations of influence signals

(e.g. light ! chemical reaction and, conversely, chemical reaction ! light) is a

Table 6.4 Nanosensoring techniques review

Signal transduction

techniques Measurements details

Optical sensing and

measurements

Luminescence, absorption, surface plasmon resonance

Electrochemical sensing and

measurements

Redox reactions potentiometric, amperometric, etc.

Electrical sensing and

measurements

FET-type devices, nanowires, conductive gels

Mass-sensitive sensing and

measurements

Surface acoustic wave

Nanocantilever-based sensing:

1. Cantilever surface is covered by receptor layer

(functionalization)

2. Biomolecular interaction between receptor and target mole-

cules (molecular recognition)

3. Interaction between adsorbed molecules induces surface

stress change for cantilever bending.

Magnetic sensing and

measurements

Magnetic fields sense magnetic nanoparticles attached with

biological molecules
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fundamental property of nanotransducers. This applies, as a rule, to other types of

nanotransducers, namely, mechanical, magnetic, electrochemical and so on.

Chemical Reaction ! Light. Optical transduction which utilizes changes in

optical properties such as phase, amplitude and frequency is manifested because

of the selective binding of an analyte with the biorecognition element; i.e. it

converts chemical energy to light. Photometric devices for the light intensity

measure the photon output for luminescent or fluorescent processes, which can be

detected with photomultiplier tubes or photodiode systems.

Light ! Chemical Reaction. Colourimetric devices for the colour analysis mea-

sure a change in light adsorbed when reactants are converted to products.

Surface Plasmon Resonance. SPR is an optical phenomenon due to a charge

density oscillation at the interface of a metal and a dielectric, which has dielectric

constants of opposite signs. Some particular research details in the SPR technique

are presented by Rupert et al. [72] and Kari et al. [73]. For example, a thin layer of

gold on a high refractive index glass surface can absorb laser light, producing

electron waves (surface plasmons) on the gold surface. This occurs only at a

specific angle and wavelength of incident light and is highly dependent on the

surface of the gold, such that binding of a target analyte to a receptor changes the

resonant frequency which produces a measurable signal.

Fluorescence. Fluorescence is a molecular absorption of light at one wavelength

and its instantaneous emission at longer wavelengths. Some molecules fluoresce

naturally, and others, such as DNA, can be modified for a fluorescence detection by

the attachment of special fluorescent dyes. This process can be considered as

nanotransducing.

Light-Induced Actuating Nanotransducers. Ding et al. [74] presented the light-

induced actuating nanotransducers (LIAN). Temperature responsive polymers to

charged Au nanoparticles, storing elastic energy that can be rapidly released under

light control for repeatable isotropic nanoactuation, are developed in [74]. Optically

heating above the critical temperature Tc ¼ 32 �C using plasmonic absorption of an

incident laser causes the coatings to expel water and collapse within a microsecond

to the nanoscale, millions of times faster than the base polymer. This leads towards

rational design of diverse colloidal nanomachines.

Nanotransducers for Photoactivation Applications. Idris et al. [75] analysed the

remote activation of photoactivable therapeutic compounds by light providing a

high spatial and temporal control for activating the therapeutic agent. However,

photoactivable compounds are mostly responsive towards ultraviolet (UV) or vis-

ible light radiation that has poor tissue penetration depth besides being unsafe to the

body in the case of UV light. Nanoparticles with energy upconversion hold poten-

tial in overcoming this limit by using safe and deeply penetrating near infrared

(NIR) light. These upconversion nanoparticles (UCNs) act as versatile

nanotransducers. Their highly unusual optical properties to fluoresce with near-
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zero photobleaching, photoblinking and background autofluorescence are unique

and have an added benefit when used simultaneously as optional imaging agents.

Some actual application descriptions are presented in Table 6.5.

6.7.2 Mechanical Nanotransducers

Mechanical nanotransducers detect changes in motions and convert mechanical

energy into electrical energy. Mechanical transducers are usually cantilever shaped.

The smaller size of mechanical transducers provides an outstanding mass resolution

in a single atom, which is an advantage of a quartz crystal. Biomolecules form a

monolayer on the upper side of the micro-cantilever that generates a surface stress

creating a static mechanical bending with curvature, which causes cantilever to

oscillate relative to the equilibrium position [79]. Some actual application descrip-

tions of mechanical nanotransducers are presented in Table 6.6.

6.7.3 Electrochemical Nanotransducers

Electrochemical nanotransducers convert chemical reactions into electrical signals

(see also Fig. 6.44).

Table 6.5 Actual applications of optical nanotransducers

Nanotransducing Application

DNA sensors Genetic monitoring, disease (e.g. Schwartz et al. [76])

Immunosensors: HIV, hepatitis, other viral disease, drug testing, environ-

mental monitoring

Cell-based sensors: functional sensors, drug testing

Point-of-care sensors: blood, urine, electrolytes, gases, steroids, drugs,

hormones and proteins

Bacteria sensors (E. coli, Streptococcus, other): food industry, medicine,

environmental

Enzyme sensors: diabetics, drug testing

Quantum dots Quantum dots are used as inorganic fluorophores (e.g. Jamieson et al.

[77]). QDs have fairly broad excitation spectra – from ultraviolet to red –

that can be tuned depending on their size and composition. They are being

used in virus tagging and cancer cells imaging for diagnostics purposes

Luciferase

luminescence

Nanotransducer is based on luminescence firefly luciferase (Prototinus-
luciferin 4-monooxygenase: ATP-hydrolysing) to detect the presence of

bacteria in food or clinical samples [78]. Bacteria are specifically lysed,

and the ATP released (roughly proportional to the number of bacteria

present) reacted with D-luciferin and oxygen in a reaction which produces

yellow light in high quantum yield

luciferase
ATP þ D-luciferin þ O2 ! oxyluciferin þ AMP þ pyrophos-

phate þ CO2 þ light (562 nm)
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Consider some special techniques of nanotransduction and nanosensoring.

Nanoelectrode Techniques. The development of electrochemical nanosensors in

recent years has been of growing interest. The enhanced chemical and physical

properties arising from discrete nanoelectrode devices or microelectrodes modified

with nanomaterials make these devices an attractive option for the improvement of

current electroanalytical applications. Individual electrodes with nanoscale dimen-

sions, which offer fundamental improvements over micro- and macroelectrodes,

have been developing at a growing rate. In particular, single gold nanowires

Table 6.6 Actual applications of mechanical nanotransducers

Nanotransducing Application

Biosensors Biosensors based on mechanical transducers can specifi-

cally detect single-base mismatches in oligonucleotide

hybridization. Nucleic acids are immobilized on a side of a

cantilever (active side). Exposure of the cantilever to a

sample containing complementary nucleic acid gives rise to

a cantilever bending (deflection) of a few nanometres.

Deflection can be measured by an optical system in which a

laser beam reflects on cantilever [79]

Boron–carbon–nitride (B–C–N)

nanotubes BCN NTs

Nanotube-based materials with piezoelectric properties

have been invoked highly valuable tools for next generation

transducers [80] Future expectations are mainly focused on

nanocomposites with tuneable physical properties, as well

as nanotube-based electronic textiles. However, both the

high electrical resistivity of BCN NTs and the poor control

over bandgap parameters in CNTs can represent shortcom-

ings for their factual application in nanoelectronics. To

overcome these limiting factors, ternary boron carbon

nitride (B–C–N) nanotubes (BCN NTs), in which boron,

nitrogen and carbon atoms are disposed within a honeycomb

hexagonal lattice, have recently been proposed as highly

sensitive torsional electromechanical nanotransducers [81]

Fig. 6.44 General nanotransduction and nanosensoring scheme using electrochemical techniques
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fabricated on silicon substrates using electron-beam (e-beam) lithography have

shown to exhibit enhanced mass transport due to radial diffusion. Steady-state

currents observed in these electrodes allow the use of increased scanning rates

and, as a result, shorter analysis times. The double layer capacitance in these

electrodes also shows an improvement over micro-/macroelectrodes due to their

very small surface area. The major application fields are health, security, law

enforcement, environment and food safety. Nanoelectrode devices offer an attrac-

tive option in this field due to their small footprint and the potential for high

sensitivity. As a result of the versatility and variety of nanoelectrode devices,

they have been employed for the detection of a large range of medically relevant

analytes ranging from small molecules such as dopamine and histamine to larger,

more complex targets like bacteria or pharmaceutical drugs. Enzyme-based bio-

sensors have long been of interest because of the selectivity of enzymes as

biorecognition elements [82–86].

Electrochemical biosensors are some of the most widely used biosensors in the

market, mainly due to glucose monitoring. Electrochemical biosensors are easily

miniaturized, inherently inexpensive and require simple electronics for condition-

ing and read-out, making them ideal for point-of-care applications. Amperometric

biosensors measure currents due to electroactive species, often using mediators to

enhance electron transfer. Electrochemical impedance spectroscopy-based biosen-

sors are some of the most promising electrochemical sensors for systems with well-

defined charges, such as DNA. Electrochemical nanobiosensors with extremely low

limits of detection are nowadays being developed thanks to the extraordinary

properties of nanomaterials such as carbon nanotubes and graphene [87].

Nanoparticle Techniques. An effective detection of biological agents can be

realized in the electrochemical impedance spectroscopy (EIS) with the emphasis

on using nanoparticles and nanotechnology. Rapid, selective and sensitive detec-

tion technologies for biological agents are critical in clinical diagnosis, environ-

mental monitoring and food safety. Recent developments in nanomaterial create

many opportunities to advance DNA sensing and gene detection. The fact that gold

nanoparticles are able to provide a stable immobilization of biomolecules that

retain their bioactivity is a major advantage for the preparation of biosensors.

However, there are a lot of researches reporting electrode modification by different

nanomaterial to improve the DNA biosensor performance; the preparation of

nanomaterial or the electrode modification strategy is often relatively complex.

Furthermore, some DNA biosensors based on nanomaterial modification are still

very limited for the improvement of DNA biosensor performance [88–92]. The

emerging nanotechnology has opened novel opportunities to explore analytical

applications of the fabricated nanosized materials. Recent advances in

nanobiotechnology have made it possible to realize a variety of enzyme electrodes

suitable for sensing application. In coating miniaturized electrodes with

biocatalysts, undoubtedly the most of the potential deposition processes suffer

from the difficulty in depositing process and reproducible coatings of the active

enzyme on the miniature transducer element [93–96].
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Molecular Imprinting Technique. Molecular imprinting technique (MIT) is a

method of preparing polymer scaffolds that function as synthetic receptors

[97]. Imprinted polymers that can selectively bind organic compounds have proven

useful in developing sensors. Although creating synthetic molecular imprinting

polymers that recognize proteins remains challenging, nanodevices and

nanomaterials show promise in this area. Molecular imprinting sensors, specific

for human ferritin and human papillomavirus-derived E7 protein, have been devel-

oped [98]. The molecular imprinting-based nanosensor can also discriminate

between Ca2+-induced conformational changes in calmodulin. This ultrasensitive,

label-free electrochemical detection of proteins offers an alternative to biosensors

based on biomolecule recognition [98].

6.7.4 Magnetic Nanotransducers

Nanowire Transducers. Magnetic nanotransducers are already central to data

storage and sensor devices, and more recently they are penetrating various new

areas including life sciences and biomedical applications. Magnetic nanowires offer

unique properties, due to a high aspect ratio and shape anisotropy. They are

characterized by a single magnetic domain, rendering them nanopermanent mag-

nets. This feature allows energy-efficient and remote operation of the nanowire

transducers, i.e. induce motion, produce heat or sense their location [99, 100].

Magnetomotive Nanotransducers. Resonant acoustic spectroscopy of soft tissues

using embedded magnetomotive nanotransducers and optical coherence tomogra-

phy performing dynamic elastography of soft tissue samples is demonstrated in

[101]. By sensing nanoscale displacements with optical coherence tomography, a

chirped, modulated force is applied to acquire the mechanical spectrum of a tissue

sample within a few seconds. This modulated force is applied via magnetic

nanoparticles, named ‘nanotransducers’, which are diffused into the tissue and

which contribute negligible inertia to the soft tissue mechanical system. Excised

tissues that exhibit mechanical resonance modes which are well described by a

linear damped harmonic oscillator have been observed. Results are validated by

using cylindrical tissue phantoms of agarose in which resonant frequencies

(30–400 Hz) are consistent with longitudinal modes and the sample boundary

conditions. Magnetomotive resonant acoustic spectroscopy (MRAS) has been

developed. Nanotransducers consist of magnetic nanoparticles (~20 nm diameter

iron oxide, �COOH terminated, Ocean NanoTech, LLC) in an aqueous solution

that are either diffused into the tissues or premixed into tissue phantoms before

gelation. To mechanically drive the nanoparticles, a solenoid is placed 1–2 mm

above the tissue to apply a temporally modulated magnetic field from B� 0–600 G

along its central axis (z). The resulting gradient force on the nanoparticles F/∇ |B|2

is directed primarily towards the solenoid along þz [101–104].
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Targeted Magnetic Nanoparticles. Hysteretic heat dissipation by magnetic

nanomaterials can be used to remotely trigger activity of neurons expressing

heat-sensitive ion channels. Since the alternating magnetic fields in the low

radiofrequency range interact minimally with the biological tissues, the magnetic

nanoparticles injected into the brain can act as transducers of wireless

magnetothermal deep brain stimulation. Similarly, local hysteretic heating allows

magnetic nanoparticles to disrupt protein aggregates associated with neurodegen-

erative disorders [102–104].

Heat-Assisted Magnetic Recording (HAMR). Integrating magnetic thin-film

heads with plasmonic nanotransducers has gained importance in magnetic data

storage concepts because of its promise to overcome the superparamagnetic limit.

Integrated heads offer significant advancement in the performance of hard disc

drives by lowering the coercivity of magnetic grains via localized heating of the

grains during the recording process. The magnetization of the grains can then be

changed by the applied magnetic field of the integrated head, which has paved the

way for heat-assisted magnetic recording (HAMR). HAMR is an emerging tech-

nology that has increased the areal density of conventional recording techniques for

hard disc drives. Integrated heads have enabled this increase through localized

heating of the recording media during the recording process. One of the problems in

integrating magnetic heads with plasmonic nanotransducers is the resulting losses.

In particular, multilayer configurations with gold thin films near magnetic thin films

are investigated to minimize radiative and load-induced losses. The effect of load-

induced damping of the magnetic film and evanescent coupling is identified with

the intensity enhancement near the magnetic films. A higher intensity enhancement

can be obtained by minimizing radiative and load-induced losses through adjusting

layer thicknesses in multilayer configurations [105–107].

Magneto-Plasmonic Nanoantennas. Plasmonic nanoantennas are a hot and rap-

idly expanding research field. Here we overview basic operating principles and

applications of novel magneto-plasmonic nanoantennas, which are made of ferro-

magnetic metals and driven not only by light but also by external magnetic fields.

Magneto-plasmonic nanoantennas enhance the magneto-optical effects, which

introduces additional degrees of freedom in the control of light at the nanoscale.

This property is used in conceptually new devices such as magneto-plasmonic

rulers, ultrasensitive biosensors, one-way subwavelength waveguides and extraor-

dinary optical. Magneto-plasmonic nanoantennas may also be used to achieve

spectral tuning or enhance nonlinear effects [108]. However, their advantage over

nonmagnetic nanoantennas is that they can additionally exhibit nonlinear magneto-

optical properties. It was shown that the nonlinear magneto-optical Kerr effect and

the SHG effect can be enhanced at the frequencies of plasmon modes supported by

arrays of ferromagnetic metal nanorods or magnetic multilayer heterostructures.

The inverse magneto-optical effects are important for ultra-fast all-optical control

of magnetisation, which may be useful in data storage systems and generation of

spin waves with light pulses transmission structures, as well as in novel biomedical

imaging modalities.
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6.8 Nanoaerogels and Nanofoams

6.8.1 Introduction to Aerogels

Aerogel is a synthetic porous ultralight material derived from a gel, in which the

liquid component of the gel has been replaced by a gas. The result is a solid with

extremely low density and thermal conductivity. Nicknames include frozen smoke,
solid smoke, solid air or blue smoke owing to its translucent nature, and the way

light scatters in the material. However, it feels like expanded polystyrene (styro-
foam) to the touch.

Nanofoams are a class of nanostructured, porous materials (foams) containing a

significant population of pores with diameters less than 100 nm. Aerogels are one

example of nanofoam.

Table 6.7 presents the evolution of aerogels, steps and stages of the process.

CNTs and Aerogels. There are several different ways how nanotubes and aerogels

come together:

• Aerogels can be made out of carbon nanotubes.

• Carbon aerogels can be reinforced with embedded carbon nanotubes.

• Metal oxide aerogels can be used as catalysts to grow carbon nanotubes.

• Metal-doped carbon aerogels can act as catalysts for growing carbon nanotubes.

Remark. Fluffy masses of nanotubes formed during nanotube yarn production and
sheets of entangled carbon nanotubes are sometimes incorrectly referred to as

aerogels.

Carbon–Carbon Nanotube Aerogels. In 2008, Ted Baumann and Marcus Worsley

at Lawrence Livermore National Laboratory developed a composite material made

of double-walled carbon nanotubes dispersed uniformly throughout a carbon

aerogel. The resulting carbon–carbon nanotube aerogels have improved electrical

conductivities over regular carbon aerogels. For 8 wt % nanotube loading and bulk

density of 0.139 g cm�3, these aerogels have about twice the conductivity of regular

carbon aerogels (5 Ω�1 cm�1 vs 2 Ω�1 cm�1).

Graphene Aerogels: Main Properties and Qualities.

• Graphene aerogels demonstrate densities approaching 10 mg/cm3.

• Graphene aerogels demonstrate an improvement in bulk electrical conductivity

of more than two orders of magnitude (1�102 S/m) compared to graphene

assemblies with physical cross-links alone (5�10�1 S/m).

• The graphene aerogels also possess large surface areas (584 m2/g) and pore

volumes (2.96 cm3/g), making these materials viable candidates for use in

energy storage, catalysis and sensing applications.
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Ohm’s Law and Hooke’s Law Analysis The analysis of graphene/MWCNTs

hybrid aerogels [111] is that these materials demonstrate Ohm’s law behaviour. It

is very important that Hooke’s law behaviour also is observed. However, the

linearity of compressive stress via compressive strain is very ‘deep’ (till 50%).

This is larger than for simple elastic materials. This property also gives possibilities

to create pressure and force nanosensors.

Table 6.7 Aerogel evolution and application development

Evolution period Description

1930s–1940s

1929–1931, Samuel Ste-
phens Kistler [109]

A discovery of many different types of aerogels, including

transparent silica aerogels with densities as low as 0.030 g � cm
�3, alumina aerogels, tungsten oxide aerogels, iron oxide

aerogels and tin oxide aerogels

1940s–1970s

The early days of aerogels
Aerogels were even commercialized as early as the 1940s by

Monsanto Corporation (till 1970s). A powdered silica aerogel

product called ‘Santocel’ for use as a thickening agent for paints,
makeup and napalm, as cigarette filters and as insulation for a

national line of freezers

1970s–1980s The 1980s brought forth safer techniques for producing aerogels,
ways of making aerogels 30 times lighter than had ever been

accomplished before, and a new class of organic and carbon

aerogels that would demonstrate aerogels of different substances

could do amazing and very different things

In early 1980s, particle physics researchers realized that silica

aerogels would be an ideal medium for the production and

detection of Cherenkov radiation

In the 1980s, the alkoxide sol-gel process was made less toxic by

using a safer alkoxide compound, and the supercritical drying

technique was made safer by replacing supercritical alcohol with

supercritical carbon dioxide [110]

1980s–1990s The 1990s was the decade of aerogel increased publicity. More-

over, aerogel synthesis evolved to include ways to speed up or

even eliminate supercritical drying and to extend aerogels to

metal oxides across the periodic table

1990s–2000s Commerciali-
zation
trends

Mechanically strong aerogels, aerogels of strange new materials

and, finally, commercially available aerogels changed the way of

thinking for aerogels application from energy transducing to

lightweight structures and nanosensors

2000s–2020s

The nearest future
Actual and prospective developments trends:
▪ Mechanically strong aerogels, aerogels of new compositions

for

sensors and energy production

▪ Aerogels applications for use as hydrogen storage media

▪ Metal aerogels

▪ More advanced supercapacitors that rival today’s batteries
▪ Hydrogen production using cleverly engineered semiconductor

aerogels changing the way of thinking about energy and fuel

▪ Smart materials with the unique combinations of materials

properties

There are endless possible applications of aerogel materials

188 6 Classification and Operating Principles of Nanodevices



6.8.2 Aerogels Forms and Characterization

Silica Gels. Silica gels are produced through the sol-gel process, in which

nanoparticles suspended in a liquid solution (i.e. a sol) are invoked to interconnect

and form a continuous, porous, nanostructured network of particles across the

volume of the liquid medium (i.e. a gel). Silica aerogels have found a wide array

of uses, mostly in high-tech science and engineering, but are beginning to enter the

commercial mainstream. Below are a few examples of where silica aerogels have

helped out. There are some known applications: Insulation on the Mars Exploration
Rovers, Hypervelocity Particle Capture in the Stardust Probe, High-Energy Che-
renkov Radiation Particle Counters, Remediating Oil from Water, Transparent
Window Insulation and Thermal Insulation Without the Chlorofluorocarbon
(CFCs).

Metal Oxide Aerogels. Metal oxide aerogels are the inorganic cousins of the more

common silica aerogel – each type with its own unique properties. These aerogels

are important, as they can act as catalysts for various chemical transformations,

matrices for explosives and precursors for other materials (such as carbon nanotube

catalysts), can be magnetic and are often quite colourful. Up until the 1990s, metal

oxide aerogels had been historically much more difficult to synthesize than silica

aerogels, largely because there were no good synthetic routes for making metal

oxide gels. This is mostly due to the difficulty associated with handling metal

alkoxide compounds (as they hydrolyse readily), or in some cases simply because

of there aren’t any or any good metal alkoxides for a particular metal. One of the

most notable differences between metal oxide aerogels and silica aerogels is that

many metal oxide aerogels are often brilliantly coloured. It is important to remem-

ber that the bluish cast characteristic of a silica aerogel is the result of the Rayleigh

scattering by nanoparticles (which make up the aerogel backbone) and that silica

itself is not blue. There are some colour realizations of metal oxide aerogels (see
Table 6.8).

Organic and Carbon Aerogels. Organic aerogels have been around as long as any

aerogel. In fact, the first aerogel which Samuel Kistler is believed to have prepared

was aerogel made from jelly (which is composed of the organic

heteropolysaccharide pectin). Kistler also prepared aerogels of gelatin and rubbers,

Table 6.8 Colour realizations of metal oxide aerogels

Metal oxide aerogels Colour palette

Silica, alumina, titania, zirconia Clear with Rayleigh scattering blue or white

Iron oxide Rust red or yellow opaque

Chromia Deep green or deep blue, opaque

Vandia Olive green, opaque

Neodymium oxide Purple, transparent

Samarium oxide Yellow, transparent

Holmium oxide, erbium oxide Pink, transparent
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both of which are composed of organic polymers. There are numerous examples of

organic aerogels which have been prepared in the literature, many of which are

biological in nature. Supercritical drying has been used by biologists for many

decades to preserve biological specimens or prepare them for electron microscopy –

in essence making aeroinsects, aerobacteria and even aeroorgans. Organic aerogels

made from polymers of not only resorcinol but also melamine, phlorglucinol and

acetic acid are used to prepare carbon aerogels.

Semiconducting Metal Chalcogenide Aerogels. Semiconducting metal chalco-

genide aerogels are a new, exciting class of aerogels materials. First prepared in

2002, these aerogels possess a unique combination of porosity, optical translucency

and photoluminescence and show great promise for use as chemical sensors (arti-
ficial nose) and energy applications such as photovoltaics (solar cells) and extrac-

tion of hydrogen from water using sunlight as the energy source. Metal

chalcogenide aerogels exhibit a property called photoluminescence, that is, the

glow when irradiated with a black light (ultraviolet lamp). In fact, metal chalco-

genide aerogels have a bandgap, like other semiconductors, and that bandgap

corresponds to the colour of light they will emit under the black light. Bulk CdS

has a bandgap around 2.05 eV (meaning the crystal will photoluminesce orange),

but nanosized CdS quantum dots can have a very different bandgap depending on

their diameter. In general, aerogels made from quantum dots have about the same

bandgap as the quantum dots they are made out of, so CdS aerogels made from CdS

quantum dots that have a bandgap of 2.73 eV (blue) will photoluminesce blue as

well, although a bit greener of a blue (the bandgap of aerogels is usually ‘redshifted’
compared to quantum dots). Interestingly, if the aerogel is annealed at 300 �C, the
aerogel’s bandgap decreases to 2.22 eV (green). The main application directions are

photocatalysts, photovoltaic cells, chemical and biological sensors and quantum
dot metal chalcogenide aerogel.

Nanoporous Metal Foams. There are now a number of ways to make nanoporous

metal foams. There are three major approaches: combustion synthesis of metal
nanofoams, dealloying of templated Au alloys and nanosmelting of iron aerogels.

One method for making nanoporous metals is called dealloying. In this method,

an alloy of gold and a less noble (more reactive) metal is prepared (usually an alloy

of copper and gold or silver and gold), where enough less noble metal is present in

the alloy that forms a continuous percolating network throughout the gold.

Iron aerogels are made through a nanosmelting process. Fe aerogels are both

magnetic and electrically conductive just like iron is. They have surface areas

ranging from ~95 to 300 m2�g�1 and densities of about 0.046 g�cm�3 (about

20 times less dense than water and 172 times less dense than bulk Fe metal).

The main applications are hydrogen storage, antimicrobial scaffolds, irregularly
shaped magnetic media and X-ray optics.

Strong and Flexible Aerogels. Although it is true that a typical silica aerogel could

hold up to 2000 times its weight in applied force, this only holds if the force is

gently and uniformly applied. Also, keep in mind that aerogels are also very light,
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and 2000 times the weight of an aerogel still might not be very much. Additionally,

most aerogels as produced are extremely brittle and friable (i.e. they tend to

fragment and pulverize). As a result, structural applications of aerogels were for a

long time totally impractical.

There are four general ways to enhance the mechanical properties of aerogels:

liquid-phase crosslinking, vapour-phase crosslinking, fibre reinforcing and reduced
bonding.

6.8.3 Aerogels Commercialization

Mechanically Strong and Flexible Aerogels. If you can dope polymers with

nanomaterial fillers, could you dope a filler material with a polymer? [112] – this

was a question. It was shown that the lowest density form of silica available is silica

aerogel and proceeded to see what kinds of materials you could make if you doped

them, that is, crosslinked them, with polymers. Discovered x-aerogels, a new class

of flexible, mechanically robust aerogels, have been developed. Diffusing

crosslinking agents such as diisocyanates (used in making polyurethane) into the

pores of a silica aerogel have been obtained. The hydroxyl groups on the surface of

the particles that make up the aerogel framework to create polymer bridges between

particles – the structural weak spots in the aerogel structure – have been used. Later,

a set of x-aerogels from many more substances than just silica, including most of

the transition metal and lanthanide oxides and many organic aerogels, have been

prepared.

Quantum Dot Aerogels and Beyond If aerogels of metal oxides could be made,

why should other chalcogenides, such as sulphides and selenides be searched for?

[113] – this was a question. Gels of cadmium sulphide and selenide have been

prepared. The result is a novel class of photoluminescent, semiconducting aerogels

with unusual and exciting properties. Many metal sulphides and selenides as well as

nitrides and phosphides gels have been prepared, and applications of these types of

aerogels in photoelectrolysis of water and chemical sensors have been

demonstrated.

Metal Aerogels. The development of a technique for producing monoliths of

nanoporous gold was the essential technological step [114, 115]. Cast bimetallic

alloys of gold and another metal (such as Cu or Ag) over micron-diameter poly-

styrene spheres, which served as a template for a foam structure, were created. After

dissolving the template, the less noble metal in the alloy was then etched away

through a technique called dealloying. The remaining structure was a macroporous

foam with nanoporous walls, closely approximating a gold aerogel. The foams had

two levels of porosity, micron-diameter pores leftover from the template and

nanometre-size pores from dealloying. However, these materials did not exhibit

significant mesoporosity, that is, pores between 2 and 50 nm in diameter, which is

more typical of aerogels.
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Bryce Tappan [116] found that ignition of pressed pellets of these compounds

under an inert atmosphere left behind incredibly low-density metallic foams. It

was discovered that the foams, although largely macroporous, contained significant

mesoporosity as well, approximating the expected structure of a metal aerogel. The

group eventually extended the technique to prepare foams of Fe, Co, Ni and

Cu, among other metals. The polymer that smelted the iron oxide component of

the aerogel, leaving behind an aerogel of ‘pig iron’ – iron rich in carbon

content but magnetic and metallic as characterized by X-ray diffraction [117] was

created.

Carbon Nanotube Aerogels. It was shown that carbon nanotubes could be assem-

bled into a gel structure using polyvinyl alcohol as a ‘binder’ [118]. Then these gels
were supercritically dried to prepare carbon nanotube aerogels. The next new

technology (Marcus Worsley and Sergei Kucheyev 2008) gave a hybrid of carbon

nanotubes and carbon aerogel, with the amazing ability to compress 80% and

elastically return undeformed. The materials also showed high electrical

conductivity.

Acid-Catalysed Carbon Aerogels. Acid-catalysed carbon aerogels – an intriguing

variation on carbon aerogels with incredibly enhanced strength – were developed

[119]. Although technically not aerogels because of their primarily macroporous

bone-like structure, these materials exhibit compressive strength and stiffness much

higher typical of most aerogels and different from any other carbon material. A way

to make these materials nanoporous by etching them with CO2 at high tempera-

tures, resulting in ultrahigh surface area carbon aerogels with promise for hydrogen

storage applications, was demonstrated [120].

6.8.4 Functionalization

Functionalization is the process of adding new functions, features, capabilities or

properties to a material by changing the surface chemistry of the material. It is a

fundamental technique used throughout chemistry, materials science, biological

engineering, textile engineering and nanotechnology. Functionalization is

performed by attaching molecules or nanoparticles to the surface of a material,

sometimes with a chemical bond but sometimes just through adsorption (i.e. the

thing you’re trying to attach sticks to the surface without forming a covalent or

ionic bond).

Functionalization can:

• Make a water-absorbing material waterproof

• Change the colour of a material

• Render a surface antibiotic

• Make chemical sensors (‘artificial noses’)
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• Make nonmagnetic materials magnetic

• Make sophisticated batteries

Flat surfaces such as silicon wafers or glass are commonly functionalized to

make useful and interesting materials and devices. However, aerogels, with

ultrahigh surface areas wrapped up inside their porous skeletal frameworks, can

also be functionalized to make materials with even more amazing properties than

ordinary aerogels (see also Table 6.9).

6.9 Biocomposites

6.9.1 Biocomposite Concepts and Definitions

Polymer nanocomposites represent a new alternative to conventional polymers.

Polymer nanocomposites are materials in which nanoscopic inorganic or organic

particles, typically 1–100 nm in at least one dimension, are dispersed in an organic

polymer matrix in order to improve the properties of the polymer dramatically.

Owing to the nm length scale, which minimizes scattering of light,

nanocomposites are usually transparent and exhibit properties that are markedly

improved over those of pure polymers or their traditional composites. They have

increased modulus and strength, outstanding barrier properties, improved solvency,

heat resistance and generally lower flammability, and they do not have detrimental

effects on ductility [121]. There are three basic classes of biopolymers:

1. Bioresources: natural biopolymers (plant carbohydrate like starch, cellulose,

chitosan, alginate, agar, carrageenan, etc. and animal- or plant-origin proteins

like soy protein, corn zein, wheat gluten, gelatin, collagen, whey protein and

casein)

2. Chemical synthesis: synthetic biodegradable polymers

3. Microorganisms: biopolymers produced by microbial fermentation

Table 6.10 demonstrates the evolution biocomposite material concepts from

traditional forms till absolutely new and prospective.

Bio-nanocomposites which are obtained from 100% bio-based materials, in

which both the fillers and the matrix are obtained from renewable resources. Four

different nanofillers are extensively used for the preparation of bio-nanocomposites

presented in Table 6.11.

6.9.2 Bio-nanocomposites from Renewable Resources

A variety of nanofillers allow the creation of large four classes of

bio-nanocomposites.
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Table 6.9 Aerogels functionalization

Aerogel function Description

Aerogels are 3D surfaces While aerogels are generally three-dimensional materials,

they contain a tremendous amount of surface area. The

surface of each and every nanosized strut that makes up the

open porous skeleton of the aerogel can potentially serve as

a surface for molecules or particles to be attached to. There

is a lot of surface area wrapped inside an aerogel, a typical

piece of silica aerogel, say with a density of 0.1 g/cm3, and

easily has a surface area of 750 m2/g, which means an ice

cube-sized piece having 2.2 cm sides (a little less than a

cubic inch) has 750 m2

Aerogels are great things to
functionalize

Aerogels offer lots of advantages in functionalization:

• Aerogels pack tremendous surface into a small volume

(i.e. they have a high surface-to-volume ratio)

• Aerogel backbones can be made of many different sub

stances, providing tremendous chemical flexibility

• Aerogels can frequently made through ambient

temperature bench-top processes

• The open pore network of aerogels enables movement

(mass transport) of stuff through the aerogel, providing

avenues for getting things you might want to detect or

adsorb to the functional groups that will sense or adsorb

them

Waterproof aerogels: an example
of functionalization

One classic example of functionalization of aerogels is the

making of hydrophobic (waterproof) silica aerogels. Silica

aerogels are normally hydrophilic; that is, they readily

absorb moisture from the air (which causes them to shrink

and become cloudy over time) and wick up liquid water on

contact (which causes them to shrivel up and densify). This

is because of surface hydroxyl (-OH) groups that cover the

struts of the aerogel’s skeleton–sticky, polar groups to
which water can readily stick by hydrogen bonding. To

make a waterproof silica aerogel, we can replace the

hydrogen on these sticky -OH groups with a much less

sticky, non-polar group called trimethylsilyl (-Si(CH3)3).

Transforming just 30% of these -OH groups into -OSi

(CH3)3 groups is enough to make the struts of the aerogel

repel water, allowing the aerogel to float in water indefi-

nitely without wicking water into its pore network (which

would cause the aerogel to shrivel up).

How to functionalize an aerogel There are three points in the process of making an aerogel

where you can functionalize its surface: during gelation of

the precursor gel, after gelation of the precursor gel and

after supercritical drying.

Cool stuff using functionalization • Make brittle silica and metal oxide aerogels superstrong

and tough by functionalizing the surface with polymers

• Make precursors for metallic aerogels by functionalizing

metal oxide aerogels with carbon-rich polymers

• Make carbon aerogels into battery-like materials by

functionalizing with electrochemical coatings such as

manganese dioxide

(continued)
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Cellulose Nanocomposites. The importance of cellulose nanocomposites arises

from the unique properties of cellulose nanomaterials such as structural stability

against various processing windows, excellent mechanical properties in terms of

Young’s modulus (~138 GPa) compared to other lignocellulosic natural fibres

(35–45 GPa for flax fibre) and very low coefficient of thermal expansion in

Table 6.9 (continued)

Aerogel function Description

• Make silica aerogels into oxygen sensors by

functionalizing with oxygen-sensitive fluorophores

• Make carbon aerogels into efficient catalysts by

functionalizing with precious metals

• Make silica or carbon aerogels into hydrogen storage

materials by functionalizing with metals that form

hydrides

• Make aerogels that absorb 20� their weight in oil by

functionalizing with oleophilic groups

• Make aerogels that filter biomolecules like DNA by

functionalizing with the complementary DNA sequence

Table 6.10 Bio-nanocomposite concepts evolution [122]

Concept Definition

Bioplastic A plastic that is made from biological/renewable resources or degrades

by the action of microorganisms/biological activity or both

Bio-based plastic A plastic that is obtained totally or partially from biological resources,

i.e. all the monomers or any of the monomer used in the synthesis is

derived from biological resources

Degradable plastic A plastic, which undergoes major structural changes under prescribed

environmental conditions

Biodegradable plastic A plastic which degrades by the action of microorganisms or

undergoes lowering of its molecular weight by biological activity

Compostable plastic A plastic that undergoes biodegradation in composting environment to

yield carbon dioxide, water, inorganic compounds and biomass at a

rate equivalent to standard compostable materials and leaves no toxic

materials

Biocomposite Composite that consists of either filler or polymer matrix derived from

biological resources

Nanocomposite Polymer composites that have fillers with at least one dimension in nm

Bio-based

nanocomposite

Nanocomposite in which either fillers or polymer matrix has been

obtained from biological resources

Bio-nanocomposite Nanocomposite in which both fillers and polymer matrix obtained from

biological resources

Bio-degradable

nanocomposite

Nanocomposites that degrades by the action of microorganisms

Bio-compatible Refers to the ability of a material to carry out its intended function

without any adverse reactions or unintended responses
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longitudinal direction (10�7 K�1). Structures of cellulose nanofibres are stabilized

by hydrogen bonds with high levels of crystallinity, which makes cellulose

nanofibres an ideal reinforcing material in polymeric materials. Cellulose

nanocomposites made using renewable resource-based biopolymers exhibit supe-

rior thermal, mechanical and barrier properties with minimum reinforcement

Table 6.11 Nanofillers for bio-nanocomposites

Nanofillers Descriptions and characterizations

Cellulose-based

nanofillers (CBN)

CBNs are widely available and low-cost material which is both

renewable and biodegradable. Cellulose microfibrils and nanocrys-

talline celluloses or cellulose nanowhiskers (CNW) are the two types

of nanoreinforcements obtained from cellulose. Cellulose microfi-

brils consist of bundles of molecules that are elongated and stabilized

through hydrogen bonding [123]. The typical dimensions of these

nanofibrils are 2–20 nm in diameters, while lengths in micrometer

range

Carbon nanotubes Carbon nanotubes find many applications that include polymer

nanocomposites, electrochemical energy storage/conversion, cataly-

sis, hydrogen storage, health and environmental hygiene products

and electronics. In polymer nanocomposites they have been utilized

as high-performance functional fillers, which not only improved

thermal/mechanical performance but also provided additional func-

tionalities such as fire retardant, moisture resistance, electromagnetic

shielding and barrier performances. The field of polymer

nanocomposites with carbon nonmaterial has highly diversified;

carbon nanotube (CNT)-based polymer composites have been widely

explored in many aspects as described elsewhere [124]

Nanoclays Layered silicates also known as nanoclays are most commonly

utilized nanofillers in the synthesis of polymer-layered silicate

nanocomposites. Among these layered silicates, phylloscilicates

(2:1) are extensively used in preparing clay-based nanocomposites.

The crystal arrangement in the silicate layers is made up of two

tetrahedrally coordinated atoms amalgamated to edge-shared octa-

hedral sheets. The layers have thickness of 1 nm, and their tangential

dimensions range from 30 nm to a few microns. The variation in the

dimensions depends on clay source, particulate silicate and prepara-

tion technique [125]

Functional nanofillers A wide range of biocompatible materials such as metal, alloys,

ceramics, polymers and composites is used for medical implants.

Among them, bio-nanocomposites that are fabricated using the

combination of biopolymers and various nanostructured inorganic/

organic functional fillers receive extensive attention due to their

diversified biomedical as well as biotechnological application.

Nanostructured fillers play an important role in biocomposite fabri-

cation, since they bring various desired functionalities to the com-

posites. Functional nanofillers such as cellulose nanofibres,

hydroxyapatite (HAp), layered double hydroxides (LDH), silica

nanoparticles and polyhedral oligomeric silsequioxanes (POSS) are

most investigated for this proposes [126–128]
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(	5 wt %) compared to macro reinforcements with the added advantages of

recyclability and biodegradability [129].

CNT Nanocomposites. Carbon nanostructures (including carbon nanotubes,

nanofibres and graphene sheets) exhibit a range of properties, such as higher

electrical conductivity, enhanced mechanical strength and better thermal behav-

iour, which make them desirable reinforcing materials for polymer nanocomposites

[130]. Especially, carbon nanotubes receive more attention due to their uniqueness

in efficient load transfer, which arises from the enormous surface area and high

aspect ratio. Mechanical behaviour of carbon nanotubes composites is influenced

by carbon nanotubes type, geometry of the carbon nanotubes and polymer nature

(amorphous/crystalline/semicrystalline) and the processing method (in situ poly-

merization/solvent casting/melt processing) [131].

Clay Nanocomposites. Bioplastic–clay nanocomposites have been receiving

extensive attention due to their improved thermal, mechanical and barrier proper-

ties as well as reduced flammability compared to their respective virgin polymers.

Other positive aspect of nanoclay reinforcement is that it does not hamper the

biodegradation of biodegradable polymers [132]. These clay materials were clas-

sified into many types based on their chemical nature, structure and their unique

properties of swelling as well as exfoliation [133].

Functional Nanocomposites. Bio-based polymers with functional fillers such as

HAp and LDH found a wide range of applications specially towards tissue engi-

neering, drug deliver and gene therapy due to their compatibility and also

non-cytotoxic and noninflammatory towards with biological system

[134, 135]. Yamaguchi et al. reported fabrication of chitosan/hydroxyapatite

nanocomposites using co-precipitation method. They reported the formation of

flexible composites with homogenous dispersion of hydroxyapatite. Heat treatment

of this composite caused the formation of hydrogen bonds between chitosan

molecules and results in the enhanced mechanical properties [136].

6.9.3 Bio-nanocomposite Applications

Packaging. Bioplastics suffer from three main disadvantages: performance,

processing and cost compared to the petro plastics [137–139].

Food packaging. General requirements for food packaging materials are to ensure

gas barrier (O2, CO2), antimicrobial function, mechanical properties, vapour bar-

rier, optical properties, aroma barrier, thermal properties and environmentally

friendly. Bio-nanocomposites open an opportunity for the use of new, high-

performance, lightweight green nanocomposite materials making them to replace

conventional nonbiodegradable petroleum-based plastic packaging materials. The

most studied bio-nanocomposites suitable for packaging applications are starch and

cellulose derivatives, polylactic acid (PLA), polycaprolactone (PCL), poly(butyl-

ene succinate) (PBS) and polyhydroxybutyrate (PHB). Bio-nanocomposites mostly
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use nanoscale fillers being layered silicate nanoclays such as montmorillonite and

kaolinite. The main goal is the development of high barrier properties against the

diffusion of oxygen, carbon dioxide, flavour compounds and water vapour. Some

bio-nanocomposites are useful to provide active and/or smart properties to food

packaging systems, as exemplified by antimicrobial properties, oxygen-scavenging

ability, enzyme immobilization or indication of the degree of exposure to some

detrimental factors such as inadequate temperatures or oxygen levels. An important

trend of food packaging applications is the enhancement of packaging performance

of the green materials as well as their biodegradability, antimicrobial properties and

mechanical and thermal properties [140–142].

Electronics, Sensor and Energy Applications. Polymers reinforced with

engineered/functional nanostructures provide additional electrical, optical and elec-

tromagnetic shielding and magnetic properties and lead to the development of

various advanced devices including light emitting, diodes, sensors, solar cells,

display panels and other medical devices [143].

Bio-nanocomposites for Medical Applications. The versatility and adaptability of

bio-nanocomposites enable these materials to be utilized for biomedical applica-

tions. An essential characteristic of medical biomaterials is biocompatibility, the

ability to function appropriately in the human body to produce the desired clinical

outcome, without causing adverse effects [134].

Bio-nanocomposites for Tissue Engineering. Bio-nanocomposites are well suited

for regeneration of native tissue structures, as nanocomposite materials mimic the

natural morphology of the extracellular matrix that surrounds cells. The extracel-

lular matrix exhibits three key characteristics [144]:

1. The extracellular matrix is composed of a combination of macromolecules, such

as proteins and polysaccharides, and inorganic matter.

2. Macromolecules in the extracellular matrix are typically present in a fibre form

and possess an axial (length/diameter) ratio greater than 100.

3. Macromolecules in the extracellular matrix typically have nanoscale diameters

of less than 500 nm.

Bio-nanocomposites for Drug Delivery. Bio-nanocomposites designed for

implantation and tissue replacement/regeneration can simultaneously serve as

reservoirs for drug delivery. A hydroxyapatite/collagen-alginate

bio-nanocomposite has been developed as a bone filler and drug delivery vehicle;

the composite is loaded with bone morphogenetic protein, a growth factor that

stimulates bone formation [145]. Porous hydroxyapatite/collagen scaffolds have

additionally been designed as carriers for fibroblast growth factor 2; these drug-

releasing scaffolds are efficacious in stimulating both bone regeneration and carti-

lage regeneration in animal models of large osteochondral defects [146].

Bio-nanocomposites for Gene Therapy. Natural nucleic acid biopolymers can be

intercalated into layered double hydroxides. Such composite materials can be

utilized for gene therapy; for example, an ion exchange method has been used for
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intercalation of DNA between the interlayers of LDH, leading to the formation of

bio-nanocomposites. The DNA chains are arranged in a double helix conformation,

oriented parallel to the basal plane of the LDH [147].
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Chapter 7

CNT and Graphene Growth: Growing, Quality
Control, Thermal Expansion and Chiral
Dispersion

The production of carbon nanotubes (CNTs) and graphene sheets is related to

simple manipulation actions similar to production of fullerenes, different carbon

allotropes and so on. The arc discharge method can be evaluated as an innovative

technique for producing CNTs using graphite evaporation. Unfortunately, this

technique requires significant purification and fraction separation routines which

are necessary after evaporation.

An alternative CNT production method such as chemical vapour deposition

(CVD) allows controlling the quality of production yield on demand. Arc discharge,

laser ablation and chemical vapour deposition are three techniques useful for

industrial development of CNTs in order to produce a significant amount and the

required purity. Depending on the conditions of preparation, single-walled carbon

nanotubes (SWCNT) or multiwalled (MWCNT) can be manufactured [1]. High

vacuum technologies and magnetic field technologies are also used for purification.

7.1 The Iijima Method for Growing CNTs and Graphene

7.1.1 Arc Discharge

Iijima et al. [2] in 1992 reported a novel carbon structure synthesized by arc

discharge methods. Iijima characterized it as a carbon derivative which shows

complete ‘turnaround growth’, involving pentagon–heptagon pairs. The main idea

was expressed as follows: tubular assemblies are producing MW–CNTs with

different morphologies.

In 1994, Iijima and Ichihashi [3] and Bethune [4] synthesized SWCNTs using

the same route as producing MWCNTs but adding some metal particles to the

carbon electrodes (using transition-metal catalysed arc discharge).

Figure 7.1 represents schematic chart of equipment for producing CNTs in He,

Ar or CH4 gas environment (pressure 20 � 200 Torr). The vacuumed arc discharge
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chamber contains two graphite electrodes: cathode (C) and anode (A). Direct

current up to 100 A is the reason for a high discharge temperature and the following

carbon evaporation. In this case, cathode sublimation occurs.

To carry out the described experiment, several conditions must be fulfilled:

1. The distance between cathode and anode – up to 2 mm

2. The orientation of surfaces of electrodes – from face-to-face up to a sharp angle

3. The voltage between cathode and anode – up to 25 V

4. The current – up to 50 � 100 A

5. The density of the current – up to 100 A cm�2

MWCNTs were grown in the cathode deposits of soot. Ando et al. [5] reviewed

different arc techniques. For SWCNTs synthesis, incorporation of metallic particles

in the graphite anode is necessary. Using another technique, the so-called arc
plasma jet method, two electrodes are placed at a sharp angle. In this case, the

amount of cathode deposits decreases, the amount of soot including SWCNT

increases. Ando et al. [6] described the usage of the mentioned technique to get

three kinds of allotropes of carbon: CNTs, disordered polyhedra and graphene

sheets. The length of CNTs exceeds 50 μm, diameter up to 30 nm. Somu et al.

[7] reviewed some of the important developments in the processing of CNT.

In addition to the well-known classical techniques by Iijima et al. [2–6] where

direct current (DC) operates the CNT yielding, additional technique was invented in

order to solve the problems of purity, homogeneity, quality, etc. Alternating current

(AC) arc discharge method was reported as more effective than DC one for

synthesis of SWCNT [8, 9].

Sugai et al. [10] reported the possibility of synthesis of high-quality double-

walled carbon nanotubes (DWCNT). High-temperature pulsed arc discharge

method was used with Y/Ni alloy catalysts at 1250 �C. Using described technique,

inner and outer diameter of DWCNTs was obtained as 0.8 � 1.2 and 1.6 � 2.0 nm,

respectively.

The task to increase the reaction yield by producing SWCNTs and DWCNTs

was partially solved by means of plasma rotating in arc discharge technique. Cassel

et al. [11] reported plasma rotating arc discharge technique. Figure 7.2 represents

arc discharge chamber where anode (A) is rotating at a high velocity along the long

axis. Cathode stays stabile. The rotation of the anode stabilizes the plasma. Due to

Fig. 7.1 Schematic diagram of arc discharge chamber for producing of CNT in He surrounding.

Closed electric circuit includes two graphite electrodes: cathode (C) and anode (A) – both stabile.

Face-to-face orientation of electrodes, traces of plasma particles are depicted in red (Adapted

according to Ref. [5])
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centrifugal rotation forces, turbulence accelerates the particles of carbon vapour

perpendicular to the anode.

Carbon vapour is collected on the collector at the periphery of the plasma. CNT

increases with the increasing of rotational speed.

7.1.2 Purification

Using the arc discharge method, CNT yield exceeds 50%. The deposit on cathode

also contains additional amount of fullerenes, graphene sheets, disordered

polyhedra, etc.

Three operations are necessary for the cleaning purposes:

1. The mixture of deposit and methanol must be dispersed by ultrasound until some

suspension occurs.

2. The dispersed suspension must be diluted by water. Centrifuging separates

diluted suspension into large agglomerates (deposited on the wall of centrifuge)

and CNT (in suspension).

3. The suspension including CNT must be influenced by pure nitric acid (HNO3)

and afterward must be dried by gaseous mixture containing 20% O2 and 80%

H2 at temperature �750 �C.

The mentioned purification technique allows getting a mixture of CNT of

diameter in average 20 nm. The use of nitric acid HNO3 is related to the structure

of impurities. The reactivity of hexagonal layer is much lower in comparison to

pentagonal one. Pentagonal rings are involved in fullerenes, etc. Oxidizer reacts

with spherical derivatives. CNTs, as ordered hexagonal structures, are inert in

reaction path. The purification of DWCNTs can be achieved by oxidation in air at

500 �C [10].

Fig. 7.2 Schematic diagram of arc discharge chamber for producing of CNT in He surrounding.

Closed electric circuit includes two graphite electrodes: stable cathode (C) and anode (A), which

are rotating at a high velocity along the long axis. Deposition of carbon particles occurs on graphite

collector (Col) (Adapted according to [11])
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7.2 Arc Discharge and Induced Non-regularities

The arc discharge technique initially was invented for the synthesis of fullerenes.

Direct current up to 100 A generates a high discharge temperature. The arc

discharge is a rather unstable process. The current flow contains certain disconti-

nuities, which is related to the inhomogeneity of the electric field. The spatial

density of current is determined by the rapid processes of graphite particle evapo-

ration from electrode surface. Actually, it is a time-dependent and gradient-

dependent process which is impossible to control by current stabilization.

CNTs and graphene sheets were obtained in product soot as the additional

product to fullerenes. As Ando et al. [5] claimed this method represents the easiest

way to synthesize the CNT. Several disadvantages of the arc method occur in

practice:

(a) The pure quality of CNTs (quality is strongly dependent on the uniformity of

the plasma arc).

(b) The selection of filling gases (He, Ar, etc.) influences the growth of CNTs.

(c) The reaction product always contains a mixture of different types of CNTs.

(d) To remove fullerenes and amorphous carbon, several purification processes are

necessary.

Eftekhari et al. [12] probed to estimate different aspects of damages in graphene

structure. They told that in a sense, ideal defect less flat graphene is an analogy to

diamond. The chemical reactivity decreases for an ideally ordered hexagonal

structure in comparison with the damaged one. Practical interest in applications

increases with increasing reactivity due to certain damages so-called crystallo-

graphic defects.

The Stone–Wales defect is related to the change of connectivity between two

π-bonded carbon atoms with changing orientation [13]. Stone and Wales described

these phenomena in 1986 on the isomerization of fullerenes [14]. Figure 7.3 rep-

resents conversion from naphthalene to fulvene with following redistribution of

carbon atoms in the centrum part when two hexagons are converted into two

pentagons. The previous central [..C ¼ C..] junction changes orientation by 90�

with respect to the midpoint of their bond. Reaction of this type is typical for CNT,

Fig. 7.3 The Stone–Wales defect. Conversion from naphthalene to fulvene. Two hexagons are

converted into two pentagons. [..C ═ C..] junction changes orientation by 90�
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graphene, etc. Figure 7.4 represents Stone–Wales defect in pyrene with formation

of pentagon–heptagon pair.

Figures 7.3 and 7.4 represent two structures when rearrangement structure

contains a region with greater chemical reactivity. Due to large surface area, high

affinity of such type defects increases the possibility of hydrogen adsorption.

Letardi et al. [15] proposed to solve atomic hydrogen storing problem using

graphene defects of the Stone–Wales type.

Meyer et al. [16] presented transmission electron microscopy investigation of

graphene membranes. Figure 7.5 represents Stone–Wales (SW) defect with forma-

tion of pentagon–heptagon alternating pairs. Such defects, consisting of pentagon–

heptagon pairs, play a key role in bonding by transformation of sp2 hybridization.

Figure 7.6 represents defects in a graphene sheet – an open vacancy is presented.

Figure 7.7 represents a set of non-aligned pentagon–heptagon pairs (four penta-

gons and four heptagons) in a graphene sheet. Meyer et al. [16] stated that in the

study of defects, the vacancies are important for basic understanding of potential

electronic and thermal applications.

Side effects described by Eftekhari et al. [12] are also important for analysing

electronic properties of graphene sheets as well as CNT. Figure 7.8 represents a

Fig. 7.4 The Stone–Wales defect in pyrene with formation of pentagon–heptagon pair

Fig. 7.5 The Stone–Wales

defect in graphene sheet

with the formation of

pentagon–heptagon

alternating pairs (green–

red) (Adapted according to

[16])
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schematic chart of graphene edge cuts. Corners (yellow), armchair (red) and zigzag

(blue) arrangements are the places of interest due to increased electronic reactivity.

7.3 Laser Ablation and Self-Organization of Matter

7.3.1 Laser Ablation

Laser ablation belongs to one of the most prominent techniques to manufacture

CNTs and was first used by Smalley et al. [17, 18] in 1995. The main idea of this

method is to use the radiation of high power laser to distinguish the high temper-

ature at a local place of a graphite target. Vapourization from a carbon target starts

immediately. The quality of the produced CNTs depends on the environment

factors such as type of inert gas, temperature, pressure, type of catalysts as well

as on laser power and frequency.

Figure 7.9 represents a schematic chart of the equipment for laser ablation.

Radiation of YAG:Nd laser (300 mJ/pulse at 532 nm wavelength, second harmonic)

Fig. 7.6 A defect in a

graphene sheet (Adapted

according to [16])

Fig. 7.7 A set of non-

aligned pentagon–heptagon

pairs (green–red) in a

graphene sheet (Adapted

according to [16])
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is focused on carbon target (T). After focusing, the density of energy must exceed

the value of 3 J/cm2, when pulse duration is 8 ns. The carbon target is placed in a

quartz tube furnace heated until about 1200 �C. The environment of the target

consists of inertial gas at 500 Torr pressure (Ar or He). The evaporated carbon

particles and the reaction products including CNTs are collected on a cooled

collector (col) (self-assembling technique). The vapour condensation process on

the cooled collector finishes with layer-to-layer covering as well as formation of

CNT due to the influence of catalyst particles.

Using the laser ablation technique, MWCNTs can be produced from the pure

graphite and SWCNTs from a composite consisting of graphite and any transition

metal (nickel, cobalt, etc.). As in the case of the arc discharge technique, the

graphite target must be enriched by metal particles as catalysts. The standard

composition of the carbon target contains 98.8% of graphite and 1.2% of cobalt/

nickel. Using this equipment, SWCNT can be manufactured with a diameter in the

range of about 1.0 � 1.6 nm.

The laser ablation method allows receiving high purity of CNTs (up to 90%) in

comparison to the arc discharge one. Moreover, very narrow distribution of diam-

eters can be achieved.

Van de Burgt [19] presented a review of the current situation in the use of the

laser ablation technique. Physical parameters, which influence nanotube growth

(gas type, selection of catalyst and exchange of thermal energy), were commented

and argued from the position of industrial manufacturing.

Fig. 7.8 A schematic chart

of graphene edge cuts.

Corners (yellow), armchair

(red) and zigzag (blue)

arrangements are the places

of interest (Adapted

according to [12])

Fig. 7.9 Schematic chart of equipment for laser ablation. Radiation of YAG:Nd laser is pointed to

carbon target (T). Evaporated carbon particles are collected on cooled collector (col). Environment

of inertial gas (Ar or He), furnace heated until 1200 �C
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One of the most important factors in the laser-assisted synthesis of CNT is the

possibility to employ the thermal energy of laser radiation. A great number of CW

gaseous lasers such as CO2, Ar-ion, YAG:Nd,YVO4:Nd as well as diode lasers

could be used.

A special case arises when the resonance frequency of the catalyst nanoparticles

is equal to the laser frequency. Conditions of the surface plasmon resonance

become excellent. In that case, laser light is efficiently converted into heat inside

the catalyst particles. Cao et al. [20] reported the usage of low-power 532 nm

CW-laser radiation for local induction of surface plasmon reaction on

nanoparticles. Quick heating allows to synthesize the CNTs on nickel and gold

particles.

7.3.2 Chemical Vapour Deposition

The catalytic chemical vapour deposition (CVD) method to produce MWCNTs was

described by Endo et al. [21]. After several years, Dai et al. [22] announced CVD

method to produce SWCNTs adapted CO-based CVD to produce SWNTs. CVD is

the most promising method to produce CNT on industrial scale [23].

Figure 7.10 represents a schematic chart of the equipment for CVD. Carbon

sources are hydrocarbon gases such as carbon monoxide (CO), acetylene (C2H2),

methane (CH4) and benzene (C6H6). Quartz tube is designed for the flow of

hydrocarbons with heating to 600 � 1200 �C inside the furnace. Inertial gases

such as Ar could be used as flow gases. Passing the hydrocarbon vapour through a

quartz tube occurs in 60 min. The vapour of hydrocarbons is thermally decomposed

at sufficiently high temperature. The presence of the metal catalyst outside the

furnace initiates self-organization processes of carbon. Fe, Ni and Co as transition

metals are suitable for such purposes. Catalyst material (also in liquid or gaseous

form) can be placed inside the furnace. Atomized carbon is condensed by creating

certain form of CNT (growing processes). Depending on the temperature, SWCNTs

and MWCNTs can be produced.

Fig. 7.10 Schematic chart of equipment for chemical vapour deposition (CVD). Quartz tube for

flow of hydrocarbons in furnace. Catalyst reactions from metal substrate Fe, Ni and Co (blue).

Reservoirs A, B and C are designed for gaseous hydrocarbons (CO, C2H2, CH4) as well as for flow

gases (Ar)
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Cassell et al. [24] reported the semi-continuous system for commercial produc-

tion of highly crystalline and pure CNTs. Combination of the classical CVD

method and the subsequent high-temperature thermal treatment takes place.

Takeuuchi et al. [25] estimated the CVD method as a unique for industrial usage

for large-scale production of CNT. Inami et al. [26] reported applications of alcohol

catalytic CVD for growth of SWCNTs using Co catalyst film. Three types of heat

treatment were investigated.

The advantages of the CVD method are the following: (1) relatively high purity

in comparison to arc discharge, (2) lower temperature range and (3) low power

input.

7.4 Simulations of Growth: Sporadic and Stimulated

7.4.1 CNT Growth Mechanism

Since the discovery of CNTs in the 1990s, their growth has been treated as an

unresolved task so far. Since the demand for CNTs growth remains as the purpose

for the future, industrial production of several fixed parameters for CNTs is

outspread. The control of quantity and quality is connected with fundamental

questions about the growth mechanism of CNTs – sporadic and stimulated. Because

of the large gradients in the energy exchange processes and the difficulties that arise

as a result of surface microcontrol and nanocontrol, the laser ablation method, as

well as the arc discharge method, relates to sporadic methods.

Otherwise, the chemical vapour deposition (CVD) method belongs to stimulated

methods (driving the experiment due to the contribution of the catalysis).

Firstly, catalysed decomposition of hydrocarbon as an exothermic process

occurs at a high temperature:

CH4 ! Cþ 2H2Oþ Q: ð7:1Þ
The reaction begins when the hydrocarbon of the reagent enters a short contact

with the catalyst. Reaction products such as atomic and/or molecular hydrogen are

not involved in following reactions: they remain in the near surrounding as pollut-

ants. After decomposition, carbon atoms cover the catalyst surface creating an

amorphous film (some sort of ‘dissolving’ of the catalyst particle occurs).
Secondly, the coating of the metal surface with carbon is a temperature-limited

and diffusely limited process. Due to that, some limit of metal covering by carbon

could be achieved. By overstepping this limit, carbon starts to crystallize (endo-

thermic process) to pass to a more energetically stable form. Now it is necessary to

estimate how the substrate interacts with the catalyst. Due to the interaction

strength, two types of CNT growth mechanisms are present: the tip-growth mech-

anism and the base-growth mechanism [27].
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7.4.2 The Tip-Growth Mechanism

The surface of the substrate is covered with a catalyst. Let us assume the catalyst as

surface structured – spherical metal nanoparticles which could be placed on the

substrate surface without forming a strong contact. Van der Waals forces keep the

catalyst particle fixed using a small surface of the interconnect area. In that case, the

substrate weakly interacts with the catalyst. Figure 7.11 represents several stages of

reaction path, when the interaction of catalyst to substrate is weak. Hydrocarbon

decomposes on the top of the nanoparticle, carbon atoms begin covering the surface

of the nanoparticle starting from the top to the bottom. In such conditions, the

formation of the inhomogeneous amorphous layer begins (Fig. 7.11a). Deposition

continues until the top of nanoparticle is fully covered by carbons.

Due to the temperature and concentration gradients of the deposited carbon on

the surface, carbon starts crystallizing to form pentagons and hexagons (fragments

of fullerene) on the top (Fig. 7.11b). The process of crystallization continues from

the top particle to the side particle with the formation of the fullerene hemisphere.

After that, a tubular form of the carbon (CNT) starts growing. Due to interactions in

the hemisphere zone, the nanoparticle is attracted to the fullerene network. Filling

X area (between nanoparticle and substrate) by crystallized carbon stimulates the

process of CNT growth which is related to pushing the nanoparticle off the surface

of the substrate (Fig. 7.11c).

The growth of CNTs continues until a metal nanoparticle is fully covered by

carbons. In this case, the catalytic activity of a metal nanoparticle decreases to zero,

following crystallization interrupts. At this step, CNT growth terminates

(Fig. 7.11d). This type of CNT growth from top to bottom is called the tip-growth

mechanism.

7.4.3 The Base-Growth Mechanism

The substrate surface is coated with a catalyst. Let’s assume that the catalyst as

metal nanoparticles of hemispheric type (surface structured) can be placed on the

substrate surface forming a strong contact. Van der Waals forces keep the catalyst

particle fixed using a large interconnect surface area. In that case, the substrate

strongly interacts with the catalyst.

Figure 7.12 represents several stages of the reaction path, when the interaction of

the catalyst and substrate is strong. Hydrocarbon decomposes on the top of the

nanoparticle and, carbon atoms begin covering the surface of the nanoparticle

starting from top to bottom.

Due to the surface properties, X zone in that case is absent. Any force to push the

nanoparticle from the bottom could be organized. Crystallization starts from bottom

with development of a tubular structure at the bottom (Fig. 7.12a) and continues

with development of a hemisphere at the top (Fig. 7.12b). The growth of the
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hemisphere transforms into the growth of the tubular structure (Fig. 7.12c). The

growth of CNTs continues until the metal nanoparticle is fully covered by carbons

as in the previous case. At this stage, the growth of CNTs terminates (Fig. 7.12d).

This type of CNT growth from bottom to top is called the base-growth mechanism.

Fig. 7.11 Tip-growth mechanism for CNTs, weak interactions between catalyst and substrate.

The direction of growth (from top to bottom) is pointed by a brown arrow: (a) hydrocarbon

decomposes at the surface of nanoparticle, carbon atoms cover the catalyst, formation of amor-

phous layer; (b) crystallization starts, part of fullerene at the top; (c) crystallization is continuing,

fullerene and CNTs start growing; (d) catalyst particle is fully covered, crystallization stops. X

area (area between spherical nanoparticle and substrate) is denoted as X (green). 1 – substrate

(blue); 2 – catalyst as surface structured metal nanoparticle (red); 3 – hot hydrocarbon (in that case

methane) is pointed to catalyst; 4 – carbon atoms (adsorbate) are covering the surface of catalyst;

5 – carbon starts to crystallize, and hemisphere of fullerene starts to form; 6 – tubular derivative

starts to grow; 7 – CNT with hemisphere of fullerene, CNT growth terminates
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7.4.4 Several Control Strategies

Liu et al. [28] declared that the controlled growth of SWCNT with predefined and

uniform structures remains a big challenge. Liu observed several strategies of the

controlled synthesis of SWCNTs by CVD method.

The laser ablation technique is one of the most prominent in the industrial

production of CNTs. Reinhardt et al. [29] described the novel equipment consisting

of a nanosecond pulsed laser for the generation of transition metal oxide precursors.

The catalysed growth of CNTs is ensured in gaseous species (5% H2 and 95% N2) at

800 �C. The presented technique is automated for large-scale production of CNTs

on demand.

Fig. 7.12 The base-growth mechanism for CNTs, strong interactions between catalyst and

substrate. Direction of growth (from bottom to top) is pointed by a brown arrow: (a) crystallization
starts from bottom with generation of tubular structure; (b) crystallization continues with gener-

ation of hemisphere of fullerene on the top; (c) CNT growing from bottom continues; (d) catalyst
particle at the bottom is fully covered, crystallization stops. 1 – substrate (blue); 2 – catalyst as

surface structured metal nanoparticle (red); 3 – hot hydrocarbon (in that case methane) is pointed

to catalyst; 4 – carbon atoms (adsorbate) are covering the surface of catalyst; 5 – carbon starts to

crystallize; tubular fragments start to form; 6 – CNT starts to grow from bottom with formation of

hemisphere of fullerene; 7 – CNT growth terminates

218 7 CNT and Graphene Growth: Growing, Quality Control, Thermal Expansion. . .



Neyts [30] reviewed a big number of techniques allowing the CNT growth:

electric arc discharges, laser ablation, fullerene recrystallization, catalysed CVD

(C-CVD) and plasma-enhanced CVD (PE-CVD). Neyts claimed that plasma-

enhanced growth can be strongly beneficial. Several advantages of PE-CVD are

present for CNT industrial producing.

1. Low-temperature growth. Decreasing the temperature allows excluding of gen-

eration of additional fragments which damage the tubular structure. Hofmann

et al. reported MWCNT growth at 393 K temperature in DC plasma. PE-CVD

experiment was organized using a Ni catalysed acetylene and ammonia system.

Comparing the energy of thermal CVD (up to 1.5 eV), the PE-CVD activation

energy for the growth rate was found to be 0.23 eV, six times less. Surface

diffusion of carbon on nickel could be estimated as condition for growth [31].

2. Effect of electric field. Electric fields effects are useful in CNT production due to

the possibility to make an alignment on demand.

3. Effect of plasma on the catalyst during the growth. To understand the processes

of covering of catalyst surface by carbon is an interesting task in order to control

the reaction pathway. Chiang et al. [32] reported the development of chirality

pure SWCNTs in microplasma (pressure 105 Pa). By varying the composition of

NixFe1�x, nanocatalysts, chirality distribution of SWCNTs can be altered. At

lower temperature, catalyst of this type may adopt a different surface structure

resulting in epitaxial growth. This reference could be estimated as one possible

route for chirality-selective synthesis.

4. Plasma chemistry effects on the catalyst during the growth. Bogaerts et al. [33]
analysed plasma-enhanced growth mechanisms of CNT. In plasma chemistry,

the problem of atomic hydrogen is related to the growth control. Atomic

hydrogen reacts to methane molecules, creating radicals. Recombination of

radicals into C1H4, C2H2, C2H4, C3H6, etc. creates inhomogeneity of the flow.

Concentrations of the set of hydrocarbons in the gas phase are temperature

dependent. Strong temperature regime and absence of temperature gradients

allow controlling of product growth parameters on demand.

7.4.5 Quality Control

Raman spectroscopy belongs to the group of non-invasive non-destructive tech-

niques for identifying the low-frequency vibrational modes in a system. Molecular

systems or small clusters could be recognized by characteristic frequencies

(so-called fingerprints) which occur as normal vibrations. Due to interaction

between external electric field and electronic subsystem of molecule, induced

dipole moment will be created. Vibrational (Raman) frequencies depend on behav-

iour of chemical bonds and symmetry of molecule.

Raman microspectrometry can be used to analyse structural parameters (diam-

eter, chirality) as well as adsorption parameters (presence of adsorbates). Table 7.1

represents Raman modes which are useful for non-invasive identification of

structure.
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Motion of radial contraction and following expansion represents the radial

breathing mode (RB mode) of CNT [34, 35]. Wave number of RBM mode ν is

different for SWCNT and DWCNT and depends on the nanotube diameter d:

νSW
RBM ¼ A

d
þ B, ð7:2Þ

νDW
RBM ¼ A

d
: ð7:3Þ

Jorio et al. [38] presented revised function for RB mode wave number definition

where chiral angle θ is included:

νRBM ¼ A

d
þ Bþ Cþ D cos 3θð Þ2

d2
: ð7:4Þ

Table 7.2 represents parameters of RB mode function. Planar vibrations of

carbon atoms (so-called G mode, graphite mode) are present in most graphite-like

materials including CNT [36]. All graphite-like carbons which contain any struc-

tural defects could be identified by the presence of so-called D mode, disorder-

induced mode [36, 37]. For high-quality nanotubes, Q > 100:

Q ¼ IG
ID

: ð7:5Þ

Table 7.1 CNT and graphite: Raman modes

Mode Structure Wave number ν (cm�1) Formula Intensity (I) Source

RB SWCNT 100 � 350 Eq. (7.2) Strong [34, 35]

DWCNT 100 � 350 Eq. (7.3) Strong [34, 35]

G Graphite 1580 Strong [36]

SWCNT <1580 Strong [36]

D Graphite 1330 � 1360 Weak [36, 37]

SWCNT 1280 � 1350 Weak [36, 37]

Table 7.2 Parameters of RB mode function

CNT type Formula

A (cm�1

�nm) B (cm�1)

C (cm�1

�nm) D (cm�1) Source

SW-RBM Eq. (7.2) 234 10 – – [34, 35]

DW-RBM Eq. (7.3) 248 0 – – [34, 35]

CNT metallic Eq. (7.4) 227 11.8 � 1.0 �2.7 � 1.2 �2.7 � 0.8 [38]

CNT

semicond.

Eq. (7.4) 227 7.3 � 0.3 �1.1 � 0.3 �0.9 � 0.2 [38]
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7.5 Graphene Growth and Technological Defects

Recently, graphene has become the focus of research due to its properties. The most

traditional and technologically popular technique for the synthesis of graphene is

the method of chemical vapour deposition [39]. Two basic CVD graphene growth

mechanisms have been proposed (see Fig. 7.13) [6, 40]:

(a) Segregation of surface carbon atoms: It is proposed here that decomposed

carbon atoms diffuse into the bulk catalyst (e.g. Ni) during the annealing

stage at a high temperature. Then, carbon atoms precipitate on the catalyst

during the cooling period.

(b) Surface deposition of carbon atoms: Carbon atoms here are directly deposited

on the catalyst surface (e.g. Cu) without segregation resulting in a graphene

layer.

The quality and continuity of the graphene film could be affected by numerous

CVD parameters such as temperature, hydrocarbon (e.g. CH4) concentration,

hydrocarbon pressure and cooling rate. The graphene growth mechanism is signif-

icantly affected by catalyst type, structure, quality and carbon solubility [41]. Typ-

ical catalysts using for graphene growth are polycrystalline Co, Ni, Cu, Pt, Ir and Ru

[42–44].

Fig. 7.13 Graphene growth mechanisms. (a) The mechanism of dissolution–precipitation

graphene growth. (b) The mechanism of direct deposition graphene growth
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7.5.1 Defects in Graphene

However, there are some physical and chemical conditions during CVD processes

when we can observe graphene defects formation. In particular, if graphene films

are synthesized by copper-catalysed atmospheric pressure chemical vapour depo-

sition (APCVD) method using a mixture of Ar, H2 and CH4 gases, it was found that

variations in the reaction parameters, such as reaction temperature, annealing time

and growth time, affected the size of the growing graphene domain. Moreover, the

reaction parameters influenced the number of layers, degree of defects and unifor-

mity of the graphene films. The increase in growth temperature and annealing time

tends to accelerate the graphene growth rate and increase the diffusion length,

respectively, thereby increasing the average size of graphene domains [45].

It was experimentally found that the number of pinholes reduced with increase in

the growth time. Micro-Raman analysis of the as-grown graphene films confirmed

that the continuous graphene monolayer film with low defects and high uniformity

can be obtained with prolonged reaction time, under the appropriate annealing time

and growth temperature.

The real problem of nanoelectronics is the formation of various interconnects

and direct contacts, e.g. graphene–metal, which is an actual technological task for

novel electronic nanodevices. It is known that graphene–metal interconnects are

characterized by the increased concentration of morphological defects (dangling

bonds, spatial disordering). It is necessary to investigate and evaluate the influence

of contact architecture and the density of graphene defects on the specific resistance

of graphene–metal contacts to forecast electrical properties of prospective

nanodevices [46].

Graphene is one of the most promising materials in nanotechnology. The

electronic and mechanical properties of graphene samples with high perfection of

the atomic lattice are outstanding, but structural defects, which may appear during

growth or processing, deteriorate the performance of graphene-based devices.

However, deviations from perfection can be useful in some applications, as they

make it possible to tailor the local properties of graphene and to achieve new

functionalities. In this article, the present knowledge about point and line defects

in graphene is reviewed. Particular emphasis is put on the unique ability of

graphene to reconstruct its lattice around intrinsic defects, leading to interesting

effects and potential applications. Extrinsic defects such as foreign atoms which are

of equally high importance for designing graphene-based devices with dedicated

properties should be analysed. A short review of typical defects of graphene in

connection with technological details is presented in Table 7.3.
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Table 7.3 Graphene defects types

Defect type Defect description

Point defects. Single vacancies.

Stone–Wales defect

One of the unique properties of the graphene lattice is its

ability to reconstruct by forming non-hexagonal rings.

The simplest example is the Stone–Wales (SW) defect,

which does not involve any removed or added atoms. Four

hexagons are transformed into two pentagons and two

heptagons by rotating one of the C_C bonds by 90� [48]
Single vacancies The simplest defect in any material is the missing lattice

atom. Single vacancies (SV) in graphene (or in the out-

ermost layer of graphite) have been experimentally

observed by TEM and STM [49]

Multiple vacancies Double vacancies (DV) can be created either by the coa-

lescence of two SVs or by removing two neighbouring

atoms. No dangling bond is presented in a fully

reconstructed DV so that two pentagons and one octagon

appear instead of four hexagons in perfect graphene. The

atomic network remains coherent with minor perturba-

tions in the bond lengths around the defect [50]

Carbon adatoms Interstitial atoms, as they appear in 3D crystals, do not

exist in graphene. This is because placing an atom to any

in-plane position, for example, in the centre of a hexagon,

would require a prohibitively high energy. Rather than

straining the local structure in two dimensions, additional

atoms use the third dimension. The energetically favoured

position is the bridge configuration [51]

Foreign adatoms The effect of a foreign (noncarbon) atom on the properties

of graphene depends on the bonding between the atom and

graphene [52]. If the bond is weak, only physisorption due

to van der Waals interaction occurs. If the interaction is

stronger, covalent bonding between the foreign atom and

the nearest carbon atoms leads to chemisorption

Substitution impurities Foreign atoms can also be incorporated into graphene as

substitutional impurities. In this case, the impurity atom

replaces one or two carbon atoms. Boron or nitrogen serve

as the natural dopants in carbon structures since they have

one electron less or more, respectively, but roughly the

same atomic radius. [47, 53]

Topology of defective graphene It has been known (from the 1980s) that non-hexagonal

rings induce local Gaussian curvature in a graphene sheet.

In defective graphene, the arrangement of defects deter-

mines the local deviation from planarity. Defect domains

might be created to induce hillocks or trenches in

graphene[54]

1D Defects. Dislocation-like

defects

1D defects have been observed in several experimental

studies of graphene [55]. Such defects can be thought of as

a line of reconstructed point defects with or without dan-

gling bonds [55]

Defects at the edges of a graphene

layer

Each graphene layer is terminated by edges with the edge

atom being either free or passivated with hydrogen atoms.

(continued)
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7.6 Simulation of Magnetically Stimulated CVD CNT
Growth

CNTs of various chiralities open new wide possibilities for modern nanoelectronics

as promising candidates for nanointerconnects in high-speed electronic

nanosensoring and nanomemory devices [60–66]. We focus our current study on

the implementation of advanced simulation models for a proper description of the

fundamental electromagnetic properties (electrical resistance, capacitances and

impedances) in contacts between carbon nanotubes of different morphologies and

metallic substrates of different nature. We also present the model of magnetically

stimulated CNT growth for a special case of Fe–Pt metallic nanoparticles, which

have unique magnetic properties. We expect that in the presence of magnetic field,

the CNTs growth will be more determined from the point of view of possible CNTs

morphologies. Moreover, the creation of a CNT forest based on Pt–Fe nanoparticles

provides the possibilities to consider this kind of structure as the basic fragment of

nanomemory devices, where information bits are located in nanoparticles and the

CNT forest provides the necessary spin transport for reading and recording

information.

Thus, in our simulations, we expect to reproduce not only a CNT forest with the

predefined morphology but also to develop a prototype of a nanomemory device.

The adequate description of CNT chirality [61] is one of the key points for a proper

simulation on electric properties of CNT-based nanoelectronic devices. Further

development of the cluster approach allowed us to formulate the ‘effective bonds’
model [64] and to carry out a cycle of simulations on electromagnetic properties in

various CNT- and graphene (GNRs – graphene nanoribbons)-based metal intercon-

nects (Me¼ Fe, Cu, Ag, Pt, Au, Pd, Ni) [62, 67]. We consider that this model serves

as a tool for understanding the process of CNT growth adequate to the CVD

process.

Table 7.3 (continued)

Defect type Defect description

The simplest edge structures are the armchair and the

zigzag orientation [56]

Defects in bilayer graphene Bilayer graphene consists of two stacked monolayers

which may or may not be shifted with respect to each

other. Similar to graphite, the interlayer distance in bilayer

graphene is approximately 3.35Å, as dictated by the weak
van der Waals interaction between the layers. [57].

Electronic structure of graphene in

the presence of defects

The electronic structure of graphene with point and line

defects was studied in a considerable number of papers

[58, 59]
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7.6.1 Research Motivation

The main goal of the current research is to understand if there is a relationship

between the use of magnetic catalysts and the CVD growth of CNTs, taking into

account that most commonly used materials for the growth of CNTs are just Fe, Co

and Ni nanoparticles. The nanoparticles of these catalysts are magnetically isotro-

pic. The key question arises: What would happen if one used, instead of Fe, Co and

Ni nanoparticles, magnetically anisotropic nanoparticles such as those in the alloy

Fe–Pt? The anisotropy of Fe–Pt alloy is due to a spin-orbit coupling of Fe and Pt

orbitals. This coupling takes place only if the alloy is formed of alternating planes

of Fe and Pt. This particular structure is called L10. In this way, because of the

different sizes of the atoms of Fe and Pt, the structure is crushed, and atoms of Fe

and Pt are close forming a centred tetragonal phase ( fct). This approach allows for

the coupling and then the magnetic anisotropy with the magnetization axis perpen-

dicular to such planes. It is essential in this case to find conditions to control the

growing CNT chirality. We also should take into account a possible substitutional

disorder of FexPt1�x alloy, when the stoichiometry number ‘x’ becomes an addi-

tional parameter of CNT growth. No doubt, the diameter of the grown CNTs is also

an essential parameter, which is evidently predefined by the created nanoparticle

diameter. But again, we should discuss some limitations in the creation of Fe–Pt

nanoparticle sizes in connection with the Fe–Pt melting point. However, Fe–Pt

nanoparticles demonstrate an extremely strong coercing field, and this promises

definite hopes for the controlled CNT growth in the CVD process. We also consider

the CVD process of CNT growth as a more predictable one from the point of view

of the expected growing CNT parameters (diameter, chirality, morphology of SW

or MWCNTs).

Our experience with the nanotubes synthesis by means of the arc discharge

brought about large doubts in the possibilities of CNTs growth control. Two

cathodes of pure graphite (99.7%) were taken φ ¼ 6 mm (cathode) and

φ¼ 10 mm (anode) in diameter. Carbon black was added to iron–platinum powder,

and after which the mixture was introduced to complete the filling of the hole. At

this point the whole mass was placed in the room. The synthesis was carried out

according to the parameters presented here: current 90 A, voltage ~18 � 20 V DC,

vacuum ~2 � 10�4 mbar, gas: He, work pressure 600 mbar and arc duration

~15 min.

Some filaments also exit from the outer wall of the cathode but in smaller

quantities than found on the anode. The residue of the deposit formed on the

upper part of the synthesis chamber was collected. It appeared to be quite little

compared to other discharges with other catalysts (Figs. 7.14 and 7.15).

Figure 7.15 shows that filaments are of different nature – some formats are

created from these spheres, and others have very fine structures of a few nanome-

ters, probably single-walled nanotubes, covered by these spheres, partly or totally.

The question is what percentage of nanoparticles was originally made or how much
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iron and platinum and how this underwent a change, during the arc discharge
process?

We also take into account the extremely marginal parameters of the Fe–Pt

system: Pt has the melting point at T ¼ 2041.4 K (1768.2 �C) and the boiling

point at T ¼ 4098 K (3825 �C).
There are four major crystal structure modifications for Fe: below 769 �C (Curie

temperature), it is α-Fe (α-ferrite) with a body-centred cubic crystal structure and

ferromagnetic properties. Ferrite above the critical temperature (769–917 �C) is
beta-ferrite (β-Fe) where it is paramagnetic rather than ferromagnetic, and it is

crystallographically identical to α-Fe. Within the interval of 917–1394 �C, it is γ-Fe
(austenite) with acicular cubic crystal structure. At temperatures between 1394 �C
and 1538 �C, the body-centred cubic crystal structure is a more stable form of delta-

ferrite (δ-Fe), the melting point 1538 �C (1811 K) and the boiling point at

T ¼ 3273 K (3000 �C).
Our earlier research proved that close to the arc, the temperature ranges between

4000 and 6000 K and there is a subsequent rapid temperature gradient decrease with

the distance from it. Filaments are found nearby the arc itself, more precisely,

upstream of it. Taking into account the essentially nonsteady character of the arc

discharge process and very high working temperatures, the CNT growth control is

practically impossible, and CNT morphologies are nonpredictable.

Fig. 7.14 (a) Photo of the cathode filaments exiting out after the synthesis, (b) SEM photo of the

cathode surface
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Fig. 7.15 Evolution view of filaments in the arc discharge process (Bellucci–Capobianchi): (a–c)
[68–71]
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7.6.2 CNT Growth in the Chemical Vapour Deposition
Process Based on Metal Nanoparticles

The CVD (chemical vapour deposition) is a highly versatile approach to producing

nanotubes and is, perhaps, the most commonly published technique for nanotube

growth often used to synthesize CNTs for commercial applications. The process

involves decomposition of a carbonaceous precursor at high temperatures under

oxygen-free conditions and reduced atmosphere to produce nanotubes.

CVD process begins with previously made supported catalyst material placed in

a furnace. A flow of gaseous carbon precursor is introduced for a given time period

follows the heating of the furnace till the appropriate reaction temperature. Heating

periods can reach several hours. The reaction product is collected from the reactor

walls and support surfaces after cooling. There are various experimental conditions

for CVD realization in SWCNTs production procedure. Catalyst and carbon pre-

cursors, flow rates, reaction temperatures and batch run times together with support

materials are presented when available. There are two growth mechanisms in the

CVD process: root (base) and tip growth. In root growth, the catalyst particle stays

pinned at the support surface and the support – particle interaction must be taken

into consideration. In the tip growth, the catalyst is lifted off from the support

surface during CNT growth due to weak support – catalyst interaction. Evaporation

of the catalyst metal may take place during CVD synthesis due to the physical

Fig. 7.15 (continued)
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properties of nanosized catalyst particles (nanodrops). The vapourized metal may

nucleate and form secondary metal particles away from the surface. The catalytic

decomposition reaction may then take place in the gas phase on the surface of the

newly formed particles. This product is eventually deposited on the reactor walls.

7.6.3 CVD Process Analysis

The chemical vapour deposition (CVD) process involves decomposition of a

carbonaceous precursor at high temperatures. The carbonaceous precursor may be

a carbon gas, methane or ethylene, for instance, or it can be in the form of a volatile

hydrocarbon solvent such as ethanol, which is generally fed into the reactor with

some inert carrier gas. In the reaction chamber, the precursor is decomposed in the

presence of a catalyst – usually a transition metal such as iron, cobalt or some

similar combination of metals. The catalyst can be introduced in a number of

different ways.

The substrate needs to have catalyst nanoparticles providing the growth of CNTs

where nanoparticles present the place from which nanotubes start growing.

Nanoparticles can be composed of lots of different substances (usually, a metal

like Fe, Co, Ni Co, Mo, Mn, Pd, etc.) [72].

The substrate is then heated to the temperature of about 700–800 �C under H2.

As the nanoparticles heat up, the hydrogen pulls oxygen out from the nanoparticles,

leaving behind metallic nanoparticles.

At the target temperature, a carbon-containing gas such as ethylene (or some

others, e.g. alcohol vapour) is introduced. At these temperatures, the gas partly

decomposes, giving carbon-containing fragments and other molecules. These frag-

ments and molecules then work their way onto the catalyst nanoparticles, where

they stick and then break down into carbon. The carbon dissolves with some

probability into or on the nanoparticle. When a critical concentration of carbon is

reached in the nanoparticle, the addition of just a little bit more carbon from the

vapour causes carbon to precipitate as a crystal.

When carbon crystallizes under the atmospheric pressure (like in CVD), it

crystallizes into flat sheets of hexagonally patterned carbon. But because the

nanoparticle is so small and has such a high curvature, when the carbon crystallizes

out, it is constrained into a cylindrical shape in the form of a carbon nanotube.

Additional carbon atoms on the nanoparticle provide further nanotube growth,

which stops when the carbon-containing gas is turned off if the substrates cool

down or for a number of other reasons that can influence the nanotube or catalyst

nanoparticles.

Tuning the appropriate parameters, it is possible to obtain a huge amount of

CNTs in a cheap and quick way. Also it is the technique enabling the growth of

CNTs with specific characteristics: particular diameter, length and orientation

(alignment) and family (multi- or single wall).
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It has been well known for a long time that carbon nanotubes are synthesized by

catalytic decomposition of hydrocarbon [73] in the reactor, where metal

nanoparticles are presented as a catalyst on a substrate. Catalyst metals mostly

used for these purposes are listed in the following Table 7.4. Hydrocarbon such as

methane adsorbed on the catalytic particle surface releases carbon during decom-

position, which dissolves and diffuses into a metal particle. When a supersaturated

state is reached, carbon precipitates in a crystalline tubular form.

It is necessary to emphasize that it will be possible to grow CNTs using a gas,

both as a catalyst and as hydrocarbon. If a stream of catalyst particles can be

injected into the flowing feedstock, it is possible to produce nanotubes in the gas

phase. This approach is amenable for scale-up to large-scale production. Sen et al.

[74] first reported such a possibility when they used ferrocene or nickelocene as a

source of the transition metal and benzene as a carbon source.

This approach yielded MWNTs, whereas their later work [76] with gas-phase

pyrolysis of acetylene using a metallocene yielded SWNTs with diameters around

1 nm [75]. CVD-produced CNTs are curved and have high amount of defects,

Table 7.4 Most commonly used catalyst metals for the CVD method [73, 75]

Catalyst Temperature (�C)
Carbon

source

Metal Catalyst type Preparation method

Fe Ultrafine particle Decomposition of

metallocene

1,060 Benzene

Silica support Pore impregnation 700 Acetylene

Zeolite or clay

support

Ion exchange 700 Acetylene

Graphite support Impregnation 700 Acetylene

Ultrafine particle Decomposition metal of

carbonyl

800 Acetylene

Silica support Sol-gel process 700 Acetylene

Co Ultrafine particle Laser etching of Co thin film 1,000 Triazine

Ultrafine particle Decomposition metal of

carbonyl

800 Acetylene

Silica support Pore impregnation 700 Acetylene

Zeolite or clay

support

Ion exchange 700 Acetylene

Graphite support Impregnation 700 Acetylene

Ni Graphite support Impregnation 700 Acetylene

Ultrafine particle Decomposition of Ni

(C8H12)2

800 Acetylene

Mo Ultrafine particle Decomposition of Mo*a 800 Acetylene

Mn Ultrafine particle Decomposition metal of

carbonyl

800 Acetylene

Pd Ultrafine particle Decomposition metal of

carbonyl

800 Acetylene

aMo* ¼ (NH4)25 � 5[Mo154(NO)14O420(OH)28(H2O)70] 350H2O
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mainly after the purification in the acid bath; it is needed to remove metal

nanoparticles inside of tubes.

The main interests related to iron-containing nanoparticles are focused on their

potential applications as high-quality magnetic materials. Thus, a new generation of

iron–metal nanoparticles is studied to be used as a catalyst in growing CNTs, with a

magnetic nanomaterial inside, making it possible to design a precise carbon

nanomagnetic device for drug delivery diagnostics.

For example, iron nanoparticles have been widely used as a catalyst for CVD

synthesis of multiwalled carbon nanotubes, [77] while iron–molybdenum can act as

a very efficient catalyst for the synthesis of either single-walled or multiwalled

carbon nanotubes with the CVD method [78–83].

To prevent the magnetic behaviour of these iron nanocompounds, it is necessary

to grow carbon nanotubes of nanocompounds below the Curie temperature. Typi-

cally, the growth temperature is around 600–700 �C at the atmospheric

pressure [84].

The potential applications of carbon nanotubes grown for semiconductor and

sensor devices are presented for CMOS industrial applications [85]. The

low-temperature growth of vertically aligned carbon nanotubes (CNTs) at high

growth rates by a photothermal chemical vapour deposition (PTCVD) technique

using a Ti/Fe bilayer film as a catalyst is presented in [86]. The bulk growth

temperature of the substrate is as low as 370 �C, and the growth rate is up to 1.3
μmmin�1, at least eight times faster than the values reported by traditional thermal

CVD methods. It should be recognized that the mechanism of CNTs growth is not

obvious enough. Technological growth characteristics may differ in detail,

although the concept remains the same. The mechanism of carbon atom deposition

on metal catalyst nanoparticles with the subsequent nucleation of CNTs can be

considered one of the most effective and practically important. Crystal (e.g. Si)

nanoparticles with a set diameter created on a substrate give a high probability of

producing CNTs with the regulated diameter. However, the problem of controlling

the chirality of CNTs remains a pressing one. Among more effective catalysts, it is

possible to distinguish Pt, Pd, Cu, Ag, Au, Si, SiC, Ge and Al2O3 [87] in addition to

the earlier investigated Mg, Ti, Cr, Mn, Fe, Co, Ni, Sn and Pb [88–90](see also

Table 7.5).

7.6.4 Advantages of CVD

Compared to the discharge and laser ablation methods, CVD is a simple and

economic technique for synthesizing CNTs at low temperatures and ambient

pressures. Arc- and laser-grown CNTs are superior to the CVD-grown ones. In

yield and purity, CVD has advantages over the arc and laser methods. Considering

CNTs in relation to structure or architecture control, CVD is the only answer. CVD

is versatile in the sense that it offers harnessing plenty of hydrocarbons in any state

(solid, liquid or gas), enables the use of various substrates and allows CNT growth
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in a variety of forms, such as powder, thin or thick films, aligned or entangled,

straight or coiled nanotubes or a desired architecture of nanotubes on predefined

sites of a patterned substrate. It also offers better control over the growth parameters

zone, while carbon crystallization (being an endothermic process) absorbs some

heat from the metal precipitation zone. This precise thermal gradient inside the

metal particle keeps the process going on. This last advantage is the most essential

one [87].Taking only two main CNT parameters, namely, CNT diameter and

chirality, the problem cannot be solved well enough. There are two marginal

cases of CVD growth.

Tip-growth model – the catalyst–substrate interaction is weak (metal has an acute

contact angle with the substrate); hydrocarbon decomposes on the top surface of

the metal; carbon diffuses down through the metal, and CNT precipitates out

across the metal bottom, pushing the whole metal particle off the substrate; as

long as the top of the metal is open for fresh hydrocarbon decomposition, CNT

continues to grow longer and longer; the metal is fully covered with the excess

carbon and its catalytic activity ceases and the CNT growth stops.

Base-growth model – the catalyst–substrate interaction is strong; initial hydrocar-

bon decomposition and carbon diffusion take place similar to that in the

tip-growth case; the CNT precipitation fails to push the metal particle up, so

the precipitation is compelled to emerge out of the metal apex; carbon crystal-

lizes out as a hemispherical dome, which then extends up in the form of seamless

graphitic cylinder; subsequent hydrocarbon deposition takes place on the lower

peripheral surface of the metal, and a dissolved carbon diffuses upward; CNT

grows up on the catalyst nanoparticle base.

Table 7.5 Comparison of catalysts for SWCNTs growth [88–90]

Type State

SWCNT size

for growth (nm)

Catalysis

for

cracking

Carbon

solubility

Growth

temperature for

ethanol (�C)
Growth

rate

Fe,

Co,

Ni

Liquid/

solid

<10 Yes High 600–950 High

Pt, Pd Liquid/

solid

<5 No? High 850–950 High

Au,

Ag,

Cu

Liquid/

solid

<5 No Low 850–950 High

Ge Liquid/

solid

<5 No Low? 850–950 Low?

Si,

SiC

Solid <5 No No? 850–950 Low

Al2O3 Solid <5 No No 850–950 Low
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7.6.5 CNT Precursors

Most commonly used CNT precursors are methane [91, 92], ethylene [76, 78]

acetylene [93], benzene [78] xylene [94] and carbon monoxide [95].

SWCNTs were first produced from the disproportionation of carbon monoxide at

1200 �C, in the presence of molybdenum nanoparticles [22], and later they were

produced from benzene [96], acetylene [76], ethylene [97], methane [98], cyclo-

hexane [99] and fullerene [100] by using various catalysts. It means that the

working temperature and pressure of the CVD process can be changed in a wide

range of ways and the kinetics of carbon atoms deposition can also be widely

varied.

In 2002 the low-temperature synthesis of high-purity SWCNTs from alcohol on

Fe–Co-impregnated zeolite support was carried out [101], and since then, ethanol has

become the most popular CNT precursor in the CVD method worldwide [102–104].

A special interest in binary catalysts becomes principal now. The unique feature

of ethanol is explained by the fact that ethanol-grown CNTs are almost free from

amorphous carbon, owing to the etching effect of OH radical [105]. Later, vertically

aligned SWCNTs were also grown on Mo–Co-coated quartz and silicon substrates

[106, 107]. It has been shown that intermittent supply of acetylene in ethanol CVD

significantly assists ethanol in preserving the catalyst activity, thus, enhancing the

CNT growth rate [108].

Generally, low-temperature CVD (600–900 �C) yields MWCNTs, whereas

high-temperature (900–1200 �C) reaction favours SWCNT growth. It means that

SWCNTs have a higher energy of formation (presumably owing to small diameters

and the fact that high curvature bears high strain energy). Probably, this is the

reason that MWCNTs are easier to grow than SWCNTs.

Recent developments in the nanomaterials synthesis and characterization have

enabled many new catalysts for the CNTs growth. Apart from popularly used

transition metals (Fe, Co, Ni), a range of other metals (Cu, Pt, Pd, Mn, Mo, Cr,

Sn, Au, Mg, Al) have also been successfully used for horizontally aligned SWCNT

growth on quartz substrates [109]. It has been also proposed that the active catalyst

is Au–Si alloy with about 80 at% Au [110].

7.6.6 CNT Growth Control

It is a general experience that the catalyst particle size dictates the tube diameter.

The particle size dependence and a model for iron-catalysed growth of CNTs have

been reported in [111]. Metal nanoparticles of the controlled size, pre-synthesized

by other reliable techniques, can be used to grow CNTs of the controlled

diameter [112].

Influence of a catalyst material and concentration. The additional advantage of

using the bimetallic catalyst is that CNTs can be grown at a much lower
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temperature �550 �C. For example, the melting point of the mixture of Fe and

Co is lower than their individual melting points. Moreover, alloys are known to

be better catalysts than pure metals. These trends suggest that tri-metallic

catalysts should also give interesting results, though the interpretation of the

results would be more complicated.

Influence of temperature. There are investigations of the temperature effect on

camphor CVD in a wide range of temperatures 500–1000 �C [113]. It was

noticed that camphor did not decompose below 500 �C. At 550 �C very short-

length tubes emerged from the zeolite pores suggesting that the catalyst activity,

and hence the CNT growth rate, was quite low at 550 �C. However, the CNT

growth abruptly increased at 600 �C, and a profound growth was observed all

around the zeolite pores. At 650 �C and above, the growth rate was so enormous

that hardly a zeolite particle could be located amid nanotubes. The CNT diam-

eter is increased with the growth temperature increase. Very pure CNTs, almost

free from metallic impurity, were produced up to 750 �C. From 750 �C onward,

both the diameter and the diameter distribution range increased drastically. It is

supposed that at high temperature, the metal atoms agglomerate into bigger

clusters leading to thick CNTs. At 850 �C and above, SWCNTs began to take

shape alongside with MWCNTs, and the volume of SWCNTs increased with the

increasing temperature. For instance, at 900 �C, samples of large bundles of

SWNTs can be observed. The CVD temperature plays the central role in CNT

growth. For a fixed metal concentration, the increasing CVD temperature

enlarges the diameter distribution. It should also be noted that MWCNTs and

SWCNTs can be selectively grown as a function of CVD temperature if the

catalyst concentration is properly optimized [113, 114].

Influence of pressure. For the controlled growth of CNTs by CVD, the vapour

pressure of the hydrocarbon in the reaction zone is another very important

parameter. For gaseous hydrocarbons, a desired vapour pressure in the CVD

reactor can be maintained by a limited gas flow rate and the controlled suction

with a rotary pump [115]. In the case of a liquid hydrocarbon, its vapour pressure

is controlled by its heating temperature before it enters the reactor [116]. How-

ever, for a solid hydrocarbon such as camphor, it is quite problematic to control

its vapour pressure. It becomes a function of three parameters: camphor mass, its

vapourization temperature and the flow rate of argon – the carrier gas. By proper

optimization of these three parameters, the influx of camphor vapour to the

zeolite bed and its decomposition rate were balanced to a great extent, and a

record growth of MWCNTs was achieved at atmospheric pressure by CVD. Pure

SWCNTs (free from MWCNTs) have been selectively obtained from camphor

CVD at low pressures (10–40 Torr) where the camphor vapour pressure is quite

in tune with the low metal concentration [117]. It is important to note that the

melting point of nanoparticles below 10 nm falls abruptly, e.g. 5 nm Fe and Co

particles can melt at about 850 �C and 640 �C, respectively. It leads to essential

limitations in the CVD process of small diameter (< 5 nm) CNTs growth.

Schematic representation of the basic steps of SWCNT growth on a metal

catalyst is usually simulated in three steps [118]:
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1. The diffusion of single C atoms on the surface of a catalyst.

2. The formation of an sp2 graphene sheet floating on the catalyst surface with edge
atoms covalently bonded to the metal.

3. The root incorporation of diffusing single C atoms. It has been shown that carbon

atoms diffuse only on the outer surface of the metal cluster. At first, a graphene

cap is formed which floats over the metal, while the border atoms of the cap

remain anchored to the metal. Subsequently, more C atoms join the border atoms

pushing the cap up and, thus, constituting a cylindrical wall.

7.6.7 Magnetically Stimulated CNT CVD Growth on Fe–Pt
Catalysts

The key question for a CVD process of CNTs growth is the formation of initial

interconnects between substrates (catalyst nanodrops). This step predefines the

future morphology of the created CNTs. Computer simulation of CNT–metal

interconnects is an effective way in formulation of technological recommendations.

Our systemic theoretical approach in a wide scale simulations and modelling is

based on multiple scattering theory and effective media approximation [119]. This

is a reasonable and constructive way to solve a set of marginal condensed media

problems in cases of essential structural disordering.

7.6.8 Effective Bonds Model for CNT–Fe–Pt Interconnect
Electromagnetic Properties

CNT–Fe–Pt interconnect atomistic structures are in compliance with the proposed

‘effective bonds’ model. The ‘effective bonds’ are responsible for mechanical,

electronic, magnetic and electrical properties of interconnects. The common con-

sideration of two marginal carbon structures (CNTs and GNRs) is induced by the

similar technological problems in respect of these materials for the modern

nanoelectronics [120].

We have developed structural models for CNT–Me and GNR–Me junctions,

based on their precise atomistic structures of clusters, which take into account the

CNT chirality effect and its influence on the interconnect resistance for Me (¼ Fe,

Ni, Cu, Ag, Pd, Pt, Au) as well as the predefined CNT (or GNR) geometry. These

atomistic structures are in compliance with the proposed ‘effective bonds’ model.

Our main interest in this particular case is focused entirely on CNT–Me inter-

connects, when the modelling of CNT growth on metal surfaces is combined with

the controlled electromagnetic properties in the interconnect area. To ensure a

predictable interconnect morphology, the permanent magnetic field is used that

accompanies the growth, and magnetic drops are used as growth catalysts that

provide for the special composition of Fe–Pt with unique magnetic properties. The
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results of our simulations show that interconnects resistance and the number of

effective bonds can be considered as indicators of chirality. Figures 7.16, 7.17, 7.18,

7.19 and 7.20 demonstrate the numbers of effective bonds via CNT diameters,

chirality angles and CNT–Me interconnect resistances and impedances. It means

that resistances and the number of effective bonds in the interconnect space are

indicators of CNTs morphology.
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Fig. 7.16 Effective bonds number via CNT diameter: (a) CNT–Pt and (b) CNT–Fe
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7.6.9 CNT–FexPt1�x Interconnect Formation

There is a relation between the use of magnetic catalysts and the CVD growth of

CNTs determining the most commonly used materials for the CNT growth – Fe, Co

and Ni. The nanoparticles of the latter catalysts are magnetically isotropic. Mag-

netism of the particles of catalysts brings order into the process of CVD growth.
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Fig. 7.17 Effective bonds number via CNT chirality for the diameter d¼ 10 nm: (a) CNT–Pt and
(b) CNT–Fe
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Actual class of Fe–Pt nanodrops as possible catalysts in a CVD process has the

diameter ranging from 5 to 30 nm. The stable and predictable creation of definite

sizes of nanodrops is a basis for the output growth of CNTs with the expected

morphology. Their magnetic properties are essentially changed in dependence on

their size. Magnetization orientation of nanodrops in a Fe–Pt system is regulated in

competition of the heat factor and collective magnetization of the nanodrop
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ferromagnetic state. Magnetization of nanodrops becomes non-stable for small

sizes. This also means additional technological complications in magnetically

controlled CMTs CVD growth. Fe–Pt nanoparticles containing a near-equal atomic

percentage of Fe and Pt are an important class of magnetic nanomaterials. They are

known to have a chemically disordered face-centred cubic ( fcc) structure or a

chemically ordered face-centred tetragonal ( fct) structure.
Additional possibilities in controlling the process of CVD growth open up the

ways to use magnetically anisotropic nanoparticles such as those in the alloys with a

different substitutional disorder (e.g. FexPt1�x), to manage the CVD process with

the formation of the predefined CNT chiralities. Besides, the stimulation of the
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process by means of the external magnetic field activates magnetic moments of the

catalyst and the deposited carbon atoms. This also means that we can control the

number of effective bonds inside interconnects. We pay a special attention to Pt and

Fe substrates as possible elements for nanoelectronic and nanomagnetic devices

considering interconnect fundamental properties and magnetically stimulated

nanoprocesses on Fe–Pt L10 nanoparticles [59–61, 121].

7.6.10 Magnetic Properties of Fe–Pt Alloys

The unique magnetic properties of Fe–Pt alloys are an open field for research to

correlate different CNT techniques in terms of the catalyst role in entirely different

range of temperatures and pressures. Carbon nanotubes grow using bimetallic

nanoparticle Fe–Pt as a catalyst [122–125]. Since the mid-1930s, Fe–Pt alloys

have been known to exhibit high coercivities due to high magnetocrystalline

anisotropy of the L10 FePt phase, but their high cost prevented these alloys from

widespread applications in the past. In Fe–Pt alloys, both Fe and Pt atoms carry a

magnetic moment: the induced magnetic moment on the Pt sites and the enhanced

magnetic moment on the Fe sites. A wide variety of the magnetic structure types in

the Fe–Pt alloys is evidently the consequence of various atomic configurations

around Fe atoms, which, in turn, has a considerable effect on the electronic structure

of these alloys (see Fig. 7.21, Table 7.6 and eutectic phase diagram of Fe–Pt alloy

(http://www.himikatus.ru/art/phase-diagr1/Fe-Pt.php)).

Fig. 7.21 Eutectic phase diagram of Fe–Pt alloy (http://www.himikatus.ru/art/phase-diagr1/Fe-

Pt.php)
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To obtain the Fe–Pt alloy in L10 phase, we use a new chemical synthesis strategy

reported in detail in our previous works [59–61, 121]. By planetary ball milling of

nanocrystals of a particular precursor, [Fe(H2O)6]PtCl6 and NaCl were grounded

and then annealed at 400 �C (300 �C – less than typically used temperature) in

reductive atmosphere. After washing, we obtain FePt L10 NPs with selected size as

a function of the fraction [Fe(H2O)6]PtCl6 and NaCl used. By varying the precursor

ratio, we are able to avoid the coalescence phenomena and obtain single-crystal

NPs with the size around 6 nm, not agglomerated.

7.6.11 Magnetically Stimulated CNT Growth

The formation of the initial optimal perimeter for carbon–metal (Fe–Pt) bonds is a

synergetic process with a minimal free energy (see Fig. 7.22).

The nanoparticle diameter determines with a certain error the diameter of a

CNT. The number of effective bonds defines the morphology of the future CNT

(see Fig. 7.23, armchair, chiral, zigzag CNTs,) in terms of chirality. Obviously,

there is a considerable uncertainty in the morphology of the future CNTs, owing to

sporadic thermal dynamics of the deposited carbon atoms.

According to our model, the process can be considerably streamlined using even

minor diamagnetic properties of carbon atoms at the expense of magnetic field and

strong induced ferromagnetism of the nanoparticle. It becomes evident that the

Table 7.6 Specific magnetic structures of Fe–Pt systems

Magnetic structure Behaviour Curie temperature (K)

L12 Fe3Pt Ferromagnetic 410

L10 FePt Ferromagnetic 750

L12 FePt3 Paramagnetic 273

Fig. 7.22 A fragment of the CNT CVD process growth on nanoparticle surfaces
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nanoparticle composition Fe–Pt and its atomic structure (including the short-range

order) play a primary role in the process of CNT growth stimulated by the magnetic

field of CVD.

Nucleation in the process of CNT growth in cases of the ordered Fe–Pt

nanoparticles is more stable and has principal advantages in relation to the CNT

controlled growth compared with the cases of any kind of anisotropic Fe–Pt

nanocatalysts [126].

The availability of substitutional disorder and anisotropy in Fe–Pt nanodrops

used for CNT CVD controlled growth is a negative factor for the production of

CNTs with predictable morphologies. There are some essential negative features of

disorder in Fe–Pt nanodrops for the CVD process:

1. C atoms chemical binding preferences (C–Fe bonds are stronger than C–

Pt ones).

2. A higher structural anisotropy leads to higher relaxation times of a nanodrop

structure [127].

3. Disordering effects in Fe–Pt lead to sporadic magnetization phenomena.

Thus, it is important to control the process of formation of nanodrop structures

corresponding to L10 (Fe–Pt) and L12 (Fe3Pt) systems with reliable magnetism and

adequate cooling rates, when relaxation processes in nanodrops are accomplished.

As it has already been mentioned, Fe–Pt nanoparticles containing a near-equal

atomic percentage of Fe and Pt are an important class of magnetic nanomaterials.

They are known to have a chemically disordered face-centred cubic ( fcc) structure
or a chemically ordered face-centred tetragonal ( fct) structure.

Fig. 7.23 Magnetically stimulated orientation of magnetic moments of atoms in model intercon-

nects during the CNT controlled growth with the expected chiralities under the directed magnetic

field B with the orientation angle ϕ¼ΘB: (a) armchair CNT, magnetic field B with the orientation

angle ΘB, where B is the magnetic induction and the chirality angle is ϕ¼ 0
�
; (b) chiral CNT

0<ϕ< 30
�
and (c) zigzag CNT,ϕ¼ 30

�
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7.6.12 Model of CVD CNT Growth with the Probabilistically
Predefined Morphology

Magnetically stimulated CNT CVD model formulation looks as follows (see

Figs. 7.22 and 7.23):

• Effective bonds are responsible for the future chirality of CNT in the CVD

processes.

• The permanent magnetic field provides the alignment of CVD growth.

• The binding with the Fe–Pt nanoparticle has a probabilistic character; the

probability of binding of C atoms with Fe atoms is preferable as compared to

Pt atoms.

• The composition of Fe–Pt atoms in a nanoparticle and the atomic structure

ordering are essential for chirality of the obtained CNTs.

• The diameter of the future CNT is correlated with the nanoparticle size.

• The direction of the magnetic field stabilizes the direction of CNT forest growth

and is a tool of the growth control.

• The ordering of a nanoparticle atomic structure, as well as a substitutional

disorder or arbitrary disorder of a nanoparticle, is responsible for the magnetic

state of the nanoparticle, which is essential for the possible future nanomemory

devices.

Even a very strong magnetic field is not able to suppress thermal fluctuations of

magnetic moments in carbon atoms. It is a different thing when carbon diamagnetic

atoms appear on the surface of a catalyst in the ferromagnetic condition where

magnetism induced by the external field can be very strong and is able to correct the

behaviour of carbon atoms by suppressing thermal fluctuations.

At the same time, the growth control over chiral and non-chiral nanotubes

essentially depends on stoichiometric composition of Fe–Pt nanoparticles. The

beginning of the nucleation process with the growth of nanotubes might be

connected with stochastic fluctuations of the magnetic moment in a carbon atom

relative to the direction of the local magnetic field in a nanoparticle. Distribution of

the fluctuation angle obeys the Gaussian law (see Fig. 7.24):

f θð Þ ¼ 1

σ
ffiffiffiffiffi
2π

p � exp � θ � θBð Þ2
2σ2

 !

, ð7:6Þ

where σ2 is the angular dispersion of thermal fluctuations of the magnetic moment

angle of a carbon atom. To evaluate this dispersion, the potential energy change of

the magnetic moment under the influence of the thermal energy should be evalu-

ated: μCB(1� cos θT)� kBTCVD, where μC is the induced magnetic moment of a

carbon atom μC¼ 1.25μB (see evaluations in [125], μB¼ 5.788 � 10�5 eV/T, B is the

magnetic induction of the catalyst surface,θT¼ θ� θB, TCVD- is the operating

temperature of the CVD process, kB¼ 8617 3324(78)�10�5 eV/K- is the Boltzmann

constant. Hence, 2 sin 2θT
2
� kBTCVD

μCB
. Taking into consideration one of the main
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problems of the nanotubes growth control – the chirality control – it is necessary to

seek for the small fluctuation angle θ. Then, σ2 ¼ θ2T ¼ 2kBTCVD

μCB
.

The condition of the small fluctuation angle (e.g.θ < 10
�
) at a certain tempera-

ture of the CVD process imposes limitations on the values of the demanded

magnetic induction B.
Taking into account the ratio between the chirality angle and the direction of the

magnetic field ϕ¼ θB, Fig. 7.24 displays the predictable scattering of chiralities for
nanotubes of approximately the same diameter.

We are also able to evaluate the necessary value of the magnetic field

B providing the expected chirality angles scattering, e.g. σ¼ 0.2(appr. 12
�
) leads

to the B evaluation for the CVD process temperature TCVD ¼ 700 �C asB ¼ 2kBTCVD

σ2μC

� 16755
σ2μC

� 57895 � 6 � 104 Tesla. For small angle dispersions σ2 ¼ θ2T ¼ 2kBTCVD

μCB
the high local magnetic field on the nanoparticle surface is necessary. The result

also strongly depends on the carbon atom magnetic momentμC.
Speaking about the possible errors in diameters of growing nanotubes, their

evaluation from beneath is defined by the minimal variations in parameters of the

chirality vector~c ¼ n;mð Þ Δn and Δm, which are equal 1.

Taking into consideration the formula for calculating the diameter of CNT:
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Fig. 7.24 The predictable scattering of chiralities for nanotubes of approximately similar

diameters
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d ¼
ffiffiffi
3

p
a

π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ n2 þ mn

p
,

where a ¼ 0,142 nm is the distance between the neighbouring carbon atoms in the

graphite plane.

The relationship between chirality indices (n and m) and the angle ϕ is given by

the ratio:

sinϕ ¼ m
ffiffiffi
3

p

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ n2 þ mn

p : ð7:7Þ

Then the minimum relative error in the diameter of CNT is possible to define as:

εd ¼ Δd

d
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5m2 þ 5n2 þ 8mn

p

2 m2 þ n2 þ mnð Þ : ð7:8Þ

Particularly, in the case of armchair CNT (m¼ 0) εd �
ffiffiffi
5

p
=2n, and in the case of

zigzag CNT (m ¼ n), εd � 1= 2
ffiffiffi
2

p
n

� �
.

Thus, errors in the diameter of growing CNTs are incorporated in discrete

morphological properties. But these minimum estimates are only reinforced,

given the obvious errors in the size of catalyst nanoparticles are taken into

consideration.
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Chapter 8

Graphene, Fullerenes, Carbon Nanotubes:
Electronic Subsystem

8.1 Carbon: Allotropic Forms

The non-metallic tetravalent carbon element C belongs to the list of the most

abundant elements due to the possibility to form organic compounds. Life on

Earth is based on organic materials built up using various carbon molecular

derivatives. Electronic configuration 1s22s22p2 determines the unique possibility

of carbon atoms to create the interatomic bonds and also to create structural chains

and cyclic compounds. Well-expressed chemical bonding in different ways pre-

determines existence of various allotropes of carbon with different physical prop-

erties. Carbon is also important in various technological applications – from drugs

to synthetic materials. This is due to the carbon’s ability to create chemical bond

with almost any item in various ways. The result is a variety of structural organic

compounds with strong expressed physical and chemical properties as pointed by

Hirsch [1].

Formation of the main allotropic forms is determined thermodynamically as

presented in Fig. 8.1. Sublimation occurs at temperature about 3900 K. Triple point

is present at pressure of [10.8 � 0.2] MPa and temperature of [4600 � 300] K [2].

Generally, carbon could form a great number of chemical compounds (molec-

ular derivatives up to several millions). This fact could be explained by the

existence of the unique electronic structure formed after sp hybridization (single–

double–triple bonding, formation of π-conjugated system) which finally determines

certain macromolecular physical properties – such as hardness, specific thermal

conductivity, electrical conductivity, etc. [3]. Cambridge Structural Database [4]

represents covalent radii of carbon for different hybridization, sp3, 76 pm; sp2,
73 pm; and sp, 69 pm, when van der Waals radius is equal to 170 pm.

Table 8.1 represents several typical carbon allotropes and molecular derivatives.

The simplest plain molecular forms are known as benzene (one hexagonal ring),

naphthalene (two rings), anthracene (three rings), etc. Carbon atoms can form
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regular tetrahedral structures (diamonds, etc.), closed spatial loops (fullerene, etc.)

or plane loops (graphite, etc.).

Two allotropic forms of carbon – diamond and graphite – are known as the

classical crystallographic samples. The difference between the phases is 0.02 eV

per atom. In order to make the phase transformation, due to the high activation

barrier >0.4 eV per atom, a very high temperature and pressure are required.

Diamond represents one of the best known metastable allotropes of carbon.

Figures 8.2 and 8.3 represent two projections of the diamond lattice, face-oriented

and isometric, respectively. Structure parameters were obtained from Crystallog-

raphy Open Database [5]; crystallographic parameters of diamond data were

published by Straumanis et al. [6]. Cubic lattice parameters are the following:

a ¼ 0.35667 nm, α ¼ 90� and 8 atoms per cell: 1 atom at the corner, 3 atoms in

the faces and 4 internal atoms on diagonals.

Three geometric figures are organized in a diamond lattice: cube, octahedron and

tetrahedron. Eight external atoms (placed at the corners of lattice, denoted by C)

create a cube. Six external atoms (placed in the faces of lattice, denoted by F) create

an octahedron. Four internal atoms (placed at 1/4 of the distance along diagonal,

denoted by I) create a tetrahedron. All bond lengths are equal to 0.154 nm, all bond

angles – 109.5�. Diamond lattice fcc (face-centred cubic crystal structure) warrants

Fig. 8.1 Phase diagram of

carbon near triple point at

10.8 MPa and 4600 K. Area

1 – phase of metastable

graphite and diamond, and

2 – phase of graphite and

metastable diamond

Table 8.1 Different

structures of carbon
Allotropic forms Molecular derivatives

Diamond Benzene

Graphene Naphthalene

Graphite Anthracene

Fullerene . . .

Nanotubes Coronene

254 8 Graphene, Fullerenes, Carbon Nanotubes: Electronic Subsystem



superlative physical qualities due to strong covalent bonding between atoms – sp3

hybridization. Every atom is surrounded by four neighbouring atoms situated at the

corners of tetrahedron (regular).

Figure 8.4 represents formal diamond cubic structure as a combination of two

interpenetrating sub-lattices of face-centred cubic type. Both sub-lattices are

displaced along the body diagonal of the cubic cell by 1/4 length of that diagonal.

Origins of two face-centred cubic sub-lattices are placed at points (0, 0, 0) and

(1/4,1/4,1/4). The points at 0 and 1/2 are on the face-centred cubic lattice; those at

1/4 and 3/4 are on a similar fcc lattice displaced along the body diagonal by 1/4 of

its length.

Fig. 8.2 Diamond lattice,

face-oriented projection.

C corner atom, F face-

centred atom, I internal
atom

Fig. 8.3 Diamond lattice,

isometric projection. Atom

labels according to Fig. 8.2.

Internal atoms are covered
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Graphene represents two-dimensional planar structure (so-called layer) where

carbon atoms are bonded covalently making honeycomb hexagonal lattice (six

atoms per one ring, sp2 hybridization) (Fig. 8.5a). Graphene is also a basic element

for another allotrope such as graphite, CNT and fullerenes. Looking from another

point of view, graphene could be treated as infinite alternant polycyclic aromatic

hydrocarbon [7]. In the hexagonal lattice, the interatomic distance is equal to

0.142 nm. Graphene belongs to the class of zero-gap semiconductors, and surpris-

ingly, valence band and conduction band start at the same Dirac point. It means that

the delocalized π-system realizes electron migration only in the plane but not

between the planes. The practical usage of graphene includes light-emitting diodes

(LED), solar cells, touch panels for displays and so on.

Graphite is known as the most stable allotrope of carbon under standard condi-

tions. Several stacked graphene sheets (when the distance between planes is

0.335 nm) could form graphite. In the hexagonal lattice, interatomic distance is

equal to 0.142 nm [8]. Graphite is more stable thermodynamically in comparison

with diamond, and graphite is much more electronically reactive due to the prop-

erties of delocalized π-system.

Two types of graphite – amorphous and crystalline (including α(hexagonal) and
β(rhombohedral) crystalline forms, also bilayer graphene) – represent semimetal

derivatives of a layered planar structure, with the distance between planes of

0.335 nm (in case of graphene, two-dimensional planar structure represents one

sheet only). In a layer, atoms are bonded covalently making a honeycomb hexag-

onal lattice (six atoms per one ring). The bonding between layers is realized through

the van der Waals bonds.

Fullerenes. Fullerenes represent a carbon derivative class of spherical or ellipsoi-

dal form (Fig. 8.5b). The most stable and best-known form is Buckminster C60

fullerene [9] which is composed as a network containing 60 carbon atoms. Geo-

metrically, this structure could be titled as a truncated icosahedron with 60 vertices

and 32 faces. Carbon atoms are placed only at vertices. 12 pentagons and

Fig. 8.4 Formal diamond

cubic structure
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20 hexagons create a pseudosphere, the so-called ball. The van der Waals diameter

is equal to 1.01 nm, and the radius of molecule is 0.357 nm [10]. The electronic

structure is of sp2 hybridization.
Figure 8.6 represents a nonplanar fragment of the fullerene C60 – the so-called

hat of a fullerene. The pentagon in the centre is surrounded by five hexagons. The

bond length is different for the pentagon (0.143 nm) and hexagon (0.139 nm).

Fullerene C60 is quite stabile up to 1700 K in the surrounding argon and up to

500 K in the surrounding oxygen. The barrier of photoreaction is quite low: at room

temperature – 0.55 eV (IR region).

Figure 8.7 represents a fragment of fullerene C180 as half of the spherical

structure. All fullerenes with the atom number <60 are unstable due to unrealized

bonding properties on a plane surface. The smallest possible fullerene is dodeca-

hedra C20 with the biggest sphere curvature. Instability of fullerenes with the atom

number>60 arises from topological aspects – the sphere radius increases, for series

C70, C76, C84, C164, C192, C216, C540, and the curvature decreases. For big structures,

starting from C180, the sphere reforms into several islands of pseudo plane surface –

see, for example, C540 in Fig. 8.5b.

This factor (the reformation of the sphere) increases the aromatic properties only

on the local surface, but not on all derivatives.

Carbon Nanotubes (CNTs). Derivatives of the tubular structure, considered as

single, rolled graphite sheets, are called carbon nanotubes (CNTs) (see Fig. 8.5a).

CNTs can be formed by stranded filaments that intersect with atoms of the sp2

hybridization atom, usually several nanometres in length, in a particular case up to

several mm. Eatemadi et al. [11] described different forms of CNTs. The authors

claimed that physical parameters such as size distribution, structure, surface area,

surface charge, agglomeration state and purity of the samples have a considerable

impact on the reactivity of CNTs.

Fig. 8.5 Carbon allotropes: (a) graphene, single-walled carbon nanotube (SWCNT) and multi-

walled carbon nanotube (MWCNT); (b) C20, C60, C540
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The structure mathematically could be described by periodicity through the

chiral vector Ch:

Ch ¼ ~OA !j ¼ na1 þ ma2 ! n;mð Þ,
��� ð8:1Þ

where (n, m) are integers, 0� m� n; the so-called pair of indices, a1 and a2, are the
base cell vectors of graphene. Each hexagonal ring could be enumerated (n, m) as a
numeric pair. Figure 8.8 represents a graphene sheet for manufacturing CNTs. The

formation of CNTs can be achieved by bonding together various parts of the

graphene sheet. To establish the chiral vector, two atoms in the graphene sheet

must be selected: zero-point O and any point A. The main idea for this realization is

to connect the points O and A by covalent junction. The vector ~OA ! (between

Fig. 8.6 Fragment of

fullerene C60. Pentagon is

environed by five hexagons

Fig. 8.7 Fragment of

fullerene C180. One half of

spherical structure
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hexagonal rings (0,0) and (9,4)) and 0-th vector (between hexagonal rings (0,0) and
(10,0)) describe the chiral angle θ. Graphene represents the plane surface

constructed from identical hexagonal rings. Let us assume that a0 is the shortest

distance between two atoms in graphene plane surface, a0 ¼ 0.142 nm; a corre-

sponds to the lattice constant (hexagon is constructed from six triangles):

a ¼ a0
ffiffiffi
3

p
¼ 0:24595, nm: ð8:2Þ

Length of chiral vector l and diameter d of CNT are determined by formulas:

l ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p
¼ 0:24595, nm ð8:3Þ

d ¼ L

π
¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p

π
¼ 0:07828

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p
: ð8:4Þ

Chiral angle θ is very important from the structural aspects – allows relating the

geometrical properties to the electronic ones:

ϑ ¼ arccos
2nþ m

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p : ð8:5Þ

Manipulating by indices (n, m) (according to condition 0 � m � n) allows to
generate a great number of different CNTs. Three different types of CNT are named

‘zigzag’ with indices (n,0) (when m ¼ 0 in any case), ‘armchair’ (n,n) (when n ¼ m
in any case) and ‘chiral’(any n and m). These structural variations result in differ-

ences in mechanical strength and electronic properties.

Figure 8.9 represents two bending directions of graphene sheet for manufactur-

ing CNTs. The type of CNT depends on the rolling direction.

Fig. 8.8 Graphene sheet for manufacturing of CNT. Vector ~OA ! for CNT(9,4). Hexagons with

indices if (n-m) is divisible by 3 are yellow (for manufacturing of metallic CNT)
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The zigzag type is determined by the vector A1 (n,0), also (0,m), the chiral angle
θ ¼ 0�.

The armchair type is determined by the vector A2 (n,n), also (2n,-n), the chiral
angle θ ¼ 30�.

Chiral type (intermediate) is determined by the vector A (n,m), where indices

n and m are selected according to the condition 0 � m � n only. In that case, chiral

angle θ is present in the range [0�30] �.
For CNTs, the difference of indices n and m could be related to the electronic

properties. In the case if (n–m) is exactly divisible by 3, the structure is called

metallic (with band gap 0 eV). Figure 8.8 represents a set of hexagons coloured by

yellow for metallic CNTs. In the case if (n–m) is not divisible by 3, the structure is

called as semiconducting (with band gap approximately 0.5 eV). The index Ims –

metallic/semiconductor – plays an important role of establishing electronic prop-

erties from the structure definition:

IS ¼ n� mð Þmod3 ¼ 0, ð8:6Þ
IS ¼ n� mð Þmod3 ¼ �1: ð8:7Þ

The diameter of CNTs is not limited by any physical or chemical law, but with

the increase of the diameter, the mechanical stability of CNTs decreases. Tersoff

et al. [12] established the relation between CNT diameter and structural properties.

CNTs with the diameter of 1 nm and less behave as rigid cylinders. For diameters

over 2.5 nm, CNTs flatten against each other under the van der Waals attraction,

forming a honeycomb structure. This structure exhibits an anomalous rigidity,

which does not decrease with increasing the CNT diameter. With decreasing the

CNT diameter, the surface tension increases rapidly. The equilibrium point between

such two conditions could be achieved at diameter of 1.6 nm. According to

Fig. 8.9 CNT structure: zigzag type, vector A1 (n,0), and armchair type, vector A2 (n,n). Black
and green figures represent zigzag and armchair, respectively
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Eq. (8.4), it would be possible to estimate d and n relations for CNT of (n,0) type,
when D is the biggest, optimal and smallest, respectively (see Table 8.2).

Figure 8.10 represents semiconductor CNT(10,0) of zigzag type; Figs. 8.11 and

8.12 represent metallic structures: CNT(12,3) of chiral type and CNT(10,10) of

armchair type, respectively. Track atoms are coloured in red. Mentioned structures

of CNT were generated using carbon nanotube generation applet, written by Veiga

et al. [13].

CNT of single-wall type (SW-CNT) could be described as the long tube of

diameter 1�1.6 nm, as presented in Figs. 8.10, 8.11 and 8.12. The ends of CNT are

capped by hemispheres of corresponding fullerene – see Fig. 8.7. Due to the

construction properties (CNT þ hemisphere of fullerene), chemical activity of

such structure will be much higher at the top (with hemisphere) in comparison to

the body (regular CNT). This phenomenon could be explained as follows. CNT is

constructed as the rolled sheet where all carbon atoms are placed in hexagons.

Hemisphere of fullerene of corresponding diameter contains pentagons with vacant

valences which significantly increase the chemical activity.

Figure 8.13 represents real structure, when the ends of CNT(15,0) are connected

to two hemispheres of fullerene C180.

Due to the extraordinary construction (multiple oriented bonding), mechanical

properties of CNTs are extreme in comparison to another molecular compound.

Ternones [14] compares physical properties of CNTs and several metals (see

Table 8.3). The Young’s modulus of SWNT is four times greater in comparison

to steel, and thermal conductivity is five times greater in comparison to copper.

Table 8.2 Approximate

values of diameter for CNT

(n,0) of zigzag type

Diameter, nm n

Biggest, max 2.5 �32

Optimal 1.6 �20

Smallest, min 0.31 �4

Fig. 8.10 CNT(10,0)

structure of zigzag type
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Multiwalled CNT (MWCNT) represents another type of CNT as the assemblies

of SWCNT, which could be concentrically aligned. It means that several SWCNTs

of different diameters could be aggregated in one derivative. Due to different

dimensions, MWCNTs express different electronic properties.

Fig. 8.11 CNT(10,10)

structure of armchair type

Fig. 8.12 CNT(12,3) structure of chiral type. Two projections

Fig. 8.13 Real structure:

CNT(15,0) at centrum and

hemispheres of fullerene

C180 at the right and left side

to cover open valences of

CNT. Due to

representational purposes,

valence bonds between

fragments are not shown
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8.2 Carbon Derivatives: Formation of Electronic System

The simplest carbon molecular derivative of hexagonal type is benzene (see

Fig. 8.14). Planar molecule consists of six carbon atoms and six hydrogen atoms.

All C–C bonds are of the same length al¼ 0.140nm. Due to similar electron

delocalization between each of all C atoms, al is intermediate in comparison to

the distance between atoms while creating single bond [H3C-CH3] and double bond

[H2C ¼ CH2].

Anthracene and coronene are the polycyclic aromatic hydrocarbons consisting

of three and six fused benzene rings, respectively (see Fig. 8.14).

In the framework of molecular orbitals (MO), formation of three delocalized

π-orbitals (in space of all six carbon atoms) warrants the stability of benzene

molecule (condition of aromaticity).

Maps of electronic charge redistribution were depicted according to quantum

chemistry simulations using Gaussian09 package [15]. Optimization of ground

state energy was provided using DFT B3LYP method at 6-31G(d) basis including

polarization functions. Excited electronic states were simulated by TD method (for

singlets only).

Wang [16] presented large review of different simulation methods, which are

applicable for predicting CNT properties: atomistic and molecular dynamics.

Figure 8.15 represents electronic charge redistribution of benzene molecule.

Two one-particle transitions [HOMO-1]! [LUMO] and [HOMO]! [LUMOþ 1]

of the same probability populate the first excited electronic state. The presented two

MO are of great importance in the optical excitation; the last third MO (not depicted

here) plays a significant role in high-energy photoelectron excitation only. Bonding

orbitals [HOMO-1] and [HOMO] are constructed from three on the left and three on

Table 8.3 Physical properties of CNT and several metals

Property SW-CNT Steel Copper

Young’s modulus, GPa 1000 230 117

Density, kg/m3 1300 7850 8940

Thermal conductivity, W/(m�K) 2000 50 380

Fig. 8.14 Carbon: molecular derivatives – benzene, anthracene, coronene
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the right atomic orbitals (AO) when symmetry axis is vertical and horizontal,

respectively (localized on three atoms). Antibonding orbitals [LUMO] and

[LUMO þ 1] keep the two-axis symmetry, but essential charge redistribution

takes place. Atomic charge is delocalized along one of symmetry axis.

Figure 8.16 represents the electronic charge redistribution of the anthracene

molecule. Two one-particle transitions are devoted to population of excited elec-

tronic states S1, S2 and S3. Anthracene contains three benzene rings distributed

Fig. 8.15 Benzene. Maps of electronic charge redistribution related to the transition S0 ! S1

Fig. 8.16 Anthracene. Maps of electronic charge redistribution related to the transitions: (a) S0 !
S1; (b, c) S0 ! S2; (d, e) S0 ! S3
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along the long axis. According to that, several bonding orbitals such as [HOMO-1]

and [HOMO-2] are similar to benzene ones. [HOMO] bonding orbital contains

three types of charge distributions: central parts and two axial symmetric outside

parts. Antibonding orbital [LUMO] expresses specific type of charge redistribution

(so-called ‘big X’ type – symmetric cross at the centrum). The antibonding orbital

[LUMO þ 1] expresses the charge redistribution on carbon atoms belonging to the

neighbouring rings (and also on the outside atoms). It is necessary to point out that

several MO contain substructure along the long axis for each ring (e.g. [HOMO-1]).

Other molecular orbitals (e.g. [HOMO-2]) express axial symmetry properties.

Figure 8.17 represents electronic charge redistribution of the coronene molecule.

Two one-particle transitions are devoted to population of excited electronic states

S1. Due to molecular geometry (hexagonal rings are placed around, but not in the

straight line as in the case of anthracene), new tendencies related to charge

distribution occur.

Bonding orbitals [HOMO-1] and [HOMO] are constructed from a large number

of atomic orbitals (AO), where the main part of electronic charge is depopulated

outside the centrum of coronene. The antibonding orbitals [LUMO þ 1] and

[LUMO] express the charge concentration in the centre of the coronene. For

antibonding orbitals [LUMO þ 1] and [LUMO], the charge delocalization outside

the coronene takes place.

8.3 Graphene Electronic Structure

Graphene represents infinite two-dimensional structure of sp2 hybridization, where
each carbon atom has four bonds, one σ-bond with each of its three neighbours and

one π-bond that is oriented out of plane.

Fig. 8.17 Coronene. Maps of electronic charge redistribution related to the transition S0 ! S1
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Figure 8.18 represents the maps of electronic charge redistribution of graphene-

25 structure. Due to the technical troubles to simulate infinite structure, graphene

has been presented here as a sheet with dimensions 5	 5 with 25 hexagons (one

array is created by five hexagons in the row; three arrays are bonded to each other

Fig. 8.18 Graphene. Maps of electronic charge redistribution related to the transitions: (a)
S0 ! S1; (b) S0 ! S2; (c) S0 ! S3; (d) S0 ! S4
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by covalent junction). To exclude the ionic states, free outside valences of carbons

are filled by hydrogens (as in case of molecules).

Several one-particle transitions are devoted to population of excited electronic

states S1, S2, S3 and S4. As in the case of coronene, several equivalent maps or

sub-maps could be observed.

Bonding orbitals [HOMO] and [HOMO-1] are constructed from a very big

number of atomic orbitals (AO), when the main part of electronic charge is

depopulated outside the centrum of graphene-25. Wave functions for expressing

charge distribution outside the substructure are not typical for graphene. Their

occurrence could be estimated as outside effect (free outside valences of carbons

are filled by hydrogens).

The bonding orbital [HOMO] contains the charge localization on two atoms as

well as one atom. Otherwise, bonding orbital [HOMO-1] contains charge localiza-

tion on three atoms as in the case of [HOMO] benzene or [HOMO-2] of anthracene.

The antibonding orbitals [LUMO] and [LUMO þ 1] express the charge redis-

tribution in the range of one hexagonal ring with changing the localization atoms.

Usage of 25 hexagons for simulation of graphene electronic properties is suffi-

cient but not complete. Due to the outside effect, several MO could not be mapped

in formally correct form. Otherwise, the main tendencies related to charge distri-

bution could be perceived.

Graphene as the material could be characterized by two features: (1) zero-

overlap semiconductor and (2) very high electronic mobility when holes as well

as electrons are charge carriers.

The chemical bonding in graphene is organized using four outer shell electrons

(in each carbon atom). Each carbon atom is connected to three neighbouring atoms

due to the two-dimensional structure of the carbon net. One last electron, which is

not included in the valence junction, could take part in electronic conduction

(occurring of π-orbitals). Due to the overlapping of π-orbitals of bonding and

antibonding types, the following formation of valence and conduction bands war-

rants the lability of the electronic system.

The electronic mobility of graphene μ is very high. Bolotin et al. [17] reported

the maximum allowed value μ ¼ 2�105 cm2�V�1�s�1 with electron densities of

ρ¼ 2�1011 cm�2 which is limited by the scattering of acoustic photons of graphene.

The experiments show the lower value: μ ¼ 1.5�104 cm2�V�1�s�1. High mobility

could be explained by the assumption related to the planar distribution of the

graphene sheet. Due to the ballistic transport phenomenon, graphene electrons

could move long distances in hundreds nm without scattering. Due to their lack

of mass, motions of graphene electrons and acoustic photons are similar.

Novoselov et al. [18] reported the quantum Hall effect in graphene at room

temperature. The effect is due to the magnetic energy of the electrons in graphene,

which is 1000 times greater than in other materials. Novoselov claimed that

electronic quality of graphene could be estimated by mentioned phenomenon.
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8.4 Π-Zones for Nanotubes (n,0), Nanotubes (n,n)

The geometrical form of CNTs is very important to estimate their electronic

properties. All carbon atoms are distributed in space as points of hexagon apexes.

Due to the curvature of CNTs, dihedral angles between hexagonal rings are not zero

(different plane surfaces). It means that pure sp2 hybridization (as in the case of

graphene) is broken; with decreasing diameter of CNTs, the influence of sp3

hybridization increases. This phenomenon is known as the factor of more active

surface in comparison with plane graphene.

Saito et al. [19] studied electronic structure CNT and established the function of

the diameter and helicity of the constituent CNT. Differences between metallic

CNTs and semiconducting CNTs are discussed.

Primitive Cell. The task of establishing the electronic states of CNTs could be

solved by several assumptions of solid-state physics. The Schr€odinger equation
allows estimating the system ground state energy due to several simple assumptions

concerning the interaction conditions.

Let us assume the CNT is very long (in comparison to diameter) and the effects

of open valences at the ends are negligible. Let us assume the existence of

translational symmetry along the long axis.

As in the case of plane graphene, interactions are realized only through the

π-orbital. For CNTs, let us assume the absence of interactions between π and σ
orbitals due to different symmetry. These conditions are true only for graphene

(plane surface structure). For CNTs, neglecting of the mentioned condition is

allowed as the first assumption.

First of all it is necessary to define a primitive cell as a rectangle in order to

define the first Brillouin zone. Figure 8.19 represents the primitive cells of CNT

(n,0) and CNT(n,n).

Due to different rolling directions of the graphene sheet, primitive cells differ

essentially. For the zigzag type CNT(n,0), two hexagons are connected through the

side of polygon, and this side coincides with the symmetry axis (in the chart,

oriented vertically). For the armchair type CNT(n,n), two hexagons are connected

Fig. 8.19 Primitive cells of zigzag type CNT(n,0) (left) and armchair type CNT(n,n). Symmetric

axes are depicted in red
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via [>CC<] bond, which coincides with the symmetry axis (in the chart, oriented

horizontally). For CNTs (also graphene), a side of hexagon or [..C-C..] distance is

equal to a0 ¼ 0.142 nm. The distance between opposite edges of the hexagon is

equal to a ¼ 0.2457 nm. Parameters of primitive cells are presented in Table 8.4.

Saito et al. [20] presented one-dimensional electronic band-structure model of

CNTs. In both cases, a primitive cell contains 4n atoms and also 4n pi-orbitals. Due
to the translational symmetry of the system, the 4n basis Bloch functions will

describe the system. The rotating symmetry (about long axis) allows decreasing

the dimensionality of the secular equation.

CNT (n,0). Several features are significant due to CNT structure. According to the

assignments of the primitive cell, ax ¼ a, ay ¼ a√3. Such two factors determine

phase factor ka. The translational wave vector k could vary at k-space:

� πffiffiffi
3

p
a
< k <

πffiffiffi
3

p
a
, ð8:8Þ

� πffiffiffi
3

p < ka <
πffiffiffi
3

p : ð8:9Þ

After solving the Schr€odinger Eq. (8.16), the dispersion of π bands energy on the

phase factor ka is expressed by Eq. (8.3):

E�
n,m ¼ α� βS1, ð8:10Þ

where α and β are the Coulomb and exchange integrals, respectively, and S1
represents the so-called phase factor for CNT(n,0):

S1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 cos

ffiffiffi
3

p
ka

2
cos

πm

n
þ 4 cos 2

πm

n
:

s
ð8:11Þ

The integer number m represents behaviour of rotational symmetry:

m ¼ 1, . . . , n: ð8:12Þ
Let us divide Eq. (8.10) by value of the exchange integral β. Energy ɣ, normal-

ized by value (α/β), will be used for estimations:

E�
n,m

β
¼ α

β
� S1, ð8:13Þ

Table 8.4 Parameters of

primitive cells of CNT(n,0)

and CNT(n,n)

Type ax ay

CNT(n,0) a a
ffiffiffi
3

p

CNT(n,n) a
ffiffiffi
3

p
a
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γ ¼ E�
n,m

β
¼ �S1: ð8:14Þ

Figures 8.20 and 8.21 represent Π-zones of metallic CNT (6,0) and semicon-

ductor CNT(7,0), respectively. The dispersion of π bands energy γ on the phase

factor ka was calculated according to Eq. (8.14). Due to the energy normalization

by value (α/β), the energy dependency is shifted down when zero corresponds to the
Fermi level.

Fig. 8.20 Π-zones of metallic CNT(6,0). Fermi level is set at zero

Fig. 8.21 Π-zones of semiconductor CNT(7,0). Fermi level is set at zero
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The solution of the Schr€odinger equation contains (�) factor (see Eq. (8.10)). It

is easy to check that the symmetry of the energy band distribution is defined by the

mentioned factor.

Axis of symmetry is distributed at the position of the Fermi level. The valence

bands (below Fermi level) correspond to HOMO, and lower states in molecular

structures and conductive bands (before Fermi level) correspond to LUMO and

higher states. The number of bands corresponds to the number 2n (due to (�) factor,

minus for valence, plus for conductive). At a certain position of the phase ka, some

values of γ coincide.
For CNT (6,0), the gap between zones is absent – two state curves of the valence

zone and conducting zone intersect only in the centre of the Brillouin zone (see

Fig. 8.21), when k ¼ 0.

Due to the absence of gaps, CNT (6,0) expresses the metallic properties. Another

CNT such as CNT (9,0), CNT (15,0), etc. will be also of the metallic type.

For CNT (7,0), the gap between zones is present in the centre of the Brillouin

zone, when k ¼ 0. Due to any intersections between the curves of the valence zone

and conducting zone (see Fig. 8.22), CNT(7,0) is called semiconducting with the

optical gap. Graphene belongs to zero-gap semiconductors.

CNT (n,n). According to the assignments of the primitive cell, ax¼ a√3 and ay¼ a.
Such two factors determine the phase factor ka. The translational wave vector

k could vary at k-space:

�π

a
< k <

π

a
, ð8:15Þ

�π < ka < π: ð8:16Þ
After solving the Schr€odinger Eq. (8.16), the dispersion of π bands energy on the

phase factor ka is expressed by Eq. (8.17):

E�
n,m ¼ α� βS2, ð8:17Þ

where S2 represents the so-called phase factor for CNT(n,n):

S2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 cos

ka

2
cos

πm

2
þ 4 cos 2

ka

2
:

r
ð8:18Þ

Integer number m represents behaviour of rotational symmetry:

m ¼ 1, . . . , n: ð8:19Þ
As in the previous case, energy normalization routine takes place:

γ ¼ E�
n,m

β
¼ �S2: ð8:20Þ
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Figure 8.22 representsΠ-zones of CNT (6,6). The dispersion of π bands energy γ
on the phase factor ka was calculated according to Eq. (8.13). All curves

representing valence and conducting bands start from two points γ ¼ 1 and

γ ¼ �1, respectively, when ka ¼ π. Such two values could be obtained by the

absence of the second and third factor in Eq. (8.11) due to cos(π/2) ¼ 0.

A gap between zones is absent – state curves of the valence zone and conducting

zone intersect at the cross value phase:

kað ÞC ¼ 2π

3
: ð8:21Þ

Due to the absence of the gap, CNT (6,6) expresses the metallic properties.

Another CNT such as CNT (7,7), CNT (10,10), etc. will be also of the metallic type.

8.5 Nanotubes: Electronic Angular Momentum and Spin-
Dependent Properties

A model of the hydrogen atom (a heavy proton in the centre and an electron in the

orbital motion) is a classic example for explaining the orbital magnetic moment

μORB (see Fig. 8.23). A negative charged particle e performs a motion with a

velocity v with a radius R, which acts as a current loop:

μORB ¼ evR

2
: ð8:22Þ

Fig. 8.22 Π-zones of metallic CNT (6,6). Fermi level is set at zero
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Let us assume a CNT in the magnetic field, directed along the long axis (blue

arrow). For a metallic CNT (diameter D), the transition of the conducting electron

along the long axis as well as around the circumference of the CNT is allowed. The

orbital magnetic moment μORB could be created when electrons are moving around

the tube (according to the mechanistic model similar to a hydrogen atom).

The potential energy E is proportional to the external magnetic field B, which is

directed along the long axis:

ΔE ¼ �μORBB ¼ � evDB

4
: ð8:23Þ

The influence of the magnetic field into the structure of the Π-zone is evident.

Figure 8.24 represents a simplified chart of one CNT π-zone in the absence and

presence of the magnetic field oriented along the long axis. Two serious phenomena

occur. Firstly, the degenerated zone splits into two zones in the valence as well as

conductance regions. Secondly, a significant decrease of the gap occurs in the

presence of the oriented magnetic field. Minot et al. [21] announced the occurrence

of μORB for states near the energy gap. Minot found that the orbital magnetic

moment (due to the motion around the circumference of CNT) is much larger

than the Bohr magneton.

The orbital magnetic moment plays the main role in the magnetic susceptibility

of CNTs [22]. It means that the electronic properties of CNTs can be modulated by

a magnetic field. Oscillations of the energy band structure could realize the revers-

ible switch of CNT properties between a metal and a semiconductor.

Several spin-dependent properties which are most promising in spintronics are

presented as follows: chirality-dependent spin polarization, gate-dependent spin–

orbit coupling and spin filtering.

Wang et al. [23] analysed chirality-dependent spin polarization through the spin

density of a chiral CNT (9, m), which decreases gradually with the increase of

m. Wang established that the spin of the ground state for the armchair CNT (9, m)

mainly comes from the contributions of the frontier molecular orbitals and the

energy gap decreases gradually with the spin density for chiral CNTs.

Fig. 8.23 Classical orbital

magnetic moment for

electron and CNT in

magnetic field directed

along the long axis (blue

arrow)
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Analysing the interactions of orbital motions of electrons with the spin in the

nanoscale systems, Jespersen et al. [24] reported systematic dependence of the

spin–orbit coupling on the electron occupation of the CNT quantum dot. Jespersen

confirmed that the spin–orbit coupling is a general property of CNT quantum dots.

Wang et al. [25] analysed transport of graphene nanoribbons through a longitu-

dinal unzipped carbon nanotube in the longitudinal direction. Wang established the

variation of the Fermi energy from (a) an insulator to a spin-down half metal and

(b) an insulator to a spin-up half metal. He guessed that a spin-filter device can be

realized using graphene nanoribbons.

8.6 Nanotubes of the Metal Type and of the Semiconductor
Type

By estimating the electronic structure for different types of CNTs, it is necessary to

analyse the inhomogeneous energy distribution on the one-dimensional density of

states (DOS). Three-dimensional crystals have continuous DOS; otherwise,

one-dimensional crystals are of another type. A characteristic evidence of the

distribution is a gradual descend of energy followed by a fast increase (a sharp

spike form). For one-dimensional crystals, sharp peaks in the energy distribution

are called the van Hove singularities.

Figure 8.25 represents energy diagram of semiconducting and metallic SWCNT.

The valence zone (green) and conducting zone (dark yellow) are separated by a gap

(semiconducting CNT) or are joined at a contact level – the Fermi level (metallic

CNT).

Transition from the valence zone to the conduction zone (absorption) for both

semiconducting and metallic SWCNTs is dipole-allowed with the high oscillator

strength: V1 ! C1, V2 ! C2, etc. The crossover transitions C2 ! V1, C1 ! V2 are

dipole-forbidden with the low oscillator strength. Using the cross-polarized optical

geometry, Miyauchi et al. [26] reported the presence of significant anisotropy from

polarized photoluminescence measurements of the mentioned dipole-forbidden

transitions.

The type of CNTs (metallic or semiconducting) could be recognized from the

absorption spectrum in VIS and near-IR region.

Fig. 8.24 Simplified chart

of CNT π-zone in absence

and presence of magnetic

field along the long axis.

Split of degenerated zone

into two zones and

following decreasing of gap
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A selective excitation of CNTs with indices (n, m) could be realized by exact

absorption in the selected band restricted by the van Hove singularities. By varying

the structure of CNTs, it is possible to tune optoelectronic properties of CNTs

selected on demand. Iakoubovskii et al. [27] demonstrated that even weak UV light

1 mW cm�2 can irreversibly alter the SWCNT structure. These UV-induced

changes are attributed to the creation of mid-gap PL centres.

Figures 8.26 and 8.27 represent the maps of electronic charge redistribution

related to the transition S0! S1 for CNT (14,14) and CNT (24,24) of armchair type,

respectively.

Both maps are devoted to the HOMO ! LUMO transition. Electronic clouds

distributed over the whole surface of the derivative are absent in both cases. The

distribution of molecular orbitals is localized on the atom groups. For CNT (14,14),

the HOMO state corresponds to a cloud localized on two atoms on the edge, and

two neighbouring clouds create a pair of V-type. The LUMO state corresponds to

clouds localized on two atoms and parallel aligned around the circumference. For

CNT(24,24), the HOMO state corresponds to the cloud localized on two atoms

parallel aligned around the circumference. For the LUMO state, localization

decreases up to one atom.

As Wildoer et al. [28] and Odom et al. [29] stated, the electronic properties of

CNTs depend sensitively on the tube diameter. Increasing the diameter of CNTs,

the curvature of the tube becomes flatter, and the reorientation of the junctions

changes the dihedral angles.

Molecules consisting of only one element (carbon) may have very different

electronic behaviours – a shift from a metallic to a semiconducting state.
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Fig. 8.25 Energy diagram of semiconducting (left) and metallic SW-CNT
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8.7 Chemistry of Nanotubes: Catalysis and Toxicity

A CNT is a well-known active catalyst material due to several unique properties.

Firstly, CNT is a consistent material with an extra high thermal and mechanical

stability. Without participating in any permanent chemical changes, CNT only

increases the rate of chemical reaction and the subsequent yield of the product.

Secondly, the choice of CNTs due to helicity and diameter (from 1 nm to 10s of nm)

allows to control the surface impact. Due to that, CNTs sometimes are called a

catalyst on demand. The use of large tubular surfaces allows the organization of

efficient heterogeneous catalysts [14].

Thirdly, the geometrically fixed tubular surface of CNTs avoids high purity in

the molecular environment with low dipole activity. This factor guarantees a high

resistance to oxidation, called chemical inertness [19].

Fig. 8.26 CNT (14,14) of armchair type. Maps of electronic charge redistribution related to the

transition S0 ! S1

Fig. 8.27 CNT (24,24) of armchair type. Maps of electronic charge redistribution related to the

transition S0 ! S1
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Fourth, the catalytic reaction can be carried out by controlling the electrical and

thermal conductivity of CNTs. Depending on their helicity and diameter, metallic

or semiconducting CNTs can obtain different parameters related to the charge

transfer processes [11].

Fifthly, because of the high thermal conductivity of CNTs, preventing the

agglomeration of the product and the subsequent separation of product phases can

be organized as an additional stage in the reaction. The inhomogeneity of the

annealing can be guaranteed with a very low gradient.

Luo et al. [30] observed the application of CNTs in fuel cells. The use of CNTs

for such purposes can decrease the need for noble metals which are used as catalysts

and improve the performance of fuel cells. In addition, the interaction between

catalysts and carriers of CNTs and the conditions for the synthesis of a catalyst

based on CNTs were discussed and evaluated.

Girishkumar et al. [31] reported the use of CNT-based electrodes that demon-

strate an order of magnitude less reactivity of the charge transfer reaction for the

hydrogen evolution reaction compared to commercial carbon black-based

electrodes.

According to the constitution of CNTs, the electronic activity is very low. The

electronic excitation of single CNTs is related to the charge redistribution localized

in the framework of several atoms (or in the framework of primitive cell) (see

Figs. 8.26 and 8.27). Otherwise, the environment effects can significantly change

the behaviour of the charge redistribution and the following electronic activity.

As active material with well-expressed π- and n-electronic systems, indandione-

related compounds were selected [32]. Figure 8.28 represents M66 merocyanine

compound containing spiropyran and indan-1,3-dician-dione fragments, which are

connected via the [..C ¼ C..] bridge. The derivative of merocyanine expresses one

of the biggest molecular nonlinear optical (NLO) coefficient β which is propor-

tional to the oscillator energy and depends on the transition dipole moment. In

addition, for the M66 merocyanine compound, high value of β could be limited by

the molecular structure when the π-electronic system could be supplemented by the

impact of the n-electron from fragments (cyano and carbonyl fragments). Due to the

connection via [..C ¼ C..] bridge, a big lability of the molecule delimits several

forms of conformers.

Figure 8.29 represents a M66 merocyanine compound in the near surrounding of

CNT (14,14). Due to well-expressed donor–acceptor properties for the pair [M66..

CNT], the intermolecular charge redistribution takes place. It is interesting that

intermolecular distances are too big in order to establish the valence function. For

an excited state, the charge redistribution in CNTs could be titled as hemi tubular

(divided into two parts). It is the influence of the M66 molecule, which could play a

role of donor on n-electrons.
The toxicity of CNTs is related to the environment interactions. The presence of

any material and subsequent deposition on the CNT surface dramatically changes

the electronic properties of the molecule both in the ground and in the lowest

excited states. In this case, it is necessary to emphasize a new field of use:

CNT-mediated cytotoxicity (toxicity in the cell structure). Madani et al. [33]
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observed the potential use of CNTs as agents for cancer treatment and drug

delivery. The ability of CNTs to absorb NIR light and generate heat can be

considered as possible ways of intrusion into the cellular space. Madani et al.

[33] described four factors, which are significant for CNT cytotoxicity: (1) the

presence of impurities, (2) the shape, (3) functionalization and (4) the size.

The impurities of transition metals, such as iron, cobalt and nickel after depo-

sition on the surface of CNTs, disrupt the electronic system to create additional

activated centres. The following deposition on the additional activated surface can

be realized using the materials surrounding the cells. Transit through the cell

membrane of a large CNT should be considered as a mechanical action. Because

of the certain shape (rod or fibrous), CNTs can damage the cell membrane as bilayer

of phospholipids [11].

The functionalization of CNTs can be increased or decreased by changing the

environmental parameters by adding/extracting certain acids, polymer chains,

cations/anions, etc. With increasing diameter, the mobility of CNT through cell

membrane decreases.

Fig. 8.28 M66: merocyanine compound containing spiropyran and indan-1,3-dician-dione

fragments

Fig. 8.29 M66 merocyanine compound in near surrounding of CNT (14,14). Maps of electronic

charge redistribution related to the transition S0 ! S6
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8.8 The Influence of Defects on Electrical, Mechanical
and Thermal Properties of Graphene

Defect types in graphene were considered in a number of papers. See, for example,

Rajasekaran et al. [34] and Krasheninnikov et al. [35]. Table 8.5 demonstrates

typical values of fundamental graphene characteristics, which usually are the

subject of scientific and technological interest. However, in 2009 Taghioskoui

[49] and Geim [50] paid attention to graphene nanofillers as some new trend of

graphene technology development. This new research resulted in opening the

defective states of graphene. Most of the research on nanofillers is usually concen-

trated on the pristine graphene. It was shown that the structural defects which are

inevitable during the production process affect the mechanical properties as well as

thermal and electrical conductivities of graphene and graphene-based

nanocomposites [51, 52] (Table 8.6).

Stone-Thrower-Wales (STW) Defects. Robertson and Warner [55] analysed one

of the unique properties of the graphene lattice. It is its ability to reconstruct by

forming non-hexagonal rings. The STW defect is the 90� rotation of two carbon

atoms connected by short-ranged covalent bond with respect to the midpoint of the

bond. Transformation of four adjacent hexagonal unit cells into two pentagonal and

two heptagonal unit cells, due to two pentagon and two heptagon transformation

STW defects, is also known as 5-7-7-5 defects [55].

Vacancy Defects. Vacancies in graphene were considered in a set of papers (see,

e.g., [65, 71, 74]). The absence of atoms from the lattice of graphene is usually

termed as vacancy defects, which can be further subclassified as mono-vacancy,

di-vacancy and multi-vacancy defects based on a number of atoms absent from the

lattice of graphene. The absence of single carbon atom from the graphene lattice

yields a mono-vacancy, which left the graphene lattice with three under coordinated

edge carbon atoms; each of them possesses a single dangling bond. There are some

typical graphene defects which arise from vacancies in a pristine graphene structure

after relaxation of dangling bonds: stable 5-8-5 structure, 555-777 structure and

5555-6-7777 structure [34].

Table 8.5 Typical

fundamental properties of

graphene [36–48]

Property Value

Young’s modulus 1.0 TPa

Fracture strength 130 GPa

Tensile strength 100 GPa

Thermal conductivity 5000 w/mK

Shear modulus 280 GPa

Longitudinal sound velocity 20 km/s

Melting temperature 4900 K

Specific surface area 2630 m2/g

Optical transmittance 97.70%

High electron mobility 250,000 cm2/vs
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Dislocations and Grain Boundaries. Some particular investigations of Bitzek and

Gumbsch ([63]) have shown a special class of defects such as dislocations and grain

boundaries. It is known that the fracture toughness critically depends on the

microstructures of the materials and, in particular, on how the dislocations are

generated or multiplied at the tip of the crack [63]. This fundamental defect is of

great interest to materials scientists. It is the form of defects where the excess half of

the plane of the atoms can destroy the strength of graphene [64]. Due to the

two-dimensional (2D) nature of graphene, only edge dislocations have been stud-

ied. Talking about the so-called grain boundaries, we define them as line defects

(composed of dislocation), separating graphene grains (domains/crystallites) with

different crystal lattice orientations. Namely, each grain boundary in a 2D graphene

separates two grains whose crystal lattices are rotated/tilted relative to each other by

a tilt misorientation angle θ, with the rotation axis being perpendicular to the sheet

plane [65].

Following the general concept of atomic and electronic structure correlations,

any local and distributed defects in graphene will generate new electronic states and

change the conductivity and optical properties.

8.9 Defected Nanocarbon Systems

Carbon-based nanomaterials such as CNTs, graphene, mesoporous nanocarbon,

carbon quantum dots and other nanocarbon formations due to their large surface-
to-volume ratio possess good electrical and thermal conductivity and mechanical

strength. These unique properties make them suitable for application in different

Table 8.6 Graphene defects research in the field of nanofillers

Graphene defect engineering Research direction

Controlled distributions of topological

defects [53, 54]

Mechanical properties, thermal and electrical conduc-

tivities of graphene

Atomic resolution imaging of

graphene [55, 56]

Mechanical and fracture properties of graphene

Graphene sheets [57, 58] Mechanical properties of graphene

Defect engineering of graphene for

effective hydrogen storage [59]

Stone–Thrower–Wales (STW) and vacancy defects for

improved hydrogen storage

Defect control engineering [60] Defect control engineering-based tailoring of

graphene’s electronic, chemical, mechanical and

magnetic properties

Graphene doping [61] Dopant and STW defects to improve gas-sensing

properties of graphene

Intrinsic defects of bilayer graphene [62] Mechanical properties and strength of pristine

graphene in the frame of molecular dynamics (MD),

finite element and experimental work
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fields, including energy storage [68]; chemical, biochemical and electrochemical

sensing [69]; water purification [67]; catalysis [70]; and many more.

Structural defects have a crucial influence on the properties of carbon

nanostructures and inevitably generate during production processes or intentionally

induced by chemical treatments and ion irradiation [52]. The availability of defects

in nanocarbon structures significantly affects the mechanical strength, electrical and

thermal conductivity and optical properties [52, 71].

Various experimental techniques which are responsible for defect creation in

nanocarbon structures (porous nanocarbons, nanofoams, defect graphene, heavy

ion-based nanotrack structures, nanocarbon interfaces with dangling bonds, etc.)

give many variants for design of nanosensors and nanotransducers.

Electrochemical Sensing. The essential impact of structural defect on the electro-

chemical activity has been proved by the study of heterogeneous electrochemical

reactions, e.g. oxygen [72] and nitrate [74] and ferrocenemethanol [73] at the

surface of nanocarbon-based electrodes. Some particular applications of electro-

chemical nanosensoring application details are presented in Table 8.7.

Synthesis and Gas Sorption, Storage and Separation. Achievements and chal-

lenges in the syntheses of graphene-based materials with hierarchical pore struc-

tures, tuneable high surface area, chemical doping and surface functionalization for

gas (NH3, NO2, H2S, SO2, H2, CH4, CO2, N2, etc.) sorption, storage and separation

are based on graphene structure defect forms and states. This is a reason of intensive

researches of various graphene modifications [78].

Hydrogen Storage: Expanded and Pillared Graphene Layers. The planar sheet of

graphene with its inherent specific surface area of 2630 m2 /g in the ideal case has

further motivated theoretical calculations for gas adsorption from the well-

established carbon nanotubes and graphitic structures. The adsorption of a mono-

layer of H2 on a single side of graphene sheet can lead to about 3 wt% of H2 [79].

Hydrogen Storage: Pillared Graphene Oxide Structures. The loosely stacked

layers in GO similar to graphite, but with a much wider interlayer spacing

(0.6–0.9) nm, would be more convenient to store H2 [80].

Table 8.7 Mesoporous carbon nanostructure applications

Carbon application Technological comments

A glassy carbon electrode modified with

mesoporous carbon [75]

Direct electrocatalytic and simultaneous determi-

nation of four DNA bases

Modified mesoporous carbon composite

[76]

NADH sensor based on gold nanoparticle

Electrode modified with CeO2-embedded

ordered mesoporous carbon [77]

Strong electrocatalytic effect towards the oxidation

of hydrazine

Mesoporous carbon with controllable

defect density [66]

Electrochemical activity of synthesized materials,

cyclic voltammetry and electrochemical imped-

ance spectroscopy
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Doped, Functionalised and Metal-Dispersed Graphenes. Simple graphene-based

nanostructures show weak binding energy thus low H2 adsorption capacity at

ambient conditions [81].

Graphene-Based Materials. Grafane is nothing but graphene with alternately

covalent bond hydrogen atoms on each carbon atom on both sides of the graphene

sheet. Structurally graphene is crumpled, rather than planar, because each hydrogen

atom bonded to carbon pulls it a small distance out of the plane [82].

Hydrogen Spillover. The H2 adsorption by hydrogen spillover is a hydrogen

dissociative atomic adsorption, and it has been found to be another alternative to

enhance H2 adsorption in the carbonaceous materials. The spillover is expected in

some of the graphene-based materials with functionalized/doped structures [83].

CH4and CO2: Sorption, Storage and Separation. Similar to H2 adsorption,

graphenes with ripples, defects, pores, functional groups, metal dispersion or

doping and pillaring also show favourable CH4 and CO2 adsorptions [84].

Gas Separation Membranes Pristine and porous 2D graphene membranes with and

without functionalization have been investigated for gas purification. The pristine

graphene is impermeable to He and H2 [85, 86].
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Chapter 9

Spintronics and Nanomemory Systems

CNTs forest can be considered as a prototype of the magnetic memory, where

ferromagnetic nanoparticles serve as cells of the magnetic memory – that is,

ferromagnetic contacts are controlled by spin pulses, the transport of which is

provided by nanotubes (see Fig. 9.1) [1]. This CNTs forest morphology can be

obtained as a result of CVD growth using FM (ferromagnetic) nanodrops of

predefined diameters and magnetism. In particular, we analyse Fe–Pt nanoparticle

ability as nanomemory elements. Spin transport between magnetic cells is essential

for nanomemory device operation.

There are similar spin valve structures formed from arrays of aligned carbon

nanotubes. These devices require only one deposited ferromagnetic layer with the

embedded iron catalyst nanoparticle serving as the other magnetic electrode

[2]. Device magnetoresistance ratios are estimated about 25%. Spin valve structures

include Au with Fe-catalyst drops, grown CNT array, Fe–Co layer, Cr–Au layer and

glass substrate.

Spin-polarized transport over 5 μm long carbon nanotubes (CNTs) is observed in

magnetically assembled spin valves with electrochemically deposited ferromag-

netic (FM) electrodes. FM/CNT/FM devices as Co/CMT/Ni interfaces were con-

sidered. An annealing procedure is developed to produce stable devices with highly

transmissive FM/CNT contacts [3].

9.1 Spin Transport Fundamentals

It has been found that carbon nanotubes can acquire magnetic properties when

brought into contact with ferromagnetic materials. This property of carbon

nanotubes has previously been predicted theoretically by M Ferreira and S Santivo.

The effect is based on the exchange of polarized electrons between the ferromag-

netic material and nanotubes. The main difficulty of the experiment was in

detecting the weak magnetic moment of the nanotubes on the background of a

© Springer International Publishing AG 2018
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strong magnetic moment of the ferromagnetic sample. The sample used in the

experiment was a thin film of cobalt or iron oxide and was uniformly magnetized

strictly in one direction.

With the help of a magnetic force microscope, weak perturbing magnetic fields

were revealed produced by nanotubes on the surface of the sample. According to

the measurements, the magnetization of nanotubes is 0.1 Bohr magneton per one

carbon atom, which is in contact with the film. The control experiments demon-

strated that carbon nanotubes in contact with nonmagnetic materials such as Si or

Au do not possess magnetism [4].

The general approach is to examine the chain of weakly interacting CNT spins in

contact with the two ferromagnetic (FM) metals. Let us consider Hamiltonianℋ of

the system of localized spins whose interaction is described by the model of Ising or

Heisenberg:

ℋ ¼ �1
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where Sl is the spin localized in the lattice site l, H is the external magnetic field, μ
is the effective magneton and Jl, l’¼ J(Rl, l’) is the energy of the exchange interac-

tion (the exchange integral) of the nearest neighbours in the lattice. If α¼ 1,

Hamiltonian corresponds to the Heisenberg model, with α¼ 0 – to the Ising

model. The magnetic disordering in the system of CNT type is due to the weak

magnetism of diamagnetic carbon atoms, where the only essential thing is the level

Fig. 9.1 CNT forest is grown on the Fe–Pt nanoparticles of the predefined radius as a fragment of

magnetic nanomemory device, which can be realized if spin injection, spin transport and spin

detection (spin recording) are provided
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of magnetic interaction of the short-range order. In this case, a regular atomic

structure of CNT is accompanied by a magnetic disorder of diamagnetic-liquids

type. The correlation of the magnetic moments of CNTs can be ensured by a spin

injection at the expense of the controlled magnetic field in the area of ferromagnetic

contacts. At the same time, the initial values Jl, l’ of the energy of the magnetic

interaction till the controlled magnetic pulse have random values. The weak

correlation between adjacent carbon atoms in the atomic structure of CNT is also

supported by the excitation of FM–CMT–FM. Accordingly, in Eq. (9.1) summation

is assumed only considering the efficiency degree of unbroken bonds.

In the Heisenberg model, the node approximation with the l-th node of the ideal

crystal is associated with a localized magnetic moment proportional to the localized

spin variable Sl.
In the case of paramagnetic materials, in the absence of an external magnetic

field, Sl is oriented randomly from node to node and forms a system with magnetic

disorder. Diamagnetic materials exhibit their magnetic properties due to the

induced magnetic moments in the presence of a magnetic field. However, the

magnetic moments are very small, and their correlated behaviour is characterized

only by a short-range order. Therefore, in terms of spin transfer, paramagnetic and

diamagnetic materials are quite similar.

In the case of cooperative spin interactions at low temperatures, magnetic order

appears. It is characteristic for ferromagnets, antiferromagnets and ferrites. How-

ever, the order disappears at high temperatures and magnetic system itself is

transformed into a paramagnetic with a certain level of magnetic disorder. Consid-

ering that Sl is a vector quantity, the types of disorder may be different. Of course,

the thermal fluctuations significantly stimulate spin disordering.

Using the Ising model in its pure form (when Sz ¼ �1) for the systems such as

FM–CMT–FM is not correct, because each node has three spin variables – Sx, Sy
and Sz, which can take random values and are connected by the relation S2 ¼ S2x
þS2y þ S2z and quantized by being inherently quasi-continuous. This is due to the

boundary conditions on the FM–CNT interconnects. Really used constructive

models of spin coupling (Ising model, classical and quantum Heisenberg model)

for the system under investigation require further modifications. For example, in the

near-field approximation, it is possible to use one parameter of the exchange

interaction J in the model Hamiltonian:

ℋ ¼ �1

2

X
l, l0

JSlSl0 � μH
X
l

Sl: ð9:2Þ

Further steps may be associated with a version of Heisenberg magnetic system

and the corresponding Hamiltonian:
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ℋ ¼ �1

2

X
l, l0

ξlξl0J Rll0ð ÞSlSl0 � μ
X
l

ξlSlH, ð9:3Þ

where ξl is the random value from 0 to 1, which can be adjusted by the temperature

factor, that is ξl~ exp(�W/kT), whereW is m the magnetic interaction energy of the

induced magnetic dipole with an external magnetic field.

Obviously, this type of complex Hamiltonian needs to be simplified. For exam-

ple, we can neglect the spin deviations along the z axis and consider only the

transverse deviations introducing spin variables such as S� ¼ Sx
l � iSy

l .
The linearized equations of motion look as follows:

ih
dS�k
dt

¼ 2SJ
X
k0

S�k tð Þ � S�k0 tð Þ
� �

, ð9:4Þ

where S2 ¼ Sx
l

� �2 þ Sy
l

� �2
.

Then, the approximate system of equations defining the dispersion of the model

spin system will be as follows:��
2S

X
k

J � hω½ �S�k � 2S
X
k0

JS�k0 ¼ 0: ð9:5Þ

This conceptual analysis allows us to imagine the complexity of the theoretical

description of spin transport in the considered FM–CNT–FM systems and the

amount of computational work.

9.2 Magnetoresistance Nanodevices

9.2.1 Spin Valve Concepts

Nanocarbon-based (e.g. CNT or graphene) spintronics is well-predicted theoreti-

cally. The main point of technological problem is the spin current injection effi-

ciency into carbon nanotubes by using ferromagnetic electrodes. The next point of

attention is spin transport experiments to obtain evaluations of digital information

processing rates. A typical spintronic device is the so-called spin valve. The typical

spin valve device contains two ferromagnetic electrodes (one ferromagnetic elec-

trode for spin current injection and another for spin signal detection) and

nonmagnetic material responsible for spin transport. For practical implementation,

the spin signal should be large enough. A large spin signal can be obtained in a

weak spin relaxation system, where spin can travel a long distance without being

scattered in ballistic regimes. Nanocarbon-based materials (e.g. CMTs) due to long

spin relaxation distances look as the best candidates in comparison with the

nonmagnetic metals and semiconductors. The spin current is propagated for long
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macroscopic distances due to some spin correlation. These nanocarbon-based

materials are expected to be beneficial for implementation of large-scale spintronic

logic circuits, quantum computing, fast data processing, magnetic hard disc drivers

and dynamical nanomemory devices.

Electron transfer in spintronic devices depends on the spin polarization of the

current. Such devices include a method of generating a spin-polarized current based

on interconnects of nonmagnetic materials with ferromagnetic ones. In our case,

these are Fe–Pt compositions.

EDOS spin splitting on the Fermi level defines the efficiency of spintronic

devices. In accordance with Stoner model, the band structure of transition metals

depends on spin orientation (up and down) [5]. The theoretical basis for considering

spintronic devices is a magnetoresistance phenomenon. Namely, there are two

variants of magnetoresistance – giant magnetoresistance (GMR) and tunnelling

magnetoresistance (TMR).

Electronic transport through CNTs depends on the contacts with electrodes. For

short CNTs at low temperatures, we should also pay attention to Kondo effect – the

formation of a many-body dynamical singlet between a localized spin and

delocalized conduction electrons of electrodes [6]. It should be borne in mind that

carbon nanotubes possess in addition to spin also orbital degeneracy. The increase

of degeneracy corresponds to the enhancement of Kondo temperature, which is

important for potential applications.

Giant magnetoresistance is a quantum mechanical effect observed in thin metal

films consisting of alternating ferromagnetic and nonmagnetic conductive layers.

The effect is a substantial change in the electrical resistance of such a structure

when changing the relative direction of magnetization of adjacent magnetic layers.

The direction of magnetization can be controlled, for example, by applying an

external magnetic field. The effect is based on the scattering of electrons depending

on the spin direction.

The GMR was discovered in 1988 (2007 Nobel Prize, Albert Fert and Peter

Grünberg) as a large change in resistance of magnetic Fe/Cr multilayer in the

presence of an applied magnetic field [7]. Soon after GMR was discovered in

Fe/Cr/Fe trilayers [8]. As it was shown later, the effect can be obtained in trilayers

having other magnetic materials such as Co [9].

Such trilayer structures, i.e. sandwiches of two ferromagnetic metals separated

by a thin spacer layer of normal metal (Fig. 9.2), are of great industrial importance.

They are called spin valves and are used as magnetic field sensors. The resistance of

the device is dependent on the relative magnetization orientation of the ferromag-

nets. It is RPwhen the magnetizations are parallel and RAwhen they are antiparallel.

The GMR ratio is defined as GMR ¼ RA�RP

RP
.

The TMR is a quantum mechanical effect manifests itself when a current flows

between the two ferromagnetic layers separated by a thin (about 1 nm) dielectric

layer. The total resistance of the device, the current which flows due to the

tunnelling effect, depends on the relative orientation of the two fields, the magne-

tization of the magnetic layers and resistance above at the perpendicular
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magnetization layer. The effect of the tunnel magnetic resistance is similar to the

effect of a giant magnetic resistance, except for the use of insulating layer of the

tunnel barrier instead of a nonmagnetic metal layer.

The TMR was discovered in 1975 by Jullière [10] in a device that consisted of

two Fe films separated by Ge. It was first in 1995 when room temperature TMR was

discovered by Moodera [11] and caused a great interest in spintronics after GMR

was discovered in 1988 [6]. Our idea is that the same effect can be reached by

introducing into the N space semiconductor CNTs.

The TMR signal operates in the same way as the GMR TMR ¼ RA�RP

RP
, where

RP¼ (1/GP) and RA¼ (1/GA) are the resistances (conductances) of the device for

parallel and antiparallel orientations, respectively, of the ferromagnet magnetiza-

tion. However, the nature of TMR is different than that of the GMR.

The resistance for the antiparallel magnetization is normally higher than for the

parallel one. At the applied zero magnetic field, the relative orientation of the

magnetization is governed by the exchange coupling between the ferromagnetic

layers. The sign and size of the interlayer exchange coupling is dependent on the

thickness of the nonmagnetic spacer. The coupling can thus be ferromagnetic and

antiferromagnetic dependent on the spacer thickness [12, 13].

9.2.2 Spintronic Device Descriptions

The first two-terminal CNT spin valve device was presented in [14], where spin-

dependent transport was demonstrated for MWCNTs with 9% magnetoresistance

ratio (MR) at 4.2 K.

The device shown in Fig. 9.2 is the so-called current perpendicular to the plane

(CPP) geometry. The resistance of such geometry is very low and difficult to detect.

For practical applications, structures with the current in the plane (CIP) are used

because they have higher resistance and thus higher difference with the magnetic

field [9].

The GMR can be understood through the Mott’s two-current model

[15]. According to that model, the electrical conductivity of metal can be described

by two more or less independent channels, one for majority spins and the other for

Fig. 9.2 Giant magnetoresistance (GMR) device. A thin normal metal spacer (N) separates two

ferromagnets (F), the current flows perpendicular to the plane of the sample and N space can be

filled by introduced (or grown) CNT, e.g. metal-like
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minority spins. Scattering processes that conserve spin states are much more

probable than the processes that flip spins. Another view proposed by Mott is that

the scattering probability of spin up and spin down is quite different, independent

on the nature of the scattering process [16]. This is shown schematically in Fig. 9.2.

The difference in the resistance of ferromagnets can be explained by the

exchange split band structure. The scattering of the electrons depends on where

the electron band crosses the Fermi level [9].

As mentioned above, commercial spin valves have normally the current in plane

(CIP) geometry. This gives higher resistance and thus higher resistance difference

between parallel and antiparallel spin orientations. Having the current in plane of

the sandwich will qualitatively give the same effect as in CPP devices. This

situation is shown schematically in Fig. 9.3. Electrons with minority and majority

spins are treated separately. When the electrons flow through the sandwich, they

will scatter back and forth from the upper F layer to the lower one.

We consider a possibility for the creation of magnetic memory devices on the

magnetoresistance phenomenon (GMR or TMR) consisting of sandwiches of two

ferromagnetic metals separated by a thin spacer layer of normal metal (see,

e.g. Fig. 9.3) or semiconductor. Spin valves are of great industrial importance

and are used as magnetic field sensors. The resistance of the device is dependent

on the relative magnetization orientation of the ferromagnets. The TMR signal

operates in the same way as the GMR, where RP and RA are the resistances of the

device for parallel and antiparallel orientations, respectively, of the ferromagnets

magnetization (Figs. 9.2 and 9.3) [17]. The main idea is to reach the same effect by

introducing metal or semiconductor-like CNTs into the N space after magnetically

controlled CVD CNTs growth [1, 17].

9.3 Magnetic Disorder and Spin Transport

We outline two main problems of spintronics, namely, spin states of localized Fe–Pt

ferromagnetic spaces and spin transport efficiency provided by CNTs system.

Fig. 9.3 Current in plane (CIP) spin valve and equivalent resistor mode, separate channels are for

minority and majority spins, the electrons scatter from one F layer to the other on the way through

the sandwich
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9.3.1 Magnetic Disorder in Fe–Pt Nanodrops

Consider ferromagnets with localized magnetic moments in which the magnetic

atoms are randomly distributed at the sites of the crystal lattice. It is also advisable

to consider structurally non-regular metal alloys such as metal glasses AxB1�x, on

which magnetic (spin) disorder is superimposed. This can affect the additional

contributions to the exchange integrals of the spin interaction. Such ferromagnetic

systems are technologically important, in particular for the CVD magnetically

controlled CNTs growth, when nanodrops of ferromagnetic binary metallic glass

are used. This is essential also for creating prototypes of magnetic nanomemory

systems. The consideration of two possible opposite situations for magnetic prop-

erties AxB1�x metal glasses is essential and should be carried out.

The First Model Only the nearest lattice neighbours interact. In this case, the

magnetic order exists only if the concentration of magnetic atoms x exceeds the

critical value xc (percolation threshold), i.e. in addition to the temperature phase

transition, a concentration phase transition at x> xc occurs at zero temperature.

The Second Model The exchange interaction is non-zero for any distance between

magnetic atoms. In this case, ferromagnetism exists for any arbitrarily small

concentration x. We will assume that the exchange potential decreases with dis-

tance exponentially V(r)~ exp(�r/R), where r is the average distance between

magnetic atoms and R is the radius of the exchange potential.

The magnetism of such systems can strongly differ from the properties of

ordinary ordered ferromagnets. The behaviour of such model spin systems at

various concentrations x is of interest.

9.3.1.1 Diluted Ferromagnets with the Nearest Neighbour Interaction

Consider a system of localized spins, the interaction of which is described by the

Ising or Heisenberg model (see Eq. 9.1). The disorder in this system is most easily

created in two ways. First, it is possible randomly replace magnetic atoms in the

lattice sites by nonmagnetic atoms. In this case, Jij¼V0pipj, where pi¼ 1, if the

node is occupied by a magnetic atom, and pi¼ 0, if it is nonmagnetic. Secondly, it is

possible to break sites in a random way, i.e. consider some Jij to be zero. Such a

situation can in principle be realized in ferromagnets with indirect exchange

through nonmagnetic ions. Removing the latter or replacing them with ions that

do not take part in indirect exchange corresponds to a rupture of the connection

between the spins.

At T¼ 0 K, all spins, bound by the exchange interaction, are oriented in parallel.

If the concentration x of magnetic atoms or unbroken bonds is small, the magnetic

atoms form clusters isolated from each other. The dimensions of them do not

change with increasing of the crystal volume. We call such clusters finite.
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The average magnetic moment of the whole crystal is zero in this case. With

increasing x, the characteristic size of finite clusters increases, and at a certain

critical concentration, xc arises a cluster, in which the number of particles is

proportional to the volume of the system. We shall henceforth call such a cluster

infinite.

The magnetic moment of the crystal M(x) is different from zero at x> xc and
equals M(x)¼M(1)P(x), where M(1) is the moment of the ordered crystal and P(x)
is the concentration of magnetic atoms (per lattice site) included in an infinite

cluster. Thus, in a disordered ferromagnet at T¼ 0 K, a phase transition occurs from

the paramagnetic state to the ferromagnetic state when the concentration x¼ xc. The
problem of the concentration phase transition, or, the problem of the origin of an

infinite cluster, is studied in percolation theory (see, e.g. [18, 19]). In accordance

with the above two methods of creating disorder in the lattice, it is customary to

distinguish between the site problem and the node problem. The critical concen-

tration is called the percolation threshold. The values depend on the type of lattice

and are different for the site problem and the node problem.
They were obtained as a result of computer modelling. For cubic lattices in the

site problem model xc ¼ 0.243 (body-centred cubic-bcc) and 0.195 ( face-centred
cubic-fcc); in the node problem model xc ¼ 0.178 (bcc) and 0.120 (fcc). The

detailed table containing xc for different lattices is given in the review of Essam

[19]. The value P(x) changes from 0 at x¼ xc to 1 at x¼ 1. Results of typical

simulation of behaviour are presented in Fig. 9.4.

The next problem is to determine the concentration dependence of the rigidity of
the magnons D. It is convenient to use the coupling that exists between the

concentration dependences and the conductivity of an equivalent resistance lattice

(see Kirkpatrick [18]):
D xð Þ
D 1ð Þ ¼ σ xð Þ

P xð Þσ 1ð Þ.
The equivalent resistance network is constructed from a magnetic lattice in the

following way: the magnetic bonds Vij correspond to conductivities distributed

according to the same law as σij. According to Kirchhoff’s laws, the time depen-

dence of the potential Vi(t)at the i-th node is determined by the following equation:

dVi tð Þ
dt

¼ � σ0
C

� �X
i0

Vi tð Þ � Vi0 tð Þf g, ð9:6Þ

where С is the magnet assembly capacity and σ0 is the conductivity of each

connecting link. This equation is similar to the equation for magnon modes:

ih
dS�i tð Þ
dt

¼ 2SJ
X
i0

S�i tð Þ � S�i0 tð Þ� 	
: ð9:7Þ

Thus, the solution of the conductivity problem with respect to a random resis-

tance network can be related to the properties of the eigenfunctions |αi of the

residual matrix:
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Δ ¼
X
i, i0

ij i ih j�f g ij i i
0

D 

n o
: ð9:8Þ

The macroscopic static conductivity σ( p) of the network should be equal the

limiting value of the dissipative part of the response function to the external field for

zero frequency and infinitely long waves. The classical analogue of the fluctuation-

dissipative theorem directly leads us to an expression equivalent to the Kubo–

Greenwood formula [20–23]:

σ xð Þ ¼ lim
ω!þ0

lim
ω2C2

q2

� �X
α

qh jαij j2 λα
λα

2 þ ω2C2

" #
q!0

8>><>>:
9>>=>>;: ð9:9Þ

In the limiting case of long waves, the Fourier transform hq| αi of the

eigenfunction of the matrix Δ reduces to the Fourier transform of the plane wave

corresponding to the momentum qα¼hα;R|(h/i)∇|R; αi, and R is the position of

the i-th node. In the continuum approximation (see [18]), the eigenvalues of the

matrix are estimated as λα � a2q2αD xð Þ, where D(x) characterizes the concentration
of the magnetic nodes of the system and a is the lattice constant.

Using the relationship λα � a2q2αD pð Þ can be found [18]: σ(x)¼ σ0a
2D(x)P(x).

It expresses the relationship between the rigidity parameter of spin waves in a

dilute ferromagnet D(x) and the volume conductivity of the corresponding network
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Fig. 9.4 Typical behaviour of P(x) simulation for simple cubic lattice
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σ(x). Mobility percolation μ(x)¼ σ(x)/P(x) is not constant but decreases to zero at

p! pc (see [24]).
Note that the magnetic ordering in a dilute Heisenberg ferromagnet becomes

unstable with respect to the excitation of long-wave magnons exactly at the

percolation threshold pc. This confirms the well-founded hypothesis that under

these conditions, the value really determines the point of the magnetic transition

in the system at TC! 0 [25].

9.3.1.2 Bethe Lattice of the Spin System

The system of spins randomly located in the Bethe lattice is an exactly solvable

model of a disordered ferromagnet. The Bethe lattice is a convenient topological

model of atomic structures of a certain connectivity. In this case, the lattice sites and

connections can be associated with certain local physical characteristics.

The Bethe lattice is a convenient topological model of atomic structures of a

certain connectivity. In this case, the lattice sites and connections can be associated

with certain local physical characteristics (see Fig. 9.5). In the Bethe lattice, z sites
emerge from each node, giving rise to disjoint branches (see Fig. 9.5). Suppose, that

at the sites of the Bethe lattice, the magnetic atoms are randomly distributed, whose

concentration (calculated on the lattice site) is equal x and whose interaction is

described by the Hamiltonian (9.1).

Let us find the expression for the mean magnetic moment of the lattice at T�V0.

Let R be the probability that a branch originating from some fixed node (node 0 in

Fig. 9.5) is finite, i.e. the magnetic atoms in it do not form an infinite cluster. The

branch can be finite if the node adjacent to the null (node 0) in the given branch

(node 1) is not occupied (probability (1� x)) or if this node is busy, but the outgoing
branches z� 1 are finite (probability). Consequently, R satisfies Eq. [28–33]:

R¼ 1� x+ xRz� 1. The simplicity of this equation is due to the main property of

the Bethe lattice is a non-intersection of branches. The average moment is M(x)~P
(x)¼ 1�Rz. The equation R¼ 1� x+ xRz� 1 always has a trivial solution R¼ 1

corresponding to M¼ 0. A nontrivial solution R 6¼ 1 appears atR 6¼ 1, xc is the

percolation threshold in the Bethe lattice. Near the threshold (x� xc)/xc� 1, from

we have:

M xð Þ
M 1ð Þ ¼

2z

z� 2

x� xc
xc

: ð9:10Þ

Stinchcombe was the first who studied spin waves in the Bethe lattice

[26, 27]. He used the relationship
D xð Þ
D 1ð Þ ¼ σ xð Þ

P xð Þσ 1ð Þ. He determined the conductivity

by fixing the potential difference between the beginning (point 0, Fig. 9.5, Bethe

tree) and the boundary. It was shown that for the Bethe lattice the effective medium

method is valid with respect to the z�1 parameter everywhere, except for the region

near the threshold, for which the conductivity is proportional (x� xc)
2. de Gennes
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payed attention to the fact that macroscopic conductivity should be determined for a

fixed external field in the entire sample [30]. In this case, near the threshold, the

conductivity varies according to the law [28–30]: σ~(x� xc)
3 (the Bethe lattice with

the index z ¼ 3). It then follows that D~(x� xc)
2. We see that the exact results for

the Bethe lattice are completely consistent with the similarity hypothesis near the

percolation threshold.

9.3.1.3 Spin Waves

Crangle and Boszort et al. [34, 35, 37] discovered an astonishing phenomenon: the

paramagnetic Pd metal becomes ferromagnetic with little Fe or Co doping. Later it

was shown that the spontaneous moment arises even at concentrations x of Fe and
Co of the order of 10�4 [36], as well as in alloys Pd1�xMnx [38].

The properties of the investigated magnetic system are completely determined

by the ratio of two characteristic lengths: the radius R of the potential and the

average distance between the impurities rc� n�1/3, where n is the number of spins

per unit volume. If R� rc, then a large number of magnetic atoms νR¼ (4/3)πnR3

� 1 effectively interact with this spin. Therefore, the energy of the exchange

interaction of each spin with the environment depends little on the specific config-

uration. In this case, naturally, is proportional to the average energy of the exchange

interaction, i.e. TC~x [39]. A completely different situation arises when R� rc,
i.e. νR� 1. Now the energy of the exchange interaction of a given spin with the

remaining spins depends very strongly on the specific configuration. In fact, for

most spins, the nearest neighbour is located at a distance of order rc. In this case,

even insignificant fluctuations in the arrangement of the spins lead to a significant

change in the energy of the exchange interaction [40]. In a system of randomly

located points, all connections between points that are separated by a distance

r< rmax are included. When rmax� n�1/3, there are only finite clusters of connected

atoms in the system. For almost all atoms are connected in an infinite cluster. At

Fig. 9.5 Bethe lattice with

z ¼ 3
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what value rmax does the infinite cluster first appear? According to [41], the critical

value rmax is equal to r0¼ (0, 87� 0, 01)n�1/3. At high temperatures r(T)< r0 and
the system is paramagnetic. The temperature of the ferromagnetic transition is

determined from the condition r(T)¼ r0. Then,

TC � V0S
2exp � 0, 87

Rn1=3

� �
¼ VCexp � 0, 87

Rn1=3

� �
, where S is the spin of the system, r Tð Þ

¼ R ln V0

T and V(r)¼V0 exp(�r/R) [40].

Rigidity coefficient of spin waves. To determine the concentration dependence of

the rigidity D for small concentrations of magnetic atoms, it is convenient to use the

coupling betweenD and the conductivity σ of an equivalent resistance network. The
generalization of the formula

D xð Þ
D 1ð Þ ¼ σ xð Þ

P xð Þσ 1ð Þ to a disordered ferromagnet in which the

spin interaction potential depends on the distance r according to the law Vferro rð Þ
¼ U0

R
r exp �r=Rð Þconsists in the fact that the probability P(x) should be replaced by

the number of magnetic atoms whose binding energy exceeds the energy of the spin

wave. Consequently, in the low-frequency limit [40] Deσn.
Here σ can be regarded as the conductivity of electrons in a system of chaotically

located centres, in which the probability of electron hopping between centres is

determined by the formula Vferro ¼ U0
R
r exp �r=Rð Þ, where U0 ¼ J2N εFð Þ Ω0

2πa2R

[40]. Its dependence on concentration is known: σer� 2þνð Þ
0 exp

0, 87

Rn1=3

� �
[42],

where ν is the index of the correlation radius and r0¼ 0, 87n�1/3. Then follows De
n� 1�νð Þ=3exp 0, 87

Rn1=3

� �
[40]. It should be noted D/TC that the concentration dependence

is determined only by the index of the correlation radius ν: (D/TC)~n�(2� ν)/3, where

ν� 0.70� 0.85 (for Pt1�xFex). Assuming n~(x� xc) for small concentrations, we

obtain TC

D ex 2�νð Þ=3. Further, we get ln TC

D

� � � A 2�νð Þ
3

xwhere A is the proportionality

coefficient (see Fig. 9.6).

Magnetic atoms are randomly distributed at the lattice sites. Their concentration

is low (x� 1). Their exchange interaction is described by the Heisenberg

Hamiltonian.

Spin Transport Mechanisms There are mainly two kinds of geometries for CNTs

spin valve devices: local geometry and non-local geometry. The local geometry has

two ferromagnetic electrodes; the spin current is injected from one electrode, then

transported through CNTs and detected by another electrode.

The spin current is mixed with the charge current. The spin signal is detected as

the difference in resistance between the parallel state and antiparallel state of two

magnetic electrodes. Generally, it can be expressed as magnetoresistance (MR) as
MR¼ (RA�RP)/RP. Usually, the two magnetic electrodes should be different in

geometric aspect ratios to obtain different coercive fields; thus the two electrodes

can be aligned to antiparallel or parallel states by sweeping the magnetic field.

Tsukagoshi et al. fabricated the first two-terminal CNT spin valve device. Spin-

dependent transport was demonstrated through MWNTs, and MR ¼ 0.09 at 4.2 K

was observed [14].

Spin waves transport can be tested experimentally using corresponding schemes.
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The simplest measurement scheme is a local spin valve (see Fig. 9.7a). However,

the non-local scheme is more correct (see Fig. 9.7b, c). The first variant of the

schematic diagram of non-local spin valve device FM1, FM2, FM3 and FM4

denotes the four electrodes, respectively. Current I is injected into CNT from

FM3 and extracted from electrode FM4. The voltage is detected between electrode

FM1 and FM2 (see Fig. 9.7b). The second variant of schematic diagram of

non-local spin valve device FM1, FM2, FM3 and FM4 denotes the four electrodes,

respectively. Current I is injected into CNT from FM1 and extracted from electrode

FM4. The voltage is detected between electrode FM2 and FM3 (see Fig. 9.7c). We

also can consider end-type FM–CNT contacts taking into account a set of end-type

schemes in Fig. 9.8, which corresponds to spin transport in the case of CNT forest

(see Fig. 9.1).

9.3.1.4 Spin Injection and Detection

Consider the mechanism of electrical spin injection and detection in a nonmagnetic

material. We pay attention to traditional conventional two probe spin valve and the

non-local four probe techniques.

Electrical Spin Injection and Detection A current which moves through a diffusive

conductor can be considered to be carried in parallel by two independent spin

channels, a channel for the spin-up electrons and one for the spin-down electrons

[43]. This holds when most scattering events preserve the spin orientation;
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Fig. 9.6 Typical model dependence ln(TC/D) via the concentration x alloys for Pt1�xFex (ν¼ 0.8,

x� 1)
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otherwise, the two channels become strongly coupled and are not independent

anymore. The spin current densityj"# of the spin-up " or spin-down # channel is

proportional to the gradient of the electrochemical potential of one of the two spin

species and is given by the relation j"# ¼ σ"#∂μ"#
e∂x , where σ"# is the conductivity, μ"# is

the chemical potential of the two spin channels and e is the electron charge. The

total charge current is given by j¼ j"+ j#, and the spin current js is given by

js¼ j"� j#. Looking now into a ferromagnet in which σ" 6¼ σ#, we can define a

spin polarization P given by the relation P ¼ j"�j#
j"þj#

¼ σ"�σ#
σ"þσ#

; using σ¼ σ" + σ# which

Fig. 9.7 (a) Local side-type CNT spin valve device; (b) non-local side-type CNT spin valve

device, the first scheme; (c) non-local side-type CNT spin valve device, the second scheme

9.3 Magnetic Disorder and Spin Transport 301



is the total conductivity in the system we obtain j" ¼ 1þ Pð Þ σ∂μ"
e∂x and j# ¼ 1þ Pð Þ

σ∂μ#
e∂x .

We can use the ferromagnet as a spin source, because j" 6¼ j#. In practice,

ferromagnets are used in conventional two-terminal spin valve device. A spin

valve device contains two ferromagnetic electrodes, the injector and the detector,

which make contact to a nonmagnetic material. Sending an electrical current

through the ferromagnetic injector creates a spin accumulation in the nonmagnetic

material. In a diffusive material, this accumulation decays exponentially with

distance from the spin injector following the differential equation
∂2Δμ

∂x2
¼ Δμ

λ2s
,

where λs ¼
ffiffiffiffiffiffiffiffiffi
Dsτs

p
is the spin relaxation length, Ds is the diffusion constant, τs is

the spin relaxation time and Δμ¼ μ"� μ#. If the spins relax fast, such as to reach a

uniform distribution over spin direction before arriving at the spin injector, then the

spin detector measures the average chemical potential which is zero. In this case,

switching the magnetization of the ferromagnets from parallel to antiparallel gives

no change in the total resistance of the spin valve. However, in the situation in

which the detector is set within a distance λs from the spin injector, a switching of

the magnetization of the ferromagnets from parallel to antiparallel produces a

Fig. 9.8 (a) Local end-type CNT spin valve device; (b) non-local end-type CNT spin valve

device, the first scheme; (c) non-local end-type CNT spin valve device, the second scheme
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change in the spin valve resistance. The reason for this is that when the magneti-

zation of injector and detector are parallel, the spins can enter easily the spin

detector, corresponding to a low resistance of the spin valve. However, when the

magnetization of the detector is antiparallel to the injector, then the spins first have

to flip their magnetization before they can enter the detector; this results to an

increase in resistance.

Spin Injection and Detection, the Non-local Technique The conventional

two-terminal spin valve geometry can be used to extract the spin relaxation length

λs. However, this technique is not so reliable in respect of pure spin transport

detection. Really we can observe mixed signals (e.g. Hall effects, anisotropic

magnetoresistance interference effects, magneto-coulomb effects). A four-terminal

non-local spin valve geometry [44, 45] is able to completely separate the spin

current path from the charge current path. Hence, the signal measured is due to spin

transport only. To determine spin accumulation in the non-local geometry, one

needs to contact the system under investigation (metal, semiconductor, carbon

nanotube) with four electrodes. At least two of these should be ferromagnetic.

They act as spin injector and spin detector, respectively [44, 45].

As shown in Fig. 9.7b, two of the ferromagnetic electrodes are connected to a

current demonstrates the spin transport in a four-terminal CNT-based spin valve

device using the non-local spin valve geometry: a current I is injected from

electrode FM3 through the contact barrier into CNT and is extracted at contact

FM4. The voltage difference is measured between contact FM2 and FM1. The

non-local resistance is Rnon � local¼ (V+�V�)/I. Injection of up spins by contact

FM3 results in an accumulation of spin-up electrons underneath contact FM3, with

a corresponding deficit of spin-down electrons. Due to spin relaxation the spin

density decays on a scale given by the spin relaxation length. The electric voltage is

measured by contact FM1 and FM2 in the ideal case of 100% spin selectivity. A

positive non-local resistance is measured. In cases of spin injection and spin

diffusion for antiparallel magnetizations the voltage contacts probe in opposite

spin directions gives a negative non-local resistance.

9.3.1.5 Spin Precession

In the non-local geometry but also in the conventional geometry, the effectiveness

of spin injection and detection strongly depends on the relative magnitude of the

contact resistance of the ferromagnetic electrodes compared to the resistance of the

nonmagnetic material. A small contact resistance with respect to the nonmagnetic

material, unavoidably, results in the so-called conductivity mismatch and also

provides an extra path for spin relaxation at the ferromagnetic contacts [46]. This

has to be taken into account in fitting of the spin precession measurements by

solving the one-dimensional Bloch Eqs. [45]. The Bloch equations describe the
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combined effect of diffusion, precession and spin relaxation in the system

Ds
d2~μ

dx2
� ~μ

τ
þ gμB

h
�
~B� ~μ

� ¼ 0, where Ds is the diffusion constant, ~μ is the

chemical potential vector of the spin species, τ is the spin relaxation time, g is the

g-factor,~B is the magnetic field, h is Planck’s constant and μB is the Bohr magneton.

9.3.1.6 Spin Relaxation

Consider possible spin relaxation mechanisms in a nonmagnetic material, for

example, in a single wall nanotube. Spin relaxation in a nonmagnetic material is

an unavoidable process which brings a non-equilibrium population of spins (found

at the spin injector interface to the nonmagnetic system) into a uniform distribution

over spin directions [47]. This description is also adequate for corresponding

graphene-based systems. Four important mechanisms of spin relaxation in semi-

conductors should be analysed (see, Fig. 9.9, [47]).

Elliott–Yafet Mechanism Conduction electron spins can relax via ordinary

momentum scattering from impurities, boundaries and phonons if the lattice ions

induce spin-orbit coupling in the system ([47], Fig. 9.9a). Spin-orbit interaction

mixes spin-up and spin-down states, and therefore the Bloch states (momentum

eigenstates) are not eigenstates anymore. The result is that the longitudinal time, T1,
is proportional to the momentum scattering time, τp. Therefore, the spin flip length

λs ¼
ffiffiffiffiffiffiffiffiffiffi
DsT1

p
is proportional to the mean free, since the diffusion constant is

proportional to τp.

Dyakonov–Perel Mechanism Spin dephasing occurs because electrons feel an

effective magnetic field, resulting from the lack of inversion symmetry and from

the spin-orbit interaction, which changes in random directions every time the

electron scatters to a different momentum state (Fig. 9.9b, [47]).

Bir, Aronov and Pikus Mechanism The electron–hole exchange scattering can lead

to efficient electron spin relaxation in p-type semiconductors [48, 49]. According to

the electron–hole exchange interaction, within the elastic scattering approximation,

the spin lifetime limited by the Bir–Aronov–Pikus mechanism is given by the Fermi

Golden Rule [50].

Hyperfine Interaction Mechanism The hyperfine interaction is the interaction

between the magnetic moments of the electrons and the nuclear magnetic moment

(Fig. 9.9d, [47]). This mechanism dominates in the case of localized electrons, for

example, in quantum wells and quantum dots.
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9.4 Concluding Remarks

CNTs are expected to be good candidates for spintronic devices. The first organic

spintronic device was reported by Tsukagoshi et al. in 1999 [51], and remarkably, it

consisted of a multiwalled carbon nanotube contacted by Co contacts. Many other

spintronic experiments on multi- and single-walled carbon nanotubes followed

up. Unfortunately, the experiment of Tsukagoshi and all other experiments

performed after his work have made use of the conventional two- terminal spin

valve geometry. Magnetoresistance phenomenon (GMR and TMR) for

nanomemory devices based on CNTs of various morphologies (i.e. various chiral-

ities, diameters) including metal- and semiconductor-like ones and ferromagnetic

Fe–Pt contacts can be potentially viewed as an alternative for electromagnetic

nanosensoring and magnetic nanomemory.
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Chapter 10

Nanosensor Systems Simulations

We focus our research on two important directions of real-time control

nanosystems addressed to ecological monitoring and medical applications, both

of which provide environmental security for the human society and every individ-

ual. Ecological monitoring has been widely presented in [1]. For individual appli-

cation, it is necessary to develop nanodevices with various functions for the human

body, particularly for the control of health parameters, the enhancement of human

abilities and prosthetics. Another course of development of nanosensors,

nanoactuators, nanotransducers, etc. is the creation of artificial systems such as

artificial intelligence or artificial individual [2, 3].

There are some successful schemes of nanosensors based on FET-type devices

where induced conductivity changes in included nanocarbon elements (e.g. CNT or

GNR) are indicators of external influence intensities. For chemical and biological

agents, nanocarbon elements should be purposely functionalized [2].

We pay attention to the development of bio-nanosensors based on polymer

nanoporous structures (nanotracks) with various enzymes, which provide the

corresponding biocatalytic reactions and give reliably controlled ion currents

[4, 5]. In particular, we describe a concept for a glucose biosensor based on the

enzyme glucose oxidase (GOx) covalently linked to nanopores of etched nuclear

track membranes. Using the simulation of chemical kinetics glucose oxidation with

glucose oxidase, we have obtained theoretical calibration dependences, when the

concentration of H+ is proportional to the concentration of the detected glucose.

Experimental and theoretical calibration dependences demonstrate similar trends.

The proposed device can serve to detect physiologically relevant glucose concen-

trations. The catalytic sensor can be made reusable due to the production of

diffusible products from the oxidative biomolecular recognition event. Moreover,

we can develop a multi-agent packet nanosensor, which can be used for human

breathing analyser in relation to cancer detection, hepatitis and so on.

We consider physical nanosensors (pressure and temperature) based on

functionalized CNT and GNR nanostructures. The model of nanocomposite mate-

rials based on carbon nanoсluster suspension (CNTs and GNRs) in dielectric
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polymer environments (e.g. epoxy resins) is regarded as a disordered system of

fragments of nanocarbon inclusions with different morphologies (chirality and

geometry) in relation to a high electrical conductivity in a continuous dielectric

environment. The electrical conductivity of a nanocomposite material depends on

the concentration of nanocarbon inclusions (in fact, carbon macromolecules). The

basic conductivity mechanism for the considered nanocomposites is the hopping

conductivity. This mechanism can usually be observed, for example, in amorphous

semiconductors or some disordered solids. Various nanocomposite morphologies

are considered, and computer simulation results for pressure and temperature

nanosensor models are discussed in comparison with the experimental nanodevice

prototype.

The sensitivity of the considered nanosensors in this case depends on percolation

ability of a nanocomposite subdued to the changes of physical factors (pressure or

temperature). Attention should be paid to the nanoscaled quantum mechanical

phenomenon of percolation ability among the neighbouring nanocarbon ‘islands’
within a nanocomposite. Integrated ‘micro’- or ‘mesoscale’ conductivity effects

should also be evaluated as a goal for calibration of a nanocomposite material as a

measurement tool for pressure or temperature [3–5].

10.1 Physical and Chemical Nanosensors

Nanosensor systems constitute an essential functional part of any modern device

that provides information processing for information systems, engineering inter-

faces, healthcare and many others. The talk is about nanosensor systems for various

aspects of ecological monitoring and security.

The fundamental electronic devices are nanocarbon-based FET transistors capa-

ble of providing high sensitivity to various external influences of different nature. In

particular, changes of local electronic density of states correlate with corresponding

physical, chemical and biochemical influences and lead to FET-device conductivity

changes. Conventional schemes of nanosensoring systems are based on nano-FET-

type devices [1–5].

However, these types of nanosensors are oriented on local external influences at

atomic or molecular levels, when the external agent has a direct contact with

nanocarbon surface atoms, like in FET-type nanosensors (see Fig. 10.1).

10.1.1 Conductivity as a Tool of Nanosensor Systems

The calculations of conductivity are usually performed using Kubo–Greenwood

formula [1, 2, 34]:
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σE ωð Þ ¼ πΩ

4ω

Z
f Eð Þ � f Eþ hωð Þ½ � DEj j2ρ Eð Þρ Eþ hωð ÞdE, ð10:1Þ

where ω is a real frequency parameter of Fourier transform for the time-dependent

functions; f(E) is Fermi–Dirac distribution function; DE,E0 ¼
Z
Ω

Ψ∗
E0∇ΨEdr, where

Fig. 10.1 Models of FET-type nanosensors as a prototypes of novel nanodevices: (a) the
unperturbed field-effect transistors based on CNT or GNR elements; (b) physical nanosensors, a
conducting threshold can be altered when the tube or graphene ribbon is bent; (c) chemical
nanosensors, a conducting threshold can be altered when the amount of free charges on the tube

of graphene ribbon surface is increased or decreased by the presence of donor or acceptor

molecules of specific gases or composites, (d) biological nanosensors, monitoring of biomolecular

processes such as antibody/antigen interactions, DNA interactions, enzymatic interactions or

cellular communication processes, among others
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ΨE(K)¼A exp(iKr); and K is the complex wave vector of the effective medium.

The dispersion function E(K) determines the properties of the wave function ΨE(K)

upon the isoenergy surface in K-space.
Usually two basic electron conductivity mechanisms in CNT-based

structures are considered. The ballistic mechanism is engaged in electron transport

within CNTs, while the collisional mechanism is a characteristic of CNT–substrate

interconnects. The general conductivity σgen is evaluated as follows:

σ�1
gen ¼ σ�1

coll þ σ�1
ball.

For pure CNTs, we clearly observe that σball� σcoll. But Kubo–Greenwood
formalism is free from this division on ballistic and collisional mechanisms and

seems to be more objective. The analysis of Kubo–Greenwood’s conditions in

respect of CNT morphology has been presented taking into account both dc
(ω¼ 0) and ac (ω 6¼ 0) regimes as well as the temperature factor of electron

transport.

We use in this research the results of ab initio electronic structure calculations of

D’yachkov et al. [6] based on the linear augmented cylindrical wave (LACW)

theory of the perfect SWCNT band structure. The developed generalization of this

method allows one to treat the electronic structure of various defects in the

SWCNTs. The method combines the advantages of density functional ab initio

theory with the Green’s function approach to the point defects electronic structure.

The main aim of our research is a simulation on sensitivity of SWCNTs to

various defects which evidently change the local EDOS and then, as a result, give

the changes of conductivity. The detailed properties of EDOS at the vicinity of

Fermi level are essential for expected conductivity values.

Figure 10.2 shows the parametric simulations of ac-conductivity for armchair
(m,m) CNTs, where the essential sensitivity to the radius of SWCNT for energies

more than 0.5 eV is shown.

But, there is no essential dependence on chirality number m for THz-range,

excludingm¼ 4. Figures 10.3 and 10.4 demonstrate the comparison of conductivity

calculations for pure perfect and doped (B or N) CNTs (5,5) and (7,7) in the case of

noninteracting defects.

Numerical simulations of conductivity have been carried out for zigzag (m,0),
armchair (m,m) and chiral (m,n) CNTs, where the sensitivity of conductivity has

been demonstrated to the local electronic density of states in CNTs with local

impurities (N and B atoms). In particular, this sensitivity means that the potential

possibility of CNT-based nanodevices is to be used as nanosensor systems. This

means that the calibration of such nanosensors on current is possible.

Similar calculations for graphene-based structures on the basis of EDOS [9]

(graphene, CO–graphene, Al-doped, Al–graphene and Al–CO–graphene) are

shown in Fig. 10.5.

Doping technology of graphene is problematic [7]. However, taking into account

that edges of GNRs can be considered as an extended topological defect, we pay

attention to these regions as possible tools of nanosensoring. Extended defects in
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Fig. 10.2 Conductivities of perfect armchair SWCNTs of various morphologies. Note: the

critical frequency of about 0.25 eV corresponds to 60 THz

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

stinu.bra,y tiv itcu dn o
C

hn, eV

 CNT 5x5 PURE 
 CNT 5x5 B
 CNT 5x5 N

Fig. 10.3 Conductivities of pure perfect and doped (B or N) CNTs (5,5) in the limit of

noninteracting defects

10.1 Physical and Chemical Nanosensors 313



graphene sheets, such as grain boundary (GB) defects, have been observed in some

experimental investigations [8, 9]. Our calculations for pure and N- and B-doped

GB on the basis of EDOS given in [10] are presented in Fig. 10.6.
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Fig. 10.4 Conductivities of pure perfect and doped (B or N) CNTs (7,7) in the limit of

noninteracting defects
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314 10 Nanosensor Systems Simulations



10.2 Bio-nanosensors: Polymer Nanoporous Model
Structures

Since the 1960s, it has been known that energetic (with tens of MeV or more) heavy

(with atomic masses being usually larger than that of Ar) ion irradiation (‘swift
heavy ions’, SHI) introduces very narrow (~ some nm) but long (typically

10–100 μm) parallel trails of damage in irradiated polymer foils, the so-called

latent ion tracks. The damage shows up primarily by the formation of radiochemical

reaction products. Whereas the smaller ones readily escape from the irradiated

zone, thus leaving behind themselves nanoscopic voids, the larger ones tend to

aggregate towards carbonaceous clusters. Thus, emerging structural disorder along

the tracks modifies their electronic behaviour (see Fig. 10.7).

Description of the sensing reaction of glucose with the enzyme GOx looks as

follows:

(a) The overall net reaction is glucose (C6H12O6) þ O2 (due to enzyme-induced

oxidation) gluconic acid (C6H12O7) þ O.

(b) This remaining O attaches to some H2O to form peroxide H2O2.

(c) The product, gluconic acid, dissociates around pH ¼ 7. Thus, the conductivity

of the liquid changes (essentially if the product is enriched in the track’s
confinement); this is what is measured by the sensor [11, 35].

In particular, a complicated biochemical kinetics of basic reaction of glucose

detection depends on track qualities (e.g. track creation mechanism, foil material

properties), enzyme (GOx) distribution on the track surface, geometry of the etched
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Fig. 10.6 Conductivities of pure and N- and B-doped GB on the basis of EDOS in [10]
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track, etc. All these factors are the subject for the nearest special research. More-

over, the detailed kinetics of reaction is the object of 3D-modelling to design the

optimal geometry of nanosensor active space. This allows creating optimal

nanosensors with the increased efficiency.

The newly created intrinsic free volume enables electrolytes to penetrate into the

polymer, thus forming parallel liquid nanowires. In case of tracks penetration

through all the foil, the conducting connections emerge between the front and

back sides of the foil. The ion track technology is particularly intended to

biosensing applications. In this case, the ion tracks are functionalized directly by

attaching organic or bioactive compounds (such as enzymes) to their walls.

10.2.1 Biosensor Model Testing and Experimental Results

Experimental and theoretical calibration dependences demonstrate similar trends.

The proposed device can serve to detect physiologically relevant glucose concen-

trations. The catalytic sensor can be made reusable due to the formation of

diffusible products from the oxidative biomolecular recognition event. Moreover,

we can develop a multi-agent packet nanosensor, suitable for application as a

human breathing analyser in relation to cancer detection, hepatitis and so on [11–

15].

The recent advancements in the field of nanosensor design allow monitoring and

tracking biomolecules in such areas as the environment, food quality and

healthcare. The presently developed ion track-based nanosensors provide high

sensitivity, reliable calibration (see Fig. 10.8), small power and low cost.

Fig. 10.7 General scheme describing the detection scheme and modified polymer. Principle

arrangement of experimental setup to study current-voltage dependences in ion track-containing

foils embedded in electrolytes
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Using simulation of chemical kinetics glucose oxidation with glucose oxidase

(see Fig. 10.9), we have obtained theoretical calibration dependences, when the

concentration of H+ is proportional to the concentration of the detected glucose.

Simulation schemes are directed on concentrations of H+ which are equal to

glucose concentrations. In cases of stable of glucose, inputs we obtain can write

typical simulation equations which lead to the saturated values of H+ ions concen-

trations (see Fig. 10.10):

d

dt
C6H12O6½ � ¼ �w1

d

dt
H2O2½ � ¼ w1 � w2

d

dt
O2½ � ¼ �w1 þ w2

d

dt
Hþ½ � ¼ 2w1

8>>>>>>>><
>>>>>>>>:

ð10:2Þ
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Fig. 10.8 Favourable platform for measuring enrichment of chemical reaction products via

electrical current transmitted through the nanopores: (a) nanosensor system prototype [11]; (b)
principal electrical scheme of sensor current [11]; (c) experimental calibration curves on 2007 year

glucose testing series [11], experimental calibration dependence performance comparison of three

identically produced track-based glucose detectors against a calibration curve I (þ5 V) vs glucose

concentration; (d) similar experimental calibration curve on 2016 year glucose testing series [16]
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where w1¼ k1[C6H12O6][O2][GOx] and w2¼ k2[H2O2] are the reactions rates and

k1 and k2 are simulation parameters.

We can point out that theoretical simulation results demonstrate similar linear

trend in comparison to experimental data (see Fig. 10.8c, d).

Taking into account the probable process of H+ ions recombination, we can

modify simulation Eq. (10.3) as:

d

dt
C6H12O6½ � ¼ �w1

d

dt
H2O2½ � ¼ w1 � w2

d

dt
O2½ � ¼ �w1 þ w2

d

dt
Hþ½ � ¼ 2w2 � 2w3

8>>>>>>>><
>>>>>>>>:

ð10:3Þ

where w1¼ k1[C6H12O6][O2][GOx], w2¼ k2[H2O2] and w3¼ k3[2H
+][2e�] are the

reactions rates and k1, k2 and k3 are again simulation parameters (Fig. 10.11).
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The creation of novel biosensors and their further improvement requires a

careful study of the mechanisms of electrolytes passing through the tracks. Exper-

imental and theoretical calibration dependences demonstrate similar trends. The

proposed device can serve to detect physiologically relevant glucose concentra-

tions. The catalytic sensor can be made reusable due to the formation of diffusible
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Fig. 10.10 (a) Simulation of H+ ion current via observation time in case of saturation; (b)
theoretical model of typical calibration dependence based on chemical kinetics results: simulation

of induced H+ ion current via glucose concentration
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products from the oxidative biomolecular recognition event. Moreover, we can

develop a multi-agent packet nanosensor, which can be used as a human breathing

analyser in relation to cancer detection, hepatitis and so on (Fig. 10.12c).

Every nanocell (Fig. 10.12b) has an independent electrical metrology scheme.

Moreover, sensitive cells for particular bioagent can be distributed along the

sensitive surface of multi-agents flux. All electrical responses corresponding to a

particular bioagent accumulated digitally as calibrated medical data on the special

integrated screen.

10.3 Nanocomposite-Based Nanosensoring Devices

10.3.1 Real-Time Polymer Nanocomposite-Based Physical
Nanosensors

10.3.1.1 Methods and Models

We consider physical nanosensors (pressure and temperature) based on

functionalized CNT and GNR nanostructures. The model of nanocomposite mate-

rials based on carbon nanoсluster suspension (CNTs and GNRs) in dielectric

polymer environments (e.g. epoxy resins) is regarded as a disordered system of

fragments of nanocarbon inclusions with different morphologies (chirality and

geometry) in relation to a high electrical conductivity in a continuous dielectric
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Fig. 10.11 Simulation of H+ ion current via observation time in case of H+ ions recombination
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environment. The electrical conductivity of a nanocomposite material depends on

the concentration of nanocarbon inclusions (in fact, carbon macromolecules) and

corresponding morphologies. We should evaluate the role of particular local con-

ductivity mechanisms in nanocomposites using the cluster approach based on the

multiple scattering theory formalism, realistic analytical and coherent potentials, as

well as effective medium approximation (EMA-CPA) which we have effectively

used for modelling of nanosized systems, especially for various nanointerconnect

problems [17, 18]. We have found during conductivity calculations in CNT–metal

and GNR–metal interconnects that the conductivity mechanism is very sensitive to

local morphological disordering [19–21].

Fig. 10.12 Sensing of chemical reaction products of an analyte with a specific enzyme via the

track conductivity: (a) nanotracks in the foil, (b) model of nanocell with nanotracks including to

corresponding tested bioagent, (c) multi-agent testing nanocell matrix (5 � 5), where the matrix

any cell element independently oriented on particular bioagent
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10.3.1.2 Conductivity Mechanisms

Considering models of physical nanosensors using CNT- and GNR-based

nanocomposites, we should discuss conductivity mechanisms. In particular, in a

medium with practically essential conductivity, it is useful to consider the phenom-

enon through the contributions of scattering effects that can take place in

nanocomposite materials. We focus our attention on the four possible ways (see

Fig. 10.13) trying to find the best description, in particular, for functionalized

nanocomposites.

The key parameter for the analysis is the mean scattering length ‘e� gen of an

electron in the conductive matter. In general, ‘e� gen includes various contributions

in accordance with the well-known Matthiessen’s rule, chapeau stating:

1

‘e�gen

¼ 1

‘e�e
þ 1

‘e�a=phon
þ 1

‘e�o=phon
þ 1

‘e�o=phot

þ 1

‘e�impurity

þ 1

‘e�defect

þ 1

le�boundary

þ � � �,
ð10:4Þ

where ‘e� e is the electron–electron scattering length; ‘e� a/phon is the acoustic

phonon (emission and absorption) scattering length; ‘e� o/phon is the optical phonon

emission scattering length, is the optical phonon absorption scattering length and is

the electron-impurity scattering length; ‘e� o/phot is the electron-defect scattering

length; and ‘e� impurity is the electron scattering length with the boundary.

Hydrodynamical character of electric conductivity is the fundamental property

of certain metals at low temperatures [22, 23]. This quality can be observed for such

cases, when the length of electron mean free path is the order of the sample

character size, namely, ‘e� boundary/ L and le� e� L.
The last relation should be precise in cases of collisional and non-collisional

electronic plasma with concentrations less than 1017 cm�3. Hydrodynamical behav-

iour of electron liquid is possible to observe in some critical spaces of metal-like

graphene-based electronic devices [24].

Collisional mechanism is a more expanded conductivity mechanism and takes

place in most cases of typical normal conditions, e.g. for metals and semiconduc-

tors. In this case ‘e� phon/ a� L, where a is the character distance between

‘scatterers’ – atoms. This mechanism for DC conductivity is described by the

classical Drude model [25, 26]: σ ¼ ne2τe�phon

m∗ , where n is the electron concentration,

e is the electron charge, τe� phon is the time electron–phonon scattering and m* is

the effective mass of electron.

Ballistic character of conductivity is characterized by transport of electrons in a

medium having negligible electrical resistivity caused by scattering. Moreover, the

scattering character is essentially elastic, and the medium should be considered

ideally regular. The time of electro–phonon interaction is negligible. This mecha-

nism is observed, for example, in GNRs and CNTs included in FET-type devices.

The most popular description of ballistic mechanism was given by Rolf Landauer

and is known now as Landauer–Büttiker formalism [27]. Landauer formula
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G μð Þ ¼ G0

P
n
Tn μð Þ, where G is the electrical conductance, G0¼ e2/(πh)�

7.75 � 10�5 Ohm is the conductance quantum, Tn(μ) is the transmission eigenvalues

of the channels and the sum runs over all transport channels in the conductor. The

conductance can be calculated as the sum of all the transmission possibilities that

an electron has when propagating with an energy E equal to the chemical potential

μ. In fact, the phenomenon is similar to optical thin films effect, when the trans-

parency is achieved due to the quantization of the wave length. However, it is

impossible to realize the remarkable conductivity property of GNRs and CNTs

without any contacts. Appropriate nanocarbon–metal interconnects are character-

ized as disordered regions with essentially scattering mechanism of conductivity.

Hopping conductivity mechanism was proposed for disordered condensed sys-

tems (e.g. for composite amorphous semiconductors and dielectrics) for the expla-

nation of the metal–insulator transition [28]. The talk is about the existence of the

electron hopping between the conductive clusters in the dielectric or between the

impurity centres of localization. In this model, the medium (insulator–metal) is

represented by the following pattern: there is a random distribution of the nodal

points related to each other by ‘conductivities’ exponentially dependent on the

interstitial distances. The hopping conductivity model with a variable ‘jump’ length
can be considered the most general one ‘e� impurity/ a:

σ ¼ Aexp
�� 4

3

4αrs
a

� �3=4 W

κT

� �1=4

, ð10:5Þ

Fig. 10.13 Review of general mechanisms of electron DC conductivity
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where a is the characteristic borous radius of the considered ‘doping’ centre, rs is
the characteristic radius of the doping centre or conductive region, W is the

characteristic potential barrier for electron tunnelling, k is the Boltzmann constant,

T is the sample temperature, α� 0.70 is the empirical constant which can be

evaluated only using Monte-Carlo numerical simulations [29] and σ0 is the

pre-exponential factor that is calculated taking into account the character of local-

ization centre distribution.

10.3.2 Models of CNT- and GNR-Based Nanocomposites

We develop a set of prospective models of nanocarbon-based nanomaterials and

nanodevices having various interconnects and interfaces. In particular, nanoporous

and nanocomposite systems are considered as complicated ensembles of basic

nanocarbon interconnected elements (e.g. CNTs or GNRs with possible defects

and dangling boundary bonds) within the effective media type environment. Inter-

connects are essentially local quantum objects and are evaluated in the framework

of the developed cluster approach based on the multiple scattering theory formalism

as well as effective medium approximation [3, 4, 30].

In cases when nanocarbon clusters are embedded in high resistance media

(instead of vacuum), we come to a nanocomposite material. The utilization of

polymeric composite materials (e.g. epoxy resins) supplemented with various

morphological nanocarbon groups of carbon nanotube type (CNTs) and graphene

nanoribbons (GNRs) allows us to create effective pressure and temperature sensors.

Application of such nanocomposites as coatings can provide continuous monitoring

of the mechanical strains in piping systems (e.g. in aircraft or automotive applica-

tions), when the critical pressure values can indicate malfunctions of the engine.

The analysis of possible medical instruments for real-time measuring human body

temperature and blood pressure can also be realized.

The interest in CNT- and GNR-based polymer nanocomposites as prospective

pressure and temperature nanosensor materials is based on the observed electric

percolation phenomena via the nanocarbon inclusions concentration. In particular,

the electrical conductivity of a nanocomposite increases with the increasing CNT

loading up to a critical filler concentration, where a dramatic increase in conduc-

tivity is observed. This critical filler concentration is called electrical percolation

threshold concentration. At percolation threshold concentration, a filler forms a

three-dimensional conductive network within the matrix; hence electron can tunnel

from one filler to another, and, in doing so, it overcomes the high resistance offered

by insulating polymer matrix.

Consider the model of composite material with carbon nanocluster inclusions of

CNT and GNR types (see Fig. 10.14).

The host material is a flexible dielectric medium of epoxy resin type with high

resistance [5]. However, a low concentration of nanocarbon inclusions cannot

change the mechanical properties of the host material. At the same time, high
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electrical conductivity of CNTs and GNRs incorporated in the host material can

significantly affect the total conductivity of the nanocomposite material. According

to our model, the mechanism of these changes is related to the effects of percolation

through the hopping conductivity (see Fig. 10.15). This is the only mechanism that

takes into account the compliance with our analysis-induced morphological

changes in the whole nanocomposite matrix. This is a single mechanism which

takes into account accordance with our analysis-induced morphological changes in

the whole nanocomposite matrix.

Thus, the model of nanocomposite materials based on carbon nanoсluster sus-
pension (CNTs and GNRs) in dielectric polymer environments (e.g. epoxy resins) is

considered as a disordered system of fragments of nanocarbon inclusions with

different morphology (chirality and geometry) in relation to a high electrical

conductivity in a continuous dielectric environment. Presumably, the electrical

conductivity of a nanocomposite material will depend on the concentration of

nanocarbon inclusions (in fact, carbon macromolecules). Isolated nanocarbon

inclusions will provide conductivity due to the hopping conductivity mechanism

Fig. 10.14 Model of

composite polymer material

with carbon nanocluster

inclusions of GNR and CNT

types

Fig. 10.15 Potential wells model for hopping in polymer nanocomposites, where 2a is the

characteristic size of nanocarbon inclusion and rtun is the length of the tunnel ‘jump’ of the electron
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through dangling bonds up to the percolation threshold, when at high concentra-

tions (some mass %) a sustainable ballistic regime appears, which is characteristic

of pure carbon systems. The hopping mechanism is regulated by the electron

hopping between ‘nanocarbon macromolecules’ (see Eq. (10.2) and [3, 28, 30]:

σ ¼ Aσ0exp
�� 4

3

4αrtun
a

� �3=4 W0

κT

� �1=4

, ð10:6Þ

where rtun is the length of the tunnel ‘jump’ of the electron equal to the distance

between ‘nanocarbon’ clusters and σ0 is the pre-exponential normalization factor,

which means the conductivity of monolithic dielectric medium. This factor can be

evaluated following the relationship: σ0 ¼ 16e2r3tunN

πha0
, where Nis the concentration

of localization centres, in our case, nanocarbon inclusions concentration. For

arbitrary distribution of localization centres, r3tunN ¼ 0:24 [33].

Added to this is the effect of intrinsic nanocarbon cluster conductivity, which is

dependent on its morphology. The electric conductivity will also depend on the

spatial orientation of nanocarbon inclusions. It will be greater for the longitudinal

electric field orientations and lower for the transverse ones. Of course, any spatial

orientations are technologically possible. If we introduce the volume part as an

indicator of the nanocarbon inclusions concentration, η ¼ R0

R0þrtun

� �3
, where R0 is

the average nanocarbon macromolecule radius and rtun is the statistically averaged

width of the potential barrier between the nearest nanoclusters, which is responsible

for the percolation ability of the model nanocomposite. We should also diminish

the hopping phenomena and percolation probability taking into account the

nanocarbon macromolecule orientation within a hypothetical sphere embedded

into high resistance dielectric medium. Based on this definition, we can obtain a

contribution of potential nanocarbon clusters to nanocomposite conductivity as

follows (see also Fig. 10.16):

ln
σ

σ0

� �
¼ �4

3

4α

3
R0 η�1=3 � 1
� �� �3=4 W0

κT

� �1=4

: ð10:7Þ

The overall conductance of nanocomposite material is evaluated using equiva-

lent electric scheme (see Fig. 10.17 and [5]):

Σ � ΣD þ ΣNC, ΣNC ¼
XN
i¼1

Rið Þ�1
,

Ri ¼ A
XNi

k¼1

σ�1
nano, ik þ

XNi

k¼0

Neff, ikσσjump, ik

� ��1

 !
, ð10:8Þ

where N is the number of conductivity channels, Ni is the number of nanocarbon

clusters in the conductivity channel, Neff is the number of effective tunnelling bonds
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including the contact region, ΣD¼ (RD)
�1 is the conductance of dielectric medium,

σnano is the conductivity nanocluster and σjump is the hopping conductivity of the

effective bond, which creates interconnect for large nanocarbon inclusion

concentrations.

Basic nanocomposite models for simulation are presented in Fig. 10.18.

10.3.3 Simulation of Stress- and Temperature-Induced
Resistance of Carbon-Based Nanocomposite Sensors:
Results and Discussions

The basic dimensions of nanocarbon clusters (CNTs and GNRs) are as follows: the

diameter of the CNT, 5 nm; the height, 10 nm, and the width of the expanded CNT,

i.e. the width of the GNR ¼π � 5� 15, 6 nm. The total height of model sensor is

accepted as 100 nm.

The average statistical distance between nanocarbon clusters is 5 nm. This is the

key distance for the mechanism of hopping conductivity. Nanocarbon cluster is
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Fig. 10.16 Typical statistically averaged morphology of CNT–polymer nanocomposite: (a)
structural model and (b) the hopping conductivity correlation via the average nanocarbon macro-

molecules volume part within continuous dielectric medium

Fig. 10.17 Principle

equivalent scheme of

nanocomposite model for

resistance calculation
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considered as a potential well with a typical size 2a. Neighbouring potential wells

are separated by a distance rtun. These two parameters ultimately determine the

morphology of the nanocomposite material. For modelling it is also necessary to

recalculate a microscopical parameter of relative jumping length to macroscopic

strain parameter ε¼ΔL/L in Hooke’s law σ¼Eε, where L is the total sample length.

In cases of longitudinal orientation of CNTs (configuration CNT 1), the

recalculation looks as:

ε ¼ ΔL

L
� Δr

r
� 1

1þ 1
1þ 1=nð Þ � lr

,

where l is the CNT length (close to 2a) and n is the number of CNT inclusions along

the line (current direction). For transversal CNT orientations (configuration CNT

2), the similar recalculation looks as:

ε ¼ ΔL

L
� Δr

r
� 1

1þ 1
1þ 1=nð Þ � dr

,

where d is the diameter of the CNT. The proposed model of hopping conductivity

for current percolation in carbon-based epoxy resin nanocomposite takes into

account basically the percolations along the nanocluster sets which are located

along the stress direction. Interactions between the neighbouring sets are not

considered for a low general concentration of nanocarbon inclusions.

In cases of longitudinal orientation of GNRs (configuration GNR 1), the

recalculation looks as:

ε ¼ ΔL

L
� Δr

r
� 1

1þ 1
1þ 1=nð Þ � hr

,

Fig. 10.18 Models of nanocarbon-based functionalized polymer nanocomposites: CNT configu-

ration 1, CNT configuration 2, GNR configuration 1, GNR configuration 2, � electric field

direction
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where h is the GNR height (close to 2a) and n is the number of GNR inclusions

along the line (current direction).

For transversal GNR s orientations (configuration GNR 2), the similar

recalculation looks as:

ε ¼ ΔL

L
� Δr

r
,

where d is the diameter of the GNR.

Figure 10.19 demonstrates resistance correlations via static stresses for ideal

morphologies of a nanocomposite when CNTs and GNRs are oriented pure longi-

tudinally, pure transversely. Configurations CNT 2(min) and CNT 4(max) corre-
spond to the minimal and maximal tunnelling (jumping) distances due to the angle

deviation of CNTs relatively longitudinal orientation.

From the technological point of view, it is not so simple to provide such ideal

orientations for host polymer materials similar to epoxy resins. The first problem of

the nanocomposite morphology is the selection of CNTs and GNRs with identical

parameters. The second problem is the polymer–nanocarbon mixture creation when

we evidently should expect a homogenous random distribution of nanocarbon

orientations. Figure 10.20 demonstrates the marginal rotational disordering of

CNTs inclusions from ‘ideal’ longitudinal orientation. Deviations of orientations
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Fig. 10.19 Simulation of nanocarbon composites resistances via strain: (a) CNT configurations

and (b) GNR configurations
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give the characteristic intercluster distances of 3.82 nm (see Fig. 10.19a, Configu-

rations 2,3) and 7.02 nm (see Fig. 10.19a, Configurations 4) taking into account

basic 5 nm in the ideal case.

Figures 10.19 and 10.20 present the full-scale simulation of CNT orientation

deviations within a host material. The results show various sensitivity of the model

nanocomposite as a potential pressure nanosensor in dependence of its morphology.

Configurations of the fourth type (see Fig. 10.18) are more sensitive and, evidently,

more practically preferable.

The model uses morphologically compatible carbon nanoconfigurations with the

same number of carbon atoms, the same surface area of model CNTs and GNRs,

and the same chirality. In this way, the model CNTs and GNRs are interconnected

by a simple topological transformation from a cylinder to a rectangular fragment.

10.3.3.1 Modelling and Experimental Results

In this section, we will discuss the correlation of simulation results for pressure and

temperature nanosensors with the experimental data of the particular prototype of

similar devices [30, 36], where the developed technology of functionalized

nanocomposite based on epoxy resin (ED-20, GOST 10587–84. epoxy-diane resins
uncured, elasticity modulus E ¼ 3.05 GPa, mass density ρm¼ 1.16–1.25 g/cm3)

with multiwalled CNT inclusions was applied. The testing of the mentioned
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Fig. 10.20 Simulation of nanocarbon composites resistances via strain for rotational deviations of

CNT inclusions
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nanosensors with various CNTs morphologies and mass concentrations (1%, 2%,

3%) was carried out for temperatures ranging from 27 till 90 	С and the pressure

ranging from 1 till 30 Bars. The pressure test was carried out on a machine

Instron 5942.

When testing the pressure sensor, the load ranged from 0 to 500 N, which

corresponds to the change in pressure from 0 to 30 Bars. The temperature test

was carried out using a Brookfield TC-502 water bath. The sensor sample was

protected with a waterproof bag and placed in a water bath. The typical dependence

of the sensor resistance on the pressure changes, as compared with the simulation

results, is shown in Fig. 10.21a. Small deviations are connected with technological

problems in the reproduction of perfect morphology, which reduces the percolation

limit of the nanocomposite.

The typical dependence of the temperature sensor in the temperature range of

27–90 	C compared with the simulation results is shown in Fig. 10.21b. The

discrepancy in behaviour between the experimental and theoretical dependencies

is associated with morphological imperfections of the real sensor induced the

orientation dispersion of CNTs. This effect can diminish the hopping mechanism

efficiency, especially, for the higher temperatures.

Modelling of resistivity dependence via weight fraction of CNTs is presented in

Fig. 10.22, where the sharp changes of resistivity within the weight fraction interval

(0.08–0.12) are observed.

Evidently, this phenomenon can be explained by the increase in the percolation

processes under the growing CNT weight fraction.

10.4 Concluding Remarks

Simulation of sensitivities of CNTs and GNRs to doping in FET-type devices

demonstrates the efficiency of functionalization of nanocarbon elements in the

process of creation FET-based nanosensors.

Our work has demonstrated that ion track-based glucose sensors can be effec-

tively created. Furthermore, they show good sensitivity, they cover a wide range of

medical applications, and they can be re-used at least ten times. This study also

proves that track-based biosensors with other enzymes can be similarly developed.

The prototypes of nanocomposite pressure and temperature nanosensors have

been simulated. The hopping conductivity mechanism gives the adequate descrip-

tion of possible nanosensor qualities. An important problem in manufacturing

sensors based on CNTs and GRNs is nanocarbon inclusions orientation, which

determines the electrical properties of the future nanosensors. Various

nanocomposite morphologies are considered, and computer simulation results for

pressure and temperature nanosensor models are presented in comparison with the

experimental nanodevice prototype. A good correlation between the proposed
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nanocomposite-based sensor model and the experimental one was shown. The

developed mathematical model can be applied to polymer nanocomposites with

inclusions of different types. Various morphologies of resistive network models can

be realized for evaluation of the total resistance in different nanosensor prototypes.
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Fig. 10.21 Comparison of real pressure and temperature nanosensor indications [31] with more
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Chapter 11

Nanotechnology Application Challenges:
Nanomanagement, Nanorisks and Consumer
Behaviour

11.1 Consumer Insights into Nanotechnology: Introduction
to Rational Consumerism and Consumer Behaviour

The map of the globe does not show a place called Techno Union, yet in many ways

we are already its citizens and consumers. And, as consumers, our lives and

behaviours are strongly influenced and shaped by an ever-increasing system of

modern technology, transcending national boundaries to create a vast technological

synergy grounded in complex applications in industrial production, logistics, elec-

tronic communications, agribusiness, medicine and science. We begin to realize,

whether we like it or not, that we have become a part of technoculture.

The term ‘consumption’ is usually defined as ‘the using up of goods and

services’ to satisfy man’s needs. In neoclassical economics, an individual tends to

gain more than he can personally consume. The economic theory deals with the

behaviour of the ‘economic human’ and his relationships with the environment.

The rational choice theory [1] presents individuals as rational beings acting to

realize their interests, having all available information, taking account of probabil-

ities of events and potential costs and benefits in determining preferences and acting

consistently in choosing the self-determined best choice of action and the reasoning

required to make objective decisions in order to maximize their personal gain. The

concept of rationality used in the rational choice theory is different from the

colloquial and most philosophical use of the word.

Colloquially, ‘rational’ behaviour typically means ‘well-thought’, ‘sensible’,
‘predictable’ or in a ‘clear-headed manner’. Rational choice theory uses a narrower
definition of rationality: behaviour is considered rational if it is goal-oriented,

evaluative/reflective, well informed and consistent (across time and different choice

situations), which is in contrast with impulsive, uninformed, non-evaluative and

random behaviour. In reality, the latest studies in behavioural economics demon-

strate that man does not behave rationally.
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Professor Dan Ariely, an international expert in behavioural economics,

describes in his book, Predictably Irrational: The Hidden Forces That Shape Our
Decisions, many incidents of such irrational behaviour. One example deals with a

person who was willing to make a 15-minute drive to save seven dollars on a pen

that cost $25, but would not drive 15 min to save the same seven dollars for a $455

suit [2].

Our ambitions have grown alongside with technological and industrial achieve-

ments. Over time, people have adopted the ‘culture of consumption’, otherwise
known as ‘consumerism’. This implies acquisition of goods and services not for
satisfying fundamental needs but for obtaining social status. Thus, the product has

become a symbol of one’s social status, and the product itself and its worthiness

have very little value. Buying the product may well bring more pleasure to the

buyer than its actual use.

In the modern, technologically saturated consumer society, happiness has

become a function of an individual’s level of consumption, while consumption

itself has become the essence of our lives. Barbara Kruger, an American conceptual

artist, memorialized the consumer society with her piece in the Museum of Modern

Art – a paper shopping bag with the words ‘I shop, therefore I am’ – paraphrasing

Descartes’ famous words describing the essence of man: ‘I think, therefore I am’.
Man has become an avid consumer with a new pastime – shopping. With the advent

of new technologies constantly penetrating all spheres of our life, excessive con-

sumption has become a culture in the modern society – as a ‘vending machine’ –
and its primary characteristic.

In our high-tech time, even the human body is sometimes metaphorically

referred to as a machine. We ‘fill our tanks’ while eating to ‘oil our bearings’ and
to ‘keep our motors running’. Our hearts beat like ‘clockwork’. A complex problem

sets our ‘gears turning’. Can we view ourselves as a machine with replaceable

‘parts’? Today the answer will sooner be ‘not’. However, the future might be

promising. Human is not a simple machine but an amazingly complex system

that is perfectly ordered. Looking at ourselves from the systemic point of view,

we can classify our human system as open, developing, non-regular and dissipative.

It means that the system can exist physically, mentally and spiritually only provided

there is a continuous exchange of substance, energy and information with the

external environment (nutrition, breathing, heat exchange, excretion, reproduction,

cognition, production of utilitarian and spiritual values, communication, etc.).

However, according to the conventional medical wisdom, too much external

loads result in illnesses and ageing of the human system. In other words, loads

reduce the degree of ordering, causing unstable reactions or disrupting the normal

periodic rhythms of the processes in the body. Hence, there is a need of awareness

in everything that we consume – what we eat, what we dress, what we breathe and

what we do for the environment we live in.

The industrialized world has developed into a production and consumption

global community with a highly advanced level of technologies. Technological

advancements have led to markedly increased demands for a standard of living and

consumption. However, the current economic crisis has provoked a growing
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consensus that the twenty-first-century consumer society is on a path that cannot

promise its citizens a hope for sustainable future. The prevailing forms of political

economy are failing to guarantee the consumers economic stability, preserve

ecological resources and services, reduce social inequality, maintain cultural diver-

sity and protect physical and mental health of citizens. We face related crises of

political, social, cultural, educational and personal sustainability.

Moreover, current developments in scientific and technological research raise a

number of ethical questions comprising responsibility. Areas of research as nano-

technology and biotechnology, regarding food, healthcare and environmental

issues, elicit complex and undeniable debates within society today. Sometimes,

scientific–technological research and investments in different areas do not advocate

a common good as their overall aim but serve the interests of those who finance the

research itself while forcing those who use these products into commercial traps,

often without enough research and information regarding the effects they may have

on consumers’ health.
Striking developments of new technologies, particularly nanotechnologies, are

finding applications in all spheres of life and producing rapid, systemic and

far-reaching effects in the business, government, society and environment, along-

side with the challenges they pose to the society. Furthermore, rapid technological

changes are forcing organizations to embrace new technologies and change the way

they work and interface with suppliers and consumers, thus leading to changes in

many behaviour patterns based on the great expectations for nanotechnologies

promising tremendous benefits in the future.

Unfortunately, there is no one-way-fit-all strategy to guarantee a brighter tomor-

row for everyone. Nor can the separate efforts of businesses, governments, organi-

zations and individuals cope with the tasks imposed by advanced technologies

without complementary contributions of others. Yet everyone can benefit from

the insights of reasonable research into the nature of change in rational consumption

stipulated by the advent of nanotechnologies and innovations.

11.2 Nanoscience and Nanotechnology: What Is Special
About ‘Nano’ and Why Should Consumers Be
Informed?

Consciously or unconsciously, the term ‘nanotechnology’ is firmly entering the life

of every consumer–citizen of the global community. It designates both relatively

simple nanomaterials and goods such as plastic bags and containers and very

complex technologies that are supposed to change radically the future of humanity

such as prosthetic implants that look, feel, move, have a sense of touch like real

ones and are controlled by the brain. However, the general public often lacks

awareness and understanding of the basic properties and sometimes even the

existence of nanotechnologies and their implications linked to the consumption of
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nanoproducts. Moreover, a generally sceptical attitude within the society prevails

towards new technologies.

The general lack of public knowledge about nanoproducts that are already on the

market in full swing is likely to bring irrational and erroneous, potentially harmful

results. Therefore, modern technology requires educated workforce and responsible

consumers and hence imperative for educated population. Education should begin

with a clear understanding of what nanotechnology is.

Nanotechnology is not really anything absolutely new. In one sense, it is the

natural continuation of the miniaturization revolution that we have witnessed over

the last decades, where millionth of a metre (10�6 m) admittance in engineered

products has become commonplace. A good example of the application of nano-

technology is a mobile phone, which has changed dramatically in a few years –

becoming smaller and smaller, while paradoxically growing cleverer and faster and

cheaper! The same is true about the computer industry and many clever gadgets we

use today that have nano features – such as cameras, flash memory, computer

processor chips, car airbag pressure sensors, inkjet printers and many others,

simplifying many things in our life.

What is new about nanotechnologies, though, is the multidisciplinary approach,

the convergence of various sciences and technologies making it possible not just to

‘see’ these tiny entities – atoms and molecules – but also to manage them. Although

scientists have manipulated matter at the nanoscale for centuries, calling it physics

or chemistry, it was not until a new generation of microscopes were invented in

IBM, Switzerland, in the late 1980s that the world of atoms and molecules could be

visualized and managed. Now biologists can discuss steric effects of cell mem-

branes with chemists, while physicists provide the tools to watch the interaction

in vivo – infrared microscopes to study molecules and X-ray microscopes to study

atomic structures and even to handle single atoms. What is really breathtaking is the

unprecedented degree of control over materials at the molecular and atomic levels.

This may not capture the imagination as much as a tiny machine that precisely

assembles materials atom by atom, but it is an extraordinarily interesting and useful

phenomenon and is, ultimately, why nanotechnology is kicking up such a fuss.

Nanotechnology is an advanced and exciting area of scientific research and

development that is truly multidisciplinary, bringing to the agenda the convergence

of technical sciences (technosciences) and even humanitarian sciences

(humanosciences). None of the separate disciplines would be able to study all

aspects of this tiny world.

It is noteworthy that the prefix ‘nano’ originates from the Greek word meaning

‘dwarf’ and in modern science means ‘a one billionth part’ (10�9) of a metre. It

seems next to impossible to draw a picture of one billionth of a metre in our

imagination. To imagine it more vividly, let us take a ‘metre’ – the unit of length.

Now let us imagine a person of medium height – about 1 m 70 cm. Reducing this

size by 100 times, we will get the diameter of the iris (a round coloured part of the

eye). Further reducing it by ten times, it will make the diameter of the pupil (a black

movable opening in the middle of the eye through which light passes). But if once

again we decrease it by 1000 times, it will turn out a micron – an extremely small
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unit; our red blood cell is five times bigger. And if we divide it by 1000 times more,

we will get a nanoparticle – the size of molecules and atoms. Consequently, the talk

is about researches of the world at the scale of atoms and molecules, which is one

billionth of a metre in size, the nanometre (or one millionth of a millimetre), which

is tiny and unseen. A sheet of paper is about 100,000 nanometres thick, a single

human hair is about 80,000 nm wide, a red blood cell is approximately 7000 nm

wide, a DNA molecule is 2–2.5 nm, a single gold atom is about a third of a

nanometre in diameter, and a water molecule is almost 0.3 nm. The important

thing is that size matters!

On a nanoscale (dimensions between approximately 1 and 100 nm), the proper-

ties of materials can be very different from those in bulk matter. Nanoscience can be
defined as ‘the study of phenomena and manipulation of materials at atomic,

molecular and macromolecular scales, in order to understand and exploit properties

that differ significantly from those on a larger scale’ [3]. The question arises � why

do the properties of materials become different on a nanoscale? There are two main

reasons for it.

First, nanomaterials have, relatively, a larger surface area than the same materials

in bulk matter (e.g. sugar powder and sugar cubes). And, consequently, they become

more chemically reactive, showing very useful physical and chemical properties

(e.g. copper which is opaque at a macroscale and becomes transparent at a nanoscale).

They become many times stronger than steel and, at the same time, hundreds of times

lighter. They demonstrate exceptional electric conductivity and resistivity, a high

capacity for storing and transmitting heat. This is confirmed by the fine-grained

materials that we use in our daily lives, such as flour, which can become explosive

in some circumstances. Nanomaterials can even modify their biological properties

(silver that becomes bactericide at a nanoscale, nanogold kills cancer cells,

nanotitanium kills influenza viruses – nanoparticles of these metals are very active).

Second, below 50 nm, the laws of classical physics give way to quantum effects,

causing different optical, magnetic and electrical behaviours of nanomaterials like

gold, for instance, which has different optical absorption properties [7] and dem-

onstrates a wide range of colours depending on the size of nanogold particles (see

Fig. 11.1).

These properties, however, can be difficult to control. For example, when

nanoparticles touch each other, they can fuse, losing both their shape and those

unusual properties – as magnetism – that scientists hope to exploit for a new

generation of nano(bio)sensors and devices. Therefore, nanotechnology can be

defined as the ‘understanding, modeling, design, engineering, production and

application of structures, devices and systems by controlling shape and size on a

nanometer scale’ [3]. Specific functionalities, therefore, can be achieved by reduc-

ing the size of the particles to 1–100 nm.

A concise definition is given by the US National Nanotechnology Initiative:

‘Nanotechnology is concerned with materials and systems whose structures and

components exhibit novel and significantly improved physical, chemical, and

biological properties, phenomena, and processes due to their nanoscale size. The

goal is to exploit these properties by gaining control of structures and devices at
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atomic, molecular and supramolecular levels and to learn to efficiently manufacture

and use these devices’ [4]. This term can be applied to many areas of research and

development – from medicine to manufacturing, renewable energy, transport,

computing and even textiles and cosmetics.

Using nanotechnology, materials can effectively be made to be stronger, lighter,

more durable, biocompatible, more reactive, more sieve-like or better electrical

conductors, among many other characteristics due to the fact that it is possible to set

the required essential structures of materials at the nanoscale to achieve the desired

specific properties.

Most commonly discussed nanomaterials – basic building blocks – are

nanoparticles which are below the wavelength of visible light and therefore cannot

be seen, carbon nanotubes (single-walled andmultiwalled) which are thin cylinders of

atomic layers of graphite and quantum dots which are fluorescent nanoparticles like

‘artificial atoms’ made of silicon and are invisible until lit up with ultraviolet light.

Nanoparticles are not new. Nanoparticulate carbon black has been used in vehicle

tyres for decades, currently at a rate of sixmillion tons per year. Nanoparticles can be

found in nature, ranging from milk products (containing nanoparticulate casein) to

the burning candles or almost anything that burns and creates nanoparticulate

material. We live surrounded by nanoparticles: a normal room can contain from

10,000 to 20,000 nanoparticles per cm3, in a forest 50,000 nanoparticles per cm3 and

100,000 nanoparticles per cm3 in city streets. The bright colours on a butterfly’s
wings are due to the light reflected from nanoscale layers in the structure of the

wings. The red and yellow colours seen at sunset are also due to nanoparticles.

But nanoparticles behave like neither solids, liquids nor gases and exist in the

topsy-turvy world of quantum physics, which governs those denizens small enough

to have escaped the laws of Newtonian physics. This allows them to perform their

almost magical feats of conductivity, reactivity and optical sensitivity, among

others. ‘That’s why nanomaterials are useful and interesting and so hot right

now’, says Kristen Kulinowski, executive director for education and policy at the

Rice University Centre for Biological and Environmental Nanotechnology

(CBEN). ‘Being in this quantum regime enables new properties to emerge that

are not possible or not exhibited by those same chemicals when they’re much

Fig. 11.1 Picture of solution containing gold nanoparticles
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smaller or much larger. These include different colours, electronic properties,

magnetic properties, mechanical properties – depending on the particle, any or all

of these can be altered at the nanoscale. That’s the power of nanotech’ [6].
However, there is a distinction between incidental and manufactured

nanoparticles [5]. Incidental nanoparticles are those which are not manufactured

deliberately, but either occur in nature (as produced by forest fires and volcanoes) or

as a by-product of high-temperature industrial processes (such as combustion,

welding, grinding and exhaust fumes of cars, trucks and aircraft). Incidental

particles are comparatively less chemically reactive and bioactive than

manufactured nanoparticles. They do not have the same bioavailability as

manufactured nanoparticles, and they cannot be taken up by individual cells.

Still, the exposure to large levels of incidental nanoparticles in urban air pollution

causes increased incidences of disease and even death [5].

Manufactured nanomaterials are those which are produced deliberately. They

include nanoparticles (e.g. metal oxides such as zinc oxide (ZnO) or titanium

dioxide (TiO2)), as well as structures created through nanotechnology such as

nanotubes, nanowires, quantum dots, carbon fullerenes (buckyballs), etc. Pathology

studies suggest that manufactured nanoparticles are taken up through the human

gastrointestinal tract, translocated through the body and accumulated in organs

where they can have serious long-term health effects, leading to chronic inflamma-

tion and even cancer [5].

Therefore, since the market offers nano-enhanced goods manufactured with

engineered nanoparticles, the question goes beyond ‘to buy or not to buy’. There
is something far more fundamental at play. Consumers should have the right to

know what is in the goods they buy – and know how they were produced. Full

transparency and easy access to detailed information are key to gaining and

retaining public confidence in nanotechnologies. It is not enough to just say to

someone they should buy organic or natural if they seek such a guarantee – not

everyone can afford to do so. The consumer right to information about

nanoproducts must revoke debate about pros and cons of these. If some people

wish (as some really do) to avoid nanogoods – for whatever reason – they should

have the information at hand on the labelling to allow them to do so. Benjamin

Franklin was absolutely right saying that sometimes things are difficult to see, but it

is even more difficult to foresee things and to predict what impact they might have

on us. Invisible nanoparticles quite meet these words.

11.3 Basic Categories of Nanotechnology-Based Consumer
Products on the Market and Consumer Awareness

Advancements in the fields of nanoscience and nanotechnology have resulted in

thousands of consumer products that have already migrated from laboratory

benches onto store shelves and e-commerce websites. While much of
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nanotechnology’s potential has yet to be realized, and research is still ongoing on its
effects to the environment and human health, products that incorporate nanotech-

nology have already flooded the market, and after more than 25 years of basic and

applied research, they are gaining in commercial use. The estimation for a

nanoproduct value of $1 trillion in 2015, about $800 billion of which was in the

USA, appears to hold true [31]. The market is doubling every 3 years as a result of

successive introduction of new consumer products incorporating engineered

nanoparticles, but very few of general public realize that the foods we eat, the

clothes we wear, the medicines we take, the cosmetics we use and many other

consumer products are manufactured with the use of nanotechnologies. Only a

small number of consumers or business executives realize the extent to which

nanotechnology is going to change the products they use every day.

Owing to their unique properties, nanomaterials are increasingly used in com-

mercial applications in a variety of fields including optics, electronics, magnetics,

mechanics, catalysis, energy science, agri-food sector, nanobiotechnology and

nanomedicine. Nanomaterials are used to manufacture lightweight, strong func-

tional details, parts and systems for applications in marine and aerospace equipment

and automotive parts. They are also widely used in foods – diet milkshakes,

cooking oil, tea and beverages, soft drinks, dairy products, food additives in

processed meats and cheeses – as well as in electric home appliances, antibacterial

kitchenware, touchscreens (iPhone), computer memory, clothing, coatings, wound

dressings, dental fillers, toothpastes and toothbrushes, sporting goods and equip-

ment, cosmetics and many other applications and processes. Because of the high

demand, more than a trillion dollars’ worth of nanotechnology-based products is

expected on the market in the near future [9].

There already exist over 1800þ everyday commercial products that rely on

nanoscale materials and processes [8]. At least 400 nanofoods and agricultural

products and 300–400 nanofood packagings containing nano-ingredients are now

on sale internationally. However, it has been difficult to find out how many exactly

‘nano’ consumer products are on the market and which merchandise could be called

‘nano’. To document the penetration of nanotechnology in the consumer market-

place, the Woodrow Wilson International Center for Scholars and the Project on

Emerging Nanotechnology created the Nanotechnology Consumer Product Inven-

tory (CPI) in 2005, listing 54 products [9]. This first-of-its-kind inventory has

become one of the most frequently cited resources showcasing the widespread

applications of nanotechnology in consumer products. In 2010, the CPI listed

1012 products from 409 companies in 24 countries. Even though it did not go

through substantial updates in the period between 2010 and 2013, it continued

being heavily cited in government reports and the scientific literature.

The new total of 1800þ products as of March 2015 represents more than a

30-fold increase over the 54 products originally listed in 2005 – which is not a

complete representation of the growth of this market. While not comprehensive,

this inventory gives the public the best available look at the 1800þ manufacturer-

identified nanotechnology-based accepted consumer products [10]. They are

grouped under eight generally accepted consumer goods categories and

subcategories:
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• Appliances (heating, cooling and air conditioning; large kitchen appliances;

laundry and clothing care)

• Automotive (exterior, maintenance and accessories)

• Goods for children (basics, toys and games)

• Electronics and computers (audio, cameras and film, computer hardware, dis-

play, mobile devices and communications, television, video)

• Food and beverage (cooking, food, packaging, storage, supplements)

• Health and fitness (clothing, cosmetics, filtration, personal care, sporting goods,

sunscreen)

• Home and garden (cleaning, construction materials, home furnishings, luxury,

paint)

• Cross-cutting (coatings)

For us, as consumers, the most important categories are food and beverages,

health and fitness and home and garden. As we can see from the pie chart

(Fig. 11.2), the health and fitness category includes the largest listing of products

in the CPI, comprising 42% of listed products. Within the health and fitness

category, personal care products (e.g. toothpastes and toothbrushes, lotions and

hairstyling tools and products) comprise the largest subcategory (39% of products).

The next biggest category is home and garden that accounts for 20% of the total.

The food and beverage category is further subdivided as food, cooking, storage and

supplements accounting for 11% of the total. The nanofood products include a

canola oil, a chocolate slim shake drink and a nanosized beverage – Nanotea. The

nanoproduct Slim Shake Chocolate is pitched at health-conscious consumers. The

product is described as being ‘low in fat and calories’, ‘no artificial sweeteners’ and
‘tastes delicious’. The promotional text advises that this chocolate drink contains

‘CocoaClusters™’ – ‘The natural benefits of cocoa have now been combined with

modern technology to create CocoaClusters’.
These so-called nanoclusters are tiny particles, 100,000th the size of a single

grain of sand, and they are designed to ‘carry nutrition into your cells’. This
nanofood product is available for ordering via the Internet from a US address [11].

The contribution of nanoscience research in food science and technology is

extensively developing in such major sectors as food safety and biosecurity,

materials science and food processing and product development. According to a

definition in a recent book Nanotechnology in Agriculture and Food, food is

considered nanofood when nanoparticles and nanotechnology techniques or tools

are used during cultivation, production, processing or packaging of the food. It does

not mean atomically modified food or food produced by nanomachines [12].

Nanotechnology has begun to find extensive applications in the area of func-

tional food by engineering biological molecules with functions very different from

those they have in nature, opening up a new area of research and development. Of

course, there seems to be no limit to what food technologists are prepared to do to

our food (Fig. 11.3).
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Nanotechnology will give them a whole new range of tools to attain new

extremes in the industry, moving out of the laboratory and into every sector of

food production.
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Fig. 11.2 Amount of

nanoproducts in each major

category according to the

CPI in 2015: (1) cross-

cutting, (2) appliances,

(3) goods for children,

(4) electronics and

computers, (5) automotive,

(6) food and beverages,

(7) home and garden,

(8) health and fitness,

(9) personal care

Fig. 11.3 Umbrella concept of nanoscience and technology in food industry
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The development of foods is capable of changing their colour, flavour or

nutritional properties according to a person’s dietary needs, allergies or taste

preferences, such as soft drinks, ice cream, chocolate or chips to be marketed as

‘health’ foods. Packaging increases food shelf life by detecting spoilage, bacteria or
the loss of food nutrient and releases antimicrobials, flavours, colours or nutritional

supplements in response.

A significant portion of such products in the CPI (31% of products analysed)

utilize nanomaterials – mostly silver nanoparticles but also titanium dioxide and

others – to confer antimicrobial protection. Nanomaterials such as titanium dioxide

and silicon dioxide are used to provide protective coatings (15%) and for environ-

mental treatment (to protect products against environmental damage or to treat air

and water in the home, 15%). Cosmetic products (12%) are advertised to contain a

variety of nanomaterials such as silver nanoparticles, titanium dioxide, nano-

organics, gold and others. A wide variety of nanomaterial compositions (silver,

nano-organics, calcium, gold, silicon dioxide, magnesium, ceramics, etc.) are also

advertised to be used for health applications, such as dietary supplements (11%).

Dairy products, cereals, breads and beverages are now fortified with vitamins;

minerals such as iron, magnesium or zinc; probiotics; bioactive peptides; antioxi-

dants; plant sterols; and soy. Some of these active ingredients are now being added

to foods as nanoparticles or particles having a few hundred nanometres in size.

Nanoparticles are added intentionally to many foods for processing and preserva-

tion of beverages, meats, cheese and other foods to improve properties: for exam-

ple, titanium dioxide (TiO2) is a common food whitener and brightener additive,

used in confectionery, some cheeses and sauces [13, 14].

German company Aquanova has developed a nanotechnology-based carrier

system (using 30 nm micelles) to nano-encapsulate active ingredients such as

vitamins C and E, preservatives and enzymes like coenzyme Q10 or omega 3 and

fatty acids. They market ‘Nova Sol’ and claim that the system increases the potency

and bioavailability of active ingredients. They offer considerable advantages for

meat processors, sausages and cured meat production, to speed up the production

process, to stabilize colour and to ‘improve’ taste.
The Daewoo refrigerator claims: ‘Nano silver presents strong disinfection,

deodorant and storage power. It also maintains balance of hormone within our

body and intercepts electromagnetic waves significantly’ [11]. Nestlé and Unilever

are developing a nanoemulsion-based ice cream with a lower fat content that retains

a fatty texture and flavour. However, the greater potential for cellular uptake of

nanomaterials, coupled with their greater chemical reactivity, could also introduce

new health risks.

Most of us are familiar with the waxy coatings often used on apples. Now

nanotechnology is enabling the development of nanoscale edible coatings as thin

as 5 nm wide, which are invisible to the human eye. An edible coating material can

be defined as a thin layer of a selected formulation, which is applied directly over

food in liquid form by using different techniques, such as immersion, spraying, etc.

In addition, an edible film is defined as a packaging material, which is a thin layer

placed on or between food components, used as wraps or separation layers [15]. The
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edibility of films and coatings is only possible when all components including

biopolymers, plasticizers and other additives are food-grade ingredients, while all

of the involved processes and equipment should be also acceptable for food

processing. Edible nanocoatings can be used on meats, cheese, fruits and vegeta-

bles, confectionery, bakery goods and fast food. They can provide a barrier to

moisture and gas exchange; act as a vehicle to deliver colours, flavours, antioxi-

dants, enzymes and anti-browning agents; and can also increase the shelf life of

manufactured foods, even after the packaging is opened [16, 17].

Storage includes plastic beer bottles, Miracle Food Storage plastic bags and

containers, plastic food wrap and baby’s mugs and milk bottles. There is no need to

tap or shake mayonnaise or ketchup bottles now to remove the last of their contents.

Several German research institutes, industry partners and the Munich University of

Technology have joined forces to develop non-stick nanofood packaging. The

researchers have applied thin films that measure less than 20 nm to the inside

surface of food packaging. The researchers promote their product as an environ-

mentally friendly solution to reduce leftover traces of condiments in bottles [18].

Nano-CareTM fabrics, sold in Eddie Bauer chinos and other clothing since

November 2001, incorporate ‘nanowhiskers’ into the fabric to make it stain-

resistant to water-based liquids such as coffee and wine. PPG Industries produces

SunCleanTM self-cleaning glass, which harnesses the sun’s energy to break down

dirt and spreads water smoothly over the surface to rinse the dirt away without

beading or streaking. Various sunscreens (Wild Child, Wet Dreams and Bare Zone)

incorporate ZinClearTM, a transparent suspension of nanoscopic zinc oxide parti-

cles that are too small to scatter visible light as do products containing microscopic

particles. Nanotechnology creates added value to these products through a variety

of properties – impermeability to gas, water-repellence and transparency – that

manifest only or optimally at the nanoscale.

However, there are concerns that manufactured nanomaterials are released into

the environment from waste streams or during recycling. This may present a new

range of serious ecological risks. Therefore, it is possible that such packaging may

introduce more pollution problems than it solves [14, 18].

Of the 1800þ products listed in the CPI, 47% (846 products) advertise the

composition of at least one nanomaterial component, and 62 of those products list

more than one nanomaterial component (e.g. a product comprised of both silver and

titanium dioxide nanomaterials) [10].

Nominally, metals and metal oxides comprise the largest nanomaterial compo-

sition group listed in 37% of products (Table 11.1). Titanium dioxide (TiO2),

silicon dioxide (SiO2) and zinc oxide (ZnO) are the most produced nanomaterials

worldwide.

However, silver nanoparticles (AgNPs) are the most popular advertised

nanomaterial, present in 438 products (24%). Silver and titanium dioxide are the

nanomaterial components most likely to be combined with other nanomaterials in

consumer products, with 35 and 30 product combinations, respectively. Silver and

titanium dioxide are paired with each other in 10þ products (cosmetics and

electronics). Titanium dioxide and zinc oxide are paired in 10þ products
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Table 11.1 Types of nanoparticles used in the food production chain

Type of nanoparticles Application Function

Nanosized nutrients (pow-

ders, sprays, emulsions)

Food additives/supplements/

nutraceuticals

Greater uptake, increased

absorption of nutrients, better

bioavailability and dispersion

of nutrients

Metal nanoparticles and

metal oxides (silver, gold,

platinum, copper, magne-

sium, iron, iron oxide, zinc

oxide, aluminium oxide, tita-

nium dioxide, silicon dioxide,

etc.)

Food additives/supplements,

drugs, cosmetics, sunscreens

Better uptake; increase reac-

tivity and bioavailability of

vitamins and minerals, pro-

tein, antioxidants, fibre,

enzymes (coenzyme Q10),

prebiotics and omega

3 (DHA); ensure preservation,

improve properties; and pro-

vide protective coatings

Packaging materials/storage

(plastic bags, containers, bot-

tles, food wrap, baby mugs

and milk bottles)

Improving quality, extending

property limits and durability

of contents.

Equipment for food prepara-

tion (antibacterial utensils,

cutlery, chopsticks, cookware)

Antibacterial, self-cleaning

surfaces rinsing the dirt away

without beading or streaking

Fridges, storage equipment Antibacterial coating of

equipment extend storage

power, disinfection, deodorant

Sprays for healthcare Antibacterial properties, bet-

ter uptake, increase

bioavailability

Colloidal metal nanoparticles Food additives/supplements Enhance gastrointestinal

uptake, prevent caking,

deliver nutrients and prevent

bacterial growth

Complex nanostructures and

nanodevices

Nanobiosensors/nanochips in

packaging

Detection of food spoilage,

detection of pathogens; iden-

tity preservation and tracking

Biodegradable nanosensors Temperature, moisture and

time monitoring/storage

conditions

Handheld equipment Detection of contaminants

Incorporated active

nanoparticles

Packaging materials, edible

nanocoatings

Provide a barrier to moisture

and gas exchange; deliver

colours, flavours, antioxi-

dants, enzymes and anti-

browning agents; increase the

shelf life of foods, even after

the packaging is opened; pre-

vent pathogen growth

Filters with nanopores Water treatment, purification Removal of pathogens and

contaminants or catalysing/

oxidation of contaminants

(continued)
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(sunscreens, cosmetics and paints), whereas the European Commission’s Cosmetics

Regulation has permitted the use of nanoscale titanium dioxide in sunscreens, but

not zinc oxide [19].

Since 2012, consumer products advertising to contain metal and metal oxide

nanomaterials, silicon-based nanomaterials (mostly SiO2 nanoparticles) and a vari-

ety of other nanomaterial components (organics, ceramics, polymers, clays,

nanocellulose, liposomes, nano micelles, carnauba wax, etc.) have been growing

in popularity. Meanwhile, carbonaceous nanomaterials have remained stable at

around 50 products available on the market [10].

CPI is a resource for consumers, citizens, policymakers and others who are

interested in learning about how nanotechnology is entering the marketplace. When

used as food additives, drugs or cosmetics, nanomaterials are regulated under the

Federal Food, Drug, and Cosmetic Act (FFDCA). In the European Union,

nanomaterials are regulated under the concern of the Registration, Evaluation,

Authorization and Restriction of Chemicals (REACH) and the Classification,

Labelling and Packaging (CLP) regulations when those are classified by the com-

mission as hazardous chemical substances [20].

However, the CPI reports only the numbers of different consumer products and

product lines available on the market, so there is no implication on mass, volume or

concentration of nanomaterials incorporated into products or the production vol-

ume of each product. Of carbonaceous nanomaterials (89 products), the majority of

products listed contain carbon nanoparticles (sometimes described as carbon black,

39 products) and single- or multiwalled carbon nanotubes (CNT, 38 products).

Unfortunately, 891 (49%) of the products included in the CPI do not present the

composition or a detailed description of the nanomaterial used [10].

Claimed composition of nanomaterials listed in the CPI is grouped into five

major categories: not advertised, metal (including metals and metal oxides), car-

bonaceous nanomaterials (carbon black, carbon nanotubes, fullerenes, graphene),

silicon-based nanomaterials (silicon and silica) and others (organics, polymers,

ceramics, etc.). Claimed elemental composition of nanomaterials listed in the

Table 11.1 (continued)

Type of nanoparticles Application Function

Monodisperse emulsions Product development

Nano-encapsulated carrier

systems, nanoclusters

Food additive/supplement Targeted delivery of vitamins

and minerals, preservatives

and enzymes like coenzyme

Q10 or omega 3 and fatty

acids; increase potency,

absorption and bioavailabil-

ity; stabilize colour and

‘improve’ taste

Nanoparticle–biomolecule

corona

Nanomedicine NP-based targeted drug deliv-

ery – better cellular uptake,

drug release and

biodistribution profiles
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metals category includes silver, titanium, zinc, gold and other metals (magnesium,

aluminium oxide, copper, platinum, iron and iron oxides, etc.). Claimed carbona-

ceous nanomaterials (include CNT ¼ carbon nanotubes).

The fundamental factor driving most nanotechnology applications in foods is the

promise for new or improved functionalities of materials and a possible reduction in

the use of conventional chemical additives. On an equivalent weight basis,

engineered nanoparticles (ENPs) have a much larger surface area due to their

very small size and the ability to change their biological and chemical properties.

Thus, a much smaller amount of ENPs may be needed to provide the necessary

functionality to a material compared to conventional substances. For example,

nanosized water-insoluble substances can ensure their uniform dispersion in aque-

ous compositions. This makes it possible to reduce the use of solvents in certain

applications such as cosmetics, food packaging coatings and paints and allows the

dispersion of food additives such as water-insoluble flavours, colours and pre-

servatives in low-fat products.

Nanosized nutrients and supplements are also claimed to have a greater uptake,

absorption and bioavailability in the body than their bulk equivalents. This fact has

evoked a great commercial interest in the use of nanosized ingredients,

nutraceuticals and supplements in food and healthcare applications. Moreover,

consumer health has become a marketed commodity – it is everywhere – whatever

we buy or consume.

Often, a failure to address even one component can decimate an entire industry.

A lack of concern for food security, for example, led to enormous outbreaks of mad

cow and hoof and mouth disease. What might have seemed frugal and prudent cost

management at the time ended up crippling meat producers.

Safe food is a prerequisite for food security and paramount to the industry. The

production, marketing and consumption of safe food are non-negotiable require-

ments that all partners along the food chain must adhere to, regardless of their place

from farm to fork [21, 22].

One of the most promising applications of nanotechnology, known as

nanomedicine, involves the development of nanoscale tools and devices designed

to monitor health, deliver drugs, cure diseases and repair damaged tissues, all

within the molecular factories of living cells and organelles (small, specialized

structures in cells which operate like organs by carrying out specific tasks).

Medical applications of nanoparticles (NPs) are wide-reaching as evidenced by

their rapid development as therapeutic and diagnostic agents. In particular, signif-

icant advances have been made in cancer therapy by pursuing NPs as drug delivery

systems. One of the most important challenges affecting NP-based drug delivery is

the formation of the ‘biomolecule’ or ‘protein’ corona [23]. As NPs enter physio-

logical fluids, proteins and other biomolecules such as lipids adsorb to their surfaces

with various exchange rates leading to the formation of the biomolecular corona. As

a consequence, the ‘synthetic identity’ of the NP is lost, and a distinct ‘biological
identity’ is acquired. This new identity governs how the NP is ‘seen’ by cells and

subsequently alters the way in which NPs interact with cells. The biomolecular

corona has been demonstrated to have a major impact on the biological behaviours
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of nanoparticles. Nanoparticles functionalized with disease-specific targeting

ligands are positioned to revolutionize the treatment of debilitating diseases such

as cancer by achieving targeted and selective cellular interactions [23–25].

Notwithstanding the fact that no one has yet invented a little machine that will

swim through our body and mechanically strip away plaque from our inner arterial

walls, nanotechnology is poised to have an enormous impact on the diagnosis and

treatment of disease. Nanotechnology has the real potential to revolutionize a wide

array of medical and health applications, tools and procedures so that they are more

personalized, portable, cheaper, safer and easier to apply. In order to understand

better how nanotechnology could revolutionize such diverse areas, we need to

review a bit of fundamental physics.

Two sets of theories relate to this question: classical mechanics, which governs

the world of our immediate perception (e.g. an apple falling from a tree to hit

Newton on the head), and quantum mechanics, which governs the world of atoms

and molecules (e.g. electrons tunnelling through seemingly impenetrable barriers).

Given enough information about the initial position of an object and the forces

acting upon it, classical mechanics allows us to determine with certainty where that

object was at some time in the past and where it will be at some time in the future.

This is useful because it allows us, for example, to track a basketball to where it will

drop from centre field – get into the basket or successfully fly past (at least in

theory).

Quantum mechanics does not provide such comforting predictability but does a

far better job explaining the strange behaviour of atoms and molecules and allows

us to make (at best) probabilistic assessments of where an electron is and what it

might do if we poke it with a light probe. The classical world and the quantum

world seem miles apart. However, as we move along the scale – from the largest to

the smallest – the classical rules eventually give way to the quantum rules. The

murky, middle ground in between the two domains is the province of nanotechnol-

ogy. Moreover, in this transitional regime, a material often exhibits a different

behaviour than it does in the bulk, where it is governed by classical mechanics, or as

a single atom, where quantum mechanics dominates.

For example, quantum dots, which are semiconducting nanocrystals, can

enhance biological imaging for medical diagnostics. When illuminated with ultra-

violet light, they emit a wide spectrum of bright colours that can be used to locate

and identify specific kinds of cells and biological activities. These crystals offer

optical detection up to 1000 times better than conventional dyes used in many

biological tests, such as MRIs, and render significantly more information [8]. Gold

nanoparticles can be used to detect early-stage Alzheimer’s disease.
Molecular imaging for the early detection where sensitive biosensors

constructed of nanoscale components (e.g. nanocantilevers, nanowires and

nanochannels) can recognize genetic and molecular events and have reporting

capabilities, thereby offering the potential to detect rare molecular signals associ-

ated with malignancy. Nanotechnology enables multifunctional therapeutics where

a nanoparticle serves as a platform to facilitate its specific targeting to cancer cells

and delivery of a potent treatment, minimizing the risk to normal tissues. The ability
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to create unusual nanostructures such as bundles, sheets and tubes holds promise for

new and powerful drug delivery systems [26].

Research enablers such as microfluidic chip-based nanolabs are capable of

monitoring and manipulating individual cells and nanoscale probes to track the

movements of cells and individual molecules as they move about in their environ-

ments. Research is underway to use nanotechnology to spur the growth of nerve

cells, e.g. in damaged spinal cord or brain cells when a nanostructured gel fills the

space between existing cells and encourages new cells to grow [27].

Nanoceramics are used in some dental implants to fill holes in diseased bones,

because their mechanical and chemical properties can be ‘tuned’ to attract bone

cells from the surrounding tissue to make a new bone. Some pharmaceutical

products have been reformulated with nanosized particles to improve their absorp-

tion and make them easier to manage. Opticians apply nanocoatings to eyeglasses

to make them easier to keep clean and harder to scratch. With nano-enabled drugs

that destroy diseased cells and enable tissue repair, doctors may one day extend life

expectancy far beyond our current capabilities – at least in countries wealthy

enough to afford the technology.

Diabetes treatment could be improved by injecting a nanoparticle into the blood

that was programmed to deliver a dose of insulin automatically upon sensing an

imbalance in blood glucose level. Cancer may be treated someday soon with an

injection of nanoparticles that latch onto cancerous tissue and cook it to death upon

external application of a light source that poses no threat to healthy tissue.

People have always tried to use technological benefits, particularly, to overcome

limitations of the human body, compensating the missing parts by artificial means.

Still, cyber-ware is going into the past, because nanotechnologies really offer

amazing benefits. Thanks to a new nano-surgical technology which opens up the

possibility that a prosthetic hand looks, moves and feels like the real one, has a

sense of touch and is controlled by the brain. Tiny, invisible brain cell implants can

enhance memory, change mood and control artificial arms, legs and other parts;

they can store information equal to several big libraries. An eye implant makes it

possible for a blind person who has never seen sunlight to read books and help

himself in everyday life. An invisible cochlear nano-implant (a spiral-shape tube-

like part of the inner ear) is introduced into the ear that allows deaf people, who

have never heard the birds singing, to hear music and to distinguish a range of

sounds. Molecular-size nanorobots can search for and destroy cancer cells, and,

being inhaled, they can clean lungs and remove tumour [28–30].

In the light of scientific and technologic advances, it is not surprising that many

people are beginning to think that health can be purchased. The health marketplace

abounds in products of every description to satisfy people’s desires. It is

overcrowded with nanoproducts, many of which are questionable. The vast major-

ity of mail-order health products are fakes. The common ones include weight-loss

products (mostly diet pills), hair restorers, wrinkle removers and alleged sex aids.

Many worthless devices are claimed to synchronize brain waves, relieve pain,

improve eyesight, relieve stress, detoxify the body, boost the immune system and

prevent diseases.
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Our market abounds in products offering magic effects – being able to prevent

ageing, boost energy and enhance physical performance. Thousands of supplements

are marketed with false claims that they can improve vision and joint flexibility,

synchronize heart rhythms, relieve stress or treat numerous health problems includ-

ing cancer. The media have a tremendous influence. Radio stations and television

channels broadcast health-related news, commercials, commentaries, infomercials

and talk shows. Advertising should also be regarded with caution. Some of them

just attempt to exploit common hopes, fears and feelings of inadequacy, hopeless-

ness and despair [31].

Consumer health goes far beyond the decision to buy or not to buy. The ever-

increasing perplexity of the healthcare delivery system; the prevalence of myths

and misconceptions about health, disease and remediation; the widespread usage of

unproven health products and services; and the rapidly escalating costs of

healthcare show evidence of the need to educate people in the proficient, judicious

and economical utilization of health information, products and services [31].

Consumer health encompasses all aspects of the marketplace related to the

purchase of health products and services and has both positive and negative aspects.

Positive aspects include knowledge and understanding that enable people to make

medically, scientifically and economically responsible choices, while negative

aspects comprise unwise decisions based on lack of knowledge, deception, quack-

ery, misinformation or other factors leading to unpredictable effects.

Thousands of self-instructional products and programs are marketed with false

claims that they can help people lose weight, stop smoking, quit drinking, think

creatively, raise IQ, restore hearing, cure acne, relieve depression, enlarge breasts,

enhance athletic performance and do many other things. Magnets embedded in

clothing, mattresses or other products are falsely claimed to relieve pain, regulate

blood flow, strengthen immunity and provide other health benefits [31].

Nanoparticles in sunscreens are another problem that raises questions of safety.

Two increasingly popular sunscreen ingredients are zinc oxide (ZnO) and titanium

dioxide (TiO2) which block UV light, making them suitable for use in sunscreens.

Large bulks of these particles in sunscreen reflect light and appear white on the skin,

and so they are not popular with consumers. Nanoparticles do not reflect sunlight,

making the lotion appear transparent when rubbed into the skin. Studies now

demonstrate that skin penetration of ingredients can occur: small amounts of zinc

from sunscreen were found in the blood and urine of human trial participants. New

research shows that zinc from the sunscreens reaches the bloodstream and has the

potential to cause damage to DNA and cells. The European Union’s high-level

Scientific Committee on Consumer Products has warned that existing research into

skin penetration by nano-ingredients is inadequate and that further studies taking

into account effects on skin penetration need to be undertaken [32].

Such a seemingly useful and friendly material as silver, in its nanosize, (AgNPs)

causes worries because of a very extensive use, just to support the idea that the very

best thing reduced to absurdity can become dangerous. Since silver nanoparticles

have unique biological properties and possess dimensions below the critical wave-

length of light, it renders them transparent, which makes them very useful and
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significant for consumer products, food technology (e.g. food processing equip-

ment, packaging materials, food storage), textiles/fabrics (e.g. antimicrobial cloth-

ing) and medical applications (e.g. wound care products, implantable medical

devices). In addition, nano-silver has unique optical and physical properties that

are not present in bulk silver and which are claimed to have great potential for

medical applications (e.g. diagnostics, drug delivery and imaging).

Today, about 370 tons/year of AgNPs are produced and used worldwide in

industrial products [66, 67], and it is reported that an estimate of 1150 tons of

AgNPs were used in 2015. Researchers also reported that the number of products

that contain AgNPs has increased from 30 in 2010 to over 500 at the beginning of

2015 [32, 33].

Silver nanoparticles are extensively used for the production of catheters, electric

home appliances and biomedical implants [5]. Because of their well-known anti-

septic activities, silver compounds are used in clinical settings to prevent skin

infections, such as in the treatment of burns (e.g. silver sulfadiazine) and as coatings

on various surfaces such as catheters [5]. Metallic silver appears to pose minimal

risk to health, whereas soluble silver compounds are more readily absorbed and

have the potential to produce adverse effects [34].

Millions of people die each year from infections picked up in hospitals. This is a

shocking loss of life. Overuse of antibiotics has contributed to the problem, by

promoting the development of more powerful bacteria that are resistant to antibi-

otics. Now, leading microbiologists have warned that the rapid rise in household

antibacterial products containing nano-silver could put more lives at risk. Dozens of

socks, shoe pads, sports clothing, towels and bedding now marketed as

‘antibacterial’ or ‘odour controlling’ use nanoparticles of silver to kill the bacteria

that cause odour. Similarly, antibacterial soaps, acne treatments, toothbrushes,

hairbrushes, mattresses and cots, computer keyboards, refrigerators and other

appliances, pet products and even water flasks contain nano-silver [35, 36].

The current and former presidents of the Society for Microbiology have told that

overuse of nano-silver in consumer products could breed bacterial resistance to

antibiotics and other drugs undermining the immune system. If we start using nano-

silver quite broadly in the environment, then we will have bacteria that are not only

resistant to nano-silver but also multidrug [antibiotic] resistant. Our immune system

will degrade, and no medicine to withstand viruses will be available [35, 36].

Although research and development of environmental applications is still a

relatively smaller area of nanotechnology work compared to other directions of

R&D, it is growing rapidly, and nanomaterials promise just as dazzling an array of

benefits here as they do in other fields. Nanotechnology will be applied to both sides

of the environmental spectrum, to clean up the existing pollution and to prevent its

generation. It is also expected to contribute to significant advancements in the

environmental monitoring and environmental health science in the near future

[36, 37].

Contaminated soil and groundwater are among the most urgent issues, and there

has been considerable progress in nanotechnology-based remediation methods.

With one of dozens of nanoremediation methods, the iron nanoparticles, for
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example, contaminants can be neutralized into benign compounds in a few days. It

takes much less time to achieve remediation goals than with conventional technol-

ogy, which can take years using biological processes. The implementation is very

simple; the nanoparticles are suspended in a slurry and are basically pumped

directly into the heart of a contaminated site, while current methods often involve

digging up the soil and treating it [36, 37].

Population growth, urban migration and the effects of extreme events associated

with climate change make water availability an increasingly pressing issue. In

environmental remediation applications, nanotechnology could help to meet the

need for affordable, clean drinking water quantity and quality through rapid,

low-cost detection of impurities in it as well as filtration and purification of

water. For example, researchers have discovered unexpected magnetic interactions

between ultrasmall specks of rust, which can help remove arsenic or carbon

tetrachloride from water; they are developing nanostructured filters that can remove

virus cells from water.

Over 96% of the water on earth is seawater, and desalination offers an oppor-

tunity to convert previously unusable saline water to fresh water, so researchers are

investigating a deionization method using nanosized fibre electrodes to reduce the

cost and energy requirements of removing salts from water.

Nanoparticles are planned to be used to clean industrial water pollutants in

groundwater through chemical reactions that render them harmless, at much

lower cost than methods that require pumping the water out of the ground for

treatment. Researchers have developed a nanofabric ‘paper towel’ woven from tiny

wires of potassium manganese oxide that can absorb 20 times its weight in oil for

clean-up applications.

New nanotechnology-enabled sensors and solutions are developed to be able to

detect, identify and filter out and/or neutralize harmful chemical or biological

agents in the air and soil with much higher sensitivity than is possible today.

Researchers around the world are investigating carbon nanotube ‘scrubbers’ and
membranes to separate carbon dioxide from power plant exhaust. Researchers are

also investigating particles such as self-assembled monolayers on mesoporous

supports (SAMMS™), dendrimers, carbon nanotubes and metalloporphyrinogens

to determine how to apply their unique chemical and physical properties for various

kinds of toxic site remediation.

There is really an opportunity with this new technology, to make nanoparticles

without waste, in an environmentally friendly way, so that we do not have to worry

about the emissions and we don’t have to worry about the clean-up afterwards.

There are diverging opinions in the nanotechnology industry with regard to

labelling nano-engaged products, ranging from ‘If it’s a nano-scale material, people

should know, hands down’ to not supporting labelling because ‘it wouldn’t accu-
rately inform consumers of anything and would be bad for business because it

would scare consumers’ [38].
Appropriate nanomaterial labelling containing sufficient technical information

(i.e. at a minimum, nanomaterial composition, concentration and average particle

size) would better inform consumers and highly benefit researchers interested in
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understanding consumers’ exposure and nanomaterial fate and transport in the

environment.

The positive attitude to nanotechnology is based not on knowledge but on hope

and fascination. The perceived risk is low because of a lack of vivid and frightening

images of possible hazards. If news flashes were to link nanotechnology to concrete

hazards or actual harm to people, attitudes might suddenly change [39]. In the case

of nanotechnology, there is currently only limited knowledge available regarding

the potential health, safety and environmental impacts of this technology.

11.4 Towards an Open Dialogue with Consumers
on the Benefits and Risks of Nanotechnology-Engaged
Products

Since applications of nanotechnology will quickly penetrate all sectors of life and

affect our social, economic, ethical and ecological activities, the general public’s
acceptance is compulsory for further developments in the field of nanotechnology

and its applications. This acceptance will be influenced by the degree of public

awareness of many innovations in science and, particularly, in nanotechnologies.

Still, scepticism might occur mainly due to the unpredictability of their proper-

ties at the nanoscale and the fragile public confidence in technological innovation

and regulatory systems.

Food occupies a privileged position in all cultures and all considerations. The

food and beverages sector is a global multi-trillion dollar industry. Leading food

corporations are investing billions and billions of dollars with the ultimate goal of

gaining competitive advantage and market share. For the industry where competi-

tion is tough and innovations are vital, nanotechnologies have emerged with the

potential to advance the production of improved quality food with functionalized

properties.

As in other sectors, nanotechnology is promising to revolutionize the food

industry from targeted crop pesticides, food production, processing, packaging,

transportation and storage to the development of new food tastes, textures, flavours,

colours, peculiar properties and innovative food packaging applications. As a

converging technology, nanotechnology through integration with biotechnology,

chemistry and information technology is enabling the development of miniaturized

devices, such as nanobiosensors, to detect pathogens and contaminants during food

processing, packaging, transportation and storage, which is supposed to enhance

safety and security of food products.

There is an opportunity, as well as a risk, in the application of nanotechnology to

food and healthcare products. Currently, nanotechnologies are being incorporated

into commercial products at a faster rate than the development of knowledge and

regulations; hence, it is important to mitigate potential health and environmental

risks associated with their manufacturing, application and disposal. Although
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plenty of studies have been conducted on the influence of nanomaterials on food

and healthcare product quality, it is a highly complex question, and a huge gap in

knowledge still remains.

Since hundreds of products containing nanomaterials are currently available

commercially, this situation clearly necessitates investigation of the exposure and

toxicity of these materials. Scientific data compiled to date demonstrate that

adverse effects due to exposure to nanoparticles cannot be excluded. Much more

information is required to be able to estimate the potential risks of exposure to

nanoparticles to both man and the environment. The focus is on free, nondegradable

and insoluble nanoparticles found in medical applications, food, consumer products

and the environment. Filling these gaps will help with the development of safe

products and simplify the consumption of nano-enhanced goods.

Nanomaterials in food and healthcare products are often listed in combination

(e.g. calcium and magnesium in dietary supplements, nanoceramics and silver in

water filtration products, cosmetics and humidifiers), which demonstrates the use of

nanohybrids [40] in consumer products. It also indicates that the use of

nanotechnology-based consumer products at home may, in some cases, lead to

multiple exposures from a combination of nanomaterial compositions. These

instances suggest the need to examine nanomaterial toxicity effects that could be

synergistic, additive or even antagonistic.

A recent study in Environmental Science & Technology showed that zinc oxide

nanoparticles were toxic to human lung cells in lab tests even at low concentrations.

Other studies have shown that tiny silver particles (15 nm) killed liver and brain

cells from rats. These particles are more chemically reactive and more bioactive

because of their size, which allows them to easily penetrate organs and cells.

Products should be at least labelled so consumers can choose whether they want

to be part of this experiment [41].

Since metals and metal oxides are the most common nanomaterial compositions

in consumer products, they are also the most likely materials to which consumers

will be exposed during the normal use of product via dermal, ingestion and

inhalation routes. Products containing nanomaterials of unknown composition are

most likely to lead to exposure via the dermal route.

The assessment of food or food ingredients includes details of the composition,

nutritional value, metabolism, intended use and the level of microbiological and

chemical contaminants. Where appropriate, this might also include studies into the

potential for toxic, nutritional and allergenic effects. Details of the manufacturing

process used to process the food or food ingredients are also considered, because

novel food production processes can render a food ‘novel’ if it alters the final

composition of the food [22].

For most of us, the notion of quality of life is closely connected with the notion

of quality of food, healthcare and the environment we live in. The European Union

(EU) Parliament’s Environment Committee voted on March 4, 2015, to prohibit

foods and supplements containing nanomaterials until they undergo validated new

risk assessment and are proven safe for the human health and subjected to oblig-

atory labelling on products. Foods and nutritional supplements produced using
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nanotechnology should undergo specific risk assessment, with possible health

effects determined, before being put on the European market, claimed the

European Parliament’s environment committee. Foods for which production pro-

cesses require risk assessments – including nanomaterials – should therefore not be

authorized until they are approved by the European Food Safety Authority (EFSA),

say MEPs. Special attention should also be paid to food packaging containing

nanomaterials, to prevent them from migrating into food. And in line with the

precautionary principle, all novel food should also be subject to post-market

monitoring, they add. They call for severe controls including the principle ‘no
data, no market’ [22].

Since then, scientists have gathered more and more evidence that nanomaterials

now in use in foods, agricultural products, supplements, healthcare products and

other consumer goods – like CNTs, nano titanium dioxide (TiO2), nano zinc (ZnO),
silicon dioxide (SiO2), cerium dioxide (CeO2) and nano-silver (Ag)� can be highly

toxic and bring new risks to human health and the environment. While the effects of

physiochemical properties on toxicity of nanoparticles appear unclear, the results of

a recent in vitro cytotoxicity study suggest that single-walled carbon nanotubes
(SWCNTs) are more toxic than multiwalled carbon nanotubes (MWCNTs).

It has been well demonstrated that carbon nanotubes (CNTs) are indirect

genotoxins. They primarily cause DNA/chromosomal breaks via reactive oxygen

formation. In addition, CNTs can directly interact with the centrosome structure of

dividing cells and induce DNA damage. The primary properties of CNTs associated

with their toxicological mode of action are currently being investigated, which may

help with predicting their toxicity or workplace classification banding based on

associations between the properties and biological responses.

A number of organizations established by authorities or industry for engineered

nanomaterials (ENMs) have recently established exposure standards for CNTs

(e.g. workplace exposure standards (WES)). Using different studies and different

adjustment factors to account for uncertainty, the derived standards for long-term

exposures have been established in the range from 0.0003 to 0.034 mg/m3 [42].

A number of in vitro and in vivo investigations have shown that titanium dioxide
(nano-TiO2) has genotoxic potential manifested primarily as DNA strand breaks in

the comet assay (this is the single-cell gel electrophoresis assay (SCGE), an

uncomplicated and sensitive technique for the detection of DNA damage. The

term ‘comet’ refers to the pattern of DNA migration through the electrophoresis

gel, which often resembles a comet. This has been concluded to occur through

secondary genotoxic mechanisms (oxidative stress) and not direct interaction with

the genome. Current opinion remains that TiO2 carcinogenicity is related to pul-

monary overload. A two-stage skin carcinogenicity assay showed nano-TiO2 does

not have tumour promotion potential. A number of agencies have derived provi-

sional health-based workplace exposure standards (WESs or similar standards) for

TiO2 NPs. They range in value from 0.017 to 0.3 mg/m3 [42].

The toxicological database of zinc oxide (nano-ZnO) is not as extensive as some

other nano-metal oxides (nMeOs). As with other nMeOs, nano-ZnO in in vitro cell

culture systems is able to cause cytotoxicity (being toxic to cells) and indirect DNA

11.4 Towards an Open Dialogue with Consumers on the Benefits and Risks. . . 359



damage via oxidative stress. This appears to be mediated by zinc ions within the cell

after the nano-oxide has been translocated from the media into the cell. Toxicity

information for workplace assessment has proved that at high concentrations the

expected lung inflammation and cytotoxic responses are observed [42].

While the available astute studies with nano-ZnO show increased metal concen-

tration in various tissues, plus or minus indications of tissue damage, their useful-

ness is diminished by lack of evidence that the nano-ZnO has actually been

absorbed from the gastrointestinal tract. In this milieu nano-ZnO is likely to be

extensively solubilized. The studies of the use of nano-ZnO in sunscreens have been

able to show small fractions (<0.001%) of the dermally applied zinc (either in

nano- or submicron form) absorbed into the blood. Furthermore, the absorption

continues for some days after the repeat applications stop and the skin has been

washed. It cannot be determined whether the increased blood zinc is the result of

zinc ion or nano-zinc absorption [42].

When silicon binds with oxygen, it creates a compound called silicon dioxide
(SiO2). Another name for silicon dioxide is silica, which includes its various

compositions, both natural and synthetic. Silica has three broad categorizations:

crystalline, amorphous and synthetic amorphous. The most common form of

crystalline silica is called quartz, which is found in the rocks and sand that make

up 90% of the Earth’s crust. Silica, or silicon dioxide, is found in a variety of forms

in our environment, as it is ubiquitous. It is naturally found in the earth, in our body

tissues and in our food [43].

Silica nanoparticles are used by many industries including drug, cosmetic and

food industries. Most commercially used silica is created by crushing or milling it

from natural sources. Depending on its form, amorphous silica has a wide range of

physicochemical properties. Just as it appears in multiple forms, it has a variety of

uses and can be found in many products. Its appearance in food can be due to

multiple reasons. Amorphous silica is used as a supplement additive as an

anticaking agent, since silica absorbs excess moisture and prevents ingredients

from sticking together when supplements are exposed to moist or humid conditions

without interfering with the active ingredients. It can also be used as a food additive

as a carrier of flavours and fragrances. Silicon dioxide and silica gel are used as

pesticides, so it may be found in food due to exposure to crops, food handling and

food preparation.

Various products contain silicon dioxide due to its uses in multiple industries.

They can be found in drugs (such as alprazolam by Actavis, oxycodone hydrochlo-

ride by Actavis and Xanax by Pfizer). They are also used in supplements (such as

silica complex and cosmetics including toothpaste, insecticides and biomedical

applications) [43].

The health risks associated with silicon dioxide vary and are dependent on many

factors, especially the form of silica. Additional factors include qualities such as the

size, specific surface area, coating, number of particles, concentration and duration

of exposure. One of the concerns about the silica nanoparticles is that they are able

to pass the blood–brain barrier, which usually keeps harmful substances from

getting into the brain [43].
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Those most at risk for adverse health outcomes correlated with silicon dioxide

exposure are occupational industry workers in fields that breathe in large amounts

of crystalline silica dust, particularly in the crystalline forms of quartz and

cristobalite, as these have been deemed carcinogenic. Although the mechanisms

of this toxicity are not clear, there is a lot of work that demonstrates this correlation.

Crystalline silicon is associated with silicosis, which is a lung disease caused by

inhaling tiny bits of silica over a long amount of time [43].

Silica exposure has also been associated with rheumatoid arthritis, small vessel

vasculitis, autoimmune diseases and kidney damage, but there have been

contradicting studies about kidney damage. A 2012 study published in the journal

Renal Failure found a positive and consistent association between silica exposure

and chronic kidney disease (CKD). This study found that occupational exposure to

silica is associated with about a third of an increased risk in CKD, and with the

duration of the exposure, the risk for CKD increased [43].

Despite many reports and research studies, there is inconsistent and contradic-

tory research on silicon dioxide’s safety. This may be due to the fact that it appears

in various versions and most of the research conducted has been on crystalline

forms and just recently started on amorphous forms. There is not enough evidence

yet to conclude that amorphous silica is correlated with the health risks that

crystalline silica appears to have. According to the Food and Drug Administration,

silicon dioxide and silica gel as food additives are generally recognized as safe

(GRAS), meaning that the average consumer will only ingest small amounts

without adverse health effects.

Cerium dioxide (CeO2) nanoparticles have low solubility and are potentially

retained in the lungs. High inhalation exposures have resulted in pathology changes

in the lung typical of particulates. Biokinetic studies have been performed by

measuring the fate of cerium, rather than the nanoparticle per se. However, because

they are poorly soluble and stable, it is presumed by investigators that tissue cerium

concentrations are associated with particulates. Soon after inhalation of moderate

amounts of nanoceria, approximately 25% is excreted in faeces; of this more than

90% is in the first 24 h. This indicates the clearance from the lungs is rapid, and

gastrointestinal absorption is limited [42].

Once in the systemic circulation, CeO2 nanoparticles may be widely distributed

with the highest tissue concentrations found in the reticuloendothelial system

(a part of the immune system). Inhalation and intra-tracheal investigations indicate

a typical oxidative stress and inflammatory response associated with bio-persistent

particulates, including formation of pulmonary granulomas. It is not surprising for a

particle producing oxidative stress after entering cells that nanoceria can cause

DNA strand breaks in in vitro systems [42].

Intravenous studies with silver nanoparticles (Ag-NPs) show silver accumulat-

ing in the liver, spleen and kidneys, but increased concentrations in other organs are

also noted. There is a growing body of evidence indicating that the toxicological

effects of Ag-NPs may be influenced more by silver ions than their nanoform. For

Ag-NPs there are a number of short-term (10, 28 and 90 days) repeated exposure

inhalation studies available. Some of these have been conducted according to
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OECD inhalation guidelines designed to generate safety data for chemicals. While

there are clear dose-related increases in blood and tissue silver concentrations, it

appears significant effects (alveoli inflammation and alterations in lung function)

that only occur in the lungs. Silver ions and Ag-NPs can form DNA adducts

(by-products) and micronuclei in a concentration-dependent manner, with silver

ions being more potent.

We do not yet know how nanoparticles will affect the way they are transported

and hence their biological and environmental fate. The risk, therefore, is that these

materials will have as yet unanticipated impacts on human health and the environ-

ment. Preliminary studies in the field of nanotoxicology (an emerging science

which looks at the potential for nanotechnology to cause adverse effects) have

indicated that some nanomaterials may have toxic effects. In particular, a number of

studies have noted the potential for carbon nanotubes (cylindrical nanoforms of

carbon which are characterized by their extraordinary strength and unique electrical

properties) to exhibit toxic effects in the lung comparable to those of asbestos

(UK RS-RAE 2004). Such studies have raised serious concerns as well as recent

calls for a moratorium (FoE Australia 2008).

To date, there have been no documented cases of adverse health or environmen-

tal effects directly attributable to nanotechnology [3]. However, numerous concerns

have been raised by scientists, advocacy groups and the general public alike that the

specific properties of nanomaterials arising from their small size – the same

properties associated with their tremendous potential and numerous possible appli-

cations and benefits – may lead to different interactions in humans at the cellular

level and with the environment.

The assessment of nanomaterials will follow the guidance issued by the

European Food Safety Authority (EFSA) in May 2015. The FSA carried out

research into consumer awareness and attitudes to nanotechnologies in the food

sector. The research revealed that consumer awareness about nanotechnologies in

relation to food was generally low. Consumers were concerned about safety,

particularly long-term safety, and impacts on the environment. There was a greater

acceptance of certain types of potential applications than others and a general

scepticism about industry’s motives for developing these technologies. Overall,

consumers wanted more information and transparency [21].

In 2016 a EC-funded project ‘Europeans and Nanotechnologies’ bringing

together 17 partners from 11 countries was undertaken by NanOpinion with the

aim of monitoring public opinion on what Europeans expect from innovation with

nanotechnologies (NT). In order to carry out this study, different modes of public

participation have been organized. The project is aimed at citizens with a special

focus on hard-to-reach target groups, i.e. people who do not actively show interest

in science [44].

NanOpinion used an innovative outreach approach, focusing on dialogue, to

monitor Europeans’ opinions on NT across Europe. It included surveys, social

media, discussions, street labs, events in public and semipublic spaces, etc. A

total of 8,330 people filled in the questionnaire, and approximately 15,000 citizens

were engaged in more than 20 live events, including activities in the streets, debates

362 11 Nanotechnology Application Challenges: Nanomanagement, Nanorisks. . .



and workshops. Besides, a total of 1,556 students were engaged in school activities,

and NanOpinion contents on social media reached thousands of users too. In

parallel, the media partners published 6 supplements and 161 articles, on blogs

and microsites, reaching hundreds of thousands of visitors. The research has

demonstrated that less than 50% of Europeans are informed about nano and about

60% heard about it. The majority of the population (88%) consider that labelling of

nanoproducts is important. In general, Europeans have a positive attitude to nano-

technology (about 70%) but do not feel themselves competent to discuss it

[44]. There is certainly an evidence to suggest that some dimensions of nanotech-

nology may pose potential risks to human health, worker safety and the environ-

ment. However, at this time, we cannot yet fully appreciate the precise nature,

magnitude or frequency of such risks. The burgeoning field of nanotoxicology has

begun to address these questions; however there remains a substantial gap between

this field of academic research and the research that is of relevance to risk regulators

and policymakers.

As nanomaterials are finding new applications every day, care should be taken

about their potential toxic effects. Yet in some countries (Australia, USA), laws do

not require food companies to conduct new safety tests on nano-ingredients before

putting them in foods or to label nano-ingredients. Therefore, it is impossible to

know how many nanofoods are now on sale, and which foods contain nano, or for

consumers to choose whether or not to buy nanoproducts or to eat nanofoods.

11.5 New Technologies and Responsible Scientific
Consumption in Constructing Consumer Identity

A prominent feature of the modern society is the pervasiveness of the consumer

culture. People’s behaviours, activities and possessions are organized around their

consumer identities – the multifaceted labels by which their ‘self’ is recognized by

themselves and members of society. Marketing professionals strive to influence

consumers towards choosing and purchasing a particular brand of their product, at a

particular time and place. To succeed, they have to have a clear understanding about

what makes people want to buy and consume. However, the modern consumer is

not an isolated individual making purchases in a vacuum. Rather, we are all part of a

contemporary phenomenon that is often referred to as a global consumer society

where all people have become increasingly interconnected and interdependent due

to the fast scientific and technological advancements in all spheres of life including

such areas as information and communications technology.

The growing use of communication devices brings a number of challenges to

making information disclosures effective (e.g. on the screens), which can either

facilitate or constrain the advancement of any innovation by consumers. The

dynamic and innovative character of modern consumption enables consumers to

gather, compare, analyse, review and share information about goods and services
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and fosters the development of new business entities, some of which promote goods

manufactured with the use of innovative technologies (e.g. a huge market of

nanotechnology-enhanced products). This aspect could potentially raise greater

awareness of the fact that we are all part of a single global community that shares

a common consumer identity as a background and destiny [45]. Yet, in a contem-

porary consumer culture, people no longer consume for merely functional satisfac-

tion, but consumption becomes meaning-based, and a person’s consumption culture

is often perceived as a symbolic resource for the construction and maintenance of

consumer identity.

All of us are consumers: we consume goods, services and natural resources;

hence, our consumer identity is a major factor making up our human commonality

and the most essential factor that unites all people of the world into a global

consumer society (Fig. 11.4). But against the background of this commonality,

we develop different consumption practices, and we have different living standards

due to various reasons – both objective and subjective. Objectively, we are all

exposed to approximately similar conditions. Still, on the subjective side, it is to a

Fig. 11.4 Constructing responsible scientific consumption practices

364 11 Nanotechnology Application Challenges: Nanomanagement, Nanorisks. . .



great extent our intellectual power that shapes our decision-making, our consump-

tion choices and our life styles and contributes to the quality of life [45].

It means that today, in a highly technological business world, we need to have

enough scientific literacy, knowledge, skills and confidence to effectively construct

our responsible scientific consumption practices with the intention to contribute to

innovations, new technology admission, sound business practices and facilitation of

responsible and informed policymaking to satisfy the requirements of individual

consumers as well as to contribute to the improvement of the quality of life in

general.

In the past, a nation’s quality of life and competitive power were mostly

determined by its geographical position and the size of population. The advent of

technological age has changed the balance of power among nations, and today even

a small nation can achieve abundance, economic strength and high standards of

living through its industrial and technological achievements. The rise of consumer

culture, the creativity of public and the increased scientific literacy can move ahead

the development and manufacturing of new products through the use of and

commercializing new advanced technologies, since a scientifically literate public

can better contribute to the potential for achieving a more affluent society by

introducing technology and developing added value in manufactured goods.

Technology does not stay at the idea stage; it is converted into marketable

products. The fast scientific and technological advancements in all spheres of

human activity, including biomedical engineering, computer and communications

technology, biotechnology and nanotechnology, call for fresh reflections on what it

means, in the twenty-first century, to be a consumer and for ethical judgements on

how we might shape our scientific responsible consumption on the way to sustain-

able future consumer society.

What is important for a contemporary consumer to be able to cope with all the

tasks imposed by new technologies and scientific advancements in order to make

independent knowledgeable decisions? But what if those decisions are influenced

by producers and aggressive marketing of businesses?

Education, as a major catalyst, has to help people become effective, scientifically

literate, knowledgeable decision-makers and responsible consumer–citizens. The

cost is much greater if it does not.

We want our students to leave university with a clear understanding of the

scientific, political, legal, economic and ethical functions of the society they live

in and with the moral awareness and social responsibility to thrive in it. Social

responsibility is an ethical framework and suggests sustaining the equilibrium

between the welfare of the society and the environment. Responsible consumption

remains a crucial way of organizing people’s place in the contemporary technolog-

ical consumer society. It will undoubtedly continue to change the quality of life

across space and time in the twenty-first century.

New technologies and, particularly, nanotechnologies have emerged on the

market with the changing of consumer status from passive to active and the coming

out of the new ‘intellectual consumer’. The new intellectual consumer expresses a

responsible behaviour towards his consumption practices and develops a

11.5 New Technologies and Responsible Scientific Consumption. . . 365



knowledgeable and thoughtful approach to his consumption. A new consumer is

perceived as intellectual because he possesses different kinds of knowledge and

knows how to select, organize, combine and integrate this set of knowledge within

his environment – which can be defined as a contextualized know-how. A new

consumer is intellectual, competent and technologically and scientifically

empowered, which is fundamental to both the future sustainable global society

and the quality of life of every individual [45].

This is why we need to consider the role of new technologies in students’ daily
lives, in shaping responsible attitude to the consumption practices, and their

implications for classroom performances. How closely, for example, should stu-

dents’ worlds outside the classroom match what occurs in the classroom? Why is it

important to develop intellectual, responsible attitude to consumption? Intellectual,

responsible consumers are people showing power of the mind to reason and apply

knowledge, who are capable of choosing through connecting, of buying through

thinking, of consuming through awareness and of changing through

understanding [45].

11.6 Knowledge Management as a Means of Social
Change: Who Needs Nanotechnology Education?

According to Petrides and Nodine (2003), knowledge management (KM) brings

together three organizational resources – people, processes and technologies – to

use and share information more effectively. Knowledge has become the most

valuable resource concerning the use of technology as a tool for achieving an

improved standard of living for all people.

However, there is no monolithic thing called technology. Rather there are

various technologies that converge or compete to fit into what can be called an

ecosystem of technological and societal arrangements. Societal and technological

arrangements co-evolve. This co-evolution happens most favourably in an edu-

cated, intellectual and affluent society that is tolerant of change and divergent

views. By fostering an educated, intellectual society, it creates conditions that

foster responsible moral and social behaviour of the individual and contributes to

shaping intellectual humankind [46].

Important questions have been raised about nanotechnology’s potential eco-

nomic, social and environmental implications by prominent technology leaders,

nanotechnology boosters, scientists, policy officials and environmental organiza-

tions. But there is very little knowledge in wider European society about what

nanotechnologies are and what impact they might have on how we live. Many

experts acknowledge that uncertainties prevail about this.

Nanotechnology based on multidisciplinary research provides an abundance of

potential applications. While advocates preach a revolution, e.g. in chemical pro-

duction methods, medicine, materials science and energy systems, critics warn
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about unknown side-effects, e.g. allergies, and deliberate misuse of the technolog-

ical solutions developed. Higher education has to be at the heart of these processes,

ensuring accessible information that will allow people to better understand what

nanotechnology is and how it will be applied and its implications for society [47].

The central question on nanotechnology education is ‘Do we need

nanoeducation?’ To answer this question, we should first find out who needs

nanoeducation. What is the interest in nanoeducation from those who have

expressed the need? What kind of education is needed – expertise, skills or level?

For what kind of jobs are skills and knowledge of nanotechnology needed?

Nanotechnology has shaken the world, and the advanced countries are investing

billions of dollars for its R&D and industrial applications. For example, US

cumulative investments in nanotechnology-related research since 2001 now total

over 24 billion dollars (including the 2017 request) [48]. This support reflects the

continued importance of investments to significantly improve our fundamental

understanding and control of matter at the nanoscale and to translate that knowl-

edge into solutions for critical societal needs. Environmental, health and safety

research since 2005 now total nearly $575 million; education and research on

ethical, legal and other societal dimensions of nanotechnology since 2005 total

more than $416 million [49]. Similar amounts are being spent on nanotechnology

by Japan, Russia, China and European Union. Nanotechnology has therefore been

taken up in these countries as an important national requirement.

Nanotechnology is already evolving towards becoming a general-purpose tech-

nology by 2020 [50]. The National Science Foundation (NSF) has estimated that by

2017, the world will require about 2,000,000 multidisciplinary trained

nanotechnologists, including Europe with about 3–400,000 nano-specialists with

10 million new jobs. Therefore, modern technology requires educated workforce

and responsible consumers and hence imperative for educated population. The

needs of new emerging technologies and a beneficial state of consumer society

are compatible in this case.

The basis of any reflection, whether personal or social, rests on an enlightened

and critical intellect. Given its ubiquitous nature, nanotechnology is an essential

component of multidisciplinary education on the way to intellectual global society.

It motivates the young adult to shape his thought process, to favour opportunities

that refine his critical judgement and to allow him to look upon the society of which

he is a full member with a clear and constructive eye. He will then be ready to play

his role as a knowledgeable citizen and contribute to the on-going intellectual

growth and wellbeing of his community.

Sustainability is defined as a long-term maintenance of responsibility, which has

environmental, economic and social dimensions, and encompasses the concept of

responsible management. In its turn, responsible management rests on knowledge

and understanding of new technologies and scientific advancements fostering the

societal development.

To create a sustainable, democratic, technologically empowered and intellectual

global society, higher education has to be at the heart of these processes and play a

double role. First of all, it has to provide a top-level multidisciplinary education to
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produce a highly educated workforce and, secondly, to educate the general public

by ensuring accessible information that will allow people to better understand what

nanotechnology is, how it will be applied and its implications for the society and

personal life.

Society belongs to all of us. What we put into it creates what we get out of it

(Fig. 11.5). Society is best when we all join in and when we all bring our

knowledge, energy, inquisitiveness, creativity and judgement to it [51].

But if we, as citizens and consumers, are ignorant and scientifically illiterate,

what kind of input can we provide and how can we affect policymaking and expect

a dignified output? Here another question arises: does higher education today fulfils

its role as a major catalyst to provide the necessary knowledge and relevant skill

mix for our students to be prepared to join the highly technological global economy

to ensure sustainable society development and be able to manage innovations for

the improvement of the quality of life [51]?

Universities play a crucial role in generating new ideas, in reflecting on new

technologies and in accumulating and transmitting knowledge, thus, creating

knowledge-added value. Knowledge-added value refers to the contribution of

educational factors (e.g. innovative courses, new technologies, foreign languages

to be able to work in multicultural organizations) used in raising the intellectual

capital, thus, increasing the value of a person.

Outside of economics, added value refers to ‘extra features’ of a person that go

beyond the standard expectations and provide something ‘more’ while adding

intellectual capital to the cost of a person. Value-added features (in fact, profes-

sional competences) give competitive advantage to outperform others due to the

raised intellectual capital and personality features that include multidisciplinary

convergent knowledge, cognitive abilities and strategies, practical research skills

and professional aptitude, entrepreneurship, personal responsibility, flexibility,

positive attitudes, emotions, ethics and motivations [51].

However, unless fundamental changes are made in the educational models,

curricular and infrastructure to institutionalize the convergent education; to reverse

the general erosion of science, technology, engineering and math (STEM); and to

address the specific growing need for the convergence with humanitarian education,

there will not be a counterbalance of technosciences and humanosciences in the

society. The convergence does not suggest the creation of a kind of education where

literary intellectuals understand quantum theory or the nature of neutron stars and

scientists in lab overalls spend their free time reading John Ashbery or Dostoevsky.

It would be unwise to expect the creation of such a culture.

Fig. 11.5 Input–output

technological knowledge

society development
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The talk is about convergence that is essential for the modern society consisting

of people who live and work in a knowledge economy forced to confront diverse

kinds of knowledge from unrelated fields in their everyday work. Even today, we

feel the mistakes and failures of education with a sharp divide into humanities and

hard sciences, which has threatened by the prospect that engineering spreads from

biology up through the human sciences and arts. Computer technologies serve as a

bridge to join the concepts of physics, mathematics and logics with the classical

world. Yet it can also serve to carry philosophical and artistic thinking into the

scientific community.

Nanotechnology is inherently interdisciplinary, touching upon just about every

field of science and engineering, and provides many points of entry for students in

non-technical fields, who will find plenty of opportunities to debate its social,

moral, ethical, legal and economic impacts. Finally, nanotechnology is now, and

it is bound to become a major factor in the world’s economy and part of our

everyday lives in the near future. The science of the very small is going to be

very big, very soon. Therefore, there is an opportunity to equip students with the

background and perspectives that will prove useful as they pave their way into the

future abundance in nanotechnologies. Given its potential impact on society, and

the growing public debate over nanotechnology’s benefits and risks, both science

and non-science majors alike should have at least a passing understanding of what

nanotechnology is.

Thus, higher education must, in one way or another, come to terms with new

emerging technologies and identify the paramount place that nanotechnologies

have taken in the society. It will offer an opportunity for students from a wide

range of disciplines to learn about nanoscience and nanotechnology, to explore

these questions and to reflect on the place of the technology in the spheres of their

major, their personal life and in the global society. Therefore, the presence of new

technologies – as means (sources of information), object (area of cognition and

activity) and context (the environment where education/training takes place) – in

the sphere of contemporary higher education is undeniable (Fig. 11.6).

The learning context of nanotechnologies could be presented as the ‘Nanotech-
nology Education Tree’ with at least four main branches – comprising ecological,

health and medical, consumer goods and information and communications tech-

nologies – they touch everyone’s life, and they are understandable and contextually
accessible. It would provide an introduction to nanotechnology and how it can be

Fig. 11.6 New technology

as means, object and

context of contemporary

higher education
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applied in different business and industry sectors. It would also convey information

on societal aspects, potential risks, the need for standards, some of the myths

surrounding nanotechnology and a timeline of some of the key developments.

Contemporary top-notch education presupposes the engagement of all students

into the research of the nanoworld, irrespective of their major. There is a special

merit in such a research – that is a high degree of task authenticity, globality,

integration with other subjects and involvement of all the aspects of the individual’s
personality, previous experience and knowledge [52].

Responsible consumption is based on the understanding of advantages and

threats of new technologies [45]. The European Commission highlights the need

to promote the interdisciplinary education and training together with a strong

entrepreneurial mindset. It is emphasized that the need for nanotechnologists will

not only be confined to the industrial and R&D sectors but will be needed practi-

cally in all spheres of life [50].

Experts have estimated that marketing of nano-based industrial products will

have risen to some two to three trillion dollars by 2017, and nanotechnology is

going to dominate the socio-economic life of the world for the next 40–50 years

[50]. It requires a lot of resources on the consumer side (intellectual, psychological,

economic, etc.) to adjust to the rapid changes in the social and business environ-

ment by bridging the gap between the change in attitude to new technologies and

the change in consumer behaviour. To a great extent, bridging this attitude-

intention behaviour gap is stipulated by the increase of consumer awareness and

the raise of the knowledge level.

Therefore, shaping intellectual, responsible consumption practices based on

knowledge and awareness is viewed today as the development of civic skills

contributing to the sustainable future by enabling people to make their own

informed decisions about highly complex technological problems of the day, to

take responsibility for their health and their own lives and to contribute to the

wellbeing of their communities.

To fulfil the task, it is the job of our higher educational systems of the twenty-

first century to prepare young citizens for the challenges and controversies of the

rapidly changing and diverse consumer societies and highly technologically

empowered business world. It is the role of higher education to develop skills and

values required to enhance democratic life for everyone and to make their informed

consumer voices heard in policy decision-making. Democracies need knowledge-

able problem-solvers and responsible decision-makers on the way to social justice –

as the fair way in which human rights are manifested in the everyday lives of people

at every level of society. Social justice may be broadly understood as the fair and

generous distribution of the results of economic growth. Although maximizing

economic growth appears to be the primary objective for the adoption of new

technologies, it is also essential ‘to ensure that this growth is sustainable, that the

integrity of the natural environment is respected, that the use of non-renewable

resources is rationalized, and that future generations will be able to inherit a

beautiful, flourishing and prosperous planet from our hands’ [53].
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The conception of social justice must integrate numerous dimensions, starting

with the right of all human beings to benefit from a safe and comfortable environ-

ment, from the achievements of new advanced technologies and from knowledge-

able decisions in policymaking. This entails the fair distribution among countries

and social groups of the cost of protecting the environment and of developing safe

technologies for production and safe products for consumption, ensuring everyone

a decent standard of living, which is an inseparable part of the notions of a

knowledge society and knowledge economy.

All these tasks cannot be fulfilled based on separate areas of discovery, techno-

logical inventions or scientific disciplines. There is an emergent need for the system

convergence of multidisciplinary knowledge and new technology for the benefit of

society, which is the core opportunity for the progress in the twenty-first century.

11.7 Convergence of Science, Technology and Society:
Nano-Bio-Info-Cogno-Socio-Humanosciences
and Technologies – A Way to NBICSH Society

Higher education today is not seeking the ability to perceive hidden connections

between disciplines. It seems, thus, unrealistic to think of nanotechnologies as a

single technology and to consider nanoeducation totally the privilege of natural or

technical sciences. Alexandersson [54] argues about the division of education on

theoretical and practical subjects and emphasizes that the ultimate goal of higher

education for sustainable development is to empower citizens with the perspectives,

knowledge, skills and understanding of new sciences and technologies for helping

them adjust and live in democratic sustainable societies. A growing gap between

technology use and technology understanding in a consumer society creates a need

to educate students and the general public about new emerging technologies – the

backbone of a strong economy.

A frequent topic in scientific and scholarly discourses today is the convergence
related to technical sciences (or technosciences) and humanitarian sciences

(or humanosciences). The examples of such rapidly developing valuable conver-

gences in knowledge–science–technology–engineering–society are manifested in

the creation of universal databases, cloud computing, unmanned vehicles, human–

robotics systems, mind–cyber-physical systems, research programmes on space and

fundamental particles. A familiar example of such a convergence is the develop-

ment of a cell phone. A wide range of technologies including high-frequency

communications and packet-switching protocols (for connections to global net-

works), materials science and nanotechnology (for CPUs, data storage,

touchscreens, antennas, etc.) and cognitive science and human–computer interface

technologies (for the user interface) converged to create a ‘smart phone’ [55].
Another simple example is the creation of educational programmes where

computer technologies/robotics converge with humanitarian/linguistic
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technologies to entertain, nurture and shape societal knowledge. Entirely new

disciplines have appeared – synthetic biology, nanophotonics and quantum com-

munication. However, the concept of convergence is also used to describe the

integration of scientific disciplines to solve common problems through interdisci-

plinary cooperation (e.g. nanobiotechnology), the solution of which separate sci-

ences cannot resolve. The integration of biomedicine with physics and engineering

has already affected human healthcare systems. In order to advance faster, these

sciences have to converge, complementing each other, to form new sciences, based

on the teachings of each constituent part, but serving innovatory purposes [56].

At the core of the new concept are interrelations, interconnections, synergies or

syntheses between broad fields of disciplines and research and development, such

as nanoscience and nanotechnology, biotechnology and the life sciences, informa-

tion and communications technologies, cognitive sciences, neurotechnologies and

even humanities, fostering social responsibility. Robotics, artificial intelligence and

other fields of research and development are also taken into account. Innovative and

converging technologies have therefore been characterized as a platform for explor-

ing the future impact of all sciences, technologies and engineering on the sustain-

ability of the society.

The notions of the future knowledge society and knowledge economy, which are

inseparable from the concept of innovation, pervade science, engineering, technol-

ogy, social spheres and humanitarian areas and appear repeatedly, whether we

consider an ancient civilization, the human body or a comet. The concepts are

directed to establishing and developing innovative bonds and interconnections

among multiple disciplines from contributions based on smart technologies, on

the convergence of technosciences and humanosciences (Fig. 11.7) [52, 56].

The problem really demands a scrupulous consideration. Products are made for

consumption, and as other complete technical solutions, they are to be evaluated

Fig. 11.7 Convergence of technosciences and humanosciences for sustainable knowledge global

society
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and analysed: possible improvements, strengths and weaknesses and benefits and

risks are to be identified and considered. And in these processes, scientific knowl-

edge integrating both technosciences and humanosciences is of paramount impor-

tance. The development of new products and the relevant technologies are inherent

in the natural sciences – technosciences – while all the processes relating to the

economic management, consumption and disposal of these products link with

economic and management sciences, i.e. humanosciences. To put it simply, tech-

nologies do the right things, and humanities do the things right! [53].

Contemporary higher education model should be directed to the convergent

knowledge through an extensive review of technosciences and humanosciences.

At the beginning of the educational process, these two domains operate with near

independence (Fig. 11.7). However, as a person reaches the stage of high level of

technoscientific proficiency combined with sociocultural and ethical knowledge,

the overlap area approaches totality, so that both future technoscientists and

humanoscientists develop a common language and common understanding to

deal with complex technical, social, ethical, legal, political, business and other

life support problems on the local level, transcending to European and global levels.

In the model (Fig. 11.7), the citizen is not a mere consumer of scientific

knowledge but a person whose voice and knowledgeable opinions are heard and

valued in policymaking and governance. The aim is at developing not only scien-

tific competence but also at the global personality development of the student

through the experience of interdisciplinary learning (attitudinal change to new

emerging technologies, to nanoproducts, to intercultural cooperation, to global

societal problems, to each other and to the process of learning – i.e. motivation,

awareness and social scientific responsibility). And if the educational process is

strategically targeted, we can view education as a contribution to a scientifically

literate, knowledgeable society (local–European–global) where younger genera-

tions are able to take responsibility for its sustainable development [52].

Nanoscience and nanotechnologies in their application contexts affect medicine

and healthcare, the environment, working conditions, food production, agriculture,

industrial production, social interactions and law enforcement and have a huge

impact on other major areas of life, thus, significantly shaping society and social

systems. In fact, these areas, to a great extent, touch the humanitarian side of life

(i.e. concerned with or seeking to promote human welfare). Therefore,

non-technical students who are not engaged in in-depth study of mathematics or

technical courses should get the general knowledge of nanoscience, nanotechnol-

ogies and their implications in the society as a result of integration of the humanities

with technosciences. At the same time, nanoscientists, students and nanoproduct

developers with a technical background possess the knowledge about the technol-

ogies they are working on but seldom address ethical, legal or social implications.

Therefore, the ability of nanoscientists, students and engineers to comprehend

societal demands and expectations, to recognize the moral responsibility for their

fulfilments and to understand the economic and environmental contexts of their

work is of crucial importance.
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In many scientific fields, much of the most exciting discovery potential is located

between the boundaries of traditional disciplines. Already today, a great deal of

novel multifunctional nanomaterials, advanced nanodevices, new nano-based prod-

ucts and processes are designed and developed by team efforts of materials’
scientists working with chemists, biologists, physicists, information technology

experts, geologists, physicians, environmentalists, sociologists and engineers. It is

thus apparent that we need to create new types of universities, which have ‘depart-
ments without walls’ to explore convergence as a way of enhancing the impact that

nanotechnology can have on scientific discovery and solving critical problems

[9, 52].

The perspective of a new technological revolution and the formation of a

knowledge society imply transformative convergence among seemingly separate

scientific disciplines, technologies and social areas of human activity as a holistic

system providing the clue for societal challenges and resolving problems that

isolated disciplines cannot. This process is associated with the convergent devel-

opment of nano-, bio-, info-, cogno-, socio- and humanosciences and technologies –

ultimately resulting in NBICSH society (Fig. 11.8).

This convergence would allow us to create a counterbalance, based on which it is

only possible to anticipate future challenges and adequately respond to them,

making responsible decisions. Without that counterbalance, we risk getting scien-

tists without conscience, technicians without taste and policymakers without

responsibility. Without that convergence there will be no robust workforce with

the potential to change the society for the better [51].

The convergence of NBICSH sciences and technologies envisions a number of

radical transformations in human endeavours:

• Empower people with the multidisciplinary knowledge providing added value

through the convergence of NBICSH technologies and create new sciences,

industries and jobs at their frontiers and interfaces.

Fig. 11.8 Convergence of

nano-bio-info-cogno-socio-

humano- (NBICSH)

Sciences and technologies
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• Expand human physical and cognitive potential, significantly improving lifelong

wellness (nanomedicine, nanoprosthetics).

• Improve manufacturing technologies for higher productivity, healthier goods

and economic efficiency.

• Ensure dignified quality of life for all, providing fair access to natural resources,

food, healthcare, knowledge, safety and security.

• Advance the new participative democracy of the society through the conver-

gence of technosciences and humanosciences, engaging general public in edu-

cated problem-solving forums and responsible decision-making legislatures to

improve the efficiency of societal governance.

The convergence places an emphasis on humanitarian applications of new

technologies by focusing on the role of nanotechnologies in tackling society’s
grand challenges such as safety, health and the environment. This new approach

to teaching about technologies will also engage and inspire those students who have

typically been excluded from the process by the traditional educational experience.

Additionally, there is a hope that such an approach will better prepare a new

generation of specialists to address major societal problems in the future,

maintaining, at the same time, an awareness of political, economic, ethical and

social constraints on technologies. Undoubtedly, education in this case is to be

guided by teams of teachers from a diverse array of disciplines. Science and

technology teachers will have to learn humanities and social sciences. Humanities

and social science teachers will have to learn sciences and technologies, promoting

interdisciplinarity [52].

The European Union is stimulating the development of nanoscience education in

universities to address complex issues and to solve multidisciplinary problems.

From a practical stance, nanotechnology is widely considered to be ‘the next big

thing’ and is well worth learning more about, in order to get a knowledgeable

understanding of what place for nanotechnology might be allocated in our lives.

The values and ethical imperatives of the modern society in relation to advances

in science and technologies, including information, self-organization, integrity,

security, ecology and the formation of new priorities, take place under the influence

of a new – synergistic – methodology and the implementation of high technologies

and social transformations under conditions of global information accessibility,

international cooperation and expanded global educational environment.

Nanotechnology can bring substantial changes to the sustainable development

and social culture of the society through the NBICSH sciences and technologies, at

the same time manipulating the way people communicate and think. Higher

education and new technologies have to be synergistically interwoven. The concept

of the role of higher education in the creation of new technological and cultural

synergies to change human understanding of the new technologies and social

practices is the problem of developing an innovative culture implying ‘global
citizenship competence’ (GCC) (see Fig. 11.9).
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11.8 Global Citizenship Competence: The Vision
for Educational Change

Our world has become a global interdependent community. Since nanotechnology

is starting to play an extremely important role in the socio-economic development

of all countries, it is imperative for higher education that emphasis be placed on

producing a properly educated, qualified and trained manpower possessing compe-

tences that would allow them to cope with challenges in their professional and

personal lives encouraging both greater self-sufficiency and more deliberative

decision-making.

Most of today’s higher educational institutions are awash in technology, but the

outcomes for students remain little changed from 20 years ago. The problems are

not in our technology but in our universities, including the issues of what we teach

and how we teach. Today the educational outputs and the performance are crucial

factors to be in demand. Business companies want to have the best – those who are

talented and those who have innovative ideas and creative thinking. Yet this will

not be developed by chance but by strategic, targeted education. The necessity to

reconsider the academic outcomes in higher education has stimulated the develop-

ment of ‘global citizenship competence’ (GCC) model to provide the vision for

educational change. It is a student-centred and world-minded concept from the

perspective of NBICSH sciences and technologies and global citizenship and the

implementation of which can contribute to the formation of a scientifically

grounded structure of contemporary higher education (Fig. 11.9) [57].

Fig. 11.9 Global citizenship competence (GCC) model [34]
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Based on the EU definition of the concept of competence and taking into account

external and internal factors, personal qualities and features and context as an

essential condition for competence implementation, it is possible to define the

concept of global citizenship competence as an objective characteristic determined

by the integrated personal system of mental structures and abilities. It assumes

mobilization of interdisciplinary convergent knowledge, cognitive skills and strat-

egies, advanced practical abilities and aptitudes based on new technology applica-

tion, as well as social and behavioural components comprising responsible

attitudes, regulated emotions, values, ethics, morality and motivation, all of

which are functionally directed towards a positive result achievement in a particular

context [57].

As we can see from the model, the functional orientation of GCC (need, demand

of certain qualities for a particular activity) and context (the environment in which a

person fulfils his activity) can change. However, the inner structure (comprising

innovative knowledge, cognitive skills and strategies, advanced practical abilities

based on new technology application, responsible attitudes, regulated emotions,

motivation, values and ethics) remains constant.

The model encompasses the principle of ‘bearings’ driven by the need for

enhancement and knowledge added value – that is the core of the human thinking

and behaviour, which is also reflected in lifelong learning and social activities. The

focus is on producing students who are broad-minded and technologically

empowered and possessing global system thinking, critical thinking and contextual

thinking (learning transfer), as well as organization and communication skills and

problem-solving and decision-making abilities, thus, contributing to the conver-

gent/interdisciplinary skill development [57–59]. It prepares them to follow the

evolution of knowledge and technologies, to be active responsible citizens today

and speak knowingly on questions dealing with quality of life within their local

communities and the global society.

Global citizenship competence is directed to an active interdisciplinary learning

process based on the convergent NBICSH science and technology education

addressing the values of welfare for all, equality, inclusion and cooperation. It

presents people with an opportunity to set on an educational voyage that starts from

a basic awareness of sustainable human development, the priorities of international

cooperation, passes through the understanding of the causes and effects of global

issues and of the new possibilities offered by new emerging sciences and technol-

ogies and ends with a personal dedication through informed decision-making. It

encourages a full participation of all citizens against exclusion and towards the

influence on economic, social and environmental policies at both national and

international levels, so that they are fair, sustainable and based on respect for

human rights. It is the concept that supports a new model of interdisciplinary

education based on the full awareness of the dignity, which is inherent in every

human being, on the belonging to a local and global community and on the active

commitment to contribute to the society that is more just and sustainable.

Education and personality development are closely interdependent and have

very much in common, although pedagogical science distinguishes between these
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two notions. Educational content includes knowledge and awareness of its place in

the scientific environment, as well as learning strategies and metacognitive

strategies.

Developmental content deals with the awareness of moral values, norms, rules,

laws and ideals. Education has to do mostly with the intellect, whereas personality

development appeals to motivational and needs spheres of an individual. Both

processes influence consciousness, behaviour and emotions and determine the

development of a personality. Furthermore, the entity of the process, the unity of

education and personality development, constitutes the main methodological prin-

ciple of education, which is especially topical at present. Hence, global citizenship

competence (GCC) cannot be restricted to a separate subject. It has to be pervasive

– to constitute an integral part of all education and it has to be lifelong – continuing

throughout life.

11.9 Nanochallenges: Nanomanagement, Nanoeducation,
Nanothinking and Public Participatory Technology
Assessment (pTA)

One decade into the twenty-first century, people and governments worldwide face

decisions involving complex scientific considerations or innovations in technology.

The new participatory democracy demands that citizens be asked to make judge-

ments, and even vote, on subjects about which they know very little – the desir-

ability of cloning animals and human beings, creating novel biological organisms,

manipulating matter at an atomic scale, eugenics, genetic engineering, GM foods

and nanoproducts and other great moral and economic questions of the day. But the

technologies that so radically redefine our standards of living, health and mortality

will also profoundly challenge our social support systems and cultural values.

Therefore, educational systems have to produce a steep increase in students’ and
general public’s intellectual potential in order to provide responsible answers to

such complex questions, previously the domain of university researchers.

The world has gone through historical processes that are dramatically and

rapidly transforming our social, educational and business environment, producing

far-reaching effects on our life styles and our habitat. People all over the world have

become increasingly interconnected and interdependent. Educational environment

is becoming a new supercomplex system with a constantly expanding and changing

intellectual pattern.

In addition, the society has gone through many experiences and technological

advancements which are taking us away from ‘the world we live in’ towards ‘the
world we want to live in’. Technological progress, especially related directly to

basic human rights, needs to be accessible for all consumers and given priority over

economic interests, thus contributing to equal opportunities.
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On the other hand, current developments in scientific and technological research

raise a number of ethical questions comprising responsibility. Areas of research as

nanotechnology and biotechnology, regarding food, healthcare and environmental

issues, elicit complex and undeniable debates within society today.

Despite steadily increasing dependency of modern consumer societies on nano-

technology, society-wide understanding of these new emerging technologies nec-

essary for informed and critical decision-making is usually lacking. The

implications of these processes are critical because the consumption behaviour in

technologically empowered societies has a profound effect on the present quality of

life and that of the future generations. Higher education is the primary agent of

transformation towards sustainable development and future knowledge society.

It has been predicted that today school-leavers will have many careers – not just

jobs, over their lifetimes – and that more than 50% of the jobs they will be doing do

not exist yet. However, one thing is certain – they will be doing knowledge jobs,

intellectually more demanding and almost certainly involving interaction with

technologies far more sophisticated compared to those existing at present [60, 61].

It is regrettable to recognize that the structure of our universities has changed

very little in the past 50 years. What we witness today is that higher education is not

about understanding reality but about accumulating knowledge through individual

subjects which are disconnected from each other and decontextualized. If we want

higher education to become an intellectual engagement that goes beyond the study

of specific issues inserted in a single subject within the broader context of compul-

sory curricula, it needs to adopt the systemic approach based on NBICSH science

and technology education, which corresponds to the educational demands of today

and the nearest future.

In fact, this situation has led to a number of important considerations related to

the principles of interdependence in nature and society as a holistic system demand-

ing solutions for key educational and societal challenges, which is only possible

based on the convergence of multiple knowledge and technology. Convergence is

as essential to our future knowledge society as engines were to the industrial

revolution [60].

By 2050 UN and other demographic experts estimate that the global population

will have reached approximately nine billion people. New advanced technologies

and, particularly, nanotechnologies will be critical to feed, dress and house this

number of people living in the environment stressed by climate change, global

economic recession, exponential population growth, widespread fuel and raw

material shortages, environmental deterioration and societal problems [61].

Some experts point out that the demographic decline in Europe, combined with

the lack of vocation in youngsters for hard sciences, will generate a dramatic

shortage of qualified workers in less than a generation. This will jeopardize the

standard of living of Europeans in key areas such as medical research, healthcare,

information technologies, food and knowledge-intensive industries [56].

Nanotechnology – the creation, manipulation and application of materials at the

nanoscale – involves the ability to engineer, control and exploit the unique chem-

ical, physical and electrical properties that emerge from the infinitesimally tiny
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man-made particles, but the areas where nanotechnologies are set to make a

tremendous difference are expanding alongside with the challenges they pose to

society. Challenges in nanotechnologies can be presented in their hierarchical

priorities (Fig. 11.10).

Nanochallenges comprise such basic areas as nanoeducation, nanothinking,
participatory technology assessment (pTA) and nanomanagement (incorporating
risks and benefits) to contribute to the creation of new branches of nanosciences and
nanotechnologies [47].

11.9.1 Nanomanagement: Risks Versus Benefits

There is irony in the reasoning of some ‘smarties’, who turn a critical eye towards

the term ‘nanomanagement’ that they correlate with tiny dimensions by analogy

with ‘micro’ and ‘macro’ instead of implying the direction of activities. Without

further much ado about nothing, it should be noted that the term ‘nano’ (as an

abbreviation or scientific slang) is applied to everything that is associated with

nanotechnology – nanoscience, nanotechnology, nanoengineering, nanomedicine,

nanoproducts, nanoeducation, nanothinking, etc. – which, definitely, does not imply

that all these phenomena are minute. On the contrary, they promise huge possibil-

ities to capture imagination!

Since nanotechnology is an inherently interdisciplinary field, nanomanagement
suggests the organization and coordination of the activities in multiple areas of

science, technology and engineering to create a vast technological synergy with

educational institutions, R&D, industry, governmental structures and public author-

ities in order to achieve defined innovative objectives [4].

Awareness of nanotechnology has dramatically risen in recent years among

lawmakers, regulators and environmental activists alike. However, the question

of how best to regulate nanotechnology is not new. It was first raised in March 1989

by David Forrest in a paper originally written for a course on law, technology and

public policy at the Massachusetts Institute of Technology. As Forrest so elegantly

Fig. 11.10 Nanochallenge

hierarchy
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stated almost three decades ago: ‘The emergence of new technologies continually

forces us to ask whether our laws provide the proper balance between protecting us

from potentially harmful consequences of those technologies, and allowing us to

reap the benefits. The development of nanotechnology, a molecular-precision

manufacturing technology which is surprisingly close to realization, will seriously

challenge the ability of our regulatory system to respond quickly and to maintain

the critical balance between dangers and benefits’ (Forrest 1989).
Forrest demonstrates an uncanny degree of foresight, especially given that

nanotechnology was at a very early stage of development at the time it was written.

Almost 30 years after the publication of Forrest’s 1989 paper, there is still much

that we do not know about the potential impacts of nanotechnology, and this raises a

number of regulatory issues. Questions arise as to which regulatory or policy

instruments or approaches are most effective and appropriate for managing the

categories of potential risks associated with nanotechnology. For example, should

the applications of nanotechnology, either in whole or in part, rely solely on

premarket regulatory risk assessments? Should nanotechnology-enhanced products

be subject to obligatory reporting or labelling requirements? On one extreme:

should regulatory authorities adopt a wait-and-see reaction, until further informa-

tion regarding toxicity and exposure becomes available? On the other extreme:

should regulators impose product restrictions or even a moratorium until a full

assessment of risk becomes possible?

Regulatory regimes designed to protect human health, consumer safety and the

environment in many countries, including the USA and the EU, were accepted long

before the prospect of nanotechnology was yet on the horizon. Given the state of

knowledge at the time, regulatory requirements were designed to assess the toxicity

of bulk (macro and micro), not nano, materials. The issue is that the risk assessment

criteria, regulatory oversight triggers, toxicity parameters and threshold minimums

outlined in health, safety and environmental regulations are no longer applicable in

the context of nanotechnology-enhanced products.

The broader issues associated with nanotechnology relate to risk governance,

which goes beyond the scope of risk assessment and risk management. The term

risk management refers to the decision-making process regarding acceptable levels

of risk. Traditionally, such decision-making relies heavily on technical evidence

obtained through science-based risk assessments.

In the area of environmental regulation, one of the key questions to be addressed

pertains to the establishment of a regulatory definition for engineered

nanomaterials. In other words, should nanoforms of well-characterized materials,

for example, carbon or silver, be defined as ‘new’ or ‘existing’ chemicals? Indi-

vidual jurisdictions’ chemical management frameworks are generally structured in

such a way that health and environmental risk assessments must be conducted for

any chemical with a new Chemical Abstract Service number (i.e. one, which is not

already included in the jurisdiction’s chemical inventory). By this standard, a large

number of engineered nanomaterials may be exempted from regulatory scrutiny,

even though they may possess distinct properties that could have health, safety and

potential environmental impacts. One issue therefore becomes the challenge of
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defining under which circumstances a nanomaterial should be considered, in reg-

ulatory terms, a new chemical, and then determining how such a chemical should be

administratively handled [22].

Nanotechnology presents both an unprecedented challenge and unparalleled

opportunity for risk management. The challenge arises because nanotechnology

does not fit traditional risk management models, thereby hampering efforts to

manage its risks using existing approaches. The opportunity arises because nano-

technology will force risk managers to develop innovative risk management

approaches that may be applicable to future emerging technologies. As nanotech-

nology has emerged from the laboratory into industrial manufacture and commer-

cial distribution, the potential for human and environmental exposure, and hence

risk, has become both reality and priority. Nanotechnology risk is dependent upon

toxicity and exposure: RISK ¼ EXPOSURE � TOXICITY [42, 47].

Nanotechnology risks associated with health hazards can be eliminated, or at

least greatly reduced, by minimizing exposure to nanoparticles. Nanoparticle tox-

icity is complex and multifactorial, regulated by a variety of physicochemical

properties, such as size, chemical composition and shape, as well as surface

properties such as charge, area and reactivity [62]. As the size of particles

decreases, a resulting larger surface-to-volume ratio correlates with increased

toxicity as compared with bulk material toxicity. Also, as a result of their smaller

size, nanoparticles can pass into cells directly through cell membranes or penetrate

the skin and distribute throughout the body. While the effects of shape on toxicity of

nanoparticles appear unclear, the results of a recent study suggest that single-walled

carbon nanotubes are more toxic than multiwalled carbon nanotubes. Therefore,

with respect to nanoparticles, there is concern for systemic effects (e.g. target

organs, cardiovascular and neurological toxicities) in addition to portal of entry

(e.g. lung, skin, intestine toxicity).

Risk management of nanotechnology is challenged by enormous uncertainties

about the properties, risks, benefits and future direction of nanotechnology appli-

cations. Moreover, traditional risk management principles such as acceptable risk,

cost-benefit analysis and feasibility (or best available technology) as well as a more

recent precautionary principle are all inadequate to the risk management that

nanotechnology challenges present due to the pervasive uncertainty and great

dynamism of this rapidly developing technology. Yet simply to expect that these

ambiguities were resolved by themselves, before attempting to manage nanotech-

nology risks, would not be reasonable, in particular, because of the growing public

concerns driven by risk perception incomprehension concerning exposure, affect

and availability.

However, there is an innovative the so-called responsive regulation approach – a

complex regulatory system incorporating several levels of responsibility:

1. Self-regulation (persuasion, warnings) – ‘soft law’
2. Enforced self-regulation (civil penalties)

3. Command regulation with discretionary punishment (licensure penalties)
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4. Command regulation with nondiscretionary punishment (criminal penalties) –

‘hard law’

This system is incremental, flexible and decentralized to fill the risk management

gap [63]. Still, the fate of humankind is not a spectator sport. The health implica-

tions of nanoparticlesNanotechnology: are unknown, the ramifications may be

profound, and only lengthy and extensive research efforts can assess the safety

implications with any certainty. A more reliable, comprehensive and cooperative

approach is required. Such an approach will not only help manage threatening risks

from nanotechnology but will also serve as a model for managing future emerging

technologies.

Public policy has to be grounded on understanding the risks and benefits of new

technologies. Uncertainties surround nanotechnology and reinforce the doubts of

consumers [64].

11.9.2 Nanoeducation and the Global Consciousness

During the past 10 years, we have seeded many ideas into the global consciousness

to stimulate preparing our students and the general public for their future. The world

is changing, but our education matrix remains in the industrial version of reality.

We are not even close to understanding nor preparing our students for these major

changes they will face in the next few decades. Education must be transformed in

the twenty-first century due to the higher level of knowledge reached by the world

societies, accelerating progress in foundational emerging technologies and the

creation of new industries and jobs at their frontiers and interfaces, developing

information exchange and interaction, improving lifelong wellness and human

potential and advancing a cognitive society. Knowledgeable citizens in a diverse

democratic society should be reflective, moral, responsible and active citizens

showing enough knowledge, skills and commitment needed to make the world

safe and well-secured habitat for all.

Nanoeducation is the new foundation for the integration of all disciplines for the

next generation to expand our student’s knowledge base and prepare them for a very

different future in a global society enhanced by all of the integrated science research

now in process [47]. Nanoeducation concept envisions launching a broad-based

integration of nanoscale science and engineering (NSE) concepts into the class-

rooms starting already from the secondary school. As scientists develop the ability

to work at levels thousands of times smaller than a human hair, a new world of

possibilities – and critical concerns – opens up. Nanoeducation explores the social,

ethical and personal implications of advances in nanotechnology. The program

should be directed to ask policymakers, researchers and activists to wrestle with

difficult but essential issues that will impact the environment, human health, public

safety and individual privacy.
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The contribution of nanoeducation courses to the development of the student’s
personality as a citizen and his intellect as a consumer of the twenty-first century

has to be reflected in the purpose of the courses. The main objectives are to explore

the nanotechnology potential benefits and possible risks for human health, safety

and security and the environment, to work internationally with fellow citizens to

identify common values and institutions that will protect these values and to make

them active.

To fuel students’ reflections and curiosity and allow them to cultivate their own

citizenship personality, nanoeducation acts as a compass to help them position

themselves within the whole of humanity. It is up to them to decide what kind of

human being they want to be today, in their own immediate environment.

Nanoeducation envisions developing intellectual attitude to life in our students.

From this standpoint, students can establish with others a meaningful, fulfilling

and humane relationship. Such activities as creating a forum, for instance, where

students can pursue their reflections and discussions with colleagues, as social

players and not as mere spectators to discussions about nanotechnology realities

of which they know little or nothing, are a good measure of the contribution that

nanoeducation courses bring to the development of citizenship awareness among

students.

Many companies throughout Europe and the world report problems in recruiting

the types of graduates they need, as many graduates lack the skills to work in a

modern economy. For Europe, to continue to compete alongside prestigious inter-

national institutions and programmes on nanomaterials, it is important to create

educational institutions, which would provide a top-level education and the relevant

skill mix and would cover education, training, sciences and technologies for

research and have strong involvement by European industry. The elements for

such a top-notch education are:

• Multidisciplinary skills.

• Top expertise in nanomaterials science and engineering.

• Literacy in complementary fields (physics, chemistry, biology).

• Exposure to advanced research projects.

• Literacy in key technological aspects; exposure to real technological problems.

• Basic knowledge in social sciences, culture, management, ethics and foreign

languages.

• Literacy in neighbouring disciplines: international business, law, IT, etc.

• Interlinkages between education, research and industrial innovation: students

will be ready for what research and development will provide.

• Sharing of post-docs, master’s and PhD students to foster the mobility of

permanent researchers and professors between different institutions to create

‘team spirit’ [47].

Companies, universities, governments, research organizations and technical

societies must all strive to define their roles in this partnership. The ‘output’ will
be graduates with a new way of thinking, skilful manipulators, synthesizers and
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creators of new knowledge excellently equipped to solve future complex problems

and to work collaboratively.

Nanoeducation is an integrated skills project built around active learning

methods to promote an active discussion-based approach to developing responsible

scientific citizenship and new emerging consumption practices. It offers an oppor-

tunity for students from a wide range of disciplines to learn about nanotechnologies,

to explore their risks and benefits and to reflect on the place of nanotechnologies in

their personal life, in their future professional practices and the modern consumer

society.

The teaching objective of these academic activities is to create an openness of

mind and criticism of thought in students for a very broad range of knowledge. This

will help them position themselves within the vastness of current scientific knowl-

edge and technological development that is shaping our modern society – scientific

knowledge and development that could have major consequences on the funda-

mental way we see intellectual consumption, scientific citizenship and the sustain-

able development of the society we live in.

Nanoeducation envisions teaching students to move with the times and stay

abreast of the fundamental knowledge of the day in order to understand what is at

stake and participate in key social debates and informed decision-making. The

option offered by a new era of emerging technologies to all of us on the planet today

can be spelled out in the words: nanoeducation can be considered a privileged

discipline for supporting the development of responsible intellectual citizenship in

the twenty-first-century technologically empowered global society.

11.9.3 Nanothinking as an Educational Concept
of the Twenty-First Century

Data saturation that accompanies our new technologies’ age has fostered an ever-

increasing feeling of dependency among people. The pace of expected adaptation is

accelerated to a pace that exceeds individuals’ abilities to accommodate. Being on

the receiving end of technologies, torrent serves to undermine people’s confidence
and sense of personal responsibility, giving rise to the sense of helplessness that

many people feel as the world enters the age of global ‘technologization’.
Nanothinking can serve as the antidote to the sense of helplessness since it is a

concept for seeing the ‘structures’ that underlie complex processes, for a much

better understanding how our organism correlates with the outside world and for

discerning how to foster health, safety and the surrounding environment. Our life is

reduced due to ignorance and neglect of the elementary things concerning our

health. If we do not understand ourselves, we will not be able to change our life

for the better.

Nanothinking is a comprehensive system thinking which offers a language that

begins by restructuring the way how we think. It is a dynamic concept where
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practitioners continually engage in a process of ‘seeing wholes’ – a perspective that
pays attention to the interrelationships and patterns of influence among constituent

parts to foster the dissolution of compartmentalization of science and the

corresponding compartmentalization of the mind [65].

Contemporary top-notch education envisions causing students think systemi-

cally – integrating not only macro- and micro- but also the nanoscale. Nanothinking
can be defined as visualizing matter, structures and processes at the nanoscale.
Nanothinking can be viewed as the understanding of nanophenomena within the
context of a larger whole. To think nanoscalely means to put things into a nanoscale

context and to establish the nature of their relationships within larger contexts [65].

Nanoscientists are now enthusiastically examining how the ‘living world works’
in order to find solutions to long-standing problems in the ‘nonliving world’. The
way marine organisms build ‘strength’ into their shells or insects create the most

amazing structures has lessons on how to engineer lightweight, tough materials for

vehicles and other applications or to improve the design and create even better

structures for buildings and the environment. The way a leaf photosynthesizes can

lead to techniques for efficiently generating, converting and storing renewable

energy. Even how a nettle delivers its sting can suggest better vaccination

techniques.

Natural systems provide us with solutions, but solutions are usually package

solutions with concepts strongly interconnected one with the other. The problem is

that too much of our thinking today in business is poor business based on poor

competence. We have one knowledge and we have one market. The time has come

to rethink the system. And if we are prepared to rethink (probably due to the crisis)

the business world, we will be able to rethink how to put innovative structures and

systems into the production process for the benefit of the whole society and every

individual.

Education in this highly technological global economy has to play a double role.

First, it has to provide a top-level, systemic, multidisciplinary education to gradu-

ates able to think innovatively and creatively and, second, to educate the general

public, thus, shaping public consciousness.

Public thinking can be formed and expanded through sustained and carefully

crafted dialogue, which has to be integrated into educational communication

practice. Educational communication has to contribute to developing a new way

of thinking – the systemic thinking, with the main strategy – ‘how to think’ rather
than ‘what to think’. It is the privilege only of liberal universities not to give the

right answers to students but to put the right questions [65].

The development of a new way of thinking envisions bringing the practice of

participatory technology assessment (pTA) into alignment with the realities of the

twenty-first-century technology – to create a twenty-first-century public conscious-

ness model.
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11.9.4 Public Participatory Technology Assessment (pTA)
in Risk Management

New developments in technology usually start out with strong public support, as the

potential benefits to the economy, human health or quality of life are proclaimed.

The ability to create novel biological organisms, manipulate matter at an atomic

scale or intervene significantly (and possibly irreversibly) in the earth’s climate

system raises a lot of ethical, social, legal and environmental questions that will

require broad public discourse and debate. Any technology that promises so much

change is bound to generate controversy, because with such awesome power comes

the capacity to penetrate beyond boundaries that society has deemed acceptable.

Societal and ethical concerns can rapidly turn any technological philosophy to

oblivion. These concerns are often focused on fundamental moral and social

perceptions of being human and humanity’s relationship with the natural world.

The debates surrounding many of the emergent technologies that preceded nano-

technology can help us predict a likely future path for the controversy surrounding

nanotechnology. One such example is provided by the debate over GM foods.

Genetic engineering promised a revolution in medical care, including the ability

to cure or prevent diseases with a genetic basis such as Huntington’s disease,

haemophilia, cystic fibrosis and some breast cancers. Manipulation of plant

genomes promised a revolution on how food is produced, by engineering crops

with increased yield, nutritional content and shelf life.

Not all potential impacts of nanotechnology will be social in nature. After all, the

technology is based on the production and use of materials. Therefore, issues of

environmental and toxicological effects must also be addressed. History is replete

with examples of technologies or materials that were enthusiastically embraced by

society and then found years later to cause environmental contamination or disease.

The chemical DDT killed disease-bearing mosquitoes, thus allowing areas with

tropical and subtropical climates to be more safely populated and developed, yet

was ultimately banned in the USA after it was linked to destruction of animal life.

CFC-based refrigerants allowed for affordable air conditioning yet were ultimately

banned after they were linked to destruction of the ozone hole. Asbestos was used as

a fire retardant and insulator in many buildings until it was found to cause a deadly

lung disease. Some materials, such as semiconductors, are not in themselves known

to be harmful but are produced through environmentally burdensome processes.

Nanotechnology has tremendous potential to improve human health and the

environment. However, it could also have unintended impacts. Nanoparticles’
ability to penetrate into living cells could be exploited to produce a new life-

saving drug, or it could result in toxicity. Nanomaterials could be used to produce

cheap and energy-efficient filters that improve drinking water quality, or they could

become environmental contaminants. Given the breadth of materials and devices

that fall under the broad umbrella of nanotechnology, all of these outcomes may

result to one extent or another.
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Scientists and researchers engaged in nanoscience and nanotechnology research

and development constitute a relatively small group compared to the general public.

However, the outcomes of their work – innovative materials, systems, devices and

technologies – have a strong impact on the life of every citizen and the whole

human society.

The research into health, safety and the environmental implications of nano-

technology lacks universal strategic direction and coordination. As a result,

researchers are unsure about how to work safely with new nanomaterials, nano-

businesses are uncertain about how to develop safe products, and public confidence

in the emerging applications is in danger of being undermined.

In light of these developments, it is important that the relations between science,

technology and society be given proper attention in nanoeducation of general

public. It is about ensuring that everyone has the knowledge and skills to under-
stand, engage with and challenge the main pillars of nanoeducation – society,
technology and processes.

However, public capacities do not develop unaided. They have to be learnt. If

citizens are to become genuinely involved in public life and affairs, a more explicit

approach to public education and involvement is required to deal responsibly with

new technologies.

In the first place, public concerns include the ensuring of peoples’ physical

integrity and safety (as the condition of being protected against physical, social,

financial, political, emotional, occupational, psychological, educational or other

types or consequences of threats).

Technology assessment (TA) is a practice intended to enhance societal under-

standing of the broad implications of science and technology. This creates the

possibility for citizens of the world to influence constructively technology devel-

opments to ensure better outcomes. Participatory technology assessment (pTA)

enables the general public/laypeople, who are otherwise minimally represented in

the politics of science and technology, to develop and express informed judgements

concerning complex topics, as well as to make informed choices. It addresses the

context of social desirability of innovations looking into processes of technical

modernization, changes in the interface between humans and machines/products

and ethical issues concerned with the boundaries of intervention into the environ-

ment and the human body [65].

Therefore, citizens’ acceptance is compulsory for further developments in the

field of nanotechnology and its applications. Consequently, it is of the utmost

importance to educate citizens and to disseminate the results of nanotechnology

development in an accurate and open way so that the general public will eventually

transform their way of thinking to accept nanotechnology. In this endeavour,

educational institutions have a pivotal role in developing pTA practices by:

• Educating citizens (including pupils, students) about science and technology

• Informing the public about the benefits and risks of nanomaterials and

nanoproducts
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• Evaluating, minimizing and eliminating risks associated with the manufacturing

and use of nanomaterials and nanotechnology enabled products (risk

assessment)

• Exchanging with public authorities for the risk management of nanotechnologies

In the process, pTA deepens the social and ethical analysis of nanotechnology,

complementing the expert-analytic and stakeholder-advised approaches. The Inter-

net and interactive TV capabilities can help pTA be more effective and cost-

efficient and would also align with the policymakers’ initiatives to make them

more transparent, accessible and responsive to citizens’ concerns.

11.10 Concluding Remarks

People are collaborative creatures – it is how we are. We are driven by the need to

think for ourselves – it is how we survive. If we remember that, we can have

everything that we need to deal with the problems facing the global society. It is our

world to shape, not just to take! The time to start shaping the future is always in the

present. Yet the future is not just new technologies: health issues, economic trends,

population growth and environmental problems – just a few to name. However, to

become future-ready, it is worth noting that new technologies are not everything,

but everything without new technologies is nothing!

Nanotechnology creates massive challenges and massive opportunities in the

years to come. It is expected to have a significant impact on every sector of the

economy. The ability to create unusual nanostructures such as bundles, sheets and

tubes holds promise for new and powerful drug delivery systems, electronic

circuits, catalysts and light-harvesting materials. As manufacturing methods are

perfected and scaled up, nanotechnology is expected to soon pervade and often

revolutionize, virtually every sector of industrial activity, from electronics to

textiles, from medicine to agriculture and from the energy we use to drive our

cars and light our homes to the water we drink and the food we eat. Nanotechnology

is today’s version of the space race, and countries around the globe are enthusias-

tically investing billions of dollars into support of research, development and

commercialization. Today, the long-term goals of nanotechnology development

might sound like scenarios straight out of science fiction. However, science fiction

may soon become science fact.

In terms of human health and the environment, nanotechnology also presents the

same enigma as past major technological advances: there may be enormous benefits

in terms of benign applications, but there are inherent risks as well. What will

happen when nanomaterials and nanoparticles get into our soil, water and air, as

they most assuredly will, whether deliberately or accidentally? What will happen

when they inevitably get into our bodies, whether through environmental exposures

or targeted applications? The answers to those vital questions remain largely

unanswered, although some latest findings are less than reassuring.

11.10 Concluding Remarks 389



Questions of another sort also need to be answered. Is anyone looking at these

health and safety issues? And can enough solid, reliable risk assessment knowledge

be gained in time to ensure that the public will be comfortable with the proliferation

of the technology? Or will issues of safety and trust, surrounding nanotechnology

with controversy, hinder its potential as happened in the past with such achieve-

ments as genetically modified organisms (GMOs)? To ensure that nanotechnology

is striding confidently and responsibly, with strong public support, it is very

important to identify and collect risk data so that questions can be answered and

problems addressed early enough on the way of the technology development.

On another level, at the intersection of technology and society, there is a new

angle to think of some timeless issues. Is nanotechnology good? What is progress?

How much risk are we willing to take? How does politics and society drive

technology and vice versa? Why should we care about the societal implications

of nanotechnology? These are profoundly important questions, the answers to

which are to be found on the counterbalance of technologies and humanities.

Without that counterbalance, society risks scientists without conscience, techni-

cians without taste and policymakers without responsibility.

Values reflect and shape the ongoing social development, and debates surround-

ing nanotechnology should be guided by public participation. The world is under-

going fundamental change that goes to the heart of the individual – society

relationship on which the concept of sustainability is founded. Understanding the

impact of a new technology on society is vital to ensuring that development takes

place in a responsible manner. Scientific knowledge is expected to play some role in

educating citizens about their powers and responsibilities. In this case, the citizen is

not a mere consumer but a person whose opinions are valued.

Education should help students and general public to develop thoughtful and

technologically knowledgeable identifications with their cultural communities,

nation-states and the global community. It also should enable them to acquire a

clear understanding, attitudes and skills needed to act to make the nation and the

world more scientifically literate and just. It is of the utmost importance to educate

the general public and to disseminate the results of nanotechnology development in

an accurate and open way so that people will eventually accept nanotechnology.

Convergence of the humanities with technosciences envisages the development

of systemic, multidisciplinary knowledge instilling that:

• Knowledge should have a social purpose – to improve life conditions based on

the abilities to cope with and perhaps anticipate changes imposed by

technoscientific developments.

• Learning should comprise the acquisition of advanced practical skills and the

abilities to forecast the socio-ethical values of technoscientific developments.

• Learning requires an action scale in order to develop skills and abilities to assess

the significance of new technoscientific developments and thus be engaged in

educated problem-solving and responsible legislative decision-making.

• Education has to be emotive as well as cognitive promoting systems, global

consciousness.
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• Education should recognize pluralism and diversity developing perspective

consciousness.

• Education should have a global perspective and involve the study of major

technological global challenges, as well as to promote environmental awareness.

• Education should have a futuristic range and process mindedness, implying that

learning and personal development are continuous and with no fixed destination.

A democracy needs an educated citizenry. To participate in a democracy

influenced by technology, not only do citizens need to know how to understand

the multiple technological perspectives that they encounter, they need to feel an

obligation to explore multiple perspectives to fully understand the society they live

in and make informed decisions. When we do not pay close attention to the

decisions we make, when we fail to educate ourselves about the major issues of

the day and when we choose not to make our voices and opinions heard, that is

when democracy breaks down.

Nanotechnology is expected to have a significant impact on every sector of the

economy through the use of nanostructured materials in medicine; the enhancement

of consumer products; the means of soil and water purification; the production of

clean energy and reduction in energy consumption; the creation of nanobiosensors;

the new materials for optics, photonics and nanoscopic magnets; the development

of new techniques for the fabrication of large-scale structures; the replacement of

silicon-based technology for electronics and computing; etc.

We are facing unprecedented global challenges such as the depletion of natural

resources and climate change, pollution, scarcity of clean water and providing food

and energy to a growing world population and poverty. These problems are directly

linked to the current development of nanotechnologies for manufacturing products

and producing energy. The exploitation of nanotechnology and nanomaterials is the

key development that can significantly address these global problems by changing

both the products and the means of their production and addressing pressing needs

in welfare, healthcare, security, safety, communications and electronics.

Nanotechnology is a double-edged sword – on the one side, there are benefits and,

on the other side, risks. Still, we have to weigh all pros and cons of this technology.

We all have learned how to cope with television, mobile phones and even airplanes in

a safe way because we need their benefits. A synonym for uncertainty is ignorance.

We face risk because we are ignorant about the future. If we were omniscient, there

would be no risk. Because ignorance is a personal experience, risk is necessarily

subjective. When we put a number on risk, this number says as much about us – how

little we know – as it says about the world around us.

Unfortunately, the nanotechnology questions to be answered are so numerous

that it will take years to compile the relevant data. Key concepts in the coming years

include expanding our knowledge of nanoparticles and making this knowledge

readily transparent and available, identifying and where necessary taking appropri-

ate risk management measures and contributing to this field by supporting research

and development and promoting cooperation between governments and NGOs,

scientific communities and educational institutions and manufacturing and trade

industries.
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Bloch theorem, 10
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high-pressure compressions, 11
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Atomic force microscopy (AFM), 21
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condensed materials, 18, 19
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magnetic disorder, 18
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properties, 18

nanoporous and nanocomposite

materials, 20

nanoscale materials, 21

production, 22
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topological disorder, 20
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differential equations, 35
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Atomic potential functions (cont.)
Hartree–Fock equation, 35–37

Hartree–Fock–Slater type, 35

Herman–Skillman potentials, 38, 39

isolated neutral atoms, 33

Poisson equation, 37
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scattering problems, 34

Schr€odinger equation, 35
statistical exchange-correlation

potential, 37

total charge density, 35

wave functions, 34

Wigner correlation radius, 37

Auger electron spectroscopy (AES), 21
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medical applications, 198
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316–318, 320

polymer nanoporous model, 315–320
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(BBGKY) approximation, 16

Bonding orbitals, 267
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different structures, 254

molecular derivatives, 263
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342, 350, 351, 356, 359, 362, 382
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atomic and molecular hydrogen, 215

base-growth mechanism, 216–218
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energy exchange processes, 215
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general scheme, 44

Phillips–Thorpe constraint theory, 42
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Chemical vapour deposition (CVD), 4,

224–245
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catalyst material, 214
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arc discharge, 226, 227
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base-growth model, 232
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carbonaceous precursor, 229

carbon-containing gas, 229

catalyst material and concentration, 233

catalyst metals, 230
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chiralities, 243–245

CNT–Fe–Pt interconnects, 235–240

crystal structure, Fe, 226
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methods, 231
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electromagnetic properties, 224

ethylene, 229
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Fe–Pt nanoparticles, 225

iron nanoparticles, 231
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metal nanoparticles, 228, 229, 233
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chemical reactivity, 210
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non-aligned pentagon–heptagon pairs,
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side effects, 211

Stone–Wales defect, 210, 211

temperature, 210

defects, 222, 223

growth mechanisms, 221

Iijima method

arc discharge, 207–209

purification, 209

radial breathing mode, 220

Raman vibration modes, 219, 220

CNTs–Ni case, 86–88

CNTs–polymer nanocomposite, 327

CNT structure

armchair type, 262

chiral type, 262

SW-CNT, 261

zigzag type, 261

Coherent potential approximation (CPA), 2,

52–55, 58, 60, 62, 80

Collisional conductivity, 88, 312

Consumerism, 338

Convergent education, 368

Coronene, 254, 263, 265

Crystalline potentials

exchange-correlation correction, 41

liquids, 39

superposition principle, 39

Cubic crystal lattice, 136

Current perpendicular to the plane (CPP)

geometry, 292

CVD, see Chemical vapour deposition (CVD)

Cytotoxicity, 277, 278

D
Decomposed fuel, 132

Defected nanocarbon system, 4

Diamond, 4, 254, 255

Diamond lattice

cubic structure, 256

face-oriented projection, 255

isometric projection, 255

Diffractive elements, 42

Diluted ferromagnets, 294–297

N,N-dimethylamine benzylidene indan-

1,3-dione (DMABI), 153–156

Drude model, 322

Drug delivery, 198

Dyakonov–Perel mechanism, 304

E
Economic human, 337

Effective bonds model, 88–90, 96, 100,

106, 110

Effective media approximation (EMA), 2,

51–54, 80, 85
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electrical signals, 182, 183

MIT, 185

nanoelectrodes, 183, 184

nanoparticles, 184

Electron scattering, general type potential,

60–62

Electronic density of states (EDOS), 80

Electronic nanosystems, 28

Electronic structure

non-regular condensed system

average T-matrix approximation, 52

band calculation of crystals, 53

calculation methods, 53, 54

CPA, 53

Green’s functions, 51–53
MT-approximation, 54, 55

single-site approximation, 52

virtual crystal approximation, 52, 53

and total energy

atomic structure, 47

cohesive energy, 44

electron charge density, 44, 46, 47

electron gas, 45

exchange-correlation potential, 46

fundamental characteristic, 44

ground states of atoms, 47

interstitial space, 48

kinetic energy, 45

local and total phase transitions, 44

local density approximation, 45

MT-approximation, 48

nanoclusters, 47

one-electron equations, 45

self-consistent calculations, 44

statistical approximation, 46

Electronic subsystem

carbon, 253–262

catalysis and toxicity, 276–278

formation of, 263–265

graphene, 265–267

mechanical and thermal properties,

graphene, 279, 280

nanocarbon systems, 280–282

nanotubes, 268–272

semiconductor, 274, 275

and spin-dependent properties, 272–274

Elliott–Yafet mechanism, 304
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Epoxy resins, 310, 320, 324, 325, 329
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Exchange-correlation, 33, 36–39, 41, 45–47

F
Federal Food, Drug, and Cosmetic Act

(FFDCA), 350

Fe–Pt alloys, 240, 241

Fe–Pt catalysts, 235

Fe–Pt nanoparticle, 290–304

ferromagnetic, 305

iron catalyst nanoparticle, 287

magnetic disorder (see Magnetic disorder)

magnetic memory, 287, 288

magnetoresistance nanodevices (see
Magnetoresistance nanodevices)

spin transport, 287–290

Fermi electron wave, 95

Fermi hole, 36

Fermi–Dirac distribution function, 311

Ferroelectric nanodevices, 176

FET-type devices, 322, 331

FET-type nanosensors, 311

Field-effect transistors (FETs), 78, 149, 161,

162, 165, 166

Flash memory nanodevices, 175

Fluorescence, 181

Food packaging, 197

Freundlich adsorption isotherm, 128, 129

Fullerene C60, Pentagon, 4, 258

Fullerenes, 8, 9, 13, 20, 256
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Gas separation, 25

Gaspar potential, 37

Gene therapy, 198, 199

Geometry, 310, 315, 316, 320, 325

Giant magnetoresistance (GMR), 291–293, 305

Gibbs adsorption isotherms, 126–131

Gibbs dividing surface (GDS), 118

Gibbs free energy, 126

Gibbs model, 116

Gibbs vs. Guggenheim interface, 116

Gibbs–Duhem equation, 119

Global citizenship competence (GCC),

375–378

Glucose oxidase (GOx), 309, 315

GNR–Me side-type interconnect, 91

Graphene, 256, 266

fundamental properties, 279

nanofillers, 280

Graphene–nanoflakes (GNFs), 1, 77

Graphene–nanoribbons (GNRs), 1, 77–80,

85, 111, 324

Graphene-based materials, 282

Graphite, 4, 254, 256

Guggenheim model, 116
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Hamilton operator, 133

HAMR, see Heat-assisted magnetic recording

(HAMR)

Hartree approach, 34

Hartree–Fock equation, 35–37

Hartree–Fock–Slater (HFS) method, 35, 37, 45

Heat-assisted magnetic recording
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Heisenberg model, 288, 289, 294

Heulandite, 24

Highest occupied molecular orbital
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High-resolution transmission electron

microscopy (HRTEM), 21

Holography, 42

Hopping conductivity, 310, 323, 325, 327,
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Humanosciences, 340, 368, 371–373, 375

Hydrodynamical conductivity, 322

Hydrogen adsorption

advantages, 132
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decomposition, 132

metal hydrides, 132

metal surface, 133

microporous, 133

molecular hydrogen, 132

physical storage, 132

solid-state materials, 132

storage, 132

Hydrogen spillover, 282

Hydrogen storage, 281

Hydrolysed fuel, 132

Hyperfine interaction mechanism, 304

I
Iljima method, 3

Indan-1,3-dione pyridine betaine (IPB),

157, 158

Integral optics, 42

Interatomic interaction potentials and force

calculations

dynamic properties of solids, 49

electron-ion system, 49

general rules, potential modelling, 49

Schr€odinger equation, 49
Ion separation, 25

Ising model, 288, 289

K
Kohn–Sham (KS) procedure, 49

Kondo temperature, 291

Korringa–Kohn–Rostoker (KKR) method, 54

Kubo–Greenwood formula, 85, 296, 310, 312

L
Landauer–Büttiker formalism, 322

Langmuir adsorption isotherm, 121, 129, 130

Laser ablation method (LAM), 3, 212–214

Laser microprobe analysis (LMA), 21

Laumontite, 24

Le Chatelier’s principle, 125
Light-emitting diodes (LED), 256

Light-induced actuating nanotransducers

(LIAN), 181

Linear augmented cylindrical wave

(LACW), 312

Linear combination of the atomic orbital

(LCAO), 134

Liposomes, 9

Liquid metal model, 54–59, 86–88

Local density approximation (LDA), 82

Long-range order (LRO), 14

Lowest unoccupied molecular orbital

(LUMO), 134

M
M66 merocyanine compound, 277, 278

Magnetic disorder

Bethe lattice, 297, 298

diluted ferromagnets, 294–297

Fe–Pt nanodrops, 294–304

spin precession, 303, 304

spin relaxation, 304

spin waves, 298–301, 303

Magnetic force microscope (MFM), 21

Magnetomotive nanotransducers, 185

Magneto-plasmonic nanoantennas, 186

Magnetoresistance, 4

Matissien rule, 82

Mechanical nanotransducers, 182, 183

Medium-range order (MRO), 14

Memory nanodevices

bistable system, 168

characteristics, 167

ferroelectric, 176

flash memory, 175

macro-realization, 168
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Memory nanodevices (cont.)
memristor, 175, 176

molecular based, 169–172

NEM switch, 173, 174

phase change, 172, 173

potential energy, 168

sandwich-type structure, 169

Schmitt trigger, 168

spintronic, 176

Memristor-type nanodevice, 175, 176

Mesolite, 24

Mesoporous carbon nanostructure, 281
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Metal matrix nanocomposites (MNC), 9, 27

Metal oxide aerogels, 189

Metal particles (MP), 142

Metallic CNT, 259, 260, 268, 270, 272

Metallic nanoshell, 144

Method of localized MT-orbitals (LMTO), 54

Magnetoresistance nanodevices

spin valve, 290–292

spintronic device, 292, 293
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Molecular based nanodevices, 169

Molecular electronics, 28

Molecular imprinting technique (MIT), 185

Molecular motors, 177, 178

Molecular system, 133

Muffin-tin approximation (MTA), 82

Multiple scattering theory (MST), 2, 78, 83, 85
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Nanocarbon macromolecules, 326

Nanocarbon systems, 7
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chemical nanosensors, 80

CNT-/GNR-based FET, 79

CNT–Me and GNR–Me junctions,
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CNT–Me interconnect resistances, 78, 96,

97, 100–111

CNT–Ni case, 86–88

disadvantages, microtechnology, 77

electrical resistance, 77

FET, 78, 80

inter-shell interaction, MWCNTs, 111

Landauer relationship, 110

nanosensor devices, 111

non-regularities, 78–81

physical nanosensors, 80

scattering processes, 80–85

SWCNT and SL and ML GNR simulations,

89–96

Nano-CareTM fabrics, 348

Nanochalcogenides

atomic structure, 69

chalcogenides, 69, 71–74

cluster model, 69

structural configuration, 69

Nanochallenges, 378–389
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Nanocomposites, 2, 26, 27

Nanoconsumers, 5

Nanocrystalline materials, 9
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Nanodispersions, 9
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Nanomanagement, 4, 378–389
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Nanomedicine, 344, 351, 375, 380
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Nanoporous metal foams, 190
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Non-regular nanosystems (cont.)
nanomaterials, 13

nanophysics, 2

nanoproducts, 5

nanosensor systems simulations, 4
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