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Preface

Adiabatic theory of both classical and quantum systems plays an important role in
addressing various problems with multi-time-scale characteristics, ranging from
atomic and molecular processes to the evolution of the universe. In the classical
case, the well-known adiabatic theorem states, in terms of action-angle variables,
that the action is the adiabatic invariant and that if the Hamiltonian is taken around a
given cycle in parameter space, then the angle variable conjugate to the action
acquires a purely geometrical quantity, which is termed the Hannay angle. The
adiabatic theorem of quantum systems, however, becomes much more intricate due
to the involvement of the complex-valued wave function/probability amplitude.

A complete theory for the adiabatic evolution of quantum systems rests on three
pillars. First, Born and Fock proved the quantum adiabatic theorem shortly after the
discovery of the Schrodinger equation. The adiabatic theorem states that the
probability on each instantaneous (nondegenerate) eigenstate remains constant
when the external condition changes slowly in time. Second, in addition to the
typical dynamical phase, given by the time integral of the eigenenergy, the phase of
an evolving eigenstate has a geometric part, called the Berry phase, that depends
only on the geometric path in the parameter space. Third, this geometric phase can
be interpreted as the flux of a virtual magnetic monopole field through the surface
enclosed by the closed circuit in the parameter space. The adiabatic theory has
played a crucial role in the preparation and control of quantum states. The Berry
phase and related geometric phases have important applications in modern physics,
such as in high-precision quantum measurement, quantum information processing,
quantum computing, and condensed-matter physics.

In this book, we generalize the adiabatic theory to the nonlinear evolution of
quantum systems. In physics, the nonlinearity has been introduced as possible
modifications of quantum mechanics on the fundamental level. However, our
motivation derives mainly from the practical applications of adiabatic control of
Bose-Einstein condensates (BECs), which can often be accurately described by the
nonlinear Schrdédinger equation. Here, the nonlinearity stems from a mean-field
treatment of the interactions between coherent atoms. The appearance of nonlin-
earity leads not only to the lack of unitarity but also to the absence of the
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superposition principle. We overcome these challenges by combining ideas from
classical adiabatic dynamics and quantum geometric phases. The developed theory
of nonlinear quantum adiabatic evolution is expected to be useful in guiding adi-
abatic manipulation of the condensate atoms and other nonlinear systems.

The book is organized as follows. In Chap. 1, we introduce the basic concepts of
adiabatic theory, such as the adiabatic invariant, the Hannay angle, the adiabatic
theorem, the Berry phase, and the virtual magnetic monopole. Some typical
examples of adiabatic evolution are presented. In Chap. 2, we discuss the physical
origins of the nonlinearity in quantum many-body systems. The nonlinear adiabatic
theory, including the adiabatic evolution of the quantum states and the nonlinear
geometric phase, is introduced. In Chap. 3, we discuss the commutability between
the adiabatic limit and the semiclassical limit. We show the relationship between
the quantum Berry phase, the classical Hannay angle, and the mean-field geometric
phase of an interacting bosonic many-body system. In Chap. 4, we introduce exotic
virtual magnetic monopoles and fields such as the disk-shaped virtual magnetic
field, fractional virtual magnetic monopole, and virtual magnetic monopole chain.
In Chap. 5, we describe selected important applications of nonlinear adiabatic
evolution in the geometric phase, in tunneling dynamics, and in quantum inter-
ference. We anticipate that readers will find this book useful in providing basic
concepts and important applications on nonlinear adiabatic evolution of quantum
systems.

I am deeply indebted to my beloved family for their continued support. I am also
grateful to my students Li-Da Zhang, Fu-Quan Dou, Hui Cao, Qiang Wang, and
Wen-Yuan Wang for reading parts of the manuscript and contributing useful
remarks. In particular, I thank Profs. Q. Niu, B. Wu, B. B. Hu, and B. W. Li for
long-term fruitful collaborations. Some of our previous collaborating works are
included in this book.

Beijing, China Jie Liu
January 2018
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Chapter 1 ®)
Introduction to Adiabatic Evolution Geda

Abstract In this chapter, we introduce the basic concepts of adiabatic theory in both
classical and quantum systems. We discuss classical adiabatic motion, introduce the
concepts of the classical adiabatic invariant and the Hannay angle, and give three
examples: the one-dimensional harmonic oscillator, the celestial two-body problem,
and the Foucault pendulum. We describe quantum adiabatic evolution, present the
quantum adiabatic theorem, and describe the adiabatic geometric phase (specifically,
the Berry phase) and the virtual magnetic monopole. Five examples of quantum
adiabatic evolution are shown. We also discuss classical-quantum correspondence.

1.1 Classical Adiabatic Motion

1.1.1 Classical Adiabatic Invariant

We introduce the adiabatic invariant, which is the conserved quantity in adiabatic
evolution. For convenience, we consider one-dimensional finite motion of a mechan-
ical system and use the parameter R to describe the properties of the system or of
the external field in which it is placed [1]. We assume that the parameter R(¢) slowly
varies with time because of the external field influence. In other words, the change
of the parameter R is very small during one motion period of the system 7', i.e.,

R 1 1.1
P < 1. (1.1)
Clearly, if the parameter R is time independent, then the energy of the system
E is conserved, and the system executes periodic motion. If the parameter R is
time dependent, then the energy of the system is not conserved. However, because
the parameter changes very slowly with time, the rate of the energy change d E/dt
should also be very small. Averaging this rate of change over the motion period and
eliminating the fast oscillation part, one can obtain the stable value of d E/dt denoting
the slow change of the system energy; this value is proportional to the rate of the
parameter d R/dt. In fact, the slowly varying quantity E is a function of the parameter
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R, and the dependence of E on R can be expressed in terms of their combination
equaling a constant quantity. The quantity that remains invariant during the evolution
of a system with a slowly varying parameter is called the “adiabatic invariant”.

The Hamiltonian of the system is H (p, q; R) (here, p and g are a pair of canonical
variables corresponding to the generalized momentum and the generalized coordi-
nate, respectively), and the derivative of energy versus time is

dE = O_Hd_R 1.2)
dt OR dt

The right-hand side of the equation depends not only on the slow variable R but
also on the fast variables p and ¢. To find the stable variation rule for the system
energy, one must apply averaging to (1.2) over the entire motion period 7. The
parameter R changes very slowly; therefore, the change of d R/dt is also slow. As a
result, one can bring d R/dt out of the averaging operation, i.e.,

dE _ 9HdR (13)
dr ~ OR dt’ ’

Note that when one applies averaging to the function 0H /OR, one considers
only p and g as variables. In other words, this averaging operation is used when the
parameter R remains constant. In explicit form, one has

OH 1 (ToH

— == —dt. 14

OR T ), OR (1.4)
From the Hamilton equation dq/dt = OH /Op, one has

dq

dt = SHI57 (1.5)

Applying this equation, the integration (1.4) with respect to the time ¢ can be
replaced with integration with respect to the generalized coordinate ¢g. Furthermore,
one can rewrite the motion period 7 in the following integral form:

T dq
T—/(; dt_%aH/ap’ (1.6)

where § denotes the integral over the whole region of the change of the generalized
coordinate during one period of motion. (For rotation, the coordinate ¢ becomes the
rotation angle ¢, and the integral is over a cycle, i.e., from O to 27). Based on this
transformation, the Eq. (1.3) can be rewritten as

- OH/OR
dE _ dR{ Fig,da

at _ dRJ omjop™1 (1.7)
de —dt § 55o-dg
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Note that the integral in this equation is applied along the trajectory of motion for
a fixed parameter R. Clearly, when the motion follows such a trajectory, the Hamilto-
nian retains a constant E. As a result, the generalized momentum p can be expressed
as a given function of the generalized coordinate ¢ and the independent parameters
E and R, i.e., p(q; E, R). Then, by computing the derivative of H(p,q; R) = E
versus the parameter R, one has

OH _OHOp dE

- 1.
R T opor —ar =% (18
i.e., 080 5
H/OR _ 9p
1.9
9H/0p ~ OR’ (1.9)

Substituting this equation back into the integral in the numerator on the right-hand
side of Eq. (1.7) and expressing the core of the denominator as Op(q; E, R)/OE, one
obtains

dE _dR ) ()P dq
dt  dt ¢ g{; dg’

opdE OpdR B
f(ﬁI_FaR dl) q =0. (1.11)

One introduces the integral along the motion trajectory for the given parameters
E and R:

(1.10)

ie.,

1
I = pdq. (1.12)
271'
Equation (1.11) can be expressed as
dI
— =0. 1.13
P (1.13)

This result implies that if the parameter R slowly varies with time, then / remains
constant, i.e., I is the adiabatic invariant of the system.

We now employ the concept of phase space to show the geometric meaning
of the integral in Eq.(1.12). For a system with one degree of freedom, the phase
space simplifies to the phase plane spanned by the generalized coordinate p and
the generalized momentum ¢, and the phase trajectory for the periodic motion is a
closed orbit in this phase plane. The integral (1.12) along this orbit gives the area
enclosed by the closed trajectory. Thus, the adiabatic invariant can be expressed in
the following integral form:
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I = i/‘/dpdq. (1.14)
27

We now discuss a near-integrable Hamiltonian for small perturbations and for
slow (or “adiabatic”) perturbations [2]. For small perturbations, the Hamiltonian has
the general form

H=HyI,t)+ecH ,0,t)+---, (1.15)

where H describes completely integrable motion, I and € are the N-dimensional
actions and angles, and ¢ is a small parameter characterizing the magnitude of the
nonintegrable part of H. For small perturbations, the derivatives of Hy and H; are
assumed to be of the same order as Hy and H; themselves, i.e.,

OH,

o ~ |Hy|, etc. (1.16)

\Hy| OH,
0l ot

For slow perturbations, the terms produced by differentiation are assumed to be
smaller by order ¢ than the terms from which they are derived, e.g., for slow time

variation,
0H,

~ e|Hy|, etc. 1.17
5 |~ ElHol, et (1.17)

To keep track of this ordering, one can often insert the small parameter € and write

Hy = Hy(et) (1.18)
such that SH
0

e = cH, (1.19)

where the prime notation denotes differentiation with respect to the argument 7 = et.

In this section, we are interested in systems for which the variation in all but one
of the degrees of freedom, as well as in time, is slow [2]. Accordingly, one can write
the Hamiltonian in the form

H = Hy(l,en,et) +cH(I,0,en,et) +---, (1.20)

where I and 6 are the action-angle variables for the unperturbed (¢ = 0) motion in
the single fast degree of freedom and n = (p, ¢q) are the “slow” canonical variables,
not necessarily in action-angle form, for the remaining degrees of freedom. Since
the system is effectively one-dimensional when € = 0, this system is integrable, and
I and 6 can always be found. The small parameter ¢ in (1.20) “automatically” keeps
track of the ordering when one differentiates H to construct the perturbation series;
this parameter can be set to unity at the end of the calculation.

One can construct to first order the classical adiabatic invariant for the Hamiltonian
(1.20). In zero order, the invariant is the action I associated with the fast degree of
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freedom. To calculgte_the effect of the perturbation € Hy, one can find a transformation
from (1, 8, m) to (I, 6, i) such that the new Hamiltonian

H=Hy+ecH + - (1.21)

is independent of the “fast” phase variable 6. Introducing the near-identity generating
function B B

one has, to first order, the transformations

S,

€ % (1.23)
9:9’—58—5}, (1.24)
ol
s
pP=p+e—, (1.25)
oq
q=q —ea—S_l. (1.26)
dp

Inserting these into Hy and expanding to first order in €, one has

. oS
Ho(l, en, et) = Hy(I, e, et) + wa_él’ (1.27)

where w = 9H, /0l is the fast frequency. Note that the terms in

_3Ho 0S8, O0H, 08

-0 = =2 2 1.28
og op° 0p 0q (128)

are second order in € and can be neglected. The canonical transformation equation
is _
d8(1,0,¢ep, eq, t)

H(I,0,en,et) = H(I,0,en, ct) + ¢ . (1.29)
O(et)

Expanding H, H, and S using the above transformations and equating like powers
of ¢, to zero order, one obtains

Ho(I, en, et) = Ho(I, €, €t), (1.30)

and to first order, one has

- .- a8 = =
H(I,0,en,et) =w% + H(1,0,en,et), (1.31)
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where S; = S;(7, 0, e, et). Again, the term 0S;/0t in (1.29) is second order and
has been omitted from (1.31).

To make H, independent of 6, one can choose S to eliminate the oscillating part
(in 6) of H;.Holding the slow angle variables fixed, one can define the average over

0 alone as
27

_ 1 _
(H\)j = — H,df (1.32)
2 0
and the oscillating part over 0 as
(Hi}; = Hi — (H1);. (1.33)

Separating (1.31) into its average and oscillating parts yields, for H to first order,

H(I,en, et) = Hy+e(H,); (1.34)
and, for Sy, 5
S
w— = —{H,}3, 1.35
PY; {Hi}; (1.35)

which is easily integrated. To zero order, the adiabatic invariant is 1. To first order,
the new invariant is /, which is given in terms of the old variables as

0S8

I =1 —ec—. 1.36
(I,en, et) €50 (1.36)

Substituting (1.35) into (1.36) and writing 6 for the dummy variable 6, one obtains

o4 St (1.37)

w

In fact, any function of I can be chosen as the adiabatic invariant.

1.1.2 Adiabatic Geometric Angle—Hannay Angle

In the phase space (p, g), the particle races around a track (i.e., a contour of the
instantaneous Hamiltonian H (p, ¢; t)) of fixed area 27/ (with I being the action
variable) but slowly changing shape. Given the rule of conservation of action / for
the contour that the particle lies on, it seems natural to explore the development of
the complementary variable, the angle variable, which describes the location of the
particle on the contour; that is, one might ask how many circuits the particle has
made [3].
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When the Hamiltonian H(p, ¢;t) is “frozen”, the instantaneous frequency of
motion of the particle that can be obtained can be expressed by the derivative
(2m)~'dH/dI. Thus, it is tempting to write the total angle traversed over time 7 as

simply
TdH ,q(1); ! ;
/ dH(p®), q@:D / dHUED (1.38)
0 dl 0 dl

where, in the last form, H is considered a function H (I; t) of the area of its con-
tours and the adiabatic invariant and 7 (r) = I (constant) is invoked. Since the angle
variable can be changed by virtue of the changing (7, #) coordinate system in phase
space, this framework (1.38) is obviously incomplete. To reveal the true structure
of the situation, it is necessary to interpret the time dependence of the Hamiltonian
function (and the (1, #) coordinate system) as being produced by carrying them along
a path R(¢) in a parameter space R = (R;, R», ...) of two or more dimensions in
which the functions H(p, ¢; R), I (p, q; R), and 6(p, g; R) are uniquely defined.
The point of making R more than one dimensional is that one wishes to consider
closed evolutions R(7') = R(0) in which R(¢) forms a loop. With just one parame-
ter (the length of the shortening pendulum, for instance), the only way to restore the
original length is to reverse the shortening, in which case the holonomy effect is not
realized.

The exact rates of change of a particle’s action and angle in this framework are
as follows:

oOH . 0I . 01

f=-o R =R (1.39)
. OH . 00
e (1.40)

where the overdot denotes the time derivative. The last terms in both (1.39) and
(1.40) are the rates of change of action and angle coordinates at a fixed point (p, q)
in phase space. These equations for nonadiabatic evolution of the Hamiltonian lead
to changes in both / and 6 that depend on the trajectory selected, i.e., on the initial
values of both / and 6. For adiabatic evolution, the equations become

I=0+R o1 =0 (1.41)
N OR| 7 ’

. OH . [0

=—+R (— 1.42
0=%7+ <8R>, (1.42)

where the average brackets denote the average around the Hamiltonian contour on
which the particle lies. For any function f(p, g), one can define a function (f) of
action / by

: %
27 Jeontour through(p,q)

1
) fdb = o / Fp. )51 (p.q) — Ddpdq. (1.43)
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The average in (1.41) vanishes identically by Liouville’s theorem and yields I = 0
as required. There is no reason, however, why the average in (1.42) should vanish;
therefore, the integration of this equation gives the dynamical angle change antici-
pated in (1.38) plus the additional angular change (namely, Af) that we are interested

1mn:
[ |00, q@: R@)\ [0\
Ae_/R-< R >dt_[<—aR> dR. (1.44)

In the last expression, time ¢ has been completely eliminated because by definition
(1.43), the average is a function of a conserved parameter (i.e., the initial action /).
A different field (06/0R) exists for each I, on which A therefore depends. This
parameter does not depend on the initial angle.

For fixed I, the field (06/0R) depends on the angle variable coordination
0(p, q; R), which is to some extent arbitrary. Unlike the lines of constant action
I(p, g; R), which, for fixed R, are fully determined as the contours of the Hamilto-
nian H (p, g; R), the lines of constant angle are specified only after one of them (say
0 = 0) is chosen. This one, and thus all the others, can be arbitrarily twisted into a
spiral, for example. Thus, the angle variable change A# inevitably depends on the
angle coordinates chosen for the initial and final parameters R(0) and R(7). Only if
these coordinate systems are identical, which in turn requires R(0) = R(T') (barring
especially favorable circumstances), can one expect to make coordinate-independent
statements about Af. The evolutions must be closed loops.

1.1.3 Example I: One-Dimensional Harmonic Oscillator

As the first example, we introduce the one-dimensional harmonic oscillator. To show
the general method, we calculate to first order the adiabatic invariant for the slowly
varying linear oscillator [2], whose Hamiltonian is

1 2 1 2
Hy, = Eg(T)p + Ef(r)q , (1.45)

where the small parameter € has been inserted using 7 = &t to order the perturbation
series. To prepare the system, one can transform to the action-angle variables I and
0 of Hy = Hp,(c = 0). In treating the harmonic oscillator, we adopt the generating
function F(q, 0, T) given by

1
F = EqucotH, (1.46)

where R(7) = +/f/g. Using p=0F/dq, I = —0F/00, and H(I,0,T) = Hy,

(p,q,7)+ 0F(q,0,7)/0t, one obtains ¢ = 4/2I/Rsin® and p = /2I/R cos .
As a result, the transformed Hamiltonian is
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/

1R
H = wol +e5 1 sin26, (1.47)

where wo(7) = / fg. The prime notation denotes differentiation with respect to 7.
To zero order, the adiabatic invariant is just

Hy
I = — = const.. (1.48)
wo

This result implies that the number of quanta Awy is conserved as the frequency of
oscillation slowly varies. To find the first-order invariant, we apply (1.37) to (1.47)
and obtain

I = I(1 +¢Psin26) = const., (1.49)

with P(et) = R’/(2wgR). This expression shows that to first order, I contains a small
component oscillating at twice the frequency of the fast variable. One can verify the
constancy of the quantity / by taking the time derivative of (1.49),

I =1+ePIsin26+2:P1cos20 + O, (1.50)

where the overdot denotes d/dt. If one applies Hamilton’s equations to (1.47), the
first and third terms on the right cancel, leaving to first order in €

I =ePIsin20. (1.51)

When the standard slow perturbation ordering P ~ ¢ P is used, I is of order £2.
Therefore, I is a first-order invariant.

1.1.4 Example II: Celestial Two-Body Problem

The two-body problem is a special case of the motion of a particle in a central force
field. Because of the conservation of angular momentum, the motion occurs on an
invariant plane [4]. In the plane polar coordinates, the Hamiltonian for the motion of

the particle is
2

1
H=— <p3+p—§) + UM, (1.52)
2m r

where m is the mass of the particle, the momentum components are p, = m7 and
Po = mr26 (with the overdot denoting the time derivative), and U (r) is the potential
function for the central force field. The Hamilton-Jacobi equation reads
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1| /08\* 1 [0S\

where S(r, 0) = S,(r) + Syp(6) is a variable-separated generating function. One can
rewrite the above Hamilton-Jacobi equation as follows:

089\* . 1 [0S\
(W) = 2mr [E_ﬁ(ar) -Uw)|. (1.54)

The arbitrary choices of both § and r require

98\ 2
=2m[E—-Ur)] - —, (1.55)
or r2
aSe\*
— ) =1/ 1.56
(%) (1.56)
Applying the definitions of action-angle variables, i.e.,
1 oS,
I, = — cdr = dr, 1.57
2w prat % or " ( )
1 0S8y
Iy = — do = P —db, 1.58
10=5-Pp 50 (1.58)
one has
1 27 l2 1/2
I, = — 2m(E —U((r)) — — dr, (1.59)
2 0 7‘2
1 27
Iy = — 1d6 =1. (1.60)
2T 0

If the central force field takes the form U (r) = —pu/r with a constant quantity f,
then the action variable becomes

L=yl 2 (1.61)
a 2V —E’ ’

The corresponding Hamiltonian is given by

2
H=EFE=-_—"1"__ (1.62)
2(1, + Ip)?

The frequency of particle motion in both the r and 6 directions is
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_OH 0H mpy?

= = —— = —. 1.63
oI, oly (I, + Iy)? ( )

One finds that the motion of the particle in an inverse-square force field is simply
due to the identical motion frequency in two directions. Thus, we can view the two-
body motion with a Newton inverse-square gravity as a reduced motion. Substituting
the familiar two-body elliptic motion energy E' = E/m = —pu/(2a) (with a being
the semimajor axis) back into the equation for the action variable /,, one has

I, + Iy = Jpa =L, (1.64)

which implies conservation of the angular momentum L. Combining this variable
with the frequency equation and Kepler’s third law n’a® = p, one has

_27T

w=n e

(1.65)
where T is the period of the elliptic motion; thus, n is the angular speed. For typical
celestial motions, T is often large, and thus, w is very small. This fact implies that
the motions are nearly adiabatic.

1.1.5 Example I11: Foucault Pendulum

The Foucault pendulum provides a simple and effective example of the anholon-
omy present in an adiabatically cycled system because the parameter space used to
describe its motion is the physical space in which it moves. The Foucault pendulum
is commonly considered from a rectangular coordinate system (x, y, z) fixed to the
rotating Earth with its origin at the pendulum bob in its rest position and its z-axis
pointing outward from the Earth along the axis or rest orientation of the pendu-
lum. The x- and y-axes point south and east, respectively. The pendulum is treated
in the small-oscillation limit, and the fictitious centrifugal force proportional to the
square of the angular frequency of the Earth (and hence very small) can be neglected.
The Foucault pendulum is then characterized as a simple two-dimensional harmonic
pendulum with an added Coriolis force. The Lagrangian for this system reads [5]

ms2? . .
> ()c2 + y2) + mw,(xy — yx), (1.66)

L=ZG+3%) -

where the overdot denotes the time derivative, m is the mass of the pendulum bob,
2 = \/g/1 is the angular frequency of the unperturbed pendulum, with g being the
acceleration of gravity and / being the length of the pendulum, and w, = wcos 8 is
the z-component of the angular frequency of the Earth (i.e., w) at colatitude 6. Since
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the Earth’s rotation is an adiabatic perturbation of the pendulum, the frequencies
obey w, K £2.

The symmetry about the pendulum axis allows a transformation to polar coordi-
nates as follows: x = pcos ¢ and y = psin ¢. The Lagrangian in polar coordinates
becomes

m . . sz i
L=Z(" 40" = ——p" + muw:p’o. (1.67)

The generalized momenta and the desired Hamiltonian in polar coordinates are

oL OL 5,
Pe= 35 Py Po 9 p (¢ +w,) (1.68)
2 2
p Py m. s 2\ 2
H=-. — —(£2 . 1.69

Because ¢ is cyclic in the Hamiltonian and pg is a constant of the motion, the
Hamilton-Jacobi equation is separable, and action-angle variable analysis is possible.
In fact, one can write the Hamiltonian in terms of the action variables defined by

1 1
ly =~ f Pod = po. I, = - % ppdp- (1.70)

The desired form of the Hamiltonian in terms of the action variables determined

by the energy E is
H=E = QI,+ |Iy]),/£2? + w? — Iyw.. (1.71)

Since the angle variables are always cyclic in an action-angle Hamiltonian, the
Hamilton equations for the action variables show these variables to be constants
of the motion. The fundamental frequencies of the system are determined by the
Hamilton equations for the angle variables.

For clockwise motion, the angular momentum of the bob is negative; thus, one
has 0|1,4|/01, = —1. The Hamilton equation for ¢ is

. OH
¢=8—1¢=—,/92+wz2—wz=—w1, (1.72)

yielding upon integration
¢ =—w(t —t). (1.73)

For counter-clockwise motion, the angular momentum of the bob is positive; thus,
0|141/014 = 1. The Hamilton equation for ¢ is
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. OH
¢:81‘ = /22 +w? —w, = ws, (1.74)

yielding upon integration

¢ =wr(t —tp). (1.75)

Once the fundamental frequencies of the system have been calculated, one can
examine the effect of a cyclic adiabatic change on the angular precession of the bob
by computing the Hannay angle. The Hannay angle for both normal modes can be
found by choosing the integration constants #; and #, such that ¢ = 27 att = 0 and
by then substituting the time for one revolution of the Earth (the cycle of the adiabatic
perturbation) ¢ = 27/w to obtain

2
qS::I:—W\/.QZ—l—wzcosz@—i-Zw(l —cos ). (1.76)
w

The first term is the dynamic phase of either of the modes, which is interpretable
as the angle swept out in the adiabatic limit by a simple conical pendulum in one
day if it were fixed to a nonrotating frame. The second term is the geometric phase
(or the Hannay angle), which is dependent only on the colatitude of the bob and is
independent of both the initial conditions imposed on the bob and the duration of the
adiabatic perturbation. The Hannay angle is the solid angle of the cone of the half
angle 6 swept out by the pendulum axis during one day.

1.2 Quantum Adiabatic Evolution

1.2.1 Quantum Adiabatic Theorem

A neutron or an atom moving in an inhomogeneous field is acted on by a time-varying
field in the reference system of the particle. If the variation in the field is sufficiently
slow, according to the adiabatic theorem, then the particle remains in the same state
with respect to the instantaneous value of the field [6]. The adiabatic theorem is an
important concept in quantum mechanics. Its original form, as formulated by Born
and Fock, was stated as follows [7]:

“A physical system remains in its instantaneous eigenstate if a given perturbation
is acting on it slowly enough and if there is a gap between the eigenvalue and the
rest of the Hamiltonian’s spectrum.”

In simpler terms, a quantum mechanical system subjected to gradually changing
external conditions adapts its functional form. However, when subjected to rapidly
varying conditions, there is insufficient time for the functional form to adapt, so the
spatial probability density remains unchanged.

The adiabatic theorem, as a fundamental theorem in quantum mechanics, plays
a crucial role in our understanding and manipulation of the microscopic world
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[8—12]. Recent years have witnessed its growing importance in the quantum control
of newly formed matter—the Bose-Einstein condensate [13] and adiabatic quantum
computation [14]. However, Marzlin and Sanders warned that application of the the-
orem can lead to inconsistency [15]. A subsequent work [16] explicitly formulated
a “counter-example” with a two-level model illustrating that the adiabatic condition
that is widely recognized and commonly used is not sufficient to ensure the accuracy
of the adiabatic approximation.

In the present section, we formulate the quantum adiabatic evolution within a
parameter domain rather than the time domain [17]. Within this new formulation,
we can state the quantum adiabatic theorem consistently and investigate the fidelity
of the adiabatic approximation quantitatively, naturally avoiding the above issues.

The system we consider is a Hamiltonian containing slowly varying dimen-
sionless parameters R(z) belonging to a given regime [Ry, R;], say, H(R(t)).
We initially have a state, for example, the ground state |Ey(R(%y))) with energy
Ey(R(1))). The wave function |\W(¢)) fulfills the usual Schrodinger equation, i.e.,
i(d|V)/dt) = H(R(t))|W¥(t)) with h = 1. The above problem has a well-known
adiabatic approximate solution:

[Woq) = e/ Eoie™ | Eg(R(1))), (1.77)

where \g = i f "dt (Eol EO) is the geometric phase term [ 18] with the overdot denot-
ing the time derivative. The above equation is the explicit formulation of the adiabatic
theorem stating that the initial nondegenerate ground state remains the instantaneous
ground state and evolves only in its phase, given by the time integral of the eigenen-
ergy (known as the dynamical phase) and a quantity independent of the time duration
(known as the geometric phase).

The problems is to determine how close the above adiabatic approximate solution
is to the actual solution |W(¢)). To clarify this question and formulate it quantita-
tively, we introduce two physical quantities, namely, the adiabatic parameter and the
adiabatic fidelity.

The dimensionless adiabatic parameter is defined as the ratio between the change
rate of the external parameters and the internal characteristic time scale of the quan-
tum system (i.e., the Rabi frequency |E,, — E,|), used to measure how slowly the
external parameter changes with time:

IR|
|E,(R) — E,(R)|’

€ = max m # n. (1.78)

The case of ¢ — 0 corresponds to the adiabatic limit. Following this definition,
the adiabatic condition can be written as (A = 1 throughout)

max [R| < |E,(R) — E,(R)|, m #n. (1.79)
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Fig. 1.1 Schematic secular term
illustration of the quantum real solution /
adiabatic evolution

formulated in the parameter
domain; see the text for a
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adiabatic solution |
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The adiabatic fidelity is introduced to measure how close the adiabatic solution
is to the actual one, F,q = |(¥(¢)|W,4)|>. The convergence of the adiabatic fidelity
to unity uniformly over the range R € [Ry, R] in the adiabatic limit (¢ — 0) indi-
cates the validity of the adiabatic approximation. Evaluation of the fidelity function
provides an estimate of how satisfactory the adiabatic approximation is.

In Fig. 1.1, we schematically illustrate the physical process described above. Our
main result is that the distance between the adiabatic solution and the actual one
comprises two parts: a fast oscillation term and a secular term. The time scale of
the oscillation is the Rabi period, and its amplitude is proportional to the square of
the adiabatic parameter. The amplitude of the secular term is exponentially small
(~e~!/%), supposing that the Berry connections of the system are regular, and tran-
sitions to a power-law (~¢*, x < 2) if the Berry connections have singularity or if
the external parameters vary in time nonlinearly.

We start our statement by writing the wavefunction as a superposition of the
instantaneous eigenstates

W) = Y Cane™ A ETE®IE®IE (R, (180)

n

with the overdot denoting the time derivative, and we suppose that the initial state
is the ground state, i.e., Co(t = 0) = 1, C,,(t = 0) = 0, with n # 0. Then, the adi-
abatic approximate solution takes the form of (1.77), and the adiabatic fidelity is
Foq = (W) |Wua)|? = |Col> ~ 1 — |AC,|?, where n # 0. To evaluate the adiabatic
fidelity, we need to quantitatively evaluate the change of the coefficients C,, with
respect to time.

Substituting the above solution into the Schrodinger equation, we have the fol-
lowing differential equation for the coefficients:

C, =i i (Enan R~ Ep—amBdry, ()40 1.81
T z’;e O (R)— (1.81)

where «,,,,(R) are the Berry connections. Both the off-diagonal and diagonal
Berry connections have clear physical meaning and important applications [19].
We first suppose that these Berry connections and the gradient of the instantaneous
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Fig. 1.2 Integral paths and Im(0)
singular points in the !

complex plane M

Re(6)

eigenenergies are not singular (NS) as functions of the external parameters, i.e.,
W (R) = (En|iVRIEw);  Bu(R) = VRE,(R), NS. (1.82)

The right-hand side of (1.81) contains the unknown C,,. To the first order approx-
imation, we take Co = 1 and C,,, = 0, m # 0 on the right-hand side of (1.81). Then,
Eq.(1.81) shows that the change consists of two parts: the fast oscillation term and
the secular term. The time scale of the oscillation is the Rabi period, whose ampli-
tude is proportional to the adiabatic parameter under the condition that the Berry
connections are regular with limitation. In contrast, the secular term may be expo-
nentially small and of the form e ~!/¢ or of a power-law form depending on the Berry
connections, as shown below.

Let us denote 0, = f '(E,Z — Ey)dt; the upper bound of the increment on the
coefficients (n # 0) can then be evaluated as follows:

bR) i, _
AC, ~ f —— a0 Rdb, (1.83)
0,(Ryy En — Eo

00 0. (Ro) 00
=/ ---d@,,—(/ +/ )---d&,,, (1.84)
-0 -0 O (R1)

where we set on the right-hand side of (1.81) the coefficients C,, ~ 0 for m # 0 and
Cp ~ 1 since we wish to estimate the upper bound of the adiabatic approximation.
For simplicity and without loss of generality, in the following deductions, we regard
the slow-varying parameter as a scalar quantity, and we assume thatd R /dt ~ €g(R),
with the function g(R) being regular with limitation.

The first term on the right-hand side of (1.84) is an infinite integral that can be
estimated by extending the integral to the upper half-plane with a closed path at
infinity, as shown in Fig. 1.2. The integral along the upper horizontal path of the
closure is zero because e ™% — 0 there. Furthermore, the integrals along the ver-
tical paths also vanish because of the fast oscillation of the function e "R — (
at infinity [1]. Hence, the main contribution to the first term comes from the
pole point, ¢ = [“(E, — Eq)dt ~ ¢! fR“[(E,, — Eg)/g(R)dR, determined by
the equation E,(05) — Eo(6;) = 0. Under the assumption of nondegeneracy, the
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solutions of the above equation are complex with nonzero imaginary parts. Let
wop be the singularity closest to the real axis, i.e., the one with the smallest (posi-
tive) imaginary part (see Fig. 1.2). Then, the first term is approximately bounded by
emImeo ~ et/ NE~Eo)/ 9(RMR| which contributes to the secular term with an
exponentially small quantity in the adiabatic limit.

The second term on the right-hand side of (1.84) depends on the boundary condi-
tion. If the boundary values are large enough, the terms in the parentheses of (1.84)
will be small relative to the first term. For an infinite boundary of the parameter
domain, such as that in the well-known Landau-Zener model [20], i.e., R ¢ — 00,
the integral vanishes because 6, (R; o) = £o0; for a finite boundary condition, we
obtain a quantity of order ¢.

Now, we consider the situation that the Berry connection contains a singularity
of form 1/R® at R(t*) = 0. We then evaluate the above integral in the neighborhood
domain [—Af + t*, At 4 t*] of the singular point; the integral over other regimes is
regular and contributes a quantity of order €. Near the singular point,

Artr*
|AC,| ~ ' / e/ (E"‘EO)d’ano(R)dR‘
—At+t*

ARy
/ e/ (E”E“)d’ano(R)dR‘
AR_

~gll=o), (1.85)

In the above deduction, we have taken advantage of the relation ARy = R(+Af +
1*) o« te.

The situation is divided into two cases: ¢ < 0 and ¢ > 0. For ¢ < 0, this type of
singularity can be removed because the integral is finite. The integral in the neigh-
borhood domain [—¢, €] of the singularity contributes a quantity of order ¢! =7, We
thus expect that the adiabatic fidelity approaches unity uniformly in the 2(1 — o)
power law of the adiabatic parameter, i.e.,

1 — Fyy ~ 2=, (1.86)

For the case of o > 0, the singularity is irremovable, and the adiabatic approximation
is expected to break down.

The above discussion is readily extended to the case that the slow-varying parame-
ters change nonlinearly with time, i.e., R = ¢, where o is any positive number. The
nonlinear time-dependent parameter has multiple physical origins; in the molecule
spin system, for example, the effective field varies nonlinearly in time [21]. Another
field with a broad number of examples is quantum optics, in which the Rabi frequency
coupling different levels (i.e., stimulated Raman adiabatic passage) often depends
nonlinearly on time [22]. Here, we suppose that the Berry connections of a quan-
tum system are regular with limitation as a function of the parameter R and that the
level spacings are of order 1. To apply our theory, we introduce the new parameters
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R’ and ¢’ through the expressions ¢’ = €!/? and R’ = £'t. Consequently, R = R"’.
As a function of the new parameter R’, the singularity of the Berry connections
is determined by dR/dR’ ~ 1/ R''™7. Our discussion is divided into two cases: (i)
o > 1 and (ii) 0 < 1. In the former case, the Berry connections as functions of the
new parameter are regular, so the adiabatic fidelity is determined by the short-term
oscillation and is expected to converge to one in a power law of €. Then, we have

1= Fyg~er. (1.87)

In the latter case, the Berry connections as functions of the new parameter are
singular, of the type 1/ R'. Fortunately, this singularity is removable, resulting in
an upper bound of the adiabatic fidelity of €7, i.e.,

1 — Fyq ~ €% (1.88)

Note that in this case, the upper bound of the adiabatic fidelity is independent of
the nonlinear index o.

1.2.2 Adiabatic Geometric Phase—Berry Phase

A quantum system in an eigenstate, slowly transported around a circuit by varying
parameters in its Hamiltonian, in addition to the familiar dynamical phase factor,
ultimately acquires a geometric phase factor [18].

Let the Hamiltonian H be changed by varying parameters R = (R;, R, ...), on
which it depends. Then, the evolution of the system between timest = OQandt =T
can be interpreted as movement around a closed path R(¢) in parameter space with
the Hamiltonian H (R(¢)) and such that R(T) = R(0). This path is henceforth called
acircuit and denoted by C. For the adiabatic approximation to apply, 7 must be large
enough.

The quantum state |¢(7)) of the system evolves according to Schrodinger’s
equation,

H(R()p(1)) = ihli(0)), (1.89)

where the overdot denotes the time derivative. At any instant, the natural basis consists
of the eigenstates |n(R)) (assumed to be discrete) of H (R) for R = R(¢) that satisfy

H(R)|n(R)) = E,(R)|n(R)), (1.90)

with energies E, (R). This eigenvalue equation implies that no relation exists between
the phases of the eigenstates |n(R)) at different R. For present purposes, any (dif-
ferentiable) choice of phases can be made, provided that [n(R)) is single-valued in
a parameter domain that includes the circuit C.
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Adiabatically, a system prepared in one of these states |[n(R(0))) evolves with H
and is thus in the state [n(R(¢))) at ¢t. Therefore, |1)) can be written as

(1)) = e i fo 4 ERED MO 1y (R(1))). (1.91)

The first exponential is the familiar dynamical phase factor. The object of attention
is the second exponential. The crucial point is that its phase A, (¢) is nonintegrable;
A, cannot be written as a function of R and in particular is not single-valued under
continuation around a circuit, i.e., A, (T") # A, (0).

The function \,(#) is determined by the requirement that | (¢)) satisfies
Schrodinger’s equation; direct substitution of (1.91) into (1.89) leads to

M) = i(n(R(@)|Ven(R(1)) - R(). (1.92)
The total phase change of the state |¢) around C is
(7)) = &~ b BRI Oy, (1.93)

where the geometric phase change is given by
M(C) =i ?g (n(R)|Vgn(R)) - dR. (1.94)
c

Thus, A, (C) is expressed as a circuit integral in parameter space and is independent
of how the circuit is traversed (provided of course that this movement is slow enough
for the adiabatic approximation to hold). The normalization of the state |n) implies
that (n|Vgn) is imaginary, which guarantees that A, is real.

Direct evaluation of |Vgn) requires a locally single-valued basis for |n). This
difficulty can be avoided by transforming the circuit integral (1.94) into a surface
integral over any surface in parameter space whose boundary is C. To apply familiar
vector calculus, the parameter space is taken as three-dimensional, and this condition
turns out to be the most important case in applications.

Applying Stokes’s theorem to (1.94), one has

M (C) = —Im// as - Z(Vn|m) X (m|Vn), (1.95)
¢ m#n

where d S is the area element in R space and the exclusion in the summation is
justified by (n|Vn) being imaginary. The off-diagonal elements are obtained from
(1.90) as follows:

vny = mIVHIn) 1.96
(m] n)—m, m #n. (1.96)
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Therefore, )\, can be rewritten as

M (C) = —// dS - B,(R), (1.97)
c

where

n(R)|VrH(R)|m(R)) x (m(R)|VgH (R)|n(R))
(En(R) — E,(R))*

B,(R) EImZ( . (1.98)

m#n

Clearly, A, (C) is zero for a circuit that retraces itself and so encloses no area.

Equations (1.97) and (1.98) are the central results. Since the dependence on |Vn)
has been eliminated, the phase relations between eigenstates with different param-
eters are immaterial, and (as is evident from the form of (1.98)) it is no longer
necessary to choose |m) and |n) to be single-valued in R: any solutions of (1.90)
may be employed without affecting the value of B,,. This is a surprising conclusion,
as can be seen by comparing (1.97) with (1.95), which shows that B, is the curl
of a vector, (n|Vn), and that this vector certainly does depend on the choice of the
phase of the (single-valued) eigenstate |n(R)). The dependence on the phase is of the
following kind: if |n) — ¢/#®|n), then (n|Vn) — (n|Vn) + iV (in another con-
text, the importance of such gauge transformations was emphasized by Wu and Yang
[23]). Hence, the vector is not unique, but its curl is. The quantity B, is analogous
to a “magnetic field” (in parameter space) whose “vector potential” is Im(n|Vn).
As described elsewhere (1.98), V - B,, vanishes, thus confirming that (1.97) gives a
unique value for A\, (C).

1.2.3 Virtual Magnetic Monopole

The denominators in (1.98) imply that if the circuit C lies close to a point R* in
parameter space at which the state |n) is involved in a degeneracy, then B,(R)
and, thus, \,(C) are dominated by the terms m corresponding to the other states
involved. We discuss the most common situation, where the degeneracy involves
only two states [18], to be denoted by | &= (R)), where E, (R) > E_(R). For R near
R*, H(R) can be expanded to first order in (R — R*), and one has

(+(B) |V H(R)| — (R)) x {(=(R)|VeH(R)| + (R))

B.(R)=1
+(#)=Im (E+(R) — E_(R))

(1.99)

Clearly, one also has B_(R) = —B_(R), and thus, A\_(C) = =\, (C).

Without loss of generality, one can set E+(R*) = 0 and R* = 0. Indeed, H(R)
can be represented as a 2 x 2 Hermitian matrix coupling the two states. The most
general such matrix satisfying the given conditions depends on three parameters: x,
v, and z, which are taken as the components of R and by linear transformation in R
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space can be brought into the following form:
1 z Xx—1y
H(R) = - . . 1.100
(B) 2 <x +iy —z > ( )
The eigenvalues are given by
1 5 2, 2\12 1
Ei(R):j:E(x +y +29) :iER' (1.101)

Therefore, the degeneracy is an isolated point at which all three parameters vanish.
This result corresponds to a well-known result of Von Neumann and Wigner [24]: for
general Hamiltonians (Hermitian matrices), itis necessary to change three parameters
to cause a degeneracy to occur accidentally, that is, not on account of symmetry.
Alternatively stated, degeneracies have co-dimension three.

The form (1.100) was chosen to exploit the fact that

1
VH = 0. (1.102)

where o, 0y, and o, denote the Pauli spin matrices, which are the components of the
vector operator . When computing the matrix elements in (1.99), one can greatly
simplify the calculations by taking advantage of the isotropy of spin and temporarily
rotating the axes (so that the z-axis points along R) and by employing the following
relations, which come from the commutation laws between the components of o:

oxlE) =1F), oylE) ==FilF), o:lE) =*[H). (1.103)

With these rotated axes, Eq. (1.99) gives

Im(+|oy|—)(—lo:|+)

Bx+ = FISZ = 07
B,y = Wl Clodd) _ g (1.104)
P Y S T
+ — 2R2 = 3Rr2"
Reverting to unrotated axes, one has
B.(R) = (1.105)

2R3

The use of (1.97) illustrates that the phase change A, (C) is the flux through C
of the magnetic field of a monopole with strength —% located at the degeneracy.
Hence, for the natural choice (1.100) of the standard form for H, one can obtain the
satisfying result that the geometric phase factor associated with C is given by

M+ (O) = o FiR(O)/2. (1.106)
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where §2(C) is the solid angle that C subtends at the degeneracy, that is, a measure
of the view of the circuit as seen from the degeneracy. Since §2 can change only in
multiples of 47 (when the surface is deformed to pass through the degeneracy), the
phase factor is independent of the choice of surface spanning C.

1.2.4 Nonadiabatic Geometric Phase—Aharonov-Anandan
Phase

Inthe preceding sections, we introduced the Berry phase [18] in the quantum adiabatic
process and its classical analog—the Hannay angle [3]. By relaxing the adiabatic
approximation, these concepts were then generalized by Aharonov and Anandan
[25] to study the phase associated with a cyclic evolution (which occurs when a state
returns to its initial condition) in quantum mechanics.

The significance of Aharonov and Anandan’s generalization is twofold. On the one
hand, the cyclic evolution of a physical system, both experimentally and theoretically,
is of high interest in physics. On the other hand, the universal existence of the
cyclic evolution is guaranteed for any quantum system. This condition can be easily
recognized by considering the eigenvectors of the unitary evolution operator for a
quantum system. An explicit example is the time-periodic Hamiltonian system where
the Floquet theorem applies. The eigenfunctions of the Floquet operator, which are
referred to as Bloch wave functions in condensed matter physics, are cyclic solutions
of great interest in physics.

The Aharonov-Anandan (AA) phase [25] is a universal geometric phase in the
sense that it is the same for an infinite number of possible motions along the curves
in the Hilbert space ¢ that project to a given closed curve C in the projective
Hilbert space & of rays of .7 and the possible Hamiltonians H (¢) that propagate
the state along these curves. We assume that the normalized state | (t)) € 7 evolves
according to the Schrodinger equation,

d
ith— V() = HO (@), (1.107)

such that [1(7)) = e?|1(0)), where ¢ is real. Let IT, i.e., 7 — &, be the projec-
tion map defined by I7(|1))) = {|¢') : |¢) = c|v¥), ¢ is a complex number}. Then,
[1(t)) defines a curve C: [0, 7] — 7, with C= IT(C) being a closed curve in
&. Conversely, given any such curve C, one can define a Hamiltonian function
H () so that (1.107) is satisfied for the corresponding normalized [¢(7)). Now define
|1;(t)) = e O]y)(1)) such that \(7) — M\(0) = ¢. Then, |(7)) = [/(0)), and from
(1.107), one has

dx 1 - oo.d o~
=5 = 3 WOIHP®) = (WOl [$0)). (1.108)
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Thus, if one removes the dynamical part from the phase ¢ by defining

1
a=¢+ < / (bOH|Y(@))dt (1.109)

then it follows from (1.108) that
T d B
04:/ (w(t)lld—ltb(t))dt- (1.110)
0 t

It is clear that the same |zﬁ(t)) can be chosen for every curve C for which I7(C) =
c through an appropriate choice of A(¢). Therefore, «, defined by (1.109), called
the AA phase, is independent of ¢ and H for a given closed curve C. Indeed, for a
given C , H(t) can be chosen so that the second term in (1.109) is zero, which may be
regarded as an alternative definition of «. In addition, from (1.110), « is independent
of the parameter ¢ of C and is uniquely defined up to 2n7 (n =integer). Thus, e/® is
a geometric property of the unparameterized image of Cin 2 only.

Consider a slowly varying H (), with H (t)|n(¢)) = E,(¢)|n(t)), for a complete
set {|n(t))}. If one writes

(1)) = ch(t)exp <——/E dt) In(1)) (1.111)

and uses (1.107) and the time derivative of the eigenvector equation, one has
. . (ml /
m — —Cm - |/ —— E E dt 1. 1 12
Cn = —C(m]rin) ; e ( ) (1.112)

where the overdot denotes the time derivative. Assume that

2

n#Em

f{m|H |n)

m < 1. (1.113)

Then, if ¢,(0) = ., the last termin (1.112) is negligible, and the system therefore
continues as an eigenstate of H (¢) to satisfactory approximation. In this adiabatic
approximation, (1.112) yields

em(t) = exp (— /(m|rh)dt> em(0). (1.114)

For a cyclic adiabatic evolution, the phase i fOT (m|m)dt is independent of the cho-
sen |m(t)); Berry regarded this property as a geometrical property of the parameter
space of which H is a function. However, this phase is the same as (1.110) on choosing
|1;(t)) =~ |m(t)) in the present approximation. The parameter «, defined by (1.109),
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does not depend on any approximation, and thus, (1.110) is exactly valid. Moreover,
|1 (1)) need not be an eigenstate of H (¢), unlike in the limiting case studied by Berry.
In addition, it is neither necessary nor sufficient to go around a (nontrivial) closed
curve in parameter space to have a cyclic evolution, with the associated geometric
phase a. For these reasons, AA regarded « as a geometric phase associated with a
closed curve in the projective Hilbert space and not the parameter space, even in the
special case considered by Berry. Given a cyclic evolution, an H (¢) that generates
this evolution can be found so that the adiabatic approximation is valid. Then, « can
be calculated with the use of the expression given by Berry in terms of the eigenstates
of this Hamiltonian.

1.2.5 Example I: Born-Oppenheimer Approximation

The Born-Oppenheimer (BO) approximation is ubiquitous in quantum chemical cal-
culations of molecular wavefunctions [26]. The approximation consists of two steps.

In the first step, the nuclear kinetic energy is neglected. This step is often justified
by stating that the heavy nuclei move more slowly than the light electrons. Classi-
cally, this statement makes sense only if the momentum p of electrons and nuclei is of
the same order of magnitude. In that case, m, > m, implies p>/(2m,,) < p*/(2m,)
(with m,, and m, being the mass of the nucleus and the mass of the electron, respec-
tively). It is straightforward to show that for two bodies in circular orbits around their
center of mass (regardless of individual masses), the momentum of the two bodies
is equal and opposite and that for any collection of particles in the center of mass
frame, the net momentum is zero. Given that the center of mass frame is the lab
frame (where the molecule is stationary), the momentum of the nuclei must be equal
and opposite to that of the electrons. Recall that the corresponding operators do not
contain mass, and consider the molecule to be a box containing the electrons and
nuclei (as in the particle-in-a-box idealization). Since the kinetic energy is p?/(2m),
it follows that the kinetic energy of the nuclei in a molecule is indeed typically much
smaller than the kinetic energy of the electrons, the mass ratio being on the order
of 10*. Thus, the corresponding operator T, is subtracted from the total molecular
Hamiltonian. In the remaining electronic Hamiltonian H,, the nuclear positions enter
as parameters. The electron-nucleus interactions are not removed, and the electrons
still “feel” the Coulomb potential of the nuclei clamped at certain positions in space.
This first step of the BO approximation is therefore often referred to as the clamped
nuclei approximation.

The electronic Schrodinger equation

H,(r, R)x(r, R) = E.x(r, R), (1.115)
is solved (out of necessity, it is solved only approximately). The quantity r corre-

sponds to all electronic coordinates and R to all nuclear coordinates. The electronic
energy eigenvalue E, depends on the chosen positions R of the nuclei. Varying
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these positions R in small steps and repeatedly solving the electronic Schrodinger
equation, one obtains E, as a function of R. This is the potential energy surface
(PES): E.(R). Because this procedure of recomputing the electronic wave functions
x(r, R) as a function of an infinitesimally changing nuclear geometry is reminiscent
of the conditions for the adiabatic theorem, this manner of obtaining a PES is often
referred to as the adiabatic approximation, and the PES itself is called an adiabatic
surface. It is assumed, in accordance with the adiabatic theorem, that the same elec-
tronic state (the electronic ground state, for instance) is obtained upon small changes
of the nuclear geometry. The method predicts a discontinuity (jump) in the PES if
electronic state-switching occurs.

In the second step of the BO approximation, the nuclear kinetic energy T, (con-
taining partial derivatives with respect to the components of R) is reintroduced; in
addition, the Schrodinger equation for the nuclear motion is time independent, and
the stationary wavefunctions ¢(R) for the nuclei are obtained. It is traditional to
use the word “motion” in this context even though (classically) motion implies time
dependence. We solve the equation

7+ BB | 6(B) = Eo(R), (1.116)

This second step of the BO approximation involves separation of vibrational,
translational, and rotational motions, which can be achieved by application of the
Eckart conditions. The eigenvalue E is the total energy of the molecule, including
contributions from electrons, nuclear vibrations, and the overall rotation and trans-
lation of the molecule.

1.2.6 Example II1: Aharonov-Bohm Effect

We consider a magnetic field consisting of a single line with flux @. For the positions
R not on the flux line, the magnetic field is zero; however, there must be a vector
potential A(R) that satisfies

ygA(R).dchb (1.117)
C

for circuits C threaded by the flux line. Aharonov and Bohm [27] showed that such
vector potentials in quantum mechanics have physical significance even though they
correspond to zero field. We show here how their effect can be interpreted as a
geometric phase change [18].

Consider the quantum system consisting of particles with charge g confined to a
box situated at R and not penetrated by any flux line (see Fig. 1.3). In the absence
of flux (A = 0), the Hamiltonian for the particle depends on the position r and its
conjugate momentum p [18], i.e.,
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Fig. 1.3 Aharonov-Bohm
effect in a box transported
around a flux line

flux line

H=H(p,r—R), (1.118)

and the wavefunctions have the form v, (r — R) with energies E, independent of R.
With nonzero flux, the states |n(R)) satisfy

H(p —qA(r),r — B)|n(R)) = E,|n(R)), (1.119)

an equation whose exact solutions can be obtained by multiplying v, by an appro-
priate Dirac phase factor, giving

(rin(R)) = et Jdr ATy, (r — R). (1.120)

These solutions are single-valued in r and (locally) in R. The energies are unaf-
fected by the vector potential.

Let the box be transported around a circuit C threaded by the flux line. In this
special case, it is not necessary to consider the transport adiabatic. After completion
of the circuit, a geometric phase change is accumulated, which can be calculated
from

0 @Van @) = [ [ [Erie B[ ARC - R+ Trv, 0 - B)]

- —iqA;R). (1.121)
13

The normalization of 1), leads to the vanishing of the second term in braces.
Evidently, in this example, the analogy between Im(n|V|n) and a magnetic vector
potential becomes a reality. As a result, one has

M(C) = %ych(R) “dR = ?. (1.122)
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It is shown that the phase factor is independent of n and of C if this winds once
around the flux line. The phase factor can be observed based on interference between
the particles in the transported box and those in a box that is not transported around
the circuit.

1.2.7 Example I1I: Adiabatic Quantum Computing

In quantum mechanics, a quantum state |1)) evolves according to the following
Schrodinger equation:

d
i @) = HOW (). (1.123)

The adiabatic theorem [28] tells us how to follow this evolution when the Hamil-
tonian H (¢) varies slowly enough. Here, one can consider a smooth single-parameter
family of Hamiltonians H (s) with 0 < s < 1 and take [29]

H(t) = ﬁ(%). (1.124)

Thus, T controls the rate at which H (¢) varies. The instantaneous eigenstates and
eigenenergies of H (s) are determined by

H(s)|¢; s) = E¢(s)|€; s), (1.125)

with
Eo(s) < Ei(s) <+ < En_1(s), (1.126)

where N is the dimension of the Hilbert space. Assume that [¢(0)) is the ground
state of H(0), that is,
[1(0)) =€ =0;s =0). (1.127)

According to the adiabatic theorem, if the gap between the two lowest levels, i.e.,
E | (s) — Ey(s), is strictly greater than zero for all 0 < s < I, then one has

lim (€= 0:s = L(D))| = 1. (1.128)

This condition implies that if T is large enough, then the existence of a nonzero
gap ensures that |1 (f)) obeying (1.123) remains close to the instantaneous ground
state of H(¢) of the form (1.124) for all # from O to 7. One can define the minimum
gap by

Apmin = OTEEI(El(S) — Eo(s)). (1.129)

A closer look at the adiabatic theorem tells us that if



28 1 Introduction to Adiabatic Evolution

T> e (1.130)
where y
& = Or;lsasx1 £ = 1;s|il—l_sl|€ =0;s)], (1.131)
then one can make
[{€ =055 = 114(T))| (1.132)

arbitrarily close to 1. For all of the problems that we discuss here, & is on the order
of a typical eigenvalue of H and is not too large, so the size of T is determined by
A;lzn :

One can now apply adiabatic evolution to shift from the known ground state of Hp
to the unknown ground state of Hp. Suppose that the ground state of Hp is unique.
Consider

t t
H(it)=(1— =) -Hz+ — - Hp. 1.133
@) =( T) B+T P ( )
From (1.124), one has
H(s)=(1—s)-Hg+s- Hp. (1.134)

Prepare the system so that it begins at # = 0 in the ground state of H(0) = Hp.
According to the adiabatic theorem, if A,,;, is not zero and the system evolves
according to (1.123), then for sufficiently large T, |1/ (T")) will be close to the ground
state of Hp, that is, the solution to the computational problem [29].

1.2.8 Example 1V: Geometric Quantum Computation

The physical realization of quantum computation requires a series of accurately
controllable quantum gates. These gates can be implemented experimentally by using
controlled geometric operations. It is remarkable that geometric operations based
on adiabatic passages depend only on the global feature of the path executed [18]
and thus provide a possible fault-tolerant way to perform quantum gate operations
[30-33]. Similar to the case with adiabatic passage, the geometric gates based on
nonadiabatic cyclic operations also depend only on some global features, making
them robust to certain computational errors [25].

For a spin—% particle subjected to an arbitrary magnetic field B, the nonadiabatic
cyclic geometric (or AA) phase [25] is just the solid angle determined by the evo-
lution curve in the projective Hilbert space—a unit sphere S?. Any two-component
“spin” state |¢)) = [e~7%/? cos(6/2), e'?/? sin(f/2)]” may be mapped into a unit vec-
tor n = (sin 6 cos ¢, sin 0 sin ¢, cos 6) in the projective Hilbert space via the relation
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n = (Y|o|y), with the vector operator o denoting the Pauli spin matrices. By vary-
ing the magnetic field, the AA phase is given by A = —% /. c(1 —cos0)dp, where
C lies along the actual evolution curve on S and is determined by the equation
oin(t) = —pB(t) x n(t)/h. This phase recovers the Berry phase in adiabatic evo-
lution [34].

For universal quantum computation, one need achieve only two kinds of non-
commutable single-qubit gates and one nontrivial two-qubit gate [35]. The single-
qubit Hamiltonian H is selected to pass through a cyclic evolution with period 7 in
the parameter space {B}. One considers the process in which a pair of orthogonal
states |¢1) can evolve cyclically. A phase difference between the two orthogonal
states can be introduced by cyclically varying H. The phases acquired in this way
contain both a geometric component and a dynamical component. The dynamical
phase accumulated over the whole process can be removed by a simple method,
and therefore, only the geometric phase needs to be considered. By taking into
account the cyclic condition for |¢1) and removing the dynamical phase, one has
U(T)|1)+) = e¥*|1p.), where U (1) is the evolution operator. Here, we have also used
the result that A\[—nr(0)] = —A[n(0)] at any time if the two initial states correspond to
+n(0) [34]. One can write an arbitrary initial state as |1;) = ay|¥4) + a_|¥_), with
at = (Y4|1), and express the two cyclic initial states as [¢)) = cos §|0) + sin §|1)
and |¢)_) = cos §|1) — sin %lO), where |0) and |1) constitute the computational basis
for the qubit. The final state at time 7 is found to be 1) r) = U (p, A)[);), where
e cos? £ + e sin” £ i sin psin A\ )

2T L, empsinA (1.135)
i sin psin \ e”'"cos” £ 4-e'tsin” £

U(<p,>\)=<

It is straightforward to verify that the two operations U' (¢, A1) and U? (2, \y)
are noncommutable unless sin \; sin \; sin(w, — ¢1) = 0. Because two kinds of
noncommutable operations constitute a universal set of single-bit gates, one can
achieve the universal single-bit gates by choosing ¢; # ¢, (mod 27) for any non-
trivial phases A; and \,. For example, the phase-flip gate U; = e > IV (up to
an irrelevant overall phase) can be achieved at = 0; the gate U, = &%+ can be
obtained at ¢ = /2, which produces a spin flip (NOT operation) when \, = 7/2
and an equal-weight superposition of spin states when A\, = 7 /4.

In terms of the computational basis {|00), |01), [10), |11)}, the unitary operator to
describe the two-qubit gate is given by U'Y = diag[U (\°, ©°), U(\!, ') under the
condition that the control qubit is far from the resonance condition for the operation of
the target qubit. Here, \°(¢?) represents the geometric phase (the cyclic initial state)
of the target qubit as long as the state of the control qubit corresponds to 6 = 0, 1
(where ¢ denotes the state of the control qubit). Following Ref. [35], one finds that
the unitary operator U'? is a nontrivial two-qubit gate if and only if ' # \° or
' # " (mod 27). Hence, all elements of quantum computation may be achievable
by using nonadiabatic cyclic geometric operations [36].
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1.2.9 Example V: Superadiabatic Quantum Driving

Quantum adiabatic processes are a powerful strategy to implement quantum state
control, which aims at manipulating a quantum system to attain a prescribed target
state in a controlled and optimal way [22, 37, 38]. However, often, such an adiabatic
process may be too slow, and in nearly all adiabatic techniques, the population trans-
fer is incomplete, with the fidelity close to, but less than, 1 [39]. Therefore, various
protocols have been devised to speed up the process and to enhance the fidelity of
quantum manipulation processes [40—45]. Superadiabatic (also known as transition-
less or counterdiabatic) quantum driving [42, 43] is a valuable tool to speed up the
adiabatic quantum behavior. The protocol suppresses the nonadiabatic transitions
between energy eigenstates and ensures perfect adiabatic following by constructing
an auxiliary field (Hamiltonian) [46].

The two-level system driven by an external coherent field is described by the
dimensionless Schrodinger equation

.0 (a a
15<b)=H(t)<b>, (1.136)

with the Hamiltonian being
H(t) = y(t)o. + v(1)oy, (1.137)

where a and b are the probability amplitudes of diabatic states |0) and |1), respec-
tively. The total probability |a|> + |b|? is conserved and set to be 1. o, and o, are
Pauli matrices, and () and v(¢) are the energy bias and coupling strength between
the two diabatic levels, respectively.

The system has instantaneous adiabatic eigenstates [ (7)) that satisfy

H(0)|[Y+(1)) = ex (DY), (1.138)

where the eigenvalues e (f) = /7% + v? and the subscripts — and + stand for
the ground state and the excited state, respectively. Their difference £(1) = ¢, (¢) —
e_(t) = 24/¥% + v? defines the energy splitting.

Assume that the system is initially prepared in the adiabatic ground state |¢_ (#;,,;))
at time ¢ = t;,;. The final state at time ¢ = t¢;, is the state |1 f;,) after an evolution
of duration fy;, — t;,;. Our aim is to realize a superadiabatic protocol that ensures
a perfect following of the instantaneous adiabatic ground state |¢)_(¢)) for all time.
The protocol can drive the system from the starting state |1)_(f;,;)) to the final state
|1 fin) in an accelerated way and with high fidelity, i.e., the final state |t s;,) is as
close as possible to the adiabatic ground state [1)_(zf;,)), realizing a fidelity close to
unity. Here, the fidelity function Fy;, is defined as follows:

Frin = [ rinl - i), (1.139)
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which can be used to characterize the protocol efficiency.
The Hamiltonian (1.136) can be diagonalized using unitary transformation to a
new basis (A, B), which is the adiabatic basis, given by

<g) =U0_l(t)(2), (1.140)

where U is a rotation matrix that can be taken as

—sin# cos 6
o = < cos sin@)' (1.141)

Here, the mixing angle 6§ = % arctan(v(t)/~y(¢)). The Hamiltonian of the system
in an adiabatic basis is

H'(t)=Uy"H(t)Uy — iUy ' Uy, (1.142)

where the overdot represents the derivative with respect to time ¢. The first term
is the diagonal part, while the second term is the non-diagonal part representing a
nonadiabatic correction. The Schrodinger equation in the adiabatic basis reads

D (AN (A [(em—if) (A
FD-ro(@)-GG) o

Adiabatic evolution occurs when the nonadiabatic coupling in the Hamiltonian is
negligible relative to the eigenenergy splitting. Mathematically, adiabatic evolution
requires the off-diagonal elements of the Hamiltonian (1.143) to be negligible rela-
tive to the diagonal ones, i.e. |9| « ¢, which expresses the adiabatic condition [42].
The efficiency of this transfer is limited by the adiabatic condition, which requires
slow evolution. When the adiabatic condition cannot be fulfilled, a complete popu-
lation transfer does not occur due to the effect of one or more nonadiabatic terms in
the Hamiltonian. To overcome this challenge, one can construct an auxiliary Hamil-
tonian H,., (also called a counter-diabatic field) that cancels the nonadiabatic part
of the evolution under H alone [42, 43]. This process thus ensures a transitionless
adiabatic following such that the system evolving under H + H,; always remains the
instantaneous adiabatic ground state of H with probability 1, even for a finite dura-
tion of the protocol. In general, H., can be given by H.; = iUo Uy ! For a two-level
system of the form described previously (1.136), one finds that [42, 43]

00
Hea(t) = 520y, (1.144)

where o, is the Pauli matrix. The total driving Hamiltonian is in the following form:
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Htul(t) =H+ Hcd
=)o +v(t)o, + bo,

_( v v —if
"<va)+i9 —~(1) )' (1.145)

The Hamiltonian (1.145) can be described as a combination of an effective cou-
pling and a phase term,

_ V() vepr(t)e?
Htot(t) - (Ueff(l)ew _’7([) ) ) (1146)

where vosr (1) = V(1) + 62. To eliminate the phase dependence, we apply the
following transformation [47]:

e 2
m:< Oewg, (1.147)

which again provides a new set of basis functions; the resulting Hamiltonian is

o Verr (@) vers(t)
Hoo (1) = (Ueff(f) —%ff(’)) ’ (1.149)

where .77 (1) = (1) — q5/2, with ¢ = arctan(é/ v(t)). This result implies that the
effect of the extra field can also be achieved through an appropriate transformation
Y = Yerr and v — vz

Note that the shortcut to adiabaticity [44] is also a valuable tool to speed up the
adiabatic quantum behavior. This method implements another reverse engineering
approach using the Lewis-Riesenfeld (LR) invariant to carry the eigenstates of a
Hamiltonian from a specified initial state to a final configuration and to then design
the transient Hamiltonian from the LR invariant. Although different in form, these
driving methods can be shown to be essentially equivalent to each other by prop-
erly adjusting the reference Hamiltonian [44]. Recently, these protocols have been
extended to many quantum systems [47-54]. Experiments with superadiabatic pro-
tocols have been demonstrated for a Bose-Einstein condensate loaded into an accel-
erated optical lattice [55, 56], the electron spin of a single nitrogen vacancy center
in diamond [57], a large single-photon detuning system with a cold atomic ensemble
[58], and a continuous variable system for adiabatic transport of a trapped ion [59].
To illustrate this approach, some models have been adopted in these experiments, for
instance, the Laudau-Zener model, the Allen-Eberly model, and the cosine model
[55, 56, 58].
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1.3 Classical-Quantum Correspondence

1.3.1 Bohr-Sommerfeld Quantization Rule

Planck introduced the constant (h or i = h/(27)) that now bears his name to elim-
inate the ultraviolet divergence in the black-body radiation spectrum. This constant
defines a fundamental scale of action that allows us to relate kinematic and wave
properties of quantum mechanical objects,

p=~h/\ p=hk; (1.149)
E=hyv, E=hw, (1.150)

where the momentum p and the energy E describe the kinematic properties of the
object, while the wavelength A\ (or k = 27/\) and the frequency v (or w = 27v)
describe the wave properties of the object. Quantum mechanical waves obey the
superposition principle and may therefore exhibit quantum mechanical interference.

Experimentally, the emission and absorption spectra of atoms were known to
exhibit discrete lines, which satisfied the Rydberg-Ritz combination principle,
namely, v = A; — A;, where A; and A; are empirically determined terms. This
discrete spectrum could not be explained by classical models, and one can now
understand these terms as the energy levels of the atom. The arithmetic relationships
among certain groups of lines were identified as early as 1885, when Balmer showed
that certain lines were predicted by the formula 1/\ = Ry (1/2> — 1/1?), with Ry
being the Rydberg constant for hydrogen and n = 3, 4, .. .. (Balmer, unaware of
h, focused on the wavelength.) Similar series are associated with Lyman, Paschen,
Brackett, and Pfund. Other experimental indications of quantization are as follows:

Franck-Hertz Energy lost by electrons in inelastic collisions with atoms
Stern-Gerlach Quantization of magnetic moment, spatial quantization
Photoelectric effect Ultraviolet photons in, electrons out: photons as kinematic
particles

Compton effect Inelastic X-ray scattering: photon kinematics (Compton wave-
length Ac = h/mc ~ 0.024 A, with m being the electron rest mass and ¢ being
the speed of light)

Bohr proposed that the electrons in atoms can exist only in certain well-defined,
stable orbits that satisfy the Bohr-Sommerfeld quantization condition,

ygp.dqzh(wr%), n,m=0,1,2,..., (1.151)

where p is the momentum and ¢q is the position coordinate of an electron in three-
dimensional space. The integral is performed over some closed orbit in phase space
{p. q}; the integer n is the quantum number, and the integer m is the familiar
Maslov index. Considering the electron as a wave with wavelength A = &/ p, this
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Bohr-Sommerfeld quantization condition ensures that the wave is described by a
function that is single-valued.

Although the Bohr atom is a crude approximation of the full solution to the
Schrodinger equation in a central 1/r potential, this model does produce several
correct results. Bohr required that his formulation of quantum mechanics satisfy the
tested principles of classical mechanics in the limit of large quantum numbers, where
the scale of action set by Planck’s constant is small. This requirement is known as
the correspondence principle.

1.3.2 Relation Between the Berry Phase and the Hannay
Angle

In the previous sections, the adiabatic Berry phase and its geometrical meaning have
been introduced from the perspective of quantum mechanics. Indeed, in classical
mechanics, a geometrical angle exists that corresponds to the Berry phase. Based on
both the adiabatic principle and Liouville’s theorem, Hannay introduced the concept
of aclassical adiabatic angle in 1984 [3]. In the following year, Berry further discussed
this classical angle (also called the “Hannay angle”) and formulated its connection
to the quantum adiabatic geometric phase [60].

Following Berry’s derivations [60], we consider a quantum or classical system
with N degrees of freedom whose Hamiltonian H(p, q¢; R) depends on a set of
slowly varying parameters R = (R, R, ...) in addition to the dynamical variables
or operators p = (pi1,..., py)andq = (qi, - . ., gny). The evolution of the system is
governed by the adiabatic theorem. In the quantum case [61], this theorem states that
a system initially in an eigenstate, labeled by one or more parameters n = {n;}, will
remain in the same eigenstate |n; R(¢)), with energy E, (R(¢)) as the R change. In
the classical case [62], the theorem states that an orbit initially on an N-dimensional
phase-space torus with actions I = {I;} [63] will continue to explore the tori with
the same values of I (adiabatic invariants), in spite of the varying Hamiltonian
corresponding to R(¢), provided that such tori continue to exist (for example, if the
system remains integrable for all parameters R).

These well-known adiabatic theorems fail to describe an important feature of the
evolution, which manifests itself if the Hamiltonian returns to its original form after
a (long) time 7, i.e., R(T) = R(0). One can describe such changes as taking the
system around a circuit C in the space of parameters R.

In quantum physics, the feature is a geometric phase factor e*(©) accumulated
around C by a system in the nth state: if the state is initially | ¥ (0)), then the state at
T is

i\

|W(T)) = M (©e o dERD) g (). (1.152)



1.3 Classical-Quantum Correspondence 35

The second factor, which contains the familiar dynamical phase, is present even
if the parameters remain constant, and the third factor | W (0)) is an expression of the
adiabatic theorem.

Classically, the feature that the adiabatic theorem does not describe is the shifts
AB(I; C) in the angles 6 = {0;} conjugate to the actions I, in addition to those
expected on the basis of the instantaneous frequencies w = {w; (I; R)}: if the initial
angles are 6(0), then after the circuit C, the position of the system on its torus I is
given by

T
0(T) = 6(0) +/ dtw(I; R(t)) + AO(I; C). (1.153)
0

The existence of A6 as a general feature of slowly cycled integrable systems was
discovered by Hannay in 1984 [3].

The evolution of the angle variables, which by (1.153) determines the classical
adiabatic angles A8, can be determined by making a canonical transformation to
action-angle variables. This transformation can be achieved in terms of a generating
function S, (¢, I; R(t)) according to the scheme [1]

0Sa 08,
(P.q) < Sa(qg. I; R(t)) > (1,0), p, = ——. 0o = ——. (1.154)
0q ol

In these formulae, the superscript « labels the branches of S, a function whose
unavoidable multivaluedness reflects the fact that for a given torus 7, ¢ does not
uniquely determine p.

The new Hamiltonian H (I, 0; t) differs from the old Hamiltonian H ( P.q; R)in
value and in functional form because the canonical transformation is time dependent
through the slowly varying parameters R(#). In fact,

08a(q. I; R(t)) dR

H(I,0;t) =; R(t)) + R s

(1.155)

where
H(I; R(t)) = H(p(1,0; R(t)),q(I,0; R()); R(?)) (1.156)

is the (angle-independent) “action” Hamiltonian corresponding to constant R. At
any time ¢, the branch « and the value of ¢ occurring in (1.155) are uniquely defined
by 6 and 1.

To obtain an explicit form for H, one can define the single-valued function

S(1,0: R)=S.(q(I,0; R),I;R), (0<0 <2r) (1.157)

so that
a8, B 0. 0S8, 0q 0 0q

R ~ R o9q OR _ oR T R

(1.158)
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Finally, the new Hamiltonian reads
- dR (07(1,0;R) dq(1,0; R)
HI,0;t)=7C(; R — \————pU,0;R) ——— ).

(1.159)

This expression is globally single-valued because ¢ and p are periodic functions
of 6, and the increment of . around a circuit is

SO +2n,I; R)— SO,1I; R) = ?gpdq = 2rl, (1.160)

which does not depend on R.
Hamilton’s equation for the angle variables is

. OH
0j=—, j=1,2,....N, (1.161)
Por

where the overdot denotes the time derivative. When applied to (1.159), the first
term gives the part of the evolution that would occur even if the parameters remained
constant, arising from the frequencies

07 (I; R)

w;(I; R) = o,

(1.162)
What we are seeking, however, is the angle shift defined by (1.153), and this
parameter arises from the second term in (1.159):

' dR 0 (& dq
Al = . — = —p.—=). 1.1
b /0 TS <8R P aR> (1.163)

As it stands, this integral is challenging to evaluate because the integrand depends
on time implicitly through the changes in 6 and I and explicitly through the variations
of R. It is natural at this point to invoke the adiabatic technique [63] of averaging
over the implicit (fast) variations by integrating over the torus at each time . We now
give a brief introduction to this technique. Assume a classical system Hy(I) subject
to a perturbation of e H, (I, 6) (¢ is a small quantity); the corresponding Hamilton’s
equations are

O=w)+cf(1,0), I=cg,0), (1.164)
where OH, OH oOH
0 1 1

W(I)—W, f(Iye)—W, g1, 9)——W~ (1.165)

According to the adiabatic averaging technique, one can replace Eq. (1.164) with
another set, i.e.,
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. _ _ 1 27 27
J=eg(]), g(J) = W/o /0 g(J,0)do, ---dby. (1.166)

Arnold concluded that Eq. (1.166) are a suitable approximation for Eq. (1.164)
[63]. The adiabatic averaging techniqueadiabatic averaging technique means that
in the general case, the motion described by Eq. (1.164) includes two parts: the
evolution part—as demonstrated in Eq. (1.166)—and the small oscillation part. For
general equations, this argument is not accurate. However, for the canonical equations
this method works well, and

g(J) = de = 0. (1.167)

1 /2” 0H\(J, 0)
QmN Jo H0

When the above technique is applied to the Hamilton equation conjugate to
(1.161), the actions I remain constant in spite of the (slow) variations in R—which
is of course the familiar adiabatic theorem. When applied to (1.97), one obtains

o 1 0.7 dq
A0,1:C)= pdR -2 —_dag (L —p. 4 1.168
i €) 7€ a1, (277)N7§ (8R P aR)’ (1.168)

where § d6 = T}, =T df);. Equation (1.168) has the form of a line integral over a
single-valued function in parameter space. The first term vanishes because 0.7 /OR is
a gradient. The second term can be transformed by Stokes’ theorem into an integral

over any surface A in parameter space whose boundary is C. In the language of
differential forms [63],

0
AGJ(I;C)z——// dA-W(I;R), (1.169)
;) Jac
where d A is the area element and W (I; R) is the angle 2-form, which is given by

1
W(I; R) = W%d@ (Vep;(I,0; R) A Vrq,;(I,0; R)). (1.170)

The formulae (1.169) and (1.170) for the classical adiabatic angles constitute one
version of the expressions obtained by Hannay [3]. It is straightforward to show
that Hannay’s angles are invariant under parameter-dependent and action-dependent
deformations of the (arbitrary) origin from which the angles 6 are measured, i.e.,
under

0 — 0+ p3I;R), (1.171)

provided that 3(I; R) is single-valued across the area A in parameter space. This
classical invariance corresponds to the invariance of the quantum phase factor
under parameter-dependent changes in the phases of the eigenvectors |n, R) —
e XB®|n R) (see the appendix of [18]).
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We now discuss the relation between the Hannay angle and the Berry phase. The
quantum geometric phase A, (C) defined by Eq. (1.152) is written in the form

An(C):—// dA - B(n; R), (1.172)
A(C)

where
B(n; R) = ImVg A (n; R|Vg|n; R). (1.173)

Clearly, Egs. (1.172) and (1.173) are analogous to Egs. (1.169) and (1.170), respec-
tively. In position representation, one defines the wavefunction ¢, by

Un(q; R) = (q|n; R), (1.174)

so the phase 2-form becomes

B(n; R) =ImVRA/dqw,l‘(q;R)Van(q;R), (1.175)
where
+00
/dq Ean:l/ dq;. (1.176)
—00

Semiclassically, 1, is associated with a torus whose actions are quantized by the
corrected Bohr-Sommerfeld rule [64],

I; = (nj+mj)h, (1.177)

where m; are N constants whose values are unimportant in the present context.
The wavefunction is obtained from the torus by projection from phase space to ¢
space according to the method of Maslov (see [65] and as expressed in the simplified
presentations by [66, 67]):

Un(g: R) =Y au(g. I; R)en s @10, (1.178)

where S, is the classical generating function, the summation over « corresponds
to all branches p,, contributing at ¢, and the amplitudes are given in terms of the
projection Jacobian by

) 1 de, 1 db;
al = = det [ — ). (1.179)
QmN dg — emN - \dg,

This quantity may be positive or negative, corresponding to 7/2 phase shifts
across turning points.
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When the wavefunction (1.178) is substituted into (1.175), products of contribu-
tions from different branches a give rapid oscillations and cancel semiclassically
upon integrating over ¢, leaving

1 1 de.,
B(n; R) = Vg /\/dq—Z—VRSa(q, I; R). (1.180)
h QmN &~ dq

Transformation of the variables of integration from ¢ to 8 and use of the formulae
(1.157) and (1.158) give

1
B(n: R) = - Vg A G

1
=————@dOVep;(I1,0; R) AVgq:(I,0; R
Tomn yﬁ #p;(1.0: R) A Vq; (I 0; R)

fde(vm P Va)

_ _%wa; R). (1181)

thus relating the phase 2-form to the angle 2-form (1.181).
Finally, this relation, together with formulae (1.169) and (1.172), immediately
gives the connection between Hannay’s angles and the geometric phase:

P O (C)
A0;(I: C) = —h—-2,(C) = — :
i(I; ) a7, M) o

(1.182)

where the association (1.177) enables the quantum numbers n; to be considered
continuous variables.

1.3.3 Nonadiabatic Geometric Phase and Hannay Angle
in the Generalized Harmonic Oscillator

In this section, we study the nonadiabatic geometric phase of the general cyclic evolu-
tions of a generalized harmonic oscillator and demonstrate its relation with the Han-
nay angle [68]. To this end, an alternative method—the squeezed state approach—is
introduced and applied.

The squeezed state approach has been successfully applied in many branches
of physics, including quantum optics, high-energy physics, and condensed matter
physics. The past several years have witnessed a growing application of the squeezed
state to study chaotic dynamical systems [69—72]. In this section, we shall employ
this approach to discuss the geometric phase and the Hannay angle for a generalized
harmonic oscillator [68]. The reason for this choice is that this system admits the
squeezed state as an exact solution. The squeezed state approach [73-75] starts from
the time-dependent variational principle (TDVP) formulation,
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L0
1) dt(¢,t|lh5—H|<D,t) =0. (1.183)

Variation with respect to (@, t| and |®, t) gives rise to the Schrédinger equation
and its complex conjugate, respectively. The squeezed state is chosen as the trial
wave function, which is defined by the ordinary harmonic oscillator displacement
operator acting on a squeezed vacuum state |0):

W) =" g), ) = ex o), (1.184)

where a" and 4 are, respectively, boson creation and annihilation operators that satisfy
the canonical commutation relation: [4, 4] = 1.
From the TDVP, we obtain the dynamical equations for the expectation values
: 2 _ - 2 _ 3l 2
(g, p) and the quan}um fluctuations Ap® = (W, 1[(p — p)° |V, 1) = I(z5 +41°G)
and Ag?> = (U, t|(§ — q)*|¥, t) = hG,

. OH,up . OHyp .
=9 p=_"" pG
1=, P 9

OH.rp . - OH,sf
= —2= Al =——> 1.1
or -’ h oG’ (1.183)

where the overdot denotes the time derivative. The effective Hamiltonian H, s is
defined on the extended space (g, p, G, IT), taking the form H,zy = (W, t|ﬁ|\ll, t).

The time-dependent variational principle leaves an ambiguity of a time-dependent
phase A(7), which can be resolved with the aid of the Schrodinger equation,

1

h(\p,ﬂﬁw, 1). (1.186)

: 0
A = (W, t|i—|W, ¢
(1) = (W, 1] B |V, 1)
This phase is well defined for general nonadiabatic and noncyclic evolution of a
squeezed state. It represents a phase change of the squeezed state during a time evo-
lution. Clearly, the phase consists of two parts. The second part, which characterizes
the time of evolution, is the dynamical phase and can be rewritten as

1 t
AD(z)z—ﬁ/ H,ypdt. (1.187)
0

The first part can be viewed as a difference of the total phase and the dynamical
phase. We call this component the geometric phase since it is just the Aharonov-
Anandan’s phase for the case of cyclic evolution. From the expression of the squeezed
state, the geometric phase is equal to

T1 .
/\G(t)=/ [ﬁ(pq'—qp)—HG}dt. (1.188)
0

It is clear that the evolution of both the expectation values (¢, p) and the quantum
fluctuations (G, IT) contribute to the geometric phase. The contribution from the
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former one is explicitly 7 dependent, while the contribution from the latter one is

h independent. For the case of cyclic evolution of the squeezed state, the quantum

phase is equal to the sum of the projection areas on the coordinates plane (¢, p) and

fluctuation plane (G, IT) swept out by a periodic orbit of the effective Hamiltonian.
The Hamiltonian of the generalized harmonic oscillator takes the form

n 1 R R n o~ ~n
H(g, p.1)= 5[“(”‘12 +b(t)p* + c(t)(@p + PP, (1.189)

where the real parameters a(t), b(¢), and c(¢) are time-periodic functions with
common period 7. Our discussions are restricted to the elliptic case, namely,
a(t)b(t) > c*(1).

Applying the squeezed state to this system, one obtains from (1.189) an effective
Hamiltonian in the extended phase space (¢, p; G, IT),

where |
Hy= E[a(r)q2 + b(t) p* + 2¢(t)gp] (1.191)

describes the motion of the expectation values;
1 1 )
Hy = E[a(t)G+b(t)(E +4I1°G) + 4c(t)GII] (1.192)

depicts the evolution of the quantum fluctuations.

Starting from this effective Hamiltonian, it is straightforward to analyze the
dynamical properties. The motions of both degrees of freedom are decoupled. In
the fluctuation plane (G, IT), whole motions are restricted on the invariant tori
except for a unique T'-periodic solution denoted by [G,(¢), IT,(t)]. The Hamil-
tonian H,;, which describes the motions of the expectation values (g, p), is iden-
tical to the Hamiltonian of the classical version of the system (1.189). The point
(g =0, p=0) is clearly a fixed point. Other motions are quasiperiodic trajecto-
ries confined on the tori. Through a canonical transformation, ¢ = ¢(I, ¢, t) and
p= p(I , 1), the Hamiltonian H,, (g, p, t) can be transformed to a new Hamilto-
nian H (I 1) that does not contain the angle variable ¢. Its solution is described by
I = Iy <z§(t) = (bo + fo (0H (Iy, t)/@lo)dt Because this canonical transformation is
explicitly time dependent, the new Hamiltonian H differs from the old one H,; both
in value and in functional form. Here, we introduce a function A to measure the
difference:

A, I,0)=H(, 1) = Hay($p(p, 1,0, 1(, I, 1), 1). (1.193)

Therefore, the classical nonadiabatic Hannay angle is
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T 9A
on={[ Lar) | (1.194)
o O /3
where the bracket denotes averaging around the invariant torus: (---) = ﬁ OZW

-~ dgy.

We now turn to the quantum system (1.189). Since this system is a time-periodic
Hamiltonian system, the Floquet theory applies. A unitary time evolution operator
referring to one period T, the so-called Floquet operator U(T), is worthy of consid-
eration. We can construct a state as a superposition of an infinite number of squeezed
states,

2T oo _
1S = ¢ / 0/W%0| o o: Go, o)ddo, (1.195)
0

where |1, ¢_>0§ Gy, Iy) represents a squeezed state centered at q(I_o, q_ﬁo, t =0) and
p(io, Q_SO, t = 0) with fluctuations G and I1y. The parameters G and I1j are chosen
on the unique periodic orbit [Go = G, (t = 0), [1p = I1,(t = 0)]; ¢ is a normaliza-
tion constant.

Consider the situation that U (mT) [or om (T)] acts on the state |S;),

27 . _ _
UmT)|S)) =c f e/Mhne| [y, gy + ¢™; Go, Io)d o, (1.196)
0
where ¢" = fo’”T(aH(io, 1)/01y)dt and X = A\p(mT) + Ag(mT). The dynamical
part is Ap(mT) = —% OW'T H,srdt, and the geometric part is A\g(m7T) = % OmT %

(pg — qp)dt — f(;"T ﬁ,,G,,dt. These parts can be expressed correspondingly as

Ap(mT) = Ap(mT)); + {(Ap(mT)} (o), (1.197)

A6(mT) = (A6 (mT));, + (A6 (mT)} (o), (1.198)

where (---);

terms relating to ¢g. Then,

. delzotes the average over qz_ﬁo as in (1.194); {--- }(q/_)o) represents the

] —m}:{c;pdnp. (1.199)

Po

m L .
Doty =% < /0 (5 (i - qp)]dr>

Making the variable transformation gZ_){J = ¢y + &, we have

2m+™ - . ,
U mT)|S)) :CAei/\rln/ T+ e(i/h)lo%ei{AD(mT)}(¢6)+i{)\G(mT)}(%)‘1‘0’&5(’]; Go, M)dd),
(1.200)
where A, = m(AR + AR). The geometric part and the dynamical part take the fol-
lowing forms:
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T T &
Ao = ! </ [l(pc} —qp)]dt> — iO/ o, —?ngde, (1.201)
h 0 2 C"’() 0 81()

1 T
PR -z <f Heffdt> . (1.202)
0 0
The integral in (1.200) can be written as foh e fzz:wm R f0¢m ... Thelast
two terms cancel each other if and only if e//%2™ —= 1, which gives rise to
Iy = nh, (1.203)

which is simply the quantization rule without Maslov-Morse correction.

The motion of the expectation values (¢, p) confined on the invariant torus 7y is
quasiperiodic. The ergodicity of the motion guarantees that the temporal average is
equivalent to the spatial average over a sufficiently long time. From the ergodicity
principle, we can choose an integer r that is large enough that the phase change
[see (1.197) and (1.198)] during the time interval T does not relate to gi_>0. We then
construct a state |S,) as in [68]:

1S,) = IS1) + -+ e MU mT)[S) + - +e N0 — DT)ISy),  (1.204)
and under condition (1.203), one can prove that [68]
U(T)|S,) = eX5+30)1s,). (1.205)

In fact, the above relation indicates that the state | S, ) is an eigenstate of the Floquet
operator and that n is the state number. The parameters A5 and A\X are, respectively,
the dynamical phase and the geometric phase relating to the cyclic states.

To interpret the geometric phase AX expressed by (1.201), let us consider the fol-
lowing differential 2-form that is preserved under the canonical transformation, i.e.,
dp Andq —dH Adt =dI ANdp —dH A dt. We rewrite this expression in another
form:

dpAndg —dI Ndp = —d(H — Hy) Adt. (1.206)

Let us first integrate the above equation over one period 7" and then average over
the variable ¢o. Keeping in mind the area meaning of the differential 2-form, one
finds immediately that the term bracketed in the expression of the geometric phase
(1.201) corresponds to the left-hand side of this equation, whereas the right-hand
side is equal to nh times the classical Hannay angle [see (1.194)]. The % relation
between the last term in (1.201) and the classical angle is given by Ge and Child
[76] and verified by our explicit perturbative results as follows. We can then obtain
a simple relation between the geometric phase and the nonadiabatic Hannay angle:
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R 1
)\G = — n+§ Oy. (1.207)

We now take a specific choice of the periodic parameters as an example to
demonstrate the above approach and verify our findings. Set a(t) = 1 + € cos(wt),
b(t) = 1 — ecos(wt), and c(t) = esin(wt). Our discussions are restricted to the
elliptic case, namely, a(¢)b(t) > (1), ie., € < 1. The perturbation method is
employed in the following discussions. Our solutions of power series are accurate to
second order.

We rewrite the classical Hamiltonian in terms of the action-angle variables, i.e.,

q =~2Ising and p = +/21 cos ¢,
Hy = Ho(I) +eHi(1, 9), (1.208)

where Hy = [ and H; = —1 cos(wt + 2¢). It is convenient to employ the Lie trans-
fgrn_lation [2] method to make a canonical transformation so that the new Hamiltonian
H (I) contains the action variable only:

- I
HI)=1- 2, 1.209
)] oiac ( )

The generating functions are w; = %_gzw) and w, = 0. The relation between

the old variables and the new variables is given by (¢, I) = %! (q_b, I), where the
transformation operator . ~! = 1 + &% + £2(% /2 + £72/2). The operator .%, is
the Lie operator defined by ., = [w,,, ], with [, ] representing the Poisson bracket.
Applying (1.194), (1.208), and (1.209), we arrive at the analytical expression of the
classical angle,

27e?

= m (1.210)

Oy

Clearly, this classical nonadiabatic Hannay angle is independent of the action.
A T-periodic solution [G ,(¢), I1,(¢)] of the Hamiltonian H; can be derived by
using the power-series expansion

1 B cos(wt) sin(wt)

I1,(t) = —
c p(®) w+2

GO=3T 0"

€. (1.211)

Note that an arbitrary w can be approached by a series of rational numbers such
as g/ p; we can repeat the above process by constructing a state as in (1.204), where
r = g [68]. Finally, we obtain the analytic expression of the geometric phase,

I, 1 2me?
R 0
AG (h E) (w+2)? (1.212)
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Considering the quantization rule Iy = n/ and the explicit expression of Hannay’s
angle (1.210), the above equation coincides with relation (1.207).

The quantum phases are obtained explicitly and found to be —(n 4 1/2) times
the Hannay angle. In the adiabatic limit, our (n + 1/2) relation is identical to the
elegant formula of Berry [60]. However, the semiclassical approximation has not
been invoked. Furthermore, the quantum phase can be interpreted as a sum of the
area difference on the expectation value plane through a canonical transformation
and the area on the quantum fluctuation plane swept out by a periodic orbit. This
interpretation gives a unified picture of the geometric meaning of the quantal phase
for the adiabatic and nonadiabatic cases [68].
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Chapter 2 ®)
Nonlinear Adiabatic Evolution Guca i
of Quantum Systems

Abstract In this chapter, we discuss the physical origins of the nonlinearity in
quantum many-body systems. Based on the nonlinear Schrodinger equation, we
introduce the adiabatic evolution of the quantum states, including both eigenstates
and noneigenstates, and we introduce the nonlinear geometric phase acquired by an
eigenstate during the adiabatic evolution. A nonlinear two-mode model for Bose-
Einstein condensates (BECs) is used to demonstrate the nonlinear adiabatic theory.

2.1 Physical Origins of Nonlinearity

The nonlinearity may be introduced as possible modifications of quantum mechanics
on the fundamental level [1]. Here, we consider the physical origins of the nonlin-
earity that stems from a mean-field treatment of the interactions between atoms and
other components.

2.1.1 Nonlinear Gross-Pitaevskii (GP) Equation

The experimental realization of BECs in dilute atomic gases provides a suitable
opportunity to study quantum phenomena on a macroscopic scale. The investigation
of BECs has become one of the most active areas of research in contemporary physics
and draws on many different subfields of physics. Since the interactions between
atoms play a key role in the behavior of ultracold atomic clouds, the concepts and
methods from condensed matter physics are used extensively [2].

The GP equation [3] describes the zero-temperature properties of the nonuniform
Bose gas when the scattering length a is much less than the mean interparticle
spacing. One can derive the GP equation by treating the interaction between atoms
in a mean-field approximation. The effective interaction between two atoms at low
energy is Uy = 4m h*a/m, with m being the mass of the atom, which corresponds to
a contact interaction, Upd (r — r’), where r and r’ are the positions of the two atoms.
With the help of the Hartree or mean-field approach, in the fully condensed state,
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all bosons are in the same single-particle state ¢ (r), and one can express the wave
function of the N-particle system as

N
W(r.ry....ry) =] [o0. 2.1)

The normalized condition is given by [ dr|¢(r)|* = 1. In the mean-field treatment,
the effective Hamiltonian reads

Z[ + V() }—l—UoZ(S(r, —r)), 2.2)
=1 i<j

where p; is the momentum of the ith particle and V (r;) denotes the external potential.
The energy of the state (2.1) is given by

(N -1)
2

E = N/dr[ Vo ()P + V() + Uo|¢>(r)|4] (2.3)

Consider the uniform Bose gas of volume V; the wave function of an atom in the
ground state is V~!/2, and thus, the interaction energy of a pair of atoms is Up/ V.
The energy of a state with N bosons all in the same state can be approximated by

p=NN=D, L2y, (2.4)
2V T aoytte '
where n = N/ V. Here, we have assumed that N >> 1. For convenience, one can
introduce the concept of the wave function of the condensed state

()= N"¢r). (2.5)

The density of the atoms is given by n(r) = | (r)|>. By neglecting the terms of
order 1/N, the energy of the system can be written as

h2 2 2 1 4
E(W) = /dr [%IV(F)I VO @I+ Sl ()l ] (2.6)

To find the optimal form of i, one can minimize the energy (2.6) with respect to
the variations of v (r) and its complex conjugate ¥ *(r) subject to the condition
that N = f dr|y (r)|? be constant. One writes $E — u8N = 0, where the chemical
potential u is the Lagrange multiplier that ensures constancy of the particle number,
and the variations of ¥ and {* may thus be taken as arbitrary. This procedure is
equivalent to minimizing the quantity £ — uN at fixed u. Equating to zero the
variation of E — u N with respect to {*(r) gives
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2
—g;vwmn+wanwv)+UmwaWw0)=uwvx 2.7

which is the time-independent GP equation. Note that the eigenvalue is the chemical
potential, not the energy per particle as it is for the usual (linear) Schrodinger equation.
For noninteracting particles all in the same state, the chemical potential is equal to
the energy per particle, but for interacting particles, it is not. For a uniform Bose gas,
the GP equation (2.7) becomes p = Uy| ¥ (r) |> = Uyn, which can also be obtained
by using the thermodynamic relation u = dE /9N to (2.4).

To treat dynamical problems, one can adopt the time-dependent GP equation as
follows:

ihaw(r, 1) _

hZ
3 ——V2Y @, )+ VY, 0+ Uy (r, Oy (r, 1),  (2.8)
t 2m

which is the basis for the discussion of the dynamics of the condensate. The time-
dependent GP equation (2.8) can also be derived from the action principle

15}
5/ Ldt =0, (2.9)
1
where the Lagrangian L is given by
ih oy Y™
L= [dr=(y*— — —E
/ " <w or V7 )
ih oy oy
= |dr|—|yv"— — —-&. 2.10
/ ’[2<¢ a1 1/’av) } (210

Here, E is the energy (2.6), and the energy density is given by

h? 2 2 Uy 4
&= E IVUI"+ V)Yl + —I¥] (2.11)
m 2

With a physically motivated choice of trial function for v, this variational principle
provides the foundation for approximate solutions of dynamical problems. The phys-
ical content of the GP equation (2.8) can be revealed by reformulating the equation
as a pair of hydrodynamic equations [2].

2.1.2 Nonlinear Optical Fibers

Optical fibers are made of isotropic silica; furthermore, all optical fibers are weakly
birefringent. The phase velocity birefringence causes continuous changes of the
polarization of a mode propagating along the fiber. Random deformations of the
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fiber cause the two so-called principal polarizations to propagate at different veloci-
ties. Environmental effects change both the delay and the orientation of the principal
polarizations. A digital optical transmission pulse along the fiber has components
along each of the two principal polarization modes. The polarization mode dispersion
(PMD) pulls these components apart. Thus, even small PMD becomes significant as
the bit rate is increased. However, the peak pulse energy also increases with the bit
rate such that the Kerr nonlinearity can become important. The pulses that propagate
along an isotropic fiber with (anomalous) dispersion propagate without spreading in
conjunction with the Kerr nonlinearity. Such pulses are called solitons. The solitons
propagating along a birefringent fiber with phase velocity birefringence undergo con-
tinuous polarization change but may still maintain their pulse envelope; these solitons
are called Manakov solitons. The Kerr effect provides a binding force between the
two pulse polarizations that opposes pulse separation caused by the PMD. This pro-
cess can prevent pulse breakup if the PMD is not excessive. This property of the
Manakov solitons prompts their use in high bit-rate optical communication [4].

In the presence of strong polarization mixing by birefringence, the pulse propaga-
tion along a fiber with anomalous dispersion and the Kerr effect obeys the Manakov
equation; i.e., the cross coupling between the two polarizations u and v along two
orthogonal vectors &V and é® is equal to the self-coupling [5]

ou 1, 92

15 = Ew”ﬁu+x(|u|2+|v|2)u, (212)
av 1, 92

i3 = 3¢ gy H el + Py @13)

The evolution in time is described to emphasize the correspondence with the non-
linear Schrodinger equation. Here, " is the second derivative of the frequency with
respect to the propagation constant, " = d’w/dB?, where " is positive when the
dispersion is anomalous; « is the Manakov Kerr coefficient.

In introducing the PMD perturbation, we interpret (2.12) and (2.13) in a very
specific way [4]. We consider a section of fiber that is shorter than the coherence
length of the PMD and, a fortiori, shorter than the soliton period. Within this short
section of fiber, the two polarizations are interpreted as expressed in terms of the
principal eigenvectors é1) and é@ of the PMD. The field vector ¥ is ¥ = ué") +
vé» . Within this short distance, the PMD generates a perturbation term due to the
group delay difference. This perturbation is introduced into the two equations

9 1 92 9

ia_”t‘z Ea)//ﬁu—i-l(ﬂmz—i-|v|2)u—‘ri$;au, (2.14)
O L P+ P + 6 2.15)
I — = — —V KU A% A% l —V, .
ar 2% ax2 Vox

where £, and &/ are the group velocity deviations of the two principal polarizations.



2.1 Physical Origins of Nonlinearity 53

2.1.3 Nonlinear Atom-Molecule Conversion

Let us consider a bosonic atom-molecule conversion system. The model is schemat-
ically sketched in Fig.2.1a. The initial state |a) (atomic state) and the intermediate
state |e) (excited molecular state) are coupled by a pump laser with Rabi frequency
£2,, while the state |e) and the target state |g) (ground molecular state) are coupled
by a Stokes laser with Rabi frequency £2,. The frequencies of the applied lasers are
expressed in terms of the single- and two-photon detunings A and §. Without loss of
generality, we assume that the Rabi frequencies £2; , are real and positive. Under the
two-photon resonance condition, i.e., § = 0, the Hamiltonian in second-quantized
form reads [6, 7]

PN h non A I
Han = =hAV Ve + 2 (=29 Valha + 2090 + Heo), (2.16)

where @i and 1}; (i = a, e, g) are the annihilation and creation operators for state |i),

respectively. Under the mean-field approximation, in which ¥; and 1@; are replaced
by ¢ number v; and ¥, the nonlinear Schrodinger equations (with h = 1) are

Ve = =220, 2.17)
i, = —AY, — &wz + &w (2.18)
e — e ) a ) g .

.Q
iV, = 711&6, (2.19)

(b)

Mode

la>

Rabi Frequency

t;l-—;\l—"lQ

Fig. 2.1 a Three-level system coupled by two lasers. §£2; and §2; are the Rabi frequencies for the
pump and Stokes lasers, and A and § are single- and two-photon detunings, respectively. b Time
dependence of 21 and £2;. ¢ and #; are the corresponding centers of the two pulses, and At is the
time delay between the two pulses
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where the overdot denotes the time derivative. In the above model, the nonlinear
collisions between the particles are neglected, so nonlinearity arises solely because
it takes two atoms to form one molecule. Mathematically, the Hamiltonian in the
above Schrodinger equations is a function of the instantaneous wave function and its
conjugate.

For the above A system, because the Hamiltonian is a function of both the wave
function and its conjugate, the U (1) invariance is broken. Instead, the system is
invariant under the following transformation:

Up) =e®P e =020 0 |. (2.20)
00 2¢

Under this transformation, [¢') = U(¢)|¥) = (Y.e?, ¥.e%?, ,e*?)T. In fact,
when the diagonal terms in the above matrix are identical, the transformation U (¢)
degenerates to the U (1) transformation.

2.2 Nonlinear Adiabatic Evolution of Quantum States

The adiabatic evolution has been an important method for the preparation and con-
trol of quantum states [8, 9]. The main guidance comes from the adiabatic theorem
of quantum mechanics [10], which dictates that an initial nondegenerate eigenstate
remains as an instantaneous eigenstate when the Hamiltonian changes slowly rela-
tive to the level spacings. More precisely, the quantum eigenstate evolves only in its
phase, given by the time integral of the eigenenergy (dynamical phase) and a quan-
tity independent of the time duration (geometric phase). The linearity of quantum
mechanics then immediately allows a precise statement on the adiabatic evolution
of noneigenstates through the superposition principle.

Our focus in this section is how the adiabatic theorem is modified in the nonlinear
evolution of quantum states [11]. The challenges in the theoretical study of adiabatic
control of the quantum states arise not only from the lack of unitarity (although the
norm of a state is conserved, the inner product of two states changes with time) but
also from the absence of the superposition principle [12, 13].

Here, we attempt to overcome these challenges by combining ideas from classi-
cal adiabatic dynamics and quantum geometric phases. Noting that the eigenstates
correspond to the extremum points of the system energy, we find that their adiabatic
condition depends on the Bogoliubov excitation spectrum about such points and
is independent of the level spacings between the eigenstates. In addition, because
of the nonlinearity, the adiabatic evolution of noneigenstates cannot be expressed
as a superposition of such eigenstates with conserved probabilities as in the linear
case [11]. We find that the Aharonov-Anandan phases [14], which can be defined for
the cyclic or the quasicyclic quantum states (at fixed control parameters) can serve
as the adiabatic invariants analogous to canonical actions in classical systems [15].
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2.2.1 General Formalism

The Schrodinger equation, linear or nonlinear, can be written in the form (with 2 = 1)
[11]
d
iElI/(r, ty=HW, ¥ r,)¥(r,t). (2.21)

By “nonlinear”, we mean that the Hamiltonian H is not only a function of space r
and time ¢ but also explicitly depends on the wave function ¥ itself. For practical
usage, one can typically separate the spatial and temporal variables by expanding the
wave function over an orthonormal basis set ¢ (r), i.e.,

N
W(r,0) =Y Yi)p(r), (2.22)

k=1

where ¥ (¢) is the kth amplitude of the wave function ¥ (r, ). Inserting Eq. (2.22)
into Eq. (2.21), multiplying the left- and right-hand sides by ¢7(r) (j = 1,..., N)
simultaneously, and then integrating both sides over r, one obtains

N

=Y Hu (Y ¥ 0 (o), (2.23)

k=1

dl/fj(t)

where Hj(, ¥, 1) = f (p;‘(r)H(lI/, v r, 1)@ (r)dr. In matrix form, one obtains
(for simplicity, we omit the variable ¢ hereafter when not otherwise specified)

14 Hyy Hp -+ Hiy Y1

d | ¥ Hy Hy --- Hay )
i—| . | = .. . - (2.24)

e | - S :

YN Hyy Hys -+ - Hyy Y

In the following, we are interested in the adiabatic evolution of a quantum system.
We thus change the variable ¢ to R, which denotes all the system parameters subject
to adiabatic change, and we rewrite the Schrodinger equation as

vy a i
i— aw;%(l/f,l/l R (2.25)

and its complex conjugate form as

dayr
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where J7 is the energy of the system. For the linear case, one obtains the simple rela-
tion 7 = Z, ! Zk VT OH ()Y () = (Y |H|¢) from Egs. (2.23) and (2.25).
For the nonlinear case, however H is a matrix that depends on the wave function,
and thus, the above simple relation no longer holds.

The Schrodinger equation (2.25) and (2.26) has a canonical structure of classical
dynamics. One can show, for example, that for each j, the probability P; = | 2
and phase Q; = arg(y/;) form a canonical pair that satisfies Hamilton’s equations
of motion with the energy .77 serving as the classical Hamiltonian. This result can
be proven as follows:

dQ; _ 3Q.i%+3Q.de7= 1 dy; 1 dyj 2.27)
dt Y, dr YT dt 2i; dr 2iyf dr’ '

WA 3By, Y —i dYy i dyy

_ Wi i L8 2.8
aP; 0y, P +aw; 0P, 29} di T (2:28)

ﬂ=w1i+wd””’—%<a%j)+w< aff), (229)

dt I dr 0Y; oYt
0 0 dy; 0 IV 0 0
0Q;  Y; 0Q;  9Y;AQ; AY; Oy
thus,
dQ; 0.0 dP; 3
d49; _ 34 dF 34 iy N 2.31)
dt BPJ dt 8QJ
In this proof, we have applied Egs. (2.25) and (2.26) in addition toy; = /EeiQf
andy; = /P Pje 9, whlchleadtotherelatlonshlps aw, = 2f e'Q) 21;,*7 iﬁ =
2f e Qi :ﬁ,%_h/ e’Qf_Hp,,and 30 —z\/>e’Qf=—le, and,
= 0, _ 1V 1 00; _ _ -
reversely, Q; = ln W, By, = 29, 9T = Ty and v = 21 w ( )(1// Ly =

-5 1//* . Due to Eq. (2 31), the nonlinear Schrodinger equation is often termed classi-

cal, although the linear Schrédinger equation has not been described in this way. In
fact, one often regards the mean-field equation as the classical analog of the original
many-body quantum problem [16]. However, we do not address this correspondence
in the present section.

Our original system is quantum mechanical, which is expected to impose addi-
tional structures in the corresponding canonical dynamics. Specifically, the system
has the gauge symmetry that .7 is invariant under a shift in the overall phase of the
wave function. This condition implies that the total probability must be conserved
and that the dynamics of the overall phase can be separated from the remaining
degrees of freedom. For example, in a finite dimensional problem, we can choose a
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new set of variables: p; = [y;|> = P;, q; = arg(yr;) —arg(Yny) = Q; — On, j =
12,....N=1, and py=Y"" [y; P =Y, Pigy = arg(yy) = Qn. It is
then straightforward to prove that

N oqm 9qn Aqm 0qn
{Gms an}p.o = 12_: (aP 0, a—Qjan> =0, (2.32)
o (Opm Opn Opm Ipy
{Pms Pulp.o = JX_: (ap 90, 8_Qj8_Pj> =0, (2.33)
o (0Pw 94n Opm g
{Pms@nlp.o = ; <8P 30, " a_Q,-a_Pj> = Sy, (2.34)
where {-} is the Poisson bracket, m,n = 1,2, ..., N, which indicates that P, Q —

P, q are canonical transformations. Because the Hamiltonian is independent of gy,
so py is conserved and can be set to unity, the other variables form a closed set of
Hamiltonian dynamics:

@2%’ ﬁz—%, G=1,...,N—1). (2.35)
dt apj dt qu

The gauge symmetry also allows the introduction of a geometric phase for the quan-
tum state. Let A be the overall phase of the wave function; we took this parameter
to be arg(yy) in the above discussion. We decouple this overall phase by writing
Y= et ;5 then, ¢; belongs to the so-called projective Hilbert space. From (2.25),
we obtain

Ay delk d¢/ o = dxr o do; o
Yar T ¢’ dt dt et dt
ij 0 9¢; 90 A% 3%
I A TN L R N (236)
oyr  0¢; dY; 0 OV 3¢>
that is, ”
di d 0
ar 49 (2.37)

¥ T ag3
Multiplying the above equation by ¢;f and summing over j from 1 to N, we obtain
N

dA(t)
=D ¢ 3t¢, ng i (2.38)

j=1
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For a linear quantum system, the second term is the same as the energy; the corre-
sponding time integral gives the so-called dynamical phase. The time integral of the
first term, fOI dt Z?’:l ¢ii %d} i, gives an additional contribution to the overall phase
and is called the Aharonov-Anandan phase. We retain this term for the nonlinear case
[14], and we show that this geometric phase plays the role of the classical action in
the canonical dynamics and is thus an adiabatic invariant [11].

2.2.2 Eigenstates

For an instantaneous R (quasi-static), the quantum eigenstate is defined by

Hyy Hp --- Hy Y ¥
Hyy Hy -+ Hyy () )

) . ) S A (2.39)
Hyy Hyy -+ Hyy YN YN

where p is the chemical potential [17]. In addition to the ground state, which has
clear physical significance, the higher eigenstates (also called nonlinear coherent
modes) can be prepared experimentally [18]. According to Egs. (2.24) and (2.39),
one obtains i(%w = pr. Thus, for an eigenstate, its time evolution involves only
a phase, ¥ (¢t) = e”"*4(0). With the erasure of the overall phase, the projected
state ¢ () does not change with time; i.e., ¢ () = ¢ (0), or equivalently, ‘% =0 and

% =0(j=1,..., N —1). This condition indicates, according to Eq. (2.35), that

W
dp; 9,

0, (Gj=1,...,N—1). (2.40)

Therefore, the eigenstates correspond to the extremum energies or the fixed points
of the classical Hamiltonian .7 at a given R. This connection may have been known
to many, e.g., see [19]. The nonlinearity in our quantum problem, however, not only
makes different eigenstates nonorthogonal but also can produce more eigenstates than
the dimension of the Hilbert space. Moreover, the eigenstates can be either dynami-
cally stable or unstable. To determine the stability of the quantum eigenstates, one can
linearize Eq. (2.35) about the fixed point [15] with p; = p? +6,,andg; = q.? + 84,5
where (pi1, g1, ..., pn—1,gn-1) is the fixed point, (8p,, 84, ..., 08,y ,,Fgy_,) 1S @
small perturbation about the fixed point, and j = 1, ..., N. Substituting these terms
into Eq. (2.35) and retaining the Taylor expansion up to the first-order term, one
obtains
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_ o e . 3 _ e ]
§ dq10p1 dq; 8q19pN-1 3q19qn-1 §
7 A B’ 8> PA p
d (Sql ap? ap19q, Op10pN-1 ap19gn-1 5q1
E - : : . . .
e P P _ ¥ S
PN dgn-10p1  dgN-10q: 9gN-10pN-1 g3, PN-
Sqn- A A PH 22H g
| 9pn—10p1 Opn-10q py_, OpN-19gn-1 |

(2.41)
The above matrix is often termed the Hamiltonian-Jacobi matrix H;. The stability
of the fixed points is then determined by the property of the eigenvalue of H,;, which
is identical to the Bogoliubov excitation spectrum of the corresponding eigenstate.

If all eigenvalues of H; are purely imaginary, one calls the fixed point an elliptic
point and anticipates it following adiabatically the control parameter provided that
the latter changes slowly relative to the fundamental frequencies of periodic orbits
around the fixed point. In linear quantum mechanics, these frequencies are just the
level spacings; thus, the breakdown of adiabaticity occurs by level crossing. In the
nonlinear quantum problem, the fundamental frequencies are generally different
from the level spacings; thus, adiabaticity can often be maintained even if the energy
levels cross [11].

If some of the eigenvalues of H; are complex, however, then these additional
eigenstates correspond to hyperbolic points in the classical dynamics, characterized
by complex fundamental frequencies and high sensitivity to small perturbations. One
thus expects that such eigenstates cannot adiabatically follow the control parameter.
The complex fundamental frequencies correspond to a complex Bogoliubov spec-
trum in addition to the mean-field solution, signifying spontaneous production of
quasiparticles. In practice, we need to traverse the dynamical instability regime fast
enough to avoid the quasiparticle production and slow enough to avoid nonadiabatic
excitations [20].

2.2.3 Cyclic and Quasicyclic States

Relative to eigenstates, the adiabatic evolution of noneigenstates is in general very
complex, as the motions given by (2.35) may be chaotic [19]. We choose to focus
on the states around an elliptic point, where the classical orbits are regular. Here, the
motions are confined on the (N — 1)-dimensional torus, and we introduce a set of
action-angle variables, I = (I1, I, ..., Iy_1) and @ = (®1, ©@,, ..., Oy_) [15].
The angular variables change in time with frequencies w = (wy, w2, ..., ©y_1),
while the actions I are constants. Notably, according to the classical adiabatic theo-
rem [15], the actions I are adiabatic invariants in the sense that they remain constant
even if the control parameter R changes (slowly) in time. The existence of these
adiabatic invariants strongly constrains the motion and ensures that a state initially
close to an eigenstate (elliptic point) remains close as the system is changed slowly.
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Furthermore, we can attach a physical meaning to these adiabatic invariants in
the effective classical description by making a connection to the Aharonov-Anandan
(AA) phase of the states. The AA phase is defined as the time integral of the first
term in (2.38) for a periodic orbit,

T N .. P
yAA(R)zfo dt;quﬁ(pj. (2.42)

We can rewrite this expression with the canonical variables (g, p;) and further with
the action-angle variables

N T
Van = Z/ pidg;=1-2, (2.43)
=170
where £ = (w7, w27, ..., wy—17) and 7 is a time period. Therefore, the actions

are related to the AA phase y44, which is an observable physical quantity [21]. In
the special case of N = 2, there is only one independent action, so the AA phase
is simply y44 = 27 . This simple connection can be expanded to the general case
of N > 2, where one can identify a particular cyclic state that involves only one
action /;. For this cyclic state, we again have the simple relation y44 = 27 /;. For
quasiperiodic motions, where the frequencies w; are not commensurate, one can use
rational numbers n/m to approach the ratios w;/w; as closely as possible. In this
spirit, (2.43) also holds for quasicyclic motion [11].

How do the above adiabatic invariants connect to the familiar notions in the stan-
dard linear quantum mechanics? Consider the time evolution of a general state in a
linear quantum system fora given R, i.e., ¥; (t) = ¢;(0)e"Ei' with j = 1,2,..., N,
where E; are the eigenenergies. These are (quasi-)cyclic states with the projective
wave functions given by @, (1) = ¥;(0)e ™" Ei=EN with j = 1,2,..., (N — 1) and
@Dy (t) = ¥n(0). Their AA phases can be computed from (2.42); through comparison
with (2.43), we immediately find that I; = [/ (0)|2. Therefore, in linear quantum
mechanics, these adiabatically invariant actions /; represent the probabilities on the
energy levels. In this way, we have again derived the adiabatic theorem of linear quan-
tum mechanics. This expression is different from the semiclassical relation discussed
in [22].

2.2.4 Two-Level Model Illustration

As an illustration, let us consider a nonlinear two-level model,
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0
i% _ [§ +5 (1l - |1/f1|2)} vt v
v R
za—f = gx/u - [5 + g (1val* - |1/f1|2)} V. (2.44)

This model was proposed to describe the tunneling of a BEC in an optical lattice
[23] or in a double-well potential [24]. The parameter ¢ characterizes the interaction
strength between atoms; v is the coupling strength between the two modes. The
parameter R can be the Bloch wave number or energy difference between the two
wells. We are interested in the tunneling between the energy levels shown in the top
panels of Fig.2.2 when R is increased slowly from the far negative end to the far
positive end [11].

Following our general formalism, we choose the total phase as A = arg(y)
and introduce a pair of canonical variables, ¢ = arg(y;) — arg(y,) and p = []°.
The total energy of the system is J# = % (¥ + ¥3vn) + 2y 1> = [yl —
S(1¥1[* — [¥21»)?. The wave function without the total phase takes the form ¢ =
J/pe'? and ¢, = /T — p. We then have the equivalent classical Hamiltonian as in
(2.35),

I =vy/p(l — p)cosq + §(2p -1 - E(Zp -1 (2.45)

c=0.1, v=0.2

[ I

T

Eigen-energy

Fig. 2.2 The two top panels show the eigenenergies as a function of R for the two cases ¢ < v
and ¢ > v. The two bottom panels show the corresponding phase space portraits at a given value of
R = 0.05. The arrows on the fixed points indicate the directions of their movements as R increases.
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In Fig.2.2, the structure of the eigenenergy levels of (2.44) is shown in the top
panels, while the phase space orbits of the corresponding classical system (2.45) are
shown in the bottom panels. When ¢ < v, there are only two eigenstates and two
fixed points. Since both f} and f; are elliptic with finite fundamental frequencies,
the corresponding quantum states are expected to follow adiabatically with R. This
finding is corroborated by our numerical simulations [11].

When ¢ > v, there are two additional eigenstates, which form a loop structure; in
the phase space portrait, two more fixed points appear, with one of them, f3, being
hyperbolic. Because of this structural change, the adiabatic evolution becomes very
different here. First, the eigenstate corresponding to f3 cannot follow the adiabatic
change of R since f3 is hyperbolic. This result is confirmed by our numerical inte-
gration of (2.44). Second, the fixed point f; can annihilate itself by colliding with
f3 as R changes slowly, leading to the breakdown of adiabaticity of the tunneling as
reported numerically in [23]. Finally, we note that there is a level crossing between f;
and f4 at R = 0; however, our calculation shows that their fundamental frequencies
are v[(c/v)? — 1]'/% # 0. This result clearly illustrates our statement in the general
formalism that the fundamental frequencies are not related to the level spacing in the
nonlinear case.

In the abovementioned two-level model, at the two ends with |R| > ¢, the non-
linear term can be ignored, and the system is effectively linear. For ¢ < v, where all
fixed points are elliptic, the fundamental frequency w for the periodic orbit remains
finite, and the AA phase (action) is conserved [see lines (a) in the right panels of
Fig.2.3]. The initial and final probabilities on each level are indeed the same (see
Fig.2.3a), although they oscillate in the intermediate range of the parameter where
the system is nonlinear. As the nonlinearity becomes substantial, the occurrence of
tunneling begins to depend on the choice of the initial state. In Fig.2.3b, where one
starts with probability / = 0.1 on level two, tunneling occurs; however, in Fig. 2.3c,
where one starts with probability 7 = 0.8 on level two, no tunneling occurs. The
difference is whether a collision occurs with the hyperbolic point f3. In Fig.2.3b, the
initial noneigenstate falls on a periodic orbit surrounding the fixed point f}, which
later collides with the hyperbolic point f3, where the fundamental frequency drops
to zero and the AA phase exhibits a finite jump [see lines (b) in the right panels of
Fig.2.3]. The jump height is proportional to the tunneling probability. In Fig.2.3c,
the initial state falls on a periodic orbit around the fixed point f>, which does not
collide with f3 [11].

2.3 Nonlinear Adiabatic Geometric Phase

During the past decades, the Berry phase and related geometric phases [14, 25] have
received renewed interest due to their important use in the implementation of quan-
tum computing gates [26] and applications in condensed-matter physics [27]. For a
nonlinear quantum system described by the nonlinear Schrédinger equations, how-
ever, the Berry phase issue is still far from being thoroughly understood. Historically,
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Fig. 2.3 The left panels show the change of probabilities on the two levels with R, which changes
with the rate @ = 0.0001, for three different cases. The right panels show how the AA phases and
the fundamental frequencies change with R in these three cases.

the geometric phase for the cyclic evolution with a finite time duration 7 (i.e., nona-
diabatic motion) in nonlinear systems was studied many years ago [28]. It was found
that the nonadiabatic geometric phase takes the form of — fOT i (¢|% |¢)dt, analo-
gous to its linear counterpart [14]. Here, ¢ is the wave function in the projective
Hilbert space satisfying the cyclic requirement ¢ (t = 0) = ¢ (¢ = T'). A similar for-
mula was deduced in investigating the geometric phase in a Bose-Einstein-Josephson
junction [29]. However, the Berry phase associated with the adiabatic evolution of
an eigenstate in nonlinear systems is still uncharacterized. In line with the consid-
erations of [28], one might imagine that when the parameter R vector moves in a
circuit adiabatically, the adiabatic geometric phase acquired by an eigenstate takes
the usual form of — 55 i{p(R)| % ¢ (R))dR [30]. Here, ¢ (R) denotes one eigenstate
of the nonlinear system, and i (¢ (R)| aiR |¢ (R)) is called the Berry connection. The
expression indicates that the Berry phase still equals the circuit integral of the Berry
connection. In a study of the Berry phase for a specific BEC system described by a
nonlocal Gross-Pitaevskii (nonlinear) equation with a quadratic potential, the exact
solutions were constructed, and the Berry phase was calculated in explicit form [31].



64 2 Nonlinear Adiabatic Evolution of Quantum Systems

The obtained adiabatic geometric phase, however, does not equal the above expres-
sion; an additional term emerges that is directly imparted by the presence of non-
linearity. The reason has not yet been determined [31], and this controversy is not
properly resolved, prompting further investigation. The discrepancy may indicate
that some subtle and important aspects were missed in previous theoretical consid-
erations.

In the present section, we have made a thorough analysis of the Berry phase
issue for nonlinear systems. Our analytic deduction clearly indicates that the Berry
phase is dramatically modified by the nonlinearity. The underlying mechanism has
been revealed: for a nonlinear system, because the Hamiltonian is a functional of
the instantaneous wave functions, the Bogoliubov excitations induced by the slow
change of the system are allowed to feed back to the Hamiltonian. These excitations
are accumulated during an adiabatic evolution and ultimately contribute a finite phase
of geometric nature [32].

2.3.1 Adiabatic Parameter Expansion

Without loss of generality, let us consider the Schrodinger equation with a quadratic
nonlinear term [32],

0y
i< =Hoy +ely Iy, (2.46)
where Hy = —%Vz + V(R; r), with R being the parameter vector that varies slowly

in time, and g is the nonlinear parameter representing the interaction between the
coherent atoms. The total energy of the system Ey = [drE(y*, ¢), where the
energy density E(Y*, ) = v*Hoyy + %g|1//|4. The above system is invariant under
gauge transformations of the firstkind, i.e., ¥ (r, t) — e'7¢ (r, t) with constant n. The
gauge symmetry implies that the total atom number is conserved, i.e., f dr|y)?> = 1.

Let A be the overall phase of the wave function. We may take this parameter to be
the phase of the wave function at a fixed position r¢, for example, A = —arg[y/ (7o, 1)].
We decouple this overall phase by writing ¥ = e *¢, where ¢ belongs to the so-
called projective Hilbert space. From (2.46), we obtain

dxr

== <¢|—|¢>> / arE@, )+ S 016" 916). (2.47)

The eigenequation of the system is

Hoy + gl 1y = ui, (2.48)

where 1 is the eigenfunction and y is the eigenvalue (or chemical potential).
We now assume that the parameter vector R varies slowly in time, and we intro-
duce the dimensionless adiabatic parameter of ¢ ~ |dR/dt| ~ 1/ T as the measure of
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how slow the parameters change. The adiabatic parameter tends to zero, i.e., ¢ — O,
indicating the adiabatic limit. T is the time duration.

Consequently, the expression of the total phase can be expanded in a perturbation
series in the adiabatic parameter, i.e.,

fl—’: = ao(e”) + a1 (e!) + 0(?). (2.49)
When the parameters move in a circuit, the eigenstate evolves for an infinitely long
time duration in the adiabatic limit. The time integral of the zero-order term gives the
so-called dynamical phase because it is closely related to the temporal process of the
evolution. The time integral of the first-order term makes an additional contribution
to the overall phase, which will later be shown to be of a geometric nature; that
is, it depends only on the geometry of the closed path in the parameter space. The
contribution of the higher-order term vanishes in the adiabatic limit.

In the quantum evolution with slowly changing parameters, we assume that
¢ = ¢(R) + 8¢ (R), where ¢(R) is the wave function of the instantaneous eigenstate
corresponding to the local minimum energy. §¢ (R) denotes the secular part of the
Bogoliubov excitations induced by the system’s slow change, while the rapid oscil-
lations in the excitations are ignored because they vanish after long-term averaging.
3¢ (R) depends on the adiabatic parameter and is of order ¢; thus, from (2.47) and in
conjunction with relation (2.48), we obtain the explicit expressions as follows [32]:

ao(e”) = u(R), (2.50)
_ 0 - o _ _
a(e') = —i / dr (¢*5¢)+g / dr (¢°9*8¢* + (") ’pd). (2.51)

2.3.2 Projective Hilbert Space Description

From the above expressions, we observe that the dynamical phase has been modified
to be the time integral of the chemical potential rather than the energy. This condition
arises because the instantaneous eigenstates are fed back to the Hamiltonian. Notably,
the first-order term, i.e., the Berry phase term, has been modified due to the feedback
of the Bogoliubov excitations to the Hamiltonian. To evaluate the Berry phase term
qualitatively and express the modified geometric phase explicitly, we introduce a
set of orthogonal bases |k) with k = 1,2, ..., N and the variable ;, which is the
Jjth component, i.e., ¥; = (j|). Without loss of generality, the projective Hilbert
space is set to be of a specific gauge such that the phase of the Nth component
is zero. In the projective Hilbert space, the new variables (n;, 6;) are introduced
through ¢; = ,/m;e'% . Substituting the expression of ¥; = ,/n;e' e~ /"Bdt ingo
the nonlinear equation and separating the real and imaginary parts, we obtain the
following differential equations for the density n; and the phase 6; [32]:
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d”’ = fi. dﬁ:h,, i=1,2,...,N—1, (2.52)
dt
where f; and h; are functions of the amplitudes, relative phases, matrix elements
Cjx(R) = (j|Ho(R)|k),and the overlapintegral D; ;. ; ,,» = (j|(k|l)|m).Theirexplicit
expressions can be readily deduced but are not glven here
The norm conservation condition ny = 1 — Zk | ng has been used to remove
the variable n y in the above equations. In the representation of new variables, (7, 6, i)
satisfy equations of the equilibrium state, i.e.,

dl’lj d@l
dt  dt

where (11, 9_ j) are functions of the parameter R corresponding to the eigenstates of
the system. We make a perturbation expansion around the eigenstate with

=0, (2.53)
(1.0

nj=i;(R)+dnj(R), 6;=0;(R)+80;(R). (2.54)

Here, q_bj(R) = ,/ﬁj(R)eiéf(R), dnj(R) and 86;(R) are the excitations of order &.
Then, inserting the above expansion into equations (2.52), ignoring higher-order

terms such as dén; /0t and 966, /0t, and denoting v = (ny, 61; - -+ ; iy—1, On_1), We
obtain
dv dR
— . — = Ly, 2.55
dR di Y (2:55)

where the matrix takes the form
L ={ZL}n-1n-1), Lik= §Z§ gﬁk/ . (2.56)
on 06 / =
Then, inversely, we have

dv dR
sv=2". # = (2.57)

The differential relation between the new variables and old ones takes the form

8¢j . ) 87/lj
() (%)
in which
%eiéj l\/>eze
o= . (2.59)

—i6; — _if;
e i —i/n;e
2. /i J

J
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2.3.3 Nonlinear Adiabatic Geometric Phase

Substituting (2.57) and (2.58) into (2.51), we obtain the explicit expression of the
adiabatic geometric phase that contains two terms [32],

Ye = VBT VYNL, (2.60)

where the first term is the usual Berry phase formula, i.e.,

f<¢IVRI¢ dR = fzn] JdR, (2.61)

and the additional term is from the nonlinearity, taking the form

d
YNL =87§(A|17'«$"|—>-dR. (2.62)

Here,

N-1 N—1

A= |G+ ;- D™, @+ Z — Dy, ],

j:1 :

dv dn, db, dity_y dOy_,
dR dR dR’~~~ dR ' dR ’

and diagonal matrix IT = diag(I1y, 15, . .., I1y_). Note that to simplify the expres-
sion of A, we use the approximation that the overlap integral D ;, >~ 0 when the
subscripts are not all identical.

Both yp and yy have the geometric property of the parameter space. The novel
second term indicates that the Bogoliubov excitations induced by the slow change of
the system, which is negligible in the linear case, can be accumulated in the nonlinear
adiabatic evolution and can contribute to the finite phase of a geometric nature [32].

2.3.4 Two-Mode Model Illustration

As an illustration of our theoretical formalism, we consider the simple two-mode
BEC model described by the nonlinear equation [33]

cd (v L4
ZE<W2>_H(W1’WZ)<WQ>, (263)
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with

(2.64)

2 pa—ip
H(‘I’l,‘l’z)=<z|w1| 2° >,

§elv Z|w?

and R = (X = pcosg, Y = psin g, Z) are parameters. For simplicity, we fix p and
Z and change the parameter ¢ from 0 to 27 adiabatically.
The eigenequations read

H(@l,éz)(g;)=u<gi>. (2.65)

For the nonlinear system, the number of eigenstates may be larger than the dimension
of the Hilbert space, and the eigenstates may be unstable [11]. We have obtained four
eigenstates for the case Z > p by solving the above eigenequations. Three of these
eigenstates are stable, and one is unstable. We choose the following stable eigenstate
to illustrate our theory:

b, = e¥ 1 1+ 1—p—2, (2.66)
2 Z2

with the eigenvalue of u = Z.
The Berry’s term of the geometric phase is readily deduced:

] 2 _ 9 - ,02
yB=—z/0 <q§2%¢2>d¢=n 14 1—? . (2.67)

We now derive the additional term yy . of the geometric phase. Let us introduce the
new variables (n, ) through (@, @) = (/1 —n, ﬁeie). Substituting (¥, ¥,) =
e~/ Bd1(@1.®) ino (2.63) and separating the real and the imaginary parts, we obtain
four differential equations, two of which are identical due to the norm conservation:

d
d_’z = —pv/n —nZsin(@ — @), (2.68)
d6 JI—
== _’)27" cos(6 — @) — Zn + B, (2.69)
B= Z0 -+ 2 [ cos6 — ). (2.70)
2V 1—n
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The eigenstate comprises the fixed point of (2.68) and (2.69), i.e.,

1 0?2
= (1+,/1-2
" 2<+ 22>’

We perform a perturbation expansion around the eigenstate with n = n(¢) + dn and
0 = 0(¢) + §0. Then, inserting the above expansion into (2.68) and (2.69), we obtain

on

" d(p on

09 - 2.72
<—gz ) dt (89> ’ (272)

NaYl
Il
A

@2.71)

with
_ n — n2
Z = 0, Tevneny (2.73)
—2Z + m 0
Then, we have
m ., 9 30,
we=2 | (Al-Z7 (=, 7)) do, (2.74)
0 dg d¢
where A = (271 — 1)v/ie ", (21 — 1)/iie'?). Finally, we obtain
2
il (2.75)

=

Combining formulas (2.67) and (2.74), we arrive at an explicit expression of the
adiabatic geometric phase:

2

Ye=m |1+ 1_p2+p— .
VAR NG

This new geometric phase has been verified by numerically solving the nonlinear
Schodinger equation (2.63). This phase can also be interpreted as the flux of a virtual
magnetic field M through the surface enclosed by the close circuit in the parameter
space. The virtual field has been deduced to take the form of [32]

(2.76)

R

in contrast to the Dirac monopole field R/(2R?) described by Berry for the linear
case [34].
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We now discuss the geometric meaning of the new phase. The state vector ¥ can
be parametrized in a Bloch sphere according to

1
W=7 +s-0), (2.78)

where |/) = (cos $e'%/2, sin $e/*/?), s = (sina cos 8, sina sin 8, cos ), and 1 and

o are the unit and Pauli matrices, respectively. In the new variables, the nonlinear
phase can be expressed as a function of the solid angle in a Bloch sphere [i.e.,
£2p = 27 (1 — cos «)] and the solid angle in the parameter space [i.e., 2p = 27 (1 —
Z [/ p* + Z?)]. The two angles are typically not identical in the nonlinear case. To
understand this condition, we first consider the linear case Z = 0. The system can
be viewed as a spin s driven by an external magnetic field B = (p cos ¢, p sing, Z).
When the magnetic field varies in time adiabatically, the dynamical equation

i B xs (2.79)

indicates that the spin remains parallel to the field. In this case, 25 = £2p. In the
presence of the nonlinearity, the magnetic field is modulated self-consistently by the
spin, and the effective field B* = (p cos ¢, p sin ¢, Z cos «). This result is presented
in (2.64), where parameter Z has been renormalized by | |> — |¥,|> = cos«. The
adiabatic evolution of the spin is expected to remain parallel to the modulated field
B* rather than B. Thus, for a cyclic adiabatic evolution of the spin, the solid angles
in the Bloch sphere and the parameter space are generally not identical. On the
other hand, from (2.67) and (2.74) and using the relations n = 2g/(4w) and p/Z =
tan[arccos(1 — £2p /2m)], we can express our nonlinear geometric phase in terms of
these solid angles, i.e.,

Q w(l— 28y - %
Vo= - 4 (4~ 300~ 30) . (2.80)

20— - Je-By@ye- 2y @pe

For the linear case Z = 0, £2p = 27, the above expression reduces to the well-known
relation y, = 25 /2, i.e., the Berry phase equals half the solid angle.

Finally, we discuss these results. Let us first recall the nonadiabatic geometric
phase for a cyclic motion. By inserting ¥ = e **¢ into the Schrédinger equation
i%0 = H, one can readily obtain that % = —i(¢|2|$) + (¢|H|¢). Here, ¢ is
the wave function in the projective Hilbert space satisfying the cyclic requirement
¢(t =0) = ¢(t = T). The total phase acquired during the cyclic evolution con-
tains two parts: — fOT i(p] ;—t|¢)dt and fOT(¢|H|¢)dt. The former has no relation to
Hamiltonian H and can therefore be regarded as the geometric phase for the cyclic
state [28]. The above deduction is correct regardless of nonlinearity, requiring only
that the system be invariant under a gauge transformation (the H = Hy + g|v|? dis-
cussed in this work has this symmetry, for example). A question arises as to why the




2.3 Nonlinear Adiabatic Geometric Phase 71

above simple deduction does not apply to our adiabatic case. The main reason is that
the adiabatic limit is a process, i.e., one can approach this limit but cannot reach it.
That is, for any small adiabatic parameter ¢, i.e., R sweeping at any small rate, the
dynamical solution obtained by solving the Schrodinger equation deviates from the
adiabatic solution by a small quantity of order ¢. This point has been clarified by
the discussion in previous sections and expressed explicitly by ¢ = ¢(R) + 8¢ (R).
Moreover, as revealed by our previous discussion, in the presence of nonlinearity,
this infinitesimal deviation can accumulate to contribute a finite phase during an
infinitely long time evolution 7' ~ 1/¢ — oo. In contrast, for the cyclic evolution
with a finite time duration, this kind of accumulation cannot emerge. Therefore, the
adiabaticity is crucial to the emergence of our nonlinear correction [32].
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Chapter 3 ®)
Quantum-Classical Correspondence oo
of an Interacting Bosonic Many-Body

System

Abstract In this chapter, we discuss the adiabatic limit and the semiclassical limit,
and we investigate the commutability between these two limits with a second-
quantized two-mode bosonic model. We deduce the adiabatic Berry phase and the
classical Hannay angle of an interacting bosonic many-body system , and we discuss
the relationship between the quantum Berry phase, the classical Hannay angle, and
the mean-field nonlinear geometric phase of this system.

3.1 Commutability Between the Semiclassical Limit
and the Adiabatic Limit

3.1.1 Hamiltonian

Let us consider a quantum system whose Hamiltonian is time dependent,

0
ihahﬁ) = H(R(an)|¥), (3.1

where the adiabatic limit is the limit of slow change, i.e., « — 0, and the semiclas-
sical limit refers to the limit under which the quantum theory reduces to classical
mechanics, i.e., i — 0. As we discussed in Chaps. 1 and 2, two adiabatic theorems
exist, one for classical systems and the other for quantum systems. It is then natural
and interesting to ask the following: Can one connect these two adiabatic theorems
under the semiclassical limit?

In 1977, Hwang and Pechukas claimed that the above two limits are equivalent [1].
Their argument is based on the scaling law that if v (¢, &) is a family of solutions to
Eq.(3.1) for o = 1 and variable A, then ¢ (¢, «) = ¥ (at, ah) is a family of solutions
to Eq.(3.1) for fixed /& and variable «. Thus, it is expected that one can eliminate
« from the above Schrodinger equation with a scaled time T = «¢ and an effective
Planck constant /i = ah.

This point, however, was refuted by Berry [2], who noted that these two limits are
not equivalent because the Hamiltonian H may depend implicitly on £ if one recalls

© Springer Nature Singapore Pte Ltd. 2018 73
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the expression of kinetic energy operator T = %VZ. Moreover, Berry showed that
these two limits are incommutable in a simple double-well model: the Landau-Zener
(LZ) tunneling rate is zero if the adiabatic limit @« — 0 is taken first; the rate becomes
one if one takes the semiclassical limit 2z — O first [2].

‘We now revisit the commutability between the semiclassical limit and the adiabatic
limit with a second-quantized two-mode tunneling model. This model can be used
to describe a BEC system in which only two quantum states are important, such as
in a double-well potential or a system with two internal quantum states [3, 4]. In
this model, the semiclassical limit is N — oo, with N being the number of bosons.
In the large N limit, the second-quantized model becomes a two-level mean-field
model. We show that one can recover the second-quantized model by quantizing this
mean-field model with the Sommerfeld rule. As N can be changed in experiments,
the semiclassical limit becomes experimentally accessible [5].

Notably, the commutability between the two limits, N — oo and ¢ — 0, in this
second-quantized model depends on its mean-field interaction strength c. If ¢ is
small, the two limits are commutable; if ¢ exceeds a critical value, the two limits
become incommutable. Such a dependence on c is related to a topological change in
the structure of the energy bands.

The second-quantized two-mode model is

H:g(&*&—b'b)+§(&*b+abh—E(&*&—b'b)z, (32)

where generators (annihilators) a* and bt (a and l;) are related to two different
quantum states. In the Hamiltonian H, the energy offset y between the two quantum
states changes with time as y = «t. The parameter v measures the coupling between
the two states, while A > 01is the interacting strength between bosons. The minus sign
before A indicates that the interaction is attractive. In this system, the total number
of bosons N is conserved.

3.1.2 Semiclassical Limit and Adiabatic Limit

For the second-quantized model (3.2), the semiclassical limit is N — oo. In such a
limit, the system’s dynamic behavior is described by the following nonlinear two-

level model:
,d ay Y A 2 2 v a
lE(b)_H:E_E(W — [b]) 0z+§f7x b (3.3)

where ¢ = N and |a|> + |b|> = 1. This model is often called a mean-field model.
To obtain the mean-field model, one focuses on the Gross-Pitaevskii (GP) states
2] |¥sp) = \/LI\T,(acAzT + bb")N|vac). By computing the expectation value (H) =
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(Ysp |ﬁ |¥Gp), one obtains the mean-field Hamiltonian H,,; = H /N (up to a trivial
constant) in the limit of N — oo. The Hamiltonian H,,; leads to the dynamics in
(3.3). For a rigorous account of the large N limit as a semiclassical limit in models
such as (3.2), we refer readers to [6].

We emphasize that the semiclassical limit N — oo is taken with the mean-field
interaction strength ¢ = NA kept constant. Physically, this procedure ensures that
the series of systems with different N have the same physics. If A were kept constant
instead of ¢, then the last term in (3.2) would become too dominating at the large N
limit, completely changing the physics of the system. When the model (3.2) is used
to describe a BEC in a double-well potential, the limit N — oo at a constant c is
equivalent to having a larger trap for more atoms in the BEC or to tuning A smaller
with the Feshbach resonance technique [7].

We are interested in how the second-quantized model (3.2) behaves in the two
limits N — oo and ¢ — 0 and in particular whether the model’s behavior depends
on which limit is taken first. For this purpose, we follow Berry’s methodology [2] to
focus on the tunneling behavior of the quantized model.

3.1.3 Tunneling Rates

In Fig. 3.1, the tunneling rates are plotted as a function of the mean-field interaction
strength ¢ [5]. Two sets of tunneling rates are calculated: one with the quantized
model (3.2) for a fixed number of bosons and the other with the mean-field model
(3.3). In computing the tunneling rate, we assume that the system is completely in
state a at t — —oo; the tunneling rate is the probability of remaining in state a at
t — 00, the end of dynamical evolution. At a fixed number of bosons, the dynamics
of the quantized model (3.2) can be found by expanding a quantum state in terms of
Fock states |N,, Np), where N, and N,, are the number of particles in quantum states
a and b, respectively.

Upon careful examination of the data in Fig.3.1, one observes that c = v is a
critical value. When ¢ < v, the tunneling rate goes to zero in the adiabatic limit
o — 0 for both the mean-field model and the quantized model. However, when
¢ > v, the tunneling rate for the mean-field model is always nonzero, while the
tunneling rate can be zero for the quantized model. Since the mean-field model is
the semiclassical limit of the quantized model, the mean-field result can be regarded
as the result from the quantized model with the limit N — oo having been taken.
Therefore, the results in Fig. 3.1 show that the tunneling behavior in the quantized
model (3.2) depends strongly on the order of the limits taken, while this dependence
itself relies on the value of the mean-field interaction strength ¢ [5].
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Fig. 3.1 Tunneling rate as a function of the mean-field interaction strength ¢ for v = 0.2. The solid
lines are obtained with the mean-field model (3.3) for @ = 0.005, 0.001, 0.0001, and 0.00001 (from
top to bottom); the dot-dashed lines are obtained with the quantized model (3.2) for « = 0.001,
0.0001, and 0.00001 (from top to bottom) with N = 10. The inset shows the tunneling rates for
the mean-field model and the quantized model with different N at « = 0.0001, demonstrating the
convergence

3.1.4 Energy Band Structure

To understand the results shown in the section above, we first examine the energy
levels of the second-quantized model (3.2) as functions of y, the slowly changing
system parameter. These energy levels, which can be found by directly diagonalizing
the Hamiltonian H, are plotted in Fig. 3.2. A sharp change appears in the structure of
energy levels as the mean-field interaction ¢ changes: a net of anticrossings appears
in the lower part of the quantized energy levels when ¢ > v. As described previously
[8], when ¢ > v, aloop structure emerges in the energy band of the mean-field model
(3.3). When the mean-field energy levels (circles) are also plotted in Fig. 3.2, we find
that the quantized energy levels are bounded by the mean-field energies. In particular,
the mean-field energy levels envelop the net of anticrossings in the quantized energy
levels. Such a correspondence was first reported in [4].

The structural change in the energy bands is associated with a change in the phase
space of the mean-field model (3.3) as shown in Fig. 3.3. In plotting this figure, we
note that the mean-field model, in fact, has only two independent variables and that
its Hamiltonian can be reduced to [9]

Hyp=yp—cp*+ %\/1 —4p2cosq, (3.4)

where p = (|a|®> — |b|*)/2 and g = 6, — 6,, with 6, , being the phases of a and b.
It is clear from Fig. 3.3 that when ¢ < v, there is one minimum and one maximum;
when ¢ > v, we observe two local minima, one maximum and one saddle point.
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Fig. 3.2 Energy levels from the second-quantized model with N = 20 and the mean-field model.
The solid lines are quantized energy levels; the open circles are mean-field energy levels. Note that
for comparison with the mean-field theory, the quantized energy levels from H have been divided
by N
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Fig. 3.3 Energy contours of the mean-field model H,,s. Left: c = 0.1,v = 0.2, and y = 0.0; right:
¢ =0.4,v=0.2,and y = 0.0. The gray colors indicate the relative values of the mean-field energy,
with darker gray for smaller energy values

Since these extremal points correspond to the eigenstates in the mean-field energy
bands in Fig.3.2 [9], we conclude that the structural change in the phase space is
connected with the structural change in the energy levels.

This connection can be further explored by requantizing the mean-field model
H, s with the Sommerfeld theory, which states that the quantum motions are the
periodic motions in the classical phase space that satisfy

1 nh
— dg=—, n=0,1,2,.... 3.5
oy PPda="5 n (3.5)
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Fig. 3.4 Comparison (a) -0.08f
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the second-quantized model
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and the Sommerfeld energy
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c=01,v=02;bc=04,
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energy levels
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The division by N comes from the fact that the mean-field Hamiltonian is an average
for one particle, H,,r = (I:I)/N. One can view sy = h/N as the effective Plank
constant for H,, ;. In our calculations, the natural unit 74 = 1 is used. For convenience,
we call the energy levels obtained from (3.5) the Sommerfeld energy levels. These
levels are shown and compared with the quantized energy levels of H in Fig.3.4.

When ¢ < v, the mean-field Hamiltonian has exactly one maximum (¢ = 0) and
one minimum (g = ). The Sommerfeld quantization around the maximum pro-
duces energy levels lower than the maximum energy, while the quantization around
the minimum generates energy levels higher than the minimum. This condition
explains why the mean-field energy levels bound the quantized energy levels in
Fig.3.2. We also observe that the energy gap arises from the different quantization
number in (3.5), from which we estimate that the energy gap between the lowest two
energy levels at y = 0 is A >~ v4/T — ¢/v, independent of N, which is consistent
with the numerical results shown in Fig.3.5a.

When ¢ > v, the phase space of H,,; becomes very different: two local minima
exist with an additional saddle point. In this case, the Sommerfeld quantization around
the two local minima gives rise to two sets of Sommerfeld energy levels. In the lower
part of Fig. 3.4, for clarity, we have plotted only one set. If two sets were plotted, they
would form a net of crossings, matching closely with the anticrossing net from H.In
implementing the Sommerfeld quantization, we have ignored the tunneling through
the energy barrier between the two local minima. Once the tunneling is considered,
degeneracies are lifted, and the crossings become anticrossings. This result shows that
the energy gaps inside the triangular net have a different origin from the energy gaps
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Fig. 3.5 a Energy gap between the lowest two eigenenergies in the second-quantized model at
y = 0. The squares represent ¢ = 0.1, and the dots represent ¢ = 0.4, with v = 0.2 for both. The

solid line is the approximate result A = v4/1 — ¢2/v2 for ¢ < v. b Ratio of the bosons in the right
well at the end of the tunneling process. The computation is performed with the second-quantized
model H with a sweeping rate o = 0.0001

outside the net or in the case of ¢ < v. The energy gaps produced at these crossings
can be estimated with the WKB method. Since the effective Planck constant for H,, s
is i/ N, we expect that the gaps decrease exponentially with N, which is exactly
what the numerical results in Fig. 3.5a indicate [5].

3.1.5 Commutability Between Two Limits

It is now straightforward to understand the tunneling behavior shown in Fig.3.1. Let
us recall the Landau-Zener (LZ) tunneling in a two-level model [10]. As y changes
with time as y = «af, the LZ tunneling rateisr,; = e™” A%/2¢ where A is the energy
gap between the two levels. For a multilevel system such as our second-quantized
model H, the above equation remains a satisfactory approximation for the tunneling
rate between two consecutive energy levels. We use the tunneling between the two
lowest energy levels as an example. As already analyzed, the energy gap changes
with N as follows [5]:

| xrv, c < v
4= {Nicze‘”N, c>v. (3.6)

The parameter k1 ~ /1 — c¢/v. The other two parameters, k, and 7, can be computed
with the WKB method as in [2] or with a more sophisticated method [11]. This
approach leads to the following tunneling rate:
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7TK12U2
€ = , ¢ <V,
r~rrz = AN (3.7)

e 22N ¢ > v,

For the case of ¢ < v, it is clear that we have

lim lim 7 = lim lim r =0, (3.8)
N—o00a—0 a—>0N—>oo

which shows that the two limits « — 0 and N — oo are commutable. This finding
explains why when ¢ < v, both sets of the tunneling rates in Fig. 3.1 become zero as
a— 0.
For the other case, ¢ > v, the tunneling rate takes different values at two different
limits:
{ l%mNeoo.lima—)O r=0; (39)
limy_olimy_ oo r > 0.

This expression reveals that the two limits are no longer commutable. In the first limit,
where the adiabatic limit « — O is taken at a fixed number of bosons, the energy
gap is finite, and the system proceeds slowly enough not to cause tunneling. In the
second limit, since the energy gap is already closed at N — oo, tunneling occurs
regardless of how slowly y changes, which explains why the tunneling rate from the
mean-field model is always nonzero for ¢ > v (Fig.3.5b). The incommutability of
these two limits also implies that the mean-field theories, such as the GP equation
for BECs, can be invalid for the adiabatic limit. One example is the Bloch states for a
BEC in an optical lattice. In such a system, the Bloch wave number & can be regarded
as an adiabatic parameter. If the GP equation was always valid in the adiabatic limit,
it would mean that stable Bloch states should exist for all possible k. However, as
shown in [12], a significant portion of Bloch states are unstable.

3.2 Quantum-Classical Correspondence of the Adiabatic
Geometric Phase

3.2.1 Interacting Bosonic Many-Body System

We consider an interacting boson system described by the second-quantized Hamil-
tonian [13],

N Z i A C i A e n TR
H = E(alal —agaz) + Z(afal —a;az)z + g(e"f’ai(az +e ””a;al), (3.10)
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where a’ (4) and bt (13) are the bosonic creation operators (annihilation operators) for
two quantum states, labeled |1) and |2), respectively. Z is the energy offset between
the two quantum states. The parameter pe*’® measures the coupling between the
two atomic states, and ¢ = g/V, with g being proportional to the atomic s-wave
scattering length and V being the quantized volume of the atoms; n = N/V is the
mean density of the boson atoms, and the total number of atoms N is conserved.
The above model can be derived from the bosonic-field Hamiltonian [14] and has
received extraordinary attention in the literature on BECs. For ¢ = 0, model (3.10)
reduces to the well-known boson Josephson junction (BJJ) model [15, 16], which has
been used to describe the tunneling dynamics of boson atoms between double-well
potentials or two internal quantum states [3, 17].

The dynamics of system is governed by the Schrodinger equation, i20|W) /0t =
H (R)|¥), where R = (Z, pe*™?, ) denotes the system parameters. The ith eigen-
state |, (R)) satisfies the eigenequation H (R)|v;(R)) = E;(R)|v¥;(R)), with E;
being the eigenenergy. For convenience, we can expand [, (R)) by Fock states; that
is, [9:(R)) = YN _ ¢! (R)|m, N — m), where ¢!, is the probability amplitude of the
corresponding Fock state [m, N —m) = [(N — m)!m!]""/2(a]y™(@})¥="10), with
m=0,1,..., Nand N — m being the particle numbers in quantum states |1) and |2),
respectively. The symbol |0) denotes the vacuum state, which is defined by a;]0) =
a>|0) = 0. The Hamiltonian ﬁ(R) can thus be expressed as an (N + 1) x (N + 1)
matrix, and the matrix element is given by H,, , = Z(2n — N)/2 -8, , + c[n? +
(N =n)> =2n(N = m)1/4 - 8pn + pe'* V(N =)0 +1)/2 - Spni1 + pe™™?
n(N —n+1)/2 -6, 5,1, with §; ; being the delta function. The coefficients cfn (R)
satisfy the normalization condition Y, |c’, (R)|* = 1. Even though these coefficients
can be readily obtained by numerically diagonalizing the Hamiltonian matrix, they
typically cannot be expressed in explicit forms analytically. However, with some
approximations, we can derive their explicit forms [13].

3.2.2 Mean-Field Hamiltonian

For quantum many-body boson system (3.10), we define the trial state |¥) in terms
of the SU(2) coherent states (CSs) [6], i.e., [¥) = ﬁ(a&f + Ba;)N|0), where |0)
denotes the vacuum state as defined in the previous section. A variational scheme

based on the above SU(2) CSs leads to the Hamiltonian [18]
NZ Nc
Hes = —-(lal” = |BP) + =“ (la” - B’
N, . .
+ (0 + e Pap”), (3.11)

where « and 8 are complex probability amplitudes of states |1) and |2), respectively,
that satisfy the normalization condition |«|> 4 |B|?> = 1. The parameter c, = cN
denotes the effective atom-atom interactions.
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According to [19], we define for convenience the total population probability
p1 = |a|?> + | B]? and the total phase ¢; = arg(a); these two quantities form a pair of
canonical variables. The other pair of canonical variables can be defined by the pop-
ulation probability p, = |B|? and the relative phase g, = arg(er) — arg(8). (Indeed,
p2 = a? — B%and ¢, = arg(B) — arg(a) also form a pair of canonical variables, and
this choice is equivalent to our choice; see [19] for details.) Using these canonical
variables, a classical Hamiltonian can be obtained from (3.11):

Hcsg z Ce 2
Hc(pi; p2,q2) = —— = E(Pl —2py) + Z(Pl —2p2)

N
+0o+/ (p1 — p2) p2cos(qa — @). (3.12)

The fixed points of the classical Hamiltonian are given by p; = 1 and (p», ¢2), which
satisfy the following equations:

dHc (15 p2, q2) _ 9Hc (L5 2, ¢2) _0 (3.13)
2 (P2.@2) g2 )
Following (3.13), we rewrite the fixed point equations as
1-2p G —
co(l—2pa) + Z — ( p2)pcos(@ —¢) _ 0, (3.14)

V1= =2py)?
1
Svi-a- 2p2)*psin(@> — ¢) =0. (3.15)

We treat Z as a perturbative parameter and expand the solution in the first order of
Z around the fixed point for Z = 0, which takes the form

pr=py) +8p-Z, (3.16)

where ﬁéo) is the solution of (3.14) for Z = 0. There are three solutions to [750), and
we express them as follows:

1 1 0?2
=0 _ > ~0) _ _
Pro = 7’ Pry+ = 2 (1 + /1 C2) . (3.17)

e

Substituting (3.16) back into (3.14) and neglecting the higher-order terms of Z, one
can obtain the solutions of §p corresponding to the above three solutions of [350).
Note that the change of the fixed points (g = ¢) — (g2 = ¢ + 7) is equivalent to
the transformation p — —p. We therefore only consider the situation p > 0 and

ce < 0. For g, = ¢ + m, the three solutions of §p are

PL

—m. (318)

8po Sp+ =dp- =

T 2ce+p)
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Inserting these solutions into the classical Hamiltonian (3.12) and comparing the
values of each H¢(p», ¢2), we obtain the fixed point that corresponds to the highest
excited state (HES) [or the ground state (GS)] of the quantum system.

We now focus on the case of ¢, < 0 and p > 0. Under this condition, when
|ce| < p, there are only two fixed points, and two more fixed points appear when
|c.| > p. The phase space of the above classical Hamiltonian for varied parameters
is discussed in [9, 19]. When the parameter Z is small, we use the perturbation
approach to calculate the fixed points analytically. By neglecting the higher-order
terms of Z, forp < |c.|, we have

(%[iiE_C(c = 71+¢>> (3.19)

(P2, q2) = (%

and forp > |c.|,

(2. = E%(l e ”)+ ); (320
2

where the sign = in the first line of (3.19) indicates the situations Z > 0 and Z < O,
respectively. From the perspective of classical-quantum correspondence, the two
branches of fixed points (3.19) or (3.20) correspond to the GS and the HES of
quantum model (3.10), respectively, because the fixed points correspond to the global
minimum energy and the global maximum energy of the classical Hamiltonian [5].

We now give the explicit formula of the SU(2) CSs in terms of Fock states as
follows [18]:

N
1 N N—m
@) = ﬁ(a + ,Baz) |0y = E: W =yt m)’m‘ a™B |m, N —m). (3.21)

For the eigenstates |1ﬁi (R)), following (3.21) and using fixed points (3.19) and (3.20),
the expressions of the coefficients ¢/, (R) for the GS and the HES of quantum model
(3.10) are given by

|

. N!
L (R = m(l — p)"py " (3.22)

We note that the above equation provides a convenient approximation of the quantum
eigenstates when |c.| < land |Z |v/N < 1.The analytical result (3.22) has been com-
pared with the numerical results from direct diagonalization of the second-quantized
Hamiltonian H (R). The agreement is satisfactory, as shown in Fig.3.6 [13].

We now show the validity of the above CS description. When ¢ = 0, (3.10) reduces
to the model dlscussed by Leggett in a review article [3]. By deﬁmng the oper-
ators J (a as +a2a1)/2 J = —l(a dy — azal)/Z and J (a a; — a2a2)/2
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Fig. 3.6 Comparison between the numerical results from direct diagonalization of the second-
quantized Hamiltonian H and the analytical solution given by (3.22) for the GS (a) and the HES
(b). The parameters are Z = 0.001, p = 0.5, N = 100, and ¢, = —0.2

the phase operator ¢ can be introduced as E=¢f= [(N/2— J;)(N/Z + fz +
D172, + iJy). Then, the Hamiltonian can be rewritten in terms of these new
operators as

A e . N\* . .
H(Jz,(p)=ZJz+cJZ2+,0 (E) — J2cos . (3.23)

The phase operators ¢ and fz are canonical variables of the above system that satisfy
[, §] = —i. (3.24)

It was proved in [3] that the state |¥) is a CS and has the following property:
E|) =c1w) +5- )., (3.25)

where ¢ is a real number, |¥) is a normalized state orthogonal to |¥), and § is of
order N~!/2. Thus, one can prove that the uncertainty of the phase operator for state
|@) is of order N~!/2, that is, A@ ~ N~1/2,

Since state |¥) is a CS, the quantity AfZAqﬁ for such a state has the following
relation:

AT AG ~| [T, 11 . (3.26)
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Itis straightforward to determine that A fz AP ~ 1 and therefore that the uncertainty
of J. for state |¥) is of order N'/2, that is, AJ, ~ N'/2. Then, we can estimate the
uncertainty of H(J,, ¢) for the CS |¥), which is

AH ~ ZAJ. + c(AJ)? + pAJ.AY ~ Z/N + ¢N + p. (3.27)

For |[c|N = |c.| <1, |Z|«/ﬁ <l,and p ~ l,weobservethatAI:I ~ 1. Considering
that (¥'|H|¥) is of order N, one has AH /(¥ |H|¥) ~ 1/N, which implies that if
the total particle number N > 1, then (3.22) gives a satisfactory approximation of
the quantum eigenstates of model (3.10).

3.2.3 Quantum Berry Phase

To calculate the Berry phase of the system, for simplicity, we fix the parameters Z,
p, and ¢ and change only the parameter ¢ adiabatically from 0 to 2. We introduce
the dimensionless adiabatic parameter v ~ |d¢/dt| ~ 1/T (T is the time duration)
as the measure of how slow the parameter changes. The adiabatic parameter tends
to zero, i.e., v — 0, indicating the adiabatic limit. The quantum adiabatic theorem
states that if the quantum system is initially prepared in an eigenstate |y; (R(0))),
then at time r = T, the system will be found in the eigenstate |I/_/,'(R(0))), and a
geometric phase factor will be acquired during the adiabatic process. This phase
factor is independent of the time duration 7 and is related only to the geometric
property of the closed path in parameter space. To calculate this geometric phase
factor, we first make the variable transformation @), = ae'? and substitute it back
into (3.10); then, we obtain a new Hamiltonian H (R") with a new parameter vector,
R (Z, p,c). H (R") is not an explicit function of the time-dependent parameter ¢ (¢).
According to the Fock-state bases defined previously, we can rewrite the i th eigenstate
of the system as |;(R)) = Y_i ¢ (R))e " ¥=™%|m, N — m). Clearly, ¢!,(R) =

¢l (Re " N=m% ‘and |c! (R")|* = |c!,(R)|*. Finally, for our interacting N-particle

m
system, the Berry connection reads

N

An(R) = i{; (R)| Vel i (R)) = > (N —m)|cl,(R)P.  (3.28)

m=0

The Berry phase for the ith eigenstate is the circuit integral of the Berry connection
(3.28), that is,

N
N = y§ AN(R) -dR =21 Z(N —m)lc. (R (3.29)

m=0



86 3 Quantum-Classical Correspondence of an Interacting Bosonic Many-Body System

It is clear that this quantum Berry phase is time independent and is explicitly N
dependent. By applying the previous explicit expression of |c! (R)|?, for both the GS
and the HES, we obtain the analytical results of y, for arbitrary particle number N.

3.2.4 Classical Hannay Angle

To find the classical analogy of the quantum Berry phase (3.29), we calculate the
Hannay angle from the classical Hamiltonian H¢. We know that the classical Hannay
angle determined by the evolution of angle variables can be obtained by making
a canonical transformation to action-angle variables. This transformation can be
achieved in terms of a generating function § = Zi Si(gi, 1;; ¢ (t)) according to the
scheme {p;, q;} — Si(gi, I;; ¢(t)) — {6;, I;} withi = 1 and 2. To find the canonical
transformation between the old variables and the action-angle variables, we need to
simplify the Hamiltonian H¢ by expanding it around the fixed points.

We first consider the HES denoted by the fixed point g, = ¢. Let us make a
perturbation expansion around this fixed point by p» = p» + p and g» = ¢» + q.
Inserting these expansions into (3.12) and ignoring the terms of third order (i.e., p°
and c}3 ) and higher, we obtain

Hp(pi; pa. q2) = Ho(p)) + T(p)p + G(p1)p* + F(p1)d?, (3.30)
where
Z . - —
Hy(p1) = 5(1)1 —2py) + Cz(m —2p2)% + pv/(p1 — p2) pas (3.31)
T(py= LCR =DV ot i 20OV = P2 g 33
2 V(pi —p)d = p2)p2
2
_ PP1
G(p1) = ce AT A (3.33)

F(p1) = —2/palpr — po). (3.34)

2
Considering E = Hp(p1; p2, q2) to be a constant, we have
n=1I{.q E)=I, (3.35)

where I'(p, g; E) can be obtained by setting (3.30) as a constant E. Since p; is
independent of p and g, the above equation implies that / should be a constant, and
then, we have

1) . TOT ~2
E — Hy() + 60 = G() |:p + F(l)} + F(OHg>. (3.36)
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For our system, one can assume that the generating function takes the form of
S(q1, 11, q2, L; ¢ (1)) = S1(q1, I1; ¢ (@)) + S2(q2, I2; ¢ (), where S| and S, satisfy
the equations p; = 9S51(q1, I1; ¢(t))/9q, and pr = 3S2(q2, I2; ¢(t))/9q2, respec-
tively. According to (3.35) and (3.36), we have

0S1(q1, Ii; (1)) _
g1

05,(q. I 0@ [EnD— FOF - TQ)
042 =V~ c» P wo  OW

where E,(l) = E — Hy(l) + T*(1)/(4G(])). By setting p, = p + T(1)/2G (1)),
(3.36) becomes a harmonic-type Hamiltonian £, (I) = G(I) pﬁ + F(1)§?, and we can
define a new  generating function by p, =0958,(q, L; ¢(1))/9q
= \/ (En(l) — F(1)@*) /G (). With the help of the definition of actions, we have

1, (3.37)

I = i% 351(611,11;45(1‘))(1(]1 — (3.39)
2 g1
L= 1 / 9%, bi 9@ 4 (3.40)
7 Jo aq
_ Ey(l)
- 2JGOOF(D)’

From (3.37) and (3.38), we can obtain the branches of the generating function by using
therelation p, = 35x(q2, Io; ¢(1))/3q> = 355(q, L; ¢(1))/9G + p» — T(D)/(2G (1))
and considering the fact that (p», ¢g») are periodic evolutions around (p-, ¢).

Si(q, I1; (@) = Lqu, (3.41)
T
$2(q2, I 9 (1)) = S + [132 - ﬁ} (g2 — ¢), (3.42)
where
2 _ _ 2q1/2 A
5, = /q [E11(11) F(11)(q2 — ¢) ] dg» = 212/ 1 — x2dx, (3.43)
@ G) 0

with A = VF(1)/Ey(11)(q2 — ¢). We can now express the generating function as

A . T
S(q1, 1, q2, L; ¢(1) = Liqy + 212[ V1—x%dx + |:P2 — E:| (g2 — ¢(R.44)
0



88 3 Quantum-Classical Correspondence of an Interacting Bosonic Many-Body System

Finally, through a canonical transformation, we obtain a new Hamiltonian, H (I, 6y,
I, 6»; 1), that differs from the old Hamiltonian Hp(p;; p2, g2) both in value and in
functional form since the canonical transformation is time dependent through the
slowly changing parameter ¢ (¢). In fact,

de 9S(q1, I, q2, I; ¢)

H(,, 6y, 1,0, 1) = Hi (I, I; -
(11,61, I, 6,5 1) 1(12¢)+dt o0

, (3.45)

where H; (1, I; ¢) = Hp(p1; p2, q2), which is the angle-independent Hamiltonian
related to the parameter ¢, takes the form

T*(I))
4G(L)’

Hi(Ly, I; (1)) =21/ GU)F(I1) + Hy(I1) — (3.46)

The Hamilton’s equation for the angle variables is d6; /dt = 3 H /d1;, withi = 1 and
2. We apply this equation to (3.45); the first term gives the part of the evolution that
would occur even if the parameters remained constant, arising from the frequencies
w;(I;; ) = 0H; (1}, I; ¢)/d1;,withi = 1 and 2. Furthermore, from the second term
in (3.45), we can obtain the Hannay angle by

. T dep o (9
9;1=/ dt—¢— s ) (3.47)
0 dt 9l; \ 0¢

Note that the Berry phase is the shift of the total phase; thus, this phase corre-
sponds to the Hannay angle for the action /;. From (3.44), we have 9(3S/d¢)/01; =
9(0S,/0¢) /011 + 0[T (11)/(2G(11))]/91;. Note that the term of (39S, /9¢)/01; in
(3.47) is proportional to the action I,; therefore, this term makes no contribution to
the Hannay angle for /;. By using the explicit expressions of (3.32) and (3.33) and
then considering /; = 1 and I, = 0 for the eigenstates, a straightforward but tedious
calculation gives the Hannay angle for the HES as follows:

5y — deo[(1 — o) ja]??
oHES _ f pp2 —4c.[(1 — p2)ps] (3.48)

—p +8c.[(1 — p)po P27

Similarly, we can obtain the Hannay angle for the GS (i.e., g» = m + ¢) as well; this
expression takes the form

gGS _ 7§ —pp2 = 4c.l(1 = p2) pal*/?
GS —

p + 8c[(1 — p2) p2]3/? ©.49)

To express the above integrals in explicit form, we substitute (3.19) into (3.48)
and (3.49); keeping the terms of first order in parameter Z, we have
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Fig. 3.7 Comparison -0.5 T T T
between the approximate
analytical solutions and the
exact numerical solutions of
the Hannay angle for both 1.0 4
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(ce — p)

2eZ2 . 2 __ A2
egsz—n[l— CelP eVl p] (3.51)

:F
@07 = p?

To check the above two approximate analytical results, we solve (3.13) numerically;
the results are shown in Fig.3.7. The analytical results are suitably accurate in the
small-Z region [13].

3.2.5 Connection Between the Berry Phase and the Hannay
Angle

With the explicit expressions of the Berry phase and Hannay angle at hand, we can
determine the relation between them. We first calculate the number derivative of
the quantum Berry phase. Substituting our previously obtained analytical solutions
(3.22) into (3.29), we can obtain the particle number derivative of the quantum Berry
phase analytically for the GS,

Byﬁszn[1— 2c.2p’ Cex/CE—PZ}

3.52
@ =" = p? 22

and for the HES,

8 HES 7
N gl 2P|, (3.53)
oN (ce — p)?
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Fig. 3.8 Difference between
the number derivative of the
Berry phase and the minus
Hannay angle versus the
particle number for both the
GS and the HES. All results
shown here use the exact
numerical solutions. Solid
lines are plotted to guide the
eye, with the slope being —2.
The parameters are

Z =0.01,¢c=—-0.1,and
p=0.1

In|o, +0y, /N

Comparing these results with the Hannay angles given by (3.31) and (3.32), we
notably find that they are identical except for a sign difference. Even though the
analytical relation shows that dyy/dN exactly equals —0p, there indeed exists a
small difference proportional to the quantum fluctuation of order (1/N) between the
two quantities because of the approximation that was used in deriving the analytical
expressions of the quantum eigenstates.

We have numerically calculated the quantum eigenstates (i.e., ¢/, ) and the classical
fixed points [i.e., (p2, g2)] and obtained the exact numerical values of dyy /9N and
—0y for both the GS and the HES. The results show that the difference between
the minus classical Hannay angle and the particle number derivative of the quantum
Berry phase tends to 0 with increasing particle number N. Moreover, their differences
converge to 0 in the power law of 1/N? (see Fig.3.8). Therefore, we present the
relation between the classical Hannay angle and the quantum Berry phase as follows
[13]:

YN

_ N -2
by =~ T O, (3.54)

This formula is the key result of the present section; we now provide some explana-
tion. According to adiabatic theory, we know that an N-body wave function acquires a
total phase Ay = [ Endt + yy during a cyclically adiabatic evolution. In the SU(2)
coherent-state description, the corresponding single-particle wave function has a
phase shift . = dAy /N = [ pdt + dyy/IN, where u = JEy /9N is the chemi-
cal potential; its time integral gives the dynamic phase. The second term, dyy /9N,
characterizes the geometric change and corresponds to the classical Hannay angle
0.

Our relation 6 ~ —dyy /AN is similar to the well-known relation established by
Berry at the semiclassical level [20], where the classical action has been replaced by
the total particle number in our many-body case. For our many-body system, the total
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Table 3.1 Comparison of the adiabatic geometric properties with different descriptions for the
interacting many-body bosonic system

System Interacting many-body bosonic system
Description | Second-quantized Mean-field model: Classical Hamiltonian:
model: _ | Hur(R) = Hc(N: R) = W
H = H(aj, &;; R), &]‘ limy— o0 %"") with | N is the total number of
(a;) is the bosonic n=N — constant particles, |¥) is the
creation (annihilation) ¥ ;/ SU(2) coherent state
operator, R is the 1 ATNN )
Pgrameter vector VNI (Zj %74 )70y is
the SU(2) coherent
state, V' is the quantized
volume
Adiabatic Quantum Berry phase: Nonlinear geometric Classical Hannay angle:
. o j e — vy — e — T ;. dR 3 (23S
geometric YN = fAN(R) dR, ' phase: yg = Y=¥p= |6y = Jo drif S (TR)’
property AN(R) = i(Y|VRIV)is | v+ ynL, v is the total | [ is the action variable,
the Berry connection, phase and S is the generating
[y (R)) is the eigenstate | yp = f w(R)dt is the function, T is the period
dynamical phase with i | of the cycle evolution
being the chemical
potential. yyy, is the
nonlinear correction,
Berry phase is
s =i § ¥*Vry -dR
with ¢ being the
eigenstate in projective
Hilbert space
Connection | For N > 1,0y = —%Lﬁ + O(N7%);for N — coandn = % = const.,
On = —vG

particle number N together with the total phase exactly forms a pair of canonical
conjugate variables, and the number of particles is naturally quantized as an integer.

We add two remarks. First, we note that the classical Hamiltonian H¢ reduces to
the mean-field Hamiltonian in the thermodynamic limit N — oo, while the particle
density n = N/V is kept constant [5]. In this limit, we compare our classical Hannay
angle with the mean-field Berry phase obtained in [21] and find that they are identical
except for a sign difference (see Table3.1). Second, in practical experiments, the
single-particle phase is expected to affect the interference of the condensates and
can be measured in BEC systems [22]. From this perspective, we anticipate that
our classical Hannay angle will be detected in experiments in many-body systems
because this angle is just the single-particle phase change during the adiabatic process
in the thermodynamic limit.
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Chapter 4 ®
Exotic Virtual Magnetic Monopoles oo
and Fields

Abstract In this chapter, we introduce exotic virtual magnetic monopoles and fields;
these phenomena are formed in two typical systems. The disk-shaped virtual mag-
netic field is found in a long-range interacting spin-half system with a mean-field
description. The fractional virtual magnetic monopole occurs in a mean-field ultra-
cold atom-molecule conversion system. The virtual magnetic monopole chain is
demonstrated in a quantum many-body ultracold atom-molecule conversion system.

4.1 Disk-Shaped Virtual Magnetic Field

In this section, we analytically calculate the Berry phase of a long-range interacting
spin-1/2 system in the mean-field perspective. This mean-field Berry phase reduces
to the Berry phase of the single spin-1/2 system when the interaction vanishes.
The magnetic-like flux interpretation of the Berry phase shows that the source and
sink of the relevant magnetic-like field are located, respectively, at the disk-shaped
level-crossing region, where the first-order quantum phase transition occurs, and its
boundary, where the continuous quantum phase transition occurs. Specifically, one
part of the field originates from the level-crossing region and ends at its boundary,
while the other part comes from infinity and also ends at its boundary. The shape of
the interface between these two parts reflects the critical property of the system. From
the asymptotic distribution of the field at infinity, we find that the source and sink
as a whole can be interpreted as a disk-shaped monopole with a negative magnetic
charge. We emphasize that all these results generalize the abovementioned classic
paradigm to the interacting spin-1/2 system and that the analogues of the disk-shaped
monopole and its exotic magnetic-like field can generally exist in other interacting
spin systems [1].

We consider a long-range interacting spin-1/2 system in an adjustable external
magnetic field R = (x, y, z) = (pcos ¢, psin ¢, z). In appropriate units, the corre-
sponding Hamiltonian takes the form

© Springer Nature Singapore Pte Ltd. 2018 93
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H = ZR a,+—Zoa 4.1)

i#j=1

where o; = (o7, oiy , 07) is the Pauli matrix vector of the ith spin, K is the reduced
interaction constant, and N (3> 1) is the spin number. Expressing the state of the
system as |¥) = |¥)Y and applying the mean-field approximation to the
Hamiltonian (4.1), we obtain the mean-field Hamiltonian H,, = G - o, where G =
R + (0,0, K{¥|o*|¢)). Then, the Schrodinger equation id|W¥)/dt = H|W¥) (with

= 1) reduces to the mean-field Schrodinger equation id |y)/dt = H,,|V). Insert-
ing |y) =e ™ (cos 7, sin § e’ﬂ )T into this equation yields

d

= —2psin(B—9). 42)
dp

P 274+ 2K cosa — 2p cota cos(B — ¢), 4.3)
d o

u =z+Kcosa+ptan§cos(,B—¢). “4.4)

For a fixed K, (4.2) and (4.3) connect the projective Hilbert space spanned by (¢, )
with the parameter space spanned by (p, ¢, z). If we introduce the mean spin vector
§ = (8, Sy, §;) = (¥|o|y) = (sina cos B, sina sin B, cos ), (4.2) and (4.3) can be
expressed in the following compact form:

@ _ 16 (4.5)
_— = X §. .
dt

We now assume that the point (¢, B) is a fixed point of the projective Hilbert space,
ie.,da/dt =0,and dB/dt = 0. At this point, (4.2) and (4.3), respectively, become

B=¢ or B=¢+m, (4.6)
74+ Kcosa = +pcota, 4.7

where the upper sign corresponds to 8 = ¢ and the lower sign corresponds to f =
¢ + 7. Similarly, (4.5) becomes G x § =0, where § = (5,, 5 Sy, 5;) = (sinx cos B,
sin@ sin B, cos@) and G = R + (0, 0, K cos &). Because the fixed point of the pro-
jective Hilbert space corresponds to the eigenstate of H,,, (4.6) and (4.7) actu-
ally determine all eigenstates of H,,. Furthermore, from (4.6) and (4.7), we find
that the eigenvalue corresponding to the eigenstate |/) = (cos 7, sin 5 e'ﬂ)T can be
expressed as

W= () = 2, 4.8)
Sin o

where the sign convention is the same as in (4.7).
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Table 4.1 Eigenvalues and eigenstates of H,,, when z =0

Eigenstate 5, = cos@ B(K > 0) B(K < 0) uw
1) 0 @ ® p
[2) 0 ¢+ ¢+ —p
13) —/1-p*/K*> ¢ p+m K
14) VI-p /K> ¢ p+m K

When z = 0, the eigenstates and eigenvalues of H,, are shown in Table 4.1. Here,
we stress that the eigenstates |3) and |4) exist only when p < |K|. From Table 4.1,
we can find the ground state, i.e., the eigenstate with the minimum w. For the ferro-
magnetic interaction case where K < 0, the disk-shaped region determined by z = 0
and p < |K| is the level-crossing region where the eigenstates |3) and |4) serve as the
degenerate ground states and the first-order quantum phase transition occurs [2, 3].
Outside this region, the eigenstate |2) serves as the ground state instead of eigenstates
|3) and |4). When p crosses the boundary of this region determined by z = 0 and
p = |K| from the outside to the inside, s, of the ground state changes continuously
from zero to a nonzero value and can thus be used as the order parameter to indicate
that a continuous quantum phase transition occurs at the boundary [1]. Actually, sim-
ilar quantum phase transitions occur widely in interacting spin systems [2—4]. When
7 # 0, the eigenstates and eigenvalues of H,, can be numerically obtained from (4.6),
(4.7), and (4.8), and no other quantum phase transition is found. In general, we can
analytically prove that H,, has two eigenstates when K%/3 < p%/3 4 z%/3 and has four
eigenstates when K?/° > p?/3 + 72/3,

‘We now consider that the external field R changes with time, and we use the dimen-
sionless adiabatic parameter ¢ ~ |dR/dt| to measure its rate of change. Furthermore,
we assume that ¢ is small enough that—according to the adiabatic evolution condi-
tion in mean-field models [5, 6]—the system, which is initially in an eigenstate of
H,,, can remain in this eigenstate and can thus evolve simultaneously with R. When R
returns to its initial value, the system acquires a mean-field Berry phase y. Here, we
note that because H,, includes « and is thus state dependent, y cannot be expressed
in the conventional form, i.e.,y # —i §, (Y |V|¥) - dR = § §, (1 — cos @)d ¢, where
L is the evolution loop of the system in the parameter space. To obtain the expression
for y, we use the method introduced in [7] to separate the y-related term from the
expression for d . /dt. To proceed, we first note that because the adiabatic parameter
¢ is small but finite, the system fluctuates around the eigenstate during the evolu-
tion, which implies thata = & + o and 8 = B + 88, where o ~ 88 ~ O(e). Then,
from (4.4), (4.7), and (4.8), we obtain
dx [ m

= = @ S 2
” 3c0s2@)2) Kj| sinada + O(g7), 4.9)
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where the zero-order term p has been completely decoupled. Integrating this term
over the evolution time, we obtain the corresponding dynamical phase. Furthermore,
from (4.3), (4.7), and (4.8), we obtain

dB _ 2u—2Ksin’a

: Sa + 0(&?). (4.10)
dt sin &

Here, we note that d8f/dt ~ O(&*). Combining (4.9) and (4.10) yields

@ +1[1 cova }dﬁ+o<82) @.11)
a M2 | — (K/p)sin’a | dr ’ '

where the first-order term, i.e., the y-related term, has been completely decoupled.
Integrating this term over the evolution period and using (4.6), we find that the
mean-field Berry phase is

—lyg[l——m& }d (4.12)
YTah 1 — (K/p)sin’ & ¢ '

Since the above derivation does not involve any restrictions on the eigenstate or
the evolution loop L, (4.12) is a general analytical expression for the mean-field
Berry phase of the system. In contrast to the previous result [8], (4.12) includes the
accumulative effect of the fluctuation during the evolution.

When K = 0, i.e., the interaction vanishes, (4.12) clearly reduces to the expression
for the Berry phase of the single spin-1/2 system. When K # 0, the accuracy of
(4.12) can be confirmed by a numerical calculation if we consider y as the difference
between the total phase and the dynamical phase in the adiabatic limit. For simplicity,
we assume that ¢ = 2x¢/T with both p and z fixed. Under this assumption, the
numerical calculation consists of the following steps: (i) solve 8 and & from (4.6)
and (4.7), and substitute & into (4.8) to obtain w; (ii) integrate (4.2), (4.3), and (4.4)
from O to T with the initial values oy = @, fp = B and Ao = 0 to obtain A; and (iii)
compare the result of (4.12) with the value that (A — uT) approaches at large 7.

The integrand in (4.12) diverges when

w =K sin’a. (4.13)

From (4.7), (4.8), and (4.13), we obtain that

K2/3 — p2/3 +Z2/3’ (4.14)
p=K"7p*, (4.15)
cosa = —z'3 /K13, (4.16)

where (4.14) determines the divergence-related region in the parameter space and
(4.15) and (4.16) determine the divergence-related  and eigenstate as functions
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of the parameters. Here, we emphasize that (4.14), (4.15), and (4.16) apply to all
eigenstates of H,,. From the previous description about eigenstates, we know that
the divergence-related region determined by (4.14) is exactly the region where the
number of the eigenstates changes, which indicates that the behavior of y accurately
reflects the properties of the eigenstate.

From the derivation of (4.12), we conclude that the Berry phase y is closely
related to the fluctuation d«. Substituting (4.6) and (4.13) into (4.10), we find that
at the divergence-related region, a slow change of ¢ leads to an infinite fluctuation
da. For the present mean-field model, an infinite fluctuation around the ground state
arises only when the continuous quantum phase transition occurs. Therefore, the
divergence of the ground-state Berry phase y, can be interpreted as the consequence
of the quantum criticality. Here and below, the subscript g refers to the ground state.

From the form of (4.12), we find that the mean-field Berry phase y is not propor-
tional to any solid angle and thus has no solid angle interpretation. Nevertheless, we
can always interpret y as the flux of a magnetic-like field in the parameter space as
long as the field takes the appropriate form. This magnetic-like flux interpretation
actually serves as the differential formulation for y. In the following, we perform
the interpretation of the ground-state Berry phase y, and reveal the relation between
this interpretation and the quantum phase transitions of the system.

We first define the vector potential A, satisfying gﬁLA ¢ - dR = y,. Because Bg =

¢ + m, we have
1 cos o
A, =————5 _ )e,, 4.17
8 <2p 2,0+2Ksin3&g) ¢ “417)

where ¢€; denotes the unit vector in direction j, with j = p, z, and ¢. We emphasize
that A, is independent of the evolution loop L. We then define the magnetic-like field
B, satisfying B, = V x A, — §,, where 8§, denotes the contribution from the Dirac
string. A direct calculation gives

ax . 0o \ .
B, = (Ua—;—i—V)ez—( a—;”)ep, (4.18)
where

dag _ peos” &y (4.19)
9z (z+Kcos@,)? + Kpsina, cos®a,’ ’
da, (z + K cos @) cos® &, 4.20)
dp (@ +Kcosag)?+ Kpsind,cos? @, '
g 3K sin” &, cos’ @, + K sin* @, + p sin@, @20

2(p + K sin’ @,)?

y = _Ksin'a, = % (4.22)
2p(p + K sin® &,)?
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Fig. 4.1 Field-line 3 . T . ;
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In addition, from the distribution of A, at the large R limit, we find that a Dirac string
exists along the positive z-axis.

Because the real antiferromagnetic ground state of the original system cannot be
described under the present mean-field approximation, we focus on the ferromagnetic
interaction case where K < 0. Without loss of generality, we take K = —1. Then,
the field line distribution of B, (see Fig. 4.1) shows that the source and sink of B,
are located at the disk-shaped level-crossing region and its boundary, respectively.
Specifically, one part of B, originates from the level-crossing region and ends at its
boundary, while the other part comes from infinity and also ends at its boundary.
From (4.7) and the condition that y, = 27 or 0, with the evolution loop L being
azimuthally symmetric, we find that the interface between these two parts, which we
call the flux-free surface, is determined by p = /T — |z](1 + 4/]z]).

At the large-R limit, the interaction between the spins can be ignored. Then,
the distribution of B, is the field distribution of the point-like monopole with the
elementary magnetic charge (—1/2). This asymptotic distribution indicates that the
source and sink of B, as a whole can be interpreted as a disk-shaped monopole
located at the region of the quantum phase transitions. Actually, similar deformed
monopoles were reported in [9]. From the distribution of B, near the level-crossing
region, we find that the surface-density of the magnetic charge on this region is

1
0y = (= phyi (4.23)
where p < 1. When p — 1, (4.23) gives g, ~ (1 — p)~4 with the critical exponent
A = 3/2. The surface-density o,, together with the total magnetic charge of the
monopole, determines B, completely. Therefore, we can say that o, is the central
quantity in the differential formulation for y, and that A is the corresponding cen-
tral critical exponent. Since the Berry phase can provide the key ingredients of the
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criticality in principle [10], it is promising—albeit challenging—to investigate the
relation between A and other critical exponents.

Because the ground state is twofold degenerate on the level-crossing region, any
evolution loop L on this region corresponds to two different values of y, . Itis straight-
forward to show that their difference Ay, = 4w Qé (modulo 27), where Qé is the
magnetic charge enclosed by L. This finding indicates that the magnetic charge of
the monopole originates from the phase difference Ay,. From (4.23), we find that
the charge on the level-crossing region is divergent. Combining this divergence with
the distribution of B, at the large R limit, we find that the negative charge on the
boundary of this region must also be divergent.

From the previous results, we can easily recognize that both the disk-shaped
monopole and the exotic distribution of B, are the natural consequences of the
physical properties of the system. These properties include the following: (i) the
asymptotic behavior of the system at the large R limit; (ii) the degeneracy of the
ground state; and (iii) the criticality that leads to the divergent y,. Because similar
properties exist in many interacting spin systems, the analogues of the disk-shaped
monopole and its exotic magnetic-like field also exist generally in these systems [1].

On the other hand, the structure of the monopole and the distribution of B, nat-
urally reflect the properties of the system. In particular, the shape of the flux-free
surface reflects the critical property of the system. Approximately speaking, both
the external field R and the interaction between the spins affect y,, and the flux-free
surface is located at the region where their effects on y, cancel each other out. In
essence, the criticality of the system is exactly the consequence of the competition
between R and the interaction. Therefore, the shape of the flux-free surface can reflect
the critical property of the system, providing the possibility to measure the criticality
by the Berry phase without having the system undergo the quantum phase transition.

4.2 Fractional Virtual Magnetic Monopole

We consider the following two-mode model, namely, the atom-diatomic molecule
conversion system, as an example to demonstrate our theory [11]. The following
deduction, in principle, can be extended to the case of multiple modes and multi-
atomic molecule formation. The energy of the system reads

RCOSQ(I//}T‘[A, '(/}‘H/A/)_i_ 3 Rsinf
2 ARG 8 2

A = (e"%/}f Bl + h.c.) . (4.24)

where h.c. denotes the Hermitian conjugate of the term in brackets and V=
(1, Yr) and " = (4], ) are the annihilation and creation operators for the
atom and molecule, respectively. These expressions obey the commutation relations
[@i, 1/};] = §;; for bosons. Here, R = (R sin 6 cos ¢, Rsin 6 sin ¢, R cos 6) is a vector

in three-dimensional (3D) parameter space. The terms v,/ V> + h.c. describe the
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coupling between atom pairs and diatomic molecules, which brings a new gauge
structure to the system. With these terms, the system is invariant under the transfor-
mation

Uln) =", o) = (g 20n> : (4.25)

Under the mean-field limit, i.e., replacing Y and 4 F by complex numbers v and *
that correspond to the coherent states of these operators, we rewrite 72 (v, ¥*; R) =
2 i T, ¥*; R)y;, where the matrix elements Ty; = —T; = Rcos6/2 and

T, = T}, = /3/8(Rsin6/2)e~"?v, and obtain the nonlinear Schrddinger equation

as follows (h = 1):
d I//1 _ *, K”l
la(%)—H(W,Kb ’R)<W2>’ (4.26)

Rcos® 3.0 o *
= \/;e Rsin 61,

HW, ¥*;R) = 2
(W7 w ) ) \/ge—iipRsine% _RC;)SG

with

(4.27)

The projective Hilbert space is spanned by the vector n, = (2«/§Re(w1*21p2),
2\/§Im(l//f21//2), Y1) = 2[yn]?). Clearly, every point in this space corresponds to
a class of quantum states, among which the states are only different in co-diagonal
total phases (see (4.25)). With the normalization condition |y{|? 4 2|vr,|> = 1, one
can find that the projection space is a teardrop-shaped surface [12].

Note that even though the matrix in (4.27) is not conjugate symmetric, the original
system represented by (4.24) is Hermitian, and the total system energy is bound. The
analogous nonlinear Schrodinger equations have been widely applied in the Feshbach
molecular formation [6, 13].

The eigenstates of the above system @(R) = (¢, ¢») satisfy the following

eigenequations: _ -
T Tk, (1_51 _ (™ 0 (1_51
H(¢,¢,R)<¢2>—(OZM> (¢2). (4.28)

The above eigenequations define the eigenfunction ¢ and the eigenvalue (or chemical
potential) u that are functions of the adiabatic parameter R. The eigenequations are
solved, and the eigenfunctions are obtained as follows:

- —cos6 +1 - . Z
¢ = BV ¢ =21 -2/¢;5 1, (4.29)

with the eigenvalue (or chemical potential for an atom) i = g(cos 0+1).
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Now, let us suppose that the parameter vector R(¢) varies slowly in a time interval
t € [0, T]. For simplicity, we fix R and 6, and we change ¢ slowly from 0 to 2w,
forming a loop in the parameter space, i.e., R(0) = R(T). The sweep rate « = 2 /T
measures how slowly the system evolves, and @ — 0 indicates the adiabatic limit.
Initially the system populates in an eigenstate, i.e., ¥ (0) = ¢(R(0)), and remains
close to the eigenstate during an adiabatic process, as ensured by the adiabatic the-
ory [6, 14]. That is, || (t) — pR(®))|| = 1 — [(¥ (1) |p(R(1)))|* ~ . This result
indicates that |(y ()| (0))|> = 1 in the adiabatic limit. Moreover, a total phase is
acquired over the course of the cycle. As we show below, the total phase (for the
atomic component) arg({y (T)|¥(0))) can be decomposed into two parts in the adi-
abatic limit, i.e., limg_. arg({(¢ (T) [ (0))) = —(¥a + ¥,). The former is dynamical
and can be expressed as the time integral of the chemical potential for an atom; the
latter is of geometric property, and its explicit expression will be derived analytically
and shown to be dramatically different from the usual Berry phase formula.

We find that (4.26) and its conjugate construct a canonical structure of classical
dynamics with the energy (¢, ¥*; R) as a classical Hamiltonian and (y, iy*)
as a canonical variable pair. The gauge symmetry of 7 given by (4.25) implies
that the total atom number is conserved || + 2[y»|> = 1 and that the dynamics
of the overall phase can be separated from the rest of the degrees of freedom [5].
For simplicity and without loss of generality, we denote A = argy; and set the total
phase as X for the atomic component and 2 for the molecular component. The other
variables form a closed set of Hamiltonian dynamics with the canonical pair defined
as g = —argy, + 2argy; and p = |y, |%. From (4.26) and its complex conjugate, we
obtain

di dq

— = p—= —HPp,q) — AP, q), 4.30
T =P ((297)) 12%7)) (4.30)
d 0 dg A

i R e Yl (4.31)
dt aq dt ap

in which JZ(p,q) = Rcos6(1 —3p)/2 + /3/8Rsin6(1 — 2p),/pcos(q — ¢),
Ap. @) =Re[Y.;; , /Di(pjdTi/0p; — idTy/0q;) /Pl and Ty = eltrevi—aeyy
Ty. After a series of calculations, we obtain A(p, g) = /3/8(Rsin/2)(1 — 2p)
/P cos(qg — ). The fixed point of the above Hamiltonian can be derived by set-
ting the right-hand functions equal to zero in (4.31). We readily obtain p = |¢_>§E|2
and g = ¢. These fixed points are local energy minima of the system and therefore
correspond to the eigenstates defined by (4.28).

For a linear quantum case, both matrices {H;;} and {T};} are functions of the
parameter R only; thus, the last term in (4.30) vanishes, i.e., A(p, ¢) = 0. The second
term on the right-hand side of (4.30) is the energy, whose time integral gives the so-
called dynamical phase. The time integral of the first term is the Aharonov-Anandan
phase for a cyclic quantum evolution [15]. The above observation is readily extended
to the adiabatic evolution of a quantum eigenstate because the adiabatic theorem
of quantum mechanics dictates that an initial nondegenerate eigenstate remains an
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instantaneous eigenstate and that the evolution is cyclic when the parameters move
slowly in a circuit. In this case, the second term is the eigenenergy, and the first term
is just the Berry connection, i.e., i(¢(R)|V|¢(R)). The Berry phase equals the circuit
integral of the Berry connection.

However, for our atom-molecule system, the contribution of the last term in (4.30)
should be taken into account. Note that the chemical potential is typically not identical
to the energy, while the dynamical phase represents the time integral of the chemical
potential, and we need to evaluate the following quantity in the adiabatic limit:

E@P.q:R) = (p.q) + Alp. q) — n(R). (4.32)

We set p = p(R) + §p and g = g(R) + 8q. Here, p(R) and g(R) are the fixed points
corresponding to the eigenstates defined by (4.28). The vector (§p, §g) represents
the corrections to the adiabatic eigenstates in the order of o [16]. As will be shown,
(6p, 6g) contain secular terms in addition to the rapid oscillations. These secular
terms are accumulated in the nonlinear adiabatic evolution and contribute to the
geometric phase.

We expand the quantity & (p, g; R) around the fixed point:

3Rsinf 1 —6p
) ,;Rz\/j— 8p +0(8p*, 8q°). 4.33
®.q: R) 822ﬁp+(pq) (4.33)
Here, we have used the relations 5 (p, ¢) + A(p, q9) = n(R), 377 (p, 9)/9p| 3.5
=090 (p, 9)/94q|,5 = 0 and 0 A/dq| ;.5 = 0. On the other hand, (8p, 8¢) can be
evaluated from the following Hamiltonian equations:

d 2 > H

- 5p + 5+ 0GB, 8pP), (4.34)
dt 9pip|gg 9p9q |54

d 2H 2H

@ _ 5p — ’ 8q + 0(8q*, 8p*). (4.35)
dt aqop 3.3) aqdq 3.9

By averaging the fast oscillations, one can omit the higher-order terms and retain

the secular terms; then, ((8p), (8¢))T = 27'((dp/dR)(dR/dt), (3G/IR)(dR/d1))T,
N 0 —2py/p/(1 + 6p)

V3rsing \ 1/[(1 = 2p)+/p] 0

8p = —(\/8/(~/3Rsin 0))(2p/p/(1 + 6p))(dR/dr). Therefore, by substituting the

result into (4.33), from (4.30), we obtain the total phase acquired by the eigenstate

in the adiabatic limit, A = —y; + y, with y; = f udt, and the geometric phase,

with the matrix 2 = ) We then have

(I —6p)p

d 436
1+6p ¢ (4.36)

Ve =%13d¢+

:éfu¢mwm@ (4.37)
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In contrast to the previous works [17], the adiabatic geometric phase in the atom-
molecule system is dramatically modified. The first term on the right-hand side of
(4.36) is the typical expression of the Berry phase that can be rewritten as the circuit
integral of the Berry connection i(¢(R)|V|¢(R)). The second novel term indicates
that the higher-order correction to the adiabatic approximate solution (which is neg-
ligible in the linear case) can be accumulated in the nonlinear adiabatic evolution
with an infinite time duration in the adiabatic limit and contributes a finite phase with
a geometric nature.

The above theoretical formulation on the Berry phase has been verified numeri-
cally by directly integrating the Schrodinger equation along the circle path in param-
eter space with both R and 6 fixed and with ¢ varying with a very small sweeping rate
o, i.e., ¢ = at. In Fig. 4.2, we show the numerical results and compare them with
theoretical predictions for the adiabatic geometric phase of the eigenstate of 1, in
which the sweeping rate is « = 0.0001. The inset figure shows the convergence of
the adiabatic geometric phase with the sweeping rates.

For linear systems, the Berry phase has been interpreted as the flux of a magnetic
field of a quantized monopole through the surface enclosed by a loop in parameter
space. This interpretation is demonstrated by the spin-half system,i.e., H = R - 0/2,
where o denotes Pauli matrices and R = (R sin 6 cos ¢, Rsin 6 sin ¢, Rcos#) is a
vector in the 3D parameter space. The eigenvalues of the system are E = £R/2,
and their eigenstates are |Y+) = (£+/(1 £ cos0)/2e /2, /(1 F cos)/2e/?)T.
The Berry phase equals the circuit integral of the Berry connection i (v (R) |V | (R))
and can be interpreted as the flux of the magnetic field of a virtual monopole with
charge gop = 1/2. In general, the degeneracies of the spectrum in parameter space
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Fig.4.2 Comparison between the numerical results and the theoretical predictions for the adiabatic
geometric phase of the eigenstate for 1, in which the sweeping rate is @ = 0.0001. The insert
figure shows the convergence of the geometric phase with the sweeping rate
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are the singularities of the virtual magnetic field, and these degeneracies therefore
play an important role in connection with the geometric phase. Each degeneracy can
be interpreted as a charge distribution located at the contact point between energy
surfaces. Because the eigenstates are smooth and single-valued outside the degen-
eracies, the total charge of the distribution, i.e., the monopole charge, is necessarily
an integer multiple of the elementary charge go = 1/2. Nonelementary monopoles
with integer multiples of gy have been found in the cases of light propagation and
condensed matter physics [18, 19]. The mechanism for the production of monopole
charges that are larger than the elementary gy is due to the constraints that act on the
system [20].

(a) z (b)

integer closed
monopole  Path

solid angle

&)
Berry sphere Bloch sphere
(@) z (b)

fractional
monopole

forbidden
cone
defected Berry sphere deformed Bloch sphere

@

Fig. 4.3 Parameter space (a) and Bloch sphere (b) for a spin-half particle in a magnetic field.
a’ and b’ are the parameter space and Bloch sphere for the atom-molecule conversion system,
respectively. The parameters change adiabatically along a closed path, shown as the green circles
in the parameter spaces or the Berry spheres. Accordingly, the eigenstate evolves and forms a
closed path schematically plotted as green circles on the Bloch spheres. The gray cone in (a’) is the
boundary for which 6 = 27/3, inside which (corresponding to & > 27/3) no eigenstate exists. See
the text for details
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For our nonlinear system, when the parameters R = (R, 9, ¢) are considered as
the spherical coordinates of a vector in a 3D space, from (4.37), we obtain the vector
potential

_ 1 (1 —cosb),

A__— )
6 Rsing ¥

(4.38)

where é,, is the unit vector in the direction ¢. For convenience, we consider only the
case for .. Hence, the Berry phase can be interpreted as the flux of a magnetic field of
a virtual monopole through the surface enclosed by a closed path in parameter space
(see Fig. 4.3a'), B =V x A = gR/R>. Here, the monopole charge g = go/3 is the
fractional elementary charge of the quantized monopole. The fractional charge of the
monopole in this system is due to the symmetry breaking of the parameter space by
the boundary. From (4.29), we find that |, | monotonically increases with increasing
6. When 6 = 27/3, || = l/ﬁ reaches its extreme value (since |1 |* + 2|y |> =
1). This result implies that no eigenstate exists in the regime 6 > 27 /3, i.e., the
Berry sphere of this system is a deformed sphere with a forbidden cone bounded
by 6 = 27 /3. We illustrate this structure in Fig. 4.3a’. The strange string lies on the
negative Z-axis, i.e.,0 = 7.

4.3 Virtual Magnetic Monopole Chain

In this section, we discuss the monopoles in a bosonic atom—heteronuclear-molecule
conversion system. This condition may be even more interesting than the atom—
homonuclear-molecule system discussed in the proceeding section because the het-
eronuclear molecules can be either bosons or fermions; thus, quantum statistics can
be expected to play an important role [21], and a large electric dipole moment will
be induced with the potential to create a dipolar superfluid [22]. In the quantum
theory, we calculate the virtual monopole field and its charge for the ground state.
In particular, we explore the effects of the particle-number imbalance between two
atomic species on the monopole field. We find that the monopole field in this system
is not spherically symmetrical and that the charge of the monopole depends strongly
on the particle-number imbalance [23].

We adopt a three-mode model to describe an atom—heteronuclear-molecule sys-
tem. The basic assumption here is that the spatial wave functions for three modes
are fixed so that one can associate each mode with an annihilation operator a; of
a particle in atomic modes j = 1 and 2 and in molecular mode j = m. Under this
three-mode approximation, the second-quantized Hamiltonian of the system reads
(with /2 = 1 throughout) [24]

R R A e . .
H = AN,, + Z %N,Nj + <%ala;am + h.c.) , 4.39)

ij
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where /.c. denotes the Hermitian conjugate of the term in brackets. N; = &;&j. The
detuning A represents the energy difference between the molecular and atomic
levels, which can be tuned by an external field. The parameter £2e specifies the
atom-molecule coupling. The parameters y;; describe s-wave scattering, taking into
account the intraspecies (i = j) and interspecies (i # j) with x; = x;;. Note that the
model (4.39) can be mapped to a trilinear Hamiltonian describing the nondegenerate
parametric down-conversion in quantum optics [25]. In this analogy, the molecular
mode plays the role of the pump photon, while the two atomic modes denote the
signal and idler photons. The collisional terms correspond to the Kerr-type cubic
nonlinearity that is present in the optical system with some nonlinear medium [26].
In experiments, the model (4.39) may apply to the 3Rb-3"Rb system in which the
ultracold heteronuclear Feshbach molecules were produced starting with a 8’Rb
Bose-Einstein condensate (BEC) and a cold atomic gas of 85Rb [27]. These ultra-
cold heteronuclear molecules in low-lying vibrational states are of particular interest
since they could be a permanent dipole moment due to the unequal distribution of
electrons. The Hamiltonian (4.39) commutes with N = &I&l + &;&2 + 24} a,; thus,
the total atomic number N = (N) is a conserved quantity of the system. Indeed, there
exists another conserved quantity, namely, D = (&'{'&1) — (&;&2), which denotes the
particle-number imbalance between two atomic species. Using these two conserved
constants and neglecting the trivial constant terms that are proportional to D or N,
the Hamiltonian (4.39) can be simplified as follows:

11 Z IV, a [ H.c. . .
N N

where X +iY = e, Z=A— D+ N)(x11 — Xim) = 2N x12 + (D — N)(x22 —
Xom)s>and x = x11 + x22 + Xmm + 2(X12 — X1m — X2m). For our atom-molecule sys-
tem, the Bloch space is expanded by the followmg three angular momentum oper-
ators: LX = 2\/_a azam + aTalaz/N3/2 Ly 12«/_61 azam —al alag/N%/2 and
L; = 24 Gy — alal - agaz /N . These operators compose a generalized Bloch rep-
resentation [28; 291, and the HAamiltonian in this representaAtion (4;40) becomes H =
(N/4Z + DLy + (Nx/16)L2 + [N/ AVDIX +i¥)(Lx — ily) + hc.].  The
corresponding parameter space is spanned by the vector R = (X, Y, Z), which rep-
resents the influence of an external field.

In the following discussion, we focus only on the monopoles for the ground states.
For convenience, we restrict ourselves to the states with even N and D, where D = 0,
2, ..., N — 2. From the Hamiltonian (4.40), one can compute the ground-state MB
curvature (i.e., the virtual magnetic field) by using the formula [30]

By(R) = Im Z<O|VRH|m X (m|VgH|0)

E —E)’ , 4.41)

m7#0

where |0) denotes the quantum ground state. E, specifies the eigenenergy of
the eigenstate |m) and satisfies the eigenequation H|m) = E,,|m). The energy
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denominator in (4.41) implies that the virtual magnetic field typically diverges at
the degenerate point where the energy levels cross and may be maximized at avoided
level crossings. These level structures are reflected in the geometry of the Hilbert
space of the system, which can be captured by the virtual magnetic field of the
ground-state monopole. When particle interaction is absent, i.e., x = 0, only a point-
like magnetic monopole exists in our system, which is located at the origin R = 0
in the parameter space. We have numerically computed the virtual magnetic field
of the ground-state monopole from (4.40) and (4.41) by using the exact diagonal-
ization method in double-precision arithmetic in the Fock-state representation. The
results are shown in Fig. 4.4a—c. We find that the virtual magnetic field is symmetric
with respect to the Z-axis in our atom-molecule system, which is different from the
isotropic field generated by a standard point-like monopole. However, the symmetry
of the virtual field approaches spherical symmetry as the atom-number imbalance
parameter D increases. When D = N — 2, a spherically symmetric field is recovered.
The similarity between the upper panels and the lower panels of Fig. 4.4 reveals that
the properties of the virtual field are determined mainly by the structure of the level
gap between the ground state and the first excited state [23].

In the presence of the particle interaction, i.e., x # 0, the ground state of the
system exhibits a monopole chain that includes (N — D) /2 point-like monopoles on
the Z axis, which are located at the points (X =Y =0,Z/x = —n/N)withn =N —
D —1,N — D —3,..., 1. When the particle-number imbalance between two atomic
species increases, the number of monopoles decreases. When D = N — 2, there is

(@ 2 (b) 2 (c) 2

1.

N

14

-1 -1 -1

Fig. 4.4 (Color online) Magnitude of the virtual field for the ground state (upper panels) and
the level gap between the ground state and the first exited state (lower panels) with N = 10 and
x=Y=0.aanda’: D=0;bandb’: D =2;cand ¢: D = 4. In the upper panels, the contours
denote the rescaled quantity log; |[By/N|, and the values are —1.5, —1.2, —0.9, —0.6, —0.1, and
0.5 from the outside to the core
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Fig. 4.5 (Color online) Level gap between the ground state and the first excited state with N = 10
and Y =0.Fromatoe, D =0,2,4,6, and 8. The interaction parameter x = 1 has been used

only one monopole located at the point (X =Y =0,Z/x = —1/N). The level gap
between the ground state and the first excited state for this case is demonstrated in
Fig. 4.5.

We now numerically calculate the monopole charge. According to Gauss’s law,
the charge gy of the monopole can be defined by

75 By - dS = 4mgy. (4.42)
S

where dS is the area element and S denotes any surface boundary enclosing all
monopole points. To numerically calculate the monopole charge from (4.42), we first
compute the monopole field from (4.40) and (4.41) with the exact diagonalization
method, and then, we choose a sphere as the closed surface enclosing all monopoles.
With increasing radius of the sphere, the numerical tests demonstrate satisfactory
convergence and accuracy of the results for gy . The results of the monopole charge
for x = 0 with different total atom numbers are demonstrated in Fig. 4.6. Note that
the monopole charge in our system is not equal to the elementary charge go = 1/2.
In the special case D = 0, the charge gy = —N/4 = —Ngo/2. In the general case
D # 0, the charge of the monopole decreases smoothly from —Ngy/2 to —gp as
the atom-number imbalance between the two atomic species increases. The general
formula for the monopole charge of the ground state in our system is given by [23]

N-D N-D
4 2

gy = — 80, (4.43)
which is determined by the property of ((N — D)/2 + 1)-fold degeneracy of the
ground states; the degenerate states are [(N + D — 2m) /2, (N — D — 2m) /2, m) with
m=20,1,...,(N — D)/2. Thisresultimplies that one can create a magnetic monopole
with nonelementary monopole charge in an atom—heteronuclear-molecule system.
Note that the total charge of the monopole for the ground state in the second-quantized
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Fig. 4.6 (Color online) 00—
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model is Q = 4w gy = —(N — D) and that the Chern number is —(N — D) /2. We
find that the Chern number is also an integer in our system, which is similar to the
result derived for an interacting boson system [9].

When yx # 0, we choose a closed surface that encloses all (N — D)/2 degen-
erate points, and the monopole charge of the ground state for x = 1 is obtained,
as shown in Fig. 4.7. For D = 0, the number of the degenerate points is N /2, and
the charge is —N /4. For D # 0, the degenerate points reduce to (N — D)/2, and
the charge becomes —(N — D) /4. This result implies that the result (4.43) obtained
for x = 0 is also appropriate for the case x # 0. Clearly, the total charge of the
monopoles for the ground state is also —(N — D), and the Chern number is also
—(N — D)/2. In fact, the quantum ground state is doubly degenerate at (N — D)/2
points in this case. At each degenerate point, the two degenerate eigenstates are
I(IN+D—-n+1/2, (N—D—-n+1)/2,(n—1)/2) and |[(N+D—-n-1)/2,
(N—D—-n—-1)/2,(n+1)/2).

In the mean-field limit, i.e., N — oo, the atom-molecule system becomes classical
[31] and can be accurately described by the following semiclassical Hamiltonian
[24, 32]:

H.= lim @—zm 1 + YHIX +iYalal 4.44
.= N = Zlam xlam|” + [(X +iY)ajasa, +c.c.], (4.44)

N—oo
where c.c. denotes the complex conjugate of the term in brackets. Here, a; are com-
plex amplitudes for the system in the three quantum modes, and the normalized
condition is given by |a;|* + |a2|* + 2|a,| = 1.
Note that the mean-field model (4.44) does not admit the U (1) gauge transfor-

mation, which is an especially interesting point about our atom-molecule system. In
fact, this model is invariant under the gauge transformation as follows:

[y — Ui, p2)|9) = @@ |y, (4.45)
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where
¢ 0 0
O, ¢2)=10¢2 0 . (4.46)
0 0 ¢ +¢

This type of gauge transformation includes two nonidentical phase parameters (i.e.,
¢1 and ¢, ), which is different from the so-called skewed U (1) gauge transformation
introduced in [11, 33], where the transformation depends on only one parameter.
However, we observe that the nonlinear model (4.44) has a classical Hamiltonian
structure (i.e., we can introduce three pairs of conjugate variables through p; =
«/;a;" and g; = «/faj). Following [33, 34], we can define for our system the Berry
connection A and determine its general properties by making a gauge transformation
as follows:

A =i(y|VrlY) > A" = i(y/|Vly)
= A — (|a1|* + |az]* + 2|an]®) Vrer

1
+500 - (a1]* = @)1 VR(@1 — ¢2),  (4.47)

where |Y') = U(¢y, ¢2)|¥) and the overbar indicates an average over all initial
angles with the same actions. It is found that the second term and the last term
in (4.47) are trivial total derivatives due to the conservation of the total particle
number and the constant particle-number imbalance between two atomic species
(i.e.,d = |a;|* — |az|?). This result implies that the Berry connection defined above is
gauge invariant under the transformation U (¢, ¢,). For an instantaneous eigenstate,
the unnecessary averaging operation can be safely neglected because the population
probabilities of different eigenstates are just the classical actions, which are found
to be the adiabatic constants in an adiabatic evolution [5].
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Fig. 4.8 (Color online) Contour lines of (|Byy2| — |[By|) for the ground state at Y = 0, with
x = D = 0. Each set of contour lines with the same value includes the data with N = 10 (blue
dashed-dotted line), N = 20 (red dashed line), and N = 30 (black solid line). Solid circles indicate
the intersection points. Inset shows the dependence of (|By+2| — |By|) on the parameter Z/ V2Xx
for different N. The gray straight line (with slope —1) is plotted to guide the eye

From the definition (4.47), one can calculate the mean-field curvature B and the
monopole charge g for the ground state through B = Vg x A and its closed surface
integral, respectively. Actually, the mean-field and quantum virtual fields satisfy the
relation limy_, oo (By /N — B) = 0, which can be proved from the fact that H, is the
semiclassical limit of the second-quantized model H (for details, see [9, 33]) and by
following Berry’s argument about the semiclassical connection between the Berry
phase and the Hannay angle [35, 36]. Our numerical simulations have shown that
this relation indeed holds everywhere in the parameter space except at the degenerate
points. For the monopole charge, we have

. 8N _
i (5 -5) =0
with
li &N 1(1 d) 1(1 d) (4.49)
= lm —=—-—-(— =—-U-= ) :
8 NN 2 B 8o

where the population-imbalance parameter d = limy_..o D/N. Equation (4.49)
implies that the ground-state monopole in our system in the mean-field limit can
carry an arbitrary charge ranging from zero to —(1 — d)/4 (i.e., the discrete points
in Figs. 4.6 and 4.7 are connected to form continuous lines).

We now present selected discussion points. When D = 0, our system reduces to
the homonuclear molecule system. In this case, the system exhibits a quantum phase
transition from a mixture phase to a pure molecule phase at the critical point Z, =
—/2(X? 4 Y?) [37]. To show the connection of the virtual field to the quantum phase
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transition, we plot the contour lines of the magnitude (|By.»| — |By|) for the ground
state in Fig. 4.8. We find that the contours with the same values for different particle
numbers cross at the phase transition point. This result is independent of the system
size, which implies that even though a quantum phase transition is only rigorously
defined in the thermodynamic limit N — oo, the virtual field of the monopole exactly
marks the changes in the ground states of the system for a finite particle-number case
[38]. However, in the case of D # 0, no quantum phase transition occurs even in the
semiclassical limit [24].

In fact, the degeneracies of the spectrum in the parameter space are the singu-
larities of the virtual field, and therefore, the monopoles play an important role in
connection with the geometric phase. Each degeneracy can be interpreted as a charge
distribution located at the contact point between energy surfaces. Because the eigen-
states are smooth and single valued outside the degeneracies, the monopole charge
is necessarily an integer multiple of the elementary charge go. In the generic case of
a diabolical contact [30], the monopole charges are precisely +go. However, higher
integer multiples of go may occur [39]. For instance, for light propagating through
a twisted anisotropic dielectric medium, experimental situations arise [18] in which
the monopole charges are £2g,. Our present discussion provides a perfect example
for higher integer multiples of g¢ in ultracold atom-molecule systems. We emphasize
that even though our results are obtained with a specific three-level boson model, the
results are expected to hold in a general interacting atom—heteronuclear-molecule
boson system where many heteronuclear molecules in high vibrational states are
included. The reason is that our system is the simplest atom—heteronuclear-molecule
system; we consider only the zero-temperature homogeneous case so that all the
bosons are condensed into zero center-of-mass momentum states. In particular, the
monopole as the degeneracy point in the Brillouin zone is found to play a pivotal role
in the anomalous Hall effect [40]. This fact implies that it may be possible to observe
our predicted virtual monopole fields in experiments by configuring a bosonic Hall
system with a molecular BEC in a rotating optical lattice.
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Chapter 5 ®)
Applications of Nonlinear Adiabatic e
Evolution

Abstract In this chapter, we show selected applications of nonlinear adiabatic evo-
lution in the geometric phase, in tunneling dynamics, and in quantum interference.
We introduce the adiabatic geometric phase in a nonlinear coherent coupler and
illustrate the nonlinear adiabatic tunneling with four cases, namely, Landau-Zener
tunneling, Rosen-Zener tunneling, atom-molecule conversion, and composite adia-
batic passage. Adiabatic nonlinear Ramsey interferometry is also discussed.

5.1 Nonlinear Coherent Optical Coupler

In the previous chapters, motivated partly by the studies of Bose-Einstein conden-
sation [1-3], both the adiabatic theorem and the adiabatic geometric phase have
been extended to nonlinear systems [4—7]. Here, we further extend these theories to
study the effect of nonlinearity on the adiabatic process in coupled waveguide sys-
tems, which can also be described by the nonlinear Schrodinger equation. Nonlinear
waveguide systems can serve as direct analogies to various other quantum processes
[8] and provide ideal models to study nonlinear adiabatic evolution [9].

One of the simplest nonlinear waveguide systems is known as the nonlinear coher-
ent coupler, which consists of two parallel optical waveguides with Kerr nonlinearity
[10]. When the two waveguides in the coupler are different, the coupler is called an
asymmetric coupler. In this section, we consider the phase mismatch in the asym-
metric coupler changing adiabatically with distance, and we calculate the adiabatic
geometric phase associated with the supermode of the coupler analytically. We find
that the phase is dependent on the input light intensity, and we show the character-
istics of the phase at the critical light intensity where different supermodes merge
and at the low- and high-intensity limits [9]. Because the nonlinear coherent coupler
performs multiple useful functions in optical communications, including power divi-
sion, power coupling, and switching [11], we expect the geometric phase presented
here to have many prospective practical applications.

The model describing the propagation of the laser field inside the coupler can be
derived from the standard coupled mode theory [12]. To be clear and self-contained,
we first introduce this model briefly. We begin by considering a linearly polarized
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laser field propagating inside the coupler along the 4z-direction. According to the
coupled mode theory, the electric field can be expressed as

1 .
E(xy.z.0) = 5 ) A@E ()™ +cc., (5.1)
!

where c.c. denotes the complex conjugate of the term in brackets, w is the frequency,
E; (with[ = 1, 2) is the only confined mode of waveguide /, and A; and 8; > 0 are the
corresponding amplitude and propagation constant, respectively. The mode function
E,; satisfies the orthonormalization relation (8;/(2wg)) f E} -Epdxdy = & and
the wave equation (Vi + (@ /A1 + xi(x, y)]) E, = ﬂ,zEz, where V2 = 92/9x? +
82/dy?, and the susceptibility distribution is

X1, waveguide /,

0, otherwise. (-2)

xi(x,y) = {

The electric field E itself satisfies

), | £ 9?2 P
Vit |1 >k y) = o 7P, (5.3)
1

where Py, is the nonlinear polarization. Because the laser field is linearly polarized,
there is only one component of the third-order nonlinear susceptibility, denoted by

X ;3) , responsible for the Kerr nonlinearity, and the nonlinear polarization

3
Py =3 ZI: %@ y)EPE + c.c., (5.4)

where the nonlinear susceptibility distribution is

Xz@)’ waveguide /,

3) _
X 06 y) = {O, otherwise.

(5.5)

We now take the scalar product of (5.3) with Ej(x,y) and integrate over the
entire x — y plane. Moreover, using the slowly varying amplitude approximation
|Bi(dA;/dz)| > |d?A;/dz?| and assuming that [ x” (x, y)|E;|*dxdy is much larger
than the other integrals related to the nonlinearity, we obtain the coupled nonlinear
Schrodinger equations [9]

d )
iEAl + 1Ay + ke PP A, 4y 1APA = 0, (5.6)

d .
id—ZAz + arAs + kyje TP 4 1Ay PAy = 0, (5.7)
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where
@ =22 f 2o.0x, VIE, Pelxdy, (5.8)
@ =20 / 1.Ge, ) [ Es Py, (5.9)
kiy = “’T&) / 100, Y)E* - Exdxdy, (5.10)
koy = ‘”Tg(’/xz(x,y)E;‘ - Erdxdy, (5.11)
=y [ 1w ie vy, (5.12)
=" [ o iEsttavas. (5.13)

Before proceeding further, we comment on (5.6) and (5.7) and the parameters given
in (5.8)—(5.13). First, we note that the phase mismatch factors in the coupling terms
of (5.6) and (5.7) exist only when ; # B,. Second, the parameters «; and «, serve
only to modify B; and B,. Third, from the conservation of the total light intensity
I = |A]> + |A2|* in the z-direction, we find k1 = kj;. For simplicity, we assume that
ki» = kp; = k > 0. Fourth, if X1(3) > ( and, thus, y; > 0, we describe the nonlinear
mechanism of waveguide [ as being self-focusing; if X,(3) < 0 and, thus, y; <0,
we describe the mechanism as being defocusing [13]. In the self-focusing case, the
refractive index increases locally with the power, while in the defocusing case, it
decreases.

Because the concept of the adiabatic geometric phase originates from quantum
mechanics, we need to map the above model into a nonlinear quantum model. Specif-
ically, introducing the nonlinear Hamiltonian

(5.14)

ar + A 2 kei(ﬂz—ﬁl)z
H(|A1|2,|Az|2)=—< L+ kil ,

ke=B2=P oy 4y, |4,

we can express the coupled nonlinear Schrodinger equations (5.6) and (5.7) as

d Al _ 2 2 A]
i (A2> = H(AI1%, 42| )<A2)' (5.15)

Here, we note that the evolution of (A, A»)” in the 4z-direction corresponds to
the time evolution of a nonlinear two-level system in quantum mechanics. The
eigenequation of H (|A;|?, |A,|?) reads

A _ N
n (Az) = H(AI1% 1A )(Az), (5.16)



118 5 Applications of Nonlinear Adiabatic Evolution

where u is the eigenvalue and (;\1 , AZ)T is the eigenstate or the supermode of the
coupler [11].
For convenience and without loss of generality, we further write

A cos(9/2)e” 4\ cos(6/2) o
<A2> =1 ( sin<9/2>e—f¢z) = VI <sin(9/2)e—i¢) e (517

where 0 <0 <m, ¢ = ¢» — ¢1, and ¢; has been decoupled as the overall phase.
From (5.17), we know that the state of the system, except for an overall phase, can
be denoted by (6, ¢). Because 6 and ¢ span a unit sphere, called the Poincaré sphere
[11, 12, 14], the evolution of the system without the overall phase corresponds to
the movement of the system on the Poincaré sphere. Introducing 8 = 8, — 8; and
o = oy — «p and substituting (5.17) into (5.15), we obtain

de .

— = —2ksin(¢ — B2), (5.18)
dz

‘2—(5 = —a — 2kcotf cos(p — Bz) — Iya + 1(11 + y2) c0s*(6/2), (5.19)
d¢i 2

e = —a; — ktan(0/2) cos(¢p — Bz) — Iy1 cos(6/2). (5.20)

Similar to (5.17), we write (A}, A2)" = (cos(6/2), sin(8/2)e~*)T so that we can
denote the supermode by (6, ¢). From (5.16), we have

¢=pz and ¢ =pz+m, (5.21)
+2kcotd = —a — Iy + 1(y1 + 1) cos2(6/2), (5.22)
w=—a Fktan(@/2) — Iy, cos’(6/2). (5.23)

Here and below, the upper sign corresponds to ¢ = Bz,and the lower sign corresponds
top =Bz+m. B
Introducing ¢ = tan(6/2), we can rewrite (5.22) as

s_at+lyy 5 a—1Iy
t t
T T %

t—1=0. (5.24)

Because 0 < 0 < 7, only t > 0 corresponds to the supermode of the coupler. Note
that if y is a solution to (5.24) for the upper sign, then —#y is a solution for the lower
sign. Therefore, we can find all supermodes by solving (5.24) for either sign and
changing the signs of the minus solutions. Actually, without having to solve (5.24),
we can analytically prove that only when

20 + 1 — )] + @Y = 11 + )] (5.25)
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does Eq.(5.24) have three solutions for either sign. If the left-hand side of (5.25)
is greater (less) than the right-hand side, then (5.24) has two (four) solutions for
either sign. This result indicates that (5.25) determines the parameter region where
the number of supermodes changes.

We consider an asymmetric coupler so that the phase mismatch Bz is nonvanishing
and the supermode changes with z according to (5.21). Mathematically, the super-
mode corresponds to the fixed point on the Poincaré sphere; therefore, the change
of the supermode corresponds to the movement of the fixed point on the sphere.
Moreover, we assume that 8 is small enough that—according to the nonlinear ver-
sion of the adiabatic evolution condition [4]—the system, which is in a fixed point
at z = 0, can remain in this fixed point and thus also moves on the Poincaré sphere
as z increases. When z reaches 277/ 8, the system returns to its initial position on the
Poincaré sphere, and the overall phase ¢; acquires an increasing component that con-
sists of an adiabatic geometric phase @ in addition to the dynamical phase. To obtain
the expression for @, we need to use the method introduced in [6] to separate the @-
related term from (5.20). This process is equivalent to calculating @ as the difference
between the overall phase and the dynamical phase [15]. To proceed, we first note
that because g is small but finite, the system fluctuates around the supermode during
the evolution process, i.e., ¢ = ¢ + 8¢ and 6 = 6 + 86, where 8¢ ~ 86 ~ O(B).
Then, using (5.18)—(5.23) and ignoring the terms ~ O(B?%), we have

O _ ks, (5.26)
dz

d_"b:l[ﬂ—l( + )siné]se (5.27)
dZ ) Sil’lzé Y1 Y2 s .
aén _ —l[i—l siné:|89 (5.28)
dz H 2 | cos2(0/2) " ' '

Combining (5.27) and (5.28), we have

(5.29)

d¢r B, _ cosdF /4 — yn)sin’d
dz 2 '

i —=
LF (I/4k)(y1 + y2) sin’ 6
Integrating the zero-order term p over z from O to 27 /8, we obtain the dynamical

phase. Similarly, integrating the @-related first-order term, we obtain the adiabatic
geometric phase [9]

_ 4=
b — o |:1 3 cosO F (I/4k)(y> — y1) sin 91| ' (5.30)

1 (1 /4k)(y1 + y2) sin® 6

From (5.30), we know that the geometric phase @ depends on the total light intensity
1. For the low-intensity limit / — 0, the nonlinear effect is negligible. In this case,
(5.30) reduces to @ = —m (1 — cos 6), which denotes half of the area on the Poincaré
sphere enclosed by the evolution loop of the system except for a sign difference due
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Table 5.1 Supermodes and @ values in the high-intensity limit / — oo with 1y, <0

d(y1 >0, <0) d(y1 <0, > 0) cosf — ® —
Bz Bz+m 1 0
Bz+m Bz -1 -2

Table 5.2 Supermodes and @ values in the high-intensity limit / — oo with y1y, > 0

d(y1.v2 > 0) $(y1.v2 < 0) cosf — ? —
=y __2n

Bz Bz Yit+r2 V12+y2n
Y2—n __n

Bzt i vit+y2 vty

Bz Bz+m 1 0

Bz Bz+m -1 o

Table 5.3 Supermodes and @ values wheno = 0and y; =y, >0

) cos @ 0]

Bz+m 0 -7

Bz 0 —7 (unless [y = 2k)
p - &% —m 4wl - ()
Bz —[1— (Z )2 —7 — [l — (B2

to the definition of the overall phase. Noting that this result is in accordance with
the result obtained in linear systems [16—18], we conclude that the geometric phase
@ is a nonlinear extension of its linear counterpart. In the low-intensity limit, from
(5.22), we have cos @ — Fa/va? + 4k2, and thus, @ — —n (1 £+ a/Va? + 4k2).
In the high-intensity limit / — oo, the nonlinear effect is dominant. Then, using
(5.22) to obtain cos §, we find that (5.30) still reduces to @ = —n (1 — cos ). That
is, the geometric meaning of @ remains the same as in the low-intensity limit.

To illustrate the geometric phase @ and the supermode in the high-power-intensity
limit, we list these components in Tables5.1 and 5.2. We find that the supermodes
in Table 5.1 and in the last two lines of Table 5.2 confine the laser field in one of the
two waveguides. In this case, @ = 0 or —2rx trivially. The supermodes in the first
two lines of Table 5.2 have an intensity distribution determined by the ratio between
y) and y,. The values of @ are also determined by this ratio.

In contrast to the geometric phases in linear systems, a remarkable feature of @
lies in its divergence when

4k

sin3 0_ = :f:—
I(y1 +y2)

(5.31)

From (5.22) and (5.31), we obtain
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Table 5.4 Supermodes and @ values when o = 0 with y; = y» < 0

) cos @ 0]

Bz 0 —r

Bz+m 0 —m (unless [y; = —2k)
pitn - &) —m 4wl - ()
Pzt —[1 - (Z2 —m 7l = (E)s

24 Iy —
cos?d = 22T = 1) (5.32)

I(y1 +y2)

Combining (5.31) and (5.32) yields (5.25) exactly. Consequently, only when (5.25)
holds can the geometric phase @ diverge. Noting that (5.25) determines the param-
eter region where the number of supermodes changes, we find that the divergence
of @ is caused by the merging of the supermodes. Actually, in addition to the diver-
gence condition, from (5.31) and (5.32), we can determine the merged supermode
completely, which indicates that the geometric phase @ characterizes the supermode
precisely.

To illustrate the divergence of @ when the supermodes merge, we take « = 0 and
¥1 = 2, and we list all supermodes and @ values in Tables 5.3 and 5.4. Note that the
supermodes and @ values in the last two lines of these two tables exist only when
[Iy1] > 2k and that the geometric phase @ values in the second lines diverge when
|[Iyi1| = 2k. At the critical intensity I = 2k/|y;|, the supermodes in the last three
lines of these two tables have the same ¢ and cos 6 and thus merge together. On the
other hand, at the same critical intensity, the geometric phase @ values in the last
three lines diverge.

From the perspective of spontaneous symmetry breaking [19], the supermodes in
the first two lines of Tables5.3 and 5.4 are symmetric supermodes, and the super-
modes in the last two lines are broken supermodes. As the total intensity / increases
adiabatically, the system, which is initially in a symmetric supermode, can ultimately
settle in a broken supermode. This process is actually a continuous phase transition
that occurs when |/y;| = 2k. The divergence of @ can be interpreted as the signal of
the phase transition. Recently, a relation between geometric phases and phase transi-
tions was proposed [20]. The geometric phase @ in the continuous phase transition
provides a paradigm for this relation, and the general correspondence between the
divergence of @ and the merging of the supermode can be regarded as an extension
of this relation.

To illustrate the geometric phase @ in other cases, we need to calculate the super-
mode and @ numerically. As an example, in Fig. 5.1, we show the changes of cos
and @ as y, tends to y; = 1 with@ = 0 and & = 1. From this figure, we can confirm
the following features of cos and @. First, in the low-intensity limit / — 0, we
have cos® — 0 and @ — —x for both ¢ = Bz and ¢ = Bz + 7, as given before.
Second, when the intensity / is large enough, cos # and @ tend to the values given in
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Table 5.2. Third, when two supermodes merge at the critical intensity obtained from
(5.25), the geometric phase @ diverges. Fourth, when y, tends to y;, cos @ and @
tend to the values given in Table5.3.
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5.2 Nonlinear Landau-Zener Tunneling

5.2.1 Two-Level System

It is common in the study of quantum systems to consider only a finite number
of energy levels that are strongly coupled. The special case of two coupled levels
is of enormous practical interest, and a vast amount of literature has been devoted
to the dynamical properties of such two-level systems [21]. One of the interesting
phenomena is the Landau-Zener tunneling between energy levels. As a basic physical
process [22], this effect has found wide applications in various systems, such as
current-driven Josephson junctions [23], atoms in accelerating optical lattices [24],
and field-driven superlattices [25].

A nonlinear two-level system, in which the level energies depend on the occupa-
tion of the levels, may arise in a mean-field treatment of a many-body system where
the particles predominantly occupy two energy levels. For example, such a model
arises in the study of the motion of a small polaron [26], a Bose-Einstein conden-
sate (BEC) in a double-well potential [27-29] or in an optical lattice [30, 31], or a
small-capacitance Josephson junction where the charging energy may be important.
In contrast to the linear case, the dynamical property of a nonlinear two-level model
is far from being fully understood, and many novel features have been revealed [2,
32], including the discovery of a nonzero Landau-Zener tunneling probability even
in the adiabatic limit when the nonlinear parameter C exceeds a critical value V.

In this section, we present an analytic discussion on nonlinear Landau-Zener
tunneling. For the behavior near the critical point C = V, we find that the adiabatic
tunneling probability between the two energy levels rises as a 3/2 power law of the
function C/V — 1. Below the critical point, the tunneling probability as a function
of the sweep rate « follows an exponential law (as in the linear case) but with the
exponent modified due to the nonlinearity. The explicit expression of the modification
factor is obtained analytically, is found to decrease monotonically with the nonlinear
parameter and tends to zero at the critical point, indicating the breakdown of the
exponential law. Indeed, our analysis shows that the exponential law breaks down at
the critical point and transforms into a 3/4 power law. Beyond the critical regime,
i.e., for C > V, we employ the stationary phase method and obtain a closed-form
solution of the nonlinear tunneling probability. This solution is compared with the
numerical solution by integrating the Schrodinger equation; the two solutions exhibit
satisfactory agreement for a wide range of parameters [3].

Our model consists of two levels (as in the standard Landau-Zener model) but
with an additional energy difference depending on the population in the levels. This
configuration is described by the following Hamiltonian [2]:

5+ 5361 —1aP) ¥ )
H = 2 2 2 ‘
i ( B ~% = S(bP —1aP) ) >-33)
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Fig. 5.2 Adiabatic energy 0.8 —r—T—T—T—T—T— — T
levels (solid lines) for two

typical nonlinear cases: a [ (@) c/iv=0.5 [ (b) civ=2
C=0.1,V=02b 06 | -+ -

C =04,V =0.2.The
dashed lines are for the linear
case (C = 0). The
corresponding eigenstates
are the fixed points P;
(i=1,---,4) of the H,
system (5.36) as shown in
(b): OXT — Py,
MXW—)P4, WT—)P:; W 0.0}k - B -
Only P3 is an unstable saddle P,
point; the others are stable i 1
elliptic points

where a and b are the probability amplitudes. The Hamiltonian is characterized by
three parameters: the coupling V between the two levels, the level bias y, and the
nonlinear parameter C describing the level energy dependence on the populations.
The amplitudes a and b satisfy the Schrodinger equation,

d (a a
IE (b) =H(y) (b) , (5.34)

which conserves the total probability |a|? 4 |b|?, which is set to 1.

We wish to examine the nonlinear Landau-Zener tunneling, i.e., how the system
evolves when the level bias y changes with time as y = «t. We define a sweep rate
«. In this section, we focus on the adiabatic limit, that is, the case in which the sweep
rate o tends to zero.

As in the linear model, it is useful to find the adiabatic levels £(y ) by diagonalizing
the Hamiltonian (5.33). It is readily found that in the nonlinear model, there are two
eigenvalues when C < V, while there can be four eigenvalues when C > V, as
demonstrated in Fig.5.2. At C/V = 2 (Fig.5.2b), because of the four eigenvalues,
a loop appears at the tip of the lower level in the regime —y, < y < y,., where

Ye = (C¥3 —v23)32, (5.35)
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Fig. 5.3 Evolution of the phase-space motions of the Hamiltonian system H, at C/V = 0.5 as y
changes adiabatically. The arrows indicate the shifting direction of the fixed points P; as y increases.
The closed curves are the periodic trajectories. In this case, no collision between fixed points occurs,
implying zero adiabatic tunneling probability
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The corresponding eigenstates are not orthogonal to each other for finite y but become
so in the limits of y — o0, where ¢ — =£|y|/2. For instance, at the lower level,
we have (a,b) — (1,0) aty — —oo and (a,b) — (0, 1) at y — +oo0.

The direct consequence of the loop structure in Fig. 5.2b, as first discussed in [2],
is that as a quantum state moves along the lower lever to the singular point 7', no
options remain for further movement except to jump to the upper and lower levels.
As a result, the nonlinear Landau-Zener tunneling is not zero even in the adiabatic
limit @ — 0. The underlying mechanism of this interesting phenomenon is revealed
with an equivalent classical Hamiltonian, where the nonzero adiabatic tunneling
probability is viewed as the result of collision between fixed points.

With a = |ale® and b = |b|e’”, we introduce the population difference s =
|b|*> — |a|?® and the relative phase 6 = 6, — 6,. In terms of s and 6, the nonlinear
two-level system is expressed as a classical Hamiltonian system [28, 32],

o)
H,(s,0,y) = Es2 +ys—Vy1—s2cosb, (5.36)

which has the form of a Josephson Hamiltonian. The fixed points of the classical
Hamiltonian correspond to the eigenstates of the nonlinear two-level system and are
given by the following equations:

V *
0* = 0,7, y+ Cs* + —— cos0* = 0. (5.37)

V1= (5%)?

The number of fixed points depends on the nonlinear parameter C. For weak non-
linearity, C/V < 1, there exist only two fixed points (P, and P, in Fig.5.3, corre-
sponding to the maximum and minimum of the classical Hamiltonian). These points
are elliptic points, each being surrounded by closed (elliptic) orbits. The fixed points
are located on the lines of 8* = & and 0, implying that the two corresponding eigen-
states of the two-level system have a relative phase of 7. As the level bias changes
from y = —o0 to +00, P; moves smoothly along the line 6* = 7 from the bottom
(s = —1) to the top (s = +1), corresponding to the lower energy level in Fig.5.2a;
the other point, P, moves from the top to the bottom, corresponding to the upper
level.

For stronger nonlinearity, C/V > 1, two more fixed points appear in the window
—Ye < ¥ < ¥.. As shown in Fig.5.4c—e, both of the new fixed points lie on the
line 6* = 7, one being elliptic (P4) and the other being hyperbolic (P3) as a saddle
point of the classical Hamiltonian. One of the original fixed points, P,, still moves
smoothly with y, corresponding to the upper adiabatic level in Fig.5.2b. The other
point, P, moves smoothly up to y = y,, where it collides with P3, corresponding to
the branch OXT of the lower level in Fig.5.2b. The new elliptic point P4, created at
y = —v, together with P3, moves up to the top, corresponding to the branch WXM
of the lower level. The hyperbolic point P; moves down away from its partner Py
after creation and is annihilated with P, at y = y,, corresponding to the top branch
WT of the lower level. The collision between P; and P5 leads to nonzero adiabatic
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Fig.5.4 Evolution of the phase-space motions of the Hamilton H, systemat C/V = 2 as y changes
adiabatically. The arrows refer to the moving directions of the fixed points as y increases. In this
case, the fixed points P, and P3 collide at the singular point y, and form a homoclinic orbit with
nonzero action. This jump of the action leads to nonzero adiabatic tunneling probability

tunneling from the lower level to the upper level, which is determined by the ultimate
fate of the fixed point P;.

For adiabatic changes of the level bias y, a closed orbit in the classical dynamics
remains closed, and the action

1
I = —fsde (5.38)
2

stays invariant in time according to the classical adiabatic theorem [33]. The change
of y is adiabatic as long as the relative change of y in a period of the orbit is small.
The action equals the phase-space area enclosed by the closed orbit and is therefore
zero for a fixed point. Since the closed orbits surrounding an elliptic fixed point all
have finite periods 7', these orbits evolve with the area of each fixed in time. We
thus expect an elliptic fixed point to remain a fixed point during the adiabatic change
of the level bias y. For the case of C/V < 1, the two fixed points (both elliptic)
evolve adiabatically throughout the entire sweeping of y, implying the absence of a
transition between the eigenstates in the adiabatic limit. This condition is still true
for the fixed point P, in the case of C/V < 1, meaning that a state starting from the
upper level remains in the upper level.

The adiabaticity is broken, however, when P collides with the hyperbolic fixed
point Pz to form a homoclinic orbit where the period T diverges. Nevertheless, the
classical “particle” remains on this orbit because the orbit is surrounded from both
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outside and inside by closed orbits of finite periods, which form barriers to prevent
the particle from escaping. After this collision, the homoclinic orbit turns into an
ordinary closed orbit of finite period and evolves adiabatically for y > y, according
to the rule of constant action, which is now nonzero. This orbit ultimately evolves
into a straight line of constant s.

With these observations, we can obtain the tunneling probability in the adiabatic
limit [3]:

T = %I(SC) = % y§ 5(0, E)do, (5.39)
where
se=—/1—(V/C)?P, (5.40)
and

C
E.= 355 + Vese — Vi /1 — 2. (5.41)

The above analysis is consistent with the nonlinear hysteresis phenomenon presented
in [32], where a similar formula for adiabatic tunneling probability was obtained.

The adiabatic tunneling probability can be evaluated analytically in the critical
regionof § = C/V — 1 — 0. The singular point of the level bias is found to leading
order as follows:

2
Ve V(§8)3/2. (5.42)
The homoclinic orbit is confined near the critical point, with its top at
S 5. +/68. (5.43)

We expand the classical Hamiltonian to leading orders of (s — s.) and (6 — 7) and

find
2y.(s — s¢) 1 /2y, 3/2
0 —m~ |2 Ty~ [ (5 —5,.)3 5.44
T, v +2 v (s —s¢) (5.44)

From the area of this orbit, the adiabatic tunneling probability for this limiting case
is found to be

1 St 4 32
Iy=— O —m)ds = —68~. (5.45)
27 Js, 3
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Clearly, both I, and its first-order derivative are continuous at the critical point.
Howeyver, its second-order derivative is discontinuous.

In the linear case of C = 0, an exact formula exists that prescribes an exponential
dependence of the tunneling probability on the sweep rate [22]:

T V?
I, =exp <_W> . (5.46)

It is interesting to consider how this exponential law is changed due to the nonlin-
earity. We focus first on the near-adiabatic case (i.e., @ # 0 and o < 1).

For this purpose, we need to investigate the evolution of the fixed point P in
addition to the nearby periodic orbits by introducing the angle variable ¢, which is
the canonical conjugate of the action variable /. As in the adiabatic case considered
above, the transition probability is still given by the increment of the action, i.e.,
I' = L AI. According to the standard theory on the nonadiabatic correction [33], we

ha\; ? oo dy do
_ 4y a9
Al = /_Oo RU, ¢) i3 (5.47)

where R(I, ¢) is the periodic function of ¢ with zero average and is related to the
generating function of the canonical transformation from variables (s, ) to (/, ¢).
The concrete form of the function R is unimportant in the following discussion.

To evaluate the above integral, we need to express ¢ as a function of ¢ itself. In
the near-adiabatic limit, the change of the angle variable is equal to the frequency of
the fixed point Py, i.e., ¢ = w*. The frequency can be calculated by linearizing the
equations of motion (5.36) near the fixed point (5.37),

1 C 12
0=V (1_— - /1= (s*)2> . (5.48)

(52 Vv

On the other hand, by substituting 6* =  into Eq. (5.37) and differentiating this
equation with respect to time, we have

dt v 1 C 5.49
ds* o ([1—<s*>213/2 _V>' 449

Combining these equations, we can relate s* to ¢ and thus express ¢ as a function
of ¢ itself.

The principal contribution to the integral comes from the neighborhood of the
singularities of the integrand, which are the zeros of the frequency ¢ = w*(y). These
zero points are easily found from Eq. (5.48) as follows:

sp=[1—(V/C)**1'V2. (5.50)
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Fig.5.5 Dependence of the tunneling probability on the scaled sweep rate V2 /e afor C/V = 1and
b other values of C/ V. In (b), we observe a clear breakdown of the exponential law for C/V > 1.
The open circles are obtained with the integration of Eq. (5.34); the solid squares are the numerical
results of a Bose-Einstein condensate in an accelerating optical lattice, where « is the acceleration

The integral (5.47) is exponentially small if there are no real singularities and becomes
a power law in the sweep rate if there is a singularity on the real axis.

We consider the case of critical nonlinearly, C/V = 1, for which the singular
point occurs at s* = 0. Near this point, we find from Eq. (5.49) that w* =~ /3/2V s*
and ¢ ~ (1/4)(3/2)%?(V?/a)(s*)*. Then, we have an approximate relation w* ~
a'/*p1/* near the singularity. Substituting these expressions back into Eq. (5.47) and
using the fact that 9R/d¢ is independent of «, we find a power-law behavior for the
tunneling probability,

I ~ o, (5.51)

This power law, which indicates a sharp change of tunneling behavior beyond the
critical regime C = V, is verified by our numerical calculations (Fig.5.5a).

We shift our attention to nonadiabatic tunneling for subcritical nonlinearity, C <
V, where the zeros of the frequency w* are complex. The principal contribution to
the integral (5.47) comes from the neighborhood of this point, and the integral can
be evaluated by deforming the contour of integration into the complex plane [33].
The tunneling probability is found to be exponential,

TV?
I' ~exp <—qg> , (5.52)

where the factor in the exponent is given by
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For the linear case C = 0, the factor g is exactly unity, consistent with the standard
Landau-Zener formula (5.46). For the nonlinear case, C/V > 0, this factor becomes
less than one, showing the enhancement effect on the nonadiabatic tunneling. As
C/V increases to 1, the critical point, this factor vanishes, signaling the breakdown
of the exponential law. Near the critical point C/V = 1, we have the approximate
expression g =~ %M(l — C/V)2, i.e., the factor converges to zero with a square
power law.

With numerical integration of the nonlinear Schrodinger equation (5.34), we show
in Fig. 5.5 the sweep rate o dependence of the tunneling probability, where the slope
of the curve tends to be zero for C/V > 1, clearly indicating the breakdown of
the exponential law. We read the factor ¢ from the slope and compare it with our
analytical results in Fig. 5.6, finding reasonably good agreement.

We now discuss the nonlinear Landau-Zener tunneling beyond the critical regime
and derive the tunneling probability using the stationary phase approximation. We
concentrate on the case of strong nonlinearity with C/V >> 1, where there is a near-
unity tunneling probability to the upper adiabatic level even in the adiabatic limit.
This probability can only increase when the sweep rate is finite. We thus expect the
amplitude b in the Schrodinger equation (5.34) to remain small and for |a| ~ 1 to
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always hold, and a perturbation treatment of the problem becomes adequate. We
begin with the variable transformation,

a = e 5 +5 WP —laP)dr (5.54)
— Pl lol5+5bP—laP)dr (5.55)

As a result, the diagonal terms in Hamiltonian are transformed away, and we have
v —i [y ly+C(bP—|al®)1dt
b = % dre™" oY . (5.56)
—0oQ

We need to evaluate the above integral self-consistently. Because of the large C,
the nonlinear term in the exponent generally imparts a rapid phase oscillation, which
makes the integral small. The dominant contribution comes from the stationary point
to of the phase, around which we have

—y +CU =2/b]*) = —a(t — 1), (5.57)

with
_ d
a=a+2C|—|b| . (5.58)
dt "

‘We thus have

2
(5.59)

2
bI* = <K> / | dre- -
2) 1) o

We can differentiate this expression and evaluate its result at time #y, obtaining several
standard Fresnel integrals with the result [(d /dt)|b|*],, = (V /2)*s/7/&@. Combining
this result with the relation (5.58), we obtain a closed equation for &,

2
&=a+2C (%) [ (5.60)

The nonadiabatic transition probability I” is given by

ST

VN (Y aeerl v?
F=1-bl}e=1- (—) / dre=30-w?| — 1 _ T2 (5.61)
2 oo 2a
This result yields a closed equation for I" [3]:
1 1 2C
LI S (5.62)

—r-pP AV
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Fig. 5.7 Comparison between our analytic results and the numerical integration of the Schrédinger
equation (5.34)

where P = an/(Zoz). In the adiabatic limit, i.e., 1/P =0, we find that ' =1 —
1.7(V/C)?3; in the sudden limit, 1/P — oo, we have I" = 1 — P, which is exact.
In Fig. 5.7a, we compare the above analytical results with that obtained from directly
solving the Schroédinger equation (5.34) and observe that the results are consistent.

The above deduction is made for the case of strong nonlinearity; however, the
corresponding result can be extended to a wide range of parameters if we take the
quantity Pas 1 — I}, = 1 — e """/ representing linear Landau-Zener tunneling.
Then, the above equation indicates that the nonlinear tunneling probability is a func-
tion of both the linear Landau-Zener tunneling and the ratio between the nonlinear
parameter and the energy gap. This relation is confirmed by our numerical calcula-
tions. We have calculated the nonlinear tunneling probability using (5.62) with 2500
pairs of I, and C/V, randomly distributed in the ranges (0.05, 0.95) and (1, 20),
respectively. These results are compared with the tunneling probabilities obtained by
directly integrating the Schrédinger equation (5.34) in Fig. 5.7b, where a very good
agreement is observed.

5.2.2 Three-Level System

We consider the simplest multilevel system—the three-level system—to investigate
its complex tunneling dynamics in the presence of nonlinearity. Because quantum
transitions may occur between several levels simultaneously, the Landau-Zener tun-
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neling in the nonlinear three-level model shows many striking properties distinct from
those of the two-level case. We consider the following dimensionless Schrédinger
equation:

d aq aq
| — =H .
i as a |, (5.63)
as as

& —1 , (5.64)

where v is the coupling constant between the neighboring levels; c is the nonlinear
parameter; the energy bias y is assumed to be perturbed by a linear external field,
i.e., y = at, where « is the sweep rate; a;, a,, and as are the probability amplitudes
in each level; and the total probability |a; |2 + Iagl2 + Iagl2 is conserved and set to
be unity.

When the nonlinear parameter vanishes, our model reduces to the linear case, and
the adiabatic energy levels e(y) = 0, £1,/y2 + 22 (Fig.5.8a), derived by diago-
nalizing the Hamiltonian (5.64). The tunneling probability I3, (n,m =1, 2, 3) is
defined as the occupation probability on the mth level at y — oo for the state ini-
tially on the nth level at y — —oo. For the linear case, the above system is solvable
analytically, and the tunneling probabilities can be explicitly expressed as [34]

2\ 1
I, = |:1 — exp <—E>:| , (5.65)

V2 T2
I'y =2exp(——) |l —exp{ —— ) |, (5.66)
20 2a
Tv?
I'; = EXP(_T)’ (5.67)
2 2
TV
I = |:1 — 2exp <——):| . (5.68)
20

The others are I3 = I33 = I3 = [, I31 = I3, and I33 = [ due to the sym-
metry of the levels.

With the presence of the nonlinear terms, we wish to know how the tunneling
dynamics in the above system are affected. In our discussions, the coupling param-
eter is set to unity, i.e., v = 1. Therefore, the weak nonlinearity case and strong
nonlinearity case correspond to ¢ < 1 and ¢ > 1, respectively.
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Similar to the linear case, we need to analyze the adiabatic levels of the nonlin-

ear model first. With a; = /s1€%1, ay = /T — 51 — 5262, and a3 = /s2¢", we
introduce the relative phases 6 = 6,, — 6, and 6, = 0,,, — 6,,. In terms of s, 0y, 52,
and 6,, the nonlinear three-level system is cast into a classical Hamiltonian system,

H, = (% + §S1)S1 +§(1 — 51— ) + (—g + §S2>S2

— Vv (1 — 51 — Sz)S] COS 91 — Vi (1 — 51 — Sz)Sz COS 92. (569)

s1, 6 and 53, 6, are two pairs of canonically conjugate variables of the classical
Hamiltonian system, governed by the following differential equations:

51 = —v/(1 — 51 — 52)s1 sin 6y, (5.70)

. 1-2
9121 ¢ 1 — 251 —59) — i vcos@l—l—s—zvcosez,
27 T N T
(5.71)
$o= —v/(T 1 ~s2)sasin 0, (572)
. y c S 1—s1—282
b= —L —S(l—s)—25) F ——1  pcosh — ———1 "2 056,
R R N e o N e T
(5.73)

The fixed points of the nonlinear classical Hamiltonian correspond to the
eigenstates of the nonlinear three-level system. By setting s; = s, = 6, = 6, = 0
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Fig. 5.9 The tunneling probabilities I, 22, and 33 (full circles) as functions of « for different
nonlinear parameters at v = 1.0. The dashed lines represent the results from the linear Landau-Zener
model for comparison

in Egs. (5.70)—(5.73), the eigenstates of the system are obtained. Accordingly, the
eigenenergy is obtained via ¢ = H,, i.e., the energy levels are obtained, as shown in
Fig.5.8.

For weak nonlinearity, the levels’ structure is similar to its linear counterpart
(Fig. 5.8b). For strong nonlinearity (Fig. 5.8c), in the middle level, a double-loop topo-
logical structure emerges; in the upper level, a butterfly structure appears. Because
of these topological distortions on the energy levels, we expect that the tunneling
dynamics will dramatically change.

In the adiabatic limit, the characters of the tunneling probabilities are expected
to be entirely determined by the topology of the energy levels and the eigenstates’
properties (corresponding to the stability of the fixed points in the classical Hamil-
tonian system), according to the adiabatic theorem [4]. Thus, we expect that for
the weak-nonlinearity case, an initial state starting from any level (upper, middle or
lower) follows the levels and evolves adiabatically; as a result, no quantum transition
between levels occurs. For the strong nonlinearity case, an initial state from the lower
level is expected to evolve adiabatically and remain on the ground state, leading to
zero adiabatic tunneling probability, whereas the state initially corresponding to the
middle or upper level cannot move smoothly from the left side to the right side due
to the topological change of the level. A transition to other levels occurs at the tip of
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Fig. 5.10 Poincaré section of the trajectories for ¢ = 10 before and after the tip of the butterfly
structure of the upper level in Fig. 5.8c

the loop or butterfly. Consequently, the adiabatic tunneling probability is expected
to be nonzero.

However, this picture is only partly corroborated by our direct solution of the
Schrodinger equation using a 4—5th-order Runge-Kutta adaptive-step algorithm, as
shown in Fig.5.9.

On the one hand, as we expect, Fig. 5.9 clearly shows—for the strong nonlinearity
case—no tunneling for the state from the lower level; however, substantial adiabatic
tunneling is observed for the states from the upper two levels. In particular, we find
that the tunneling probability as a function of the sweep rate shows an irregular
oscillation. This oscillation was also reported by Graefe et al. [35]. We associate this
irregularity with the chaotic state. To demonstrate this state, we plot in Fig.5.10 the
Poincaré section of the trajectories for ¢ = 10 before and after the tip of the butterfly
structure of the upper level in Fig. 5.8c. Before the tip, the eigenstate corresponds to
the fixed point surrounded by the quasiperiodic orbit; therefore, this state is stable.
As the state evolves to the right-hand tip of the butterfly, it makes contact with the
chaotic sea, and the states subsequently become chaotic. The characteristics of the
chaos are sensitive to the input parameters; therefore, the chaotic state is responsible
for the irregular tunneling probability revealed by Fig.5.9h and i.

On the other hand, Fig.5.9 also shows that for the case of weak nonlinearity,
even though the adiabatic levels keeps the same topological structure as in the linear
case, a nonzero tunneling probability remains for the state starting from the middle
level. The tunneling also shows some kind of irregularity. This phenomenon contrasts
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with our naive conjecture developed from observing the topological structure of the
adiabatic levels.

To explain this unusual phenomenon, we conduct a detailed analysis of the prop-
erties of the fixed points of the classical system Hamiltonian (5.69), corresponding
to the eigenstates of the middle level.

We plot the quantity s; as a function of y in Fig.5.11a and b and observe that the
adiabatic evolution of the eigenstate breaks down at approximately y = —2 due to
the nonlinearity (Fig.5.11b). This adiabaticity breakage is caused by the change in
the properties of the fixed point corresponding to the eigenstate of the middle level.
This aspect is revealed by investigating the Hamiltonian-Jacobi matrix obtained by
linearizing the nonlinear Eqs. (5.70)—(5.73) at fixed points:

9°H, 9%H, 9%H, 9%H,

T 095100, 026, 0500, 00,06,
9%H, 9°H, 9°H, 9°H,
— 925y 06,05, 35205 36,05
Hy = _ 9°H, _ ¥H, _ *H, __H, |- (5.74)
33‘1 392 30] 392 3S2302 3292
9%H, 9°H, 9°H, 9°H,

8s1 33‘2 39133‘2 82s2 8928.?2

We obtain the eigenvalues of H; for different y and plot our results in Fig.5.11c.
These eigenvalues can be real, complex or purely imaginary. Only purely imagi-
nary eigenvalues correspond to the stable fixed point; others indicate unstable ones.
Figure5.11c shows that the eigenvalues are complex numbers (i.e., their real parts
are not zero) around y = 0, 2. The corresponding fixed points are unstable. For
other regions, the eigenvalues of H; are purely imaginary. Therefore, even though the
topological structure does not change in terms of the level structures, the instability
of the fixed point corresponding to the middle level leads to the breakdown of the
adiabaticity, manifested in the irregular nonzero tunneling probability revealed by
Fig.5.9e in the adiabatic limit.
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The above instability mechanism occurs for any small nonlinear perturbation.
We present selected analytic deductions as follows. Note that the fixed points of

Egs. (5.70)-(5.73) can be accurately calculated if ¢ = 0: s(l) = sg = ﬁ 910 =0

and 09 = 7 for y > 0, and 60 = 7 and 69 = 0 for y < 0. By employing perturba-
tion theory using c¢ as the small parameter, we obtain the fixed points for small c:

a2 22 .
s = lez — %cy, 59 = lez + %cy, ) = 0, and 69 = 7 for the nonlin-
ear case. Substituting these points into Eq. (5.74), we can obtain the eigenvalues of
Hj by solving the following quartic equation:

(64 + 1280y )x* + (64 + * + 1344y 2)x? + (16 + 2 + 35291 = 0. (5.75)

The useful quadratic discriminant is A = 4096y* — 2432c?y2 4 (¢* — 128¢?). In
the linear case, ¢ = 0, A = 4096y is always larger than zero, which means that the
solutions for x are purely imaginary; thus, the fixed points are stable. For small c,
lim, A < 0, the real part of the solutions ~c/16, while the imaginary part ~2/2.
As aresult, the fixed point corresponding to the middle level becomes unstable around
y = 0 for any small nonlinearity, implying the breakdown of the adiabatic evolution
of states for the middle level.

5.2.3 Spatially Magnetic Modulated Trap

In this subsection, we study the nonlinear Landau-Zener tunneling of a Bose-Einstein
condensate in a spatially magnetic modulated trap as shown in Fig.5.12, which is
a single well with a spatially modulated scattering length, actually called a pseudo
double-well potential [36]. In regions (a) and (c), the s-wave scattering length a, = 0;
in region (b), however, a, # 0, which allows tuning with a magnetic-field Feshbach
resonance. The wave function satisfies the following nonlinear equation:

K14 d? 2
i— = ——=VY + V@V +a;(x)|¥|" V. (5.76)
ot dx?
For the present pseudo double-well potential, the wave function ¥ (x, ¢) is described
by a superposition of the two modes of different symmetry, i.e., symmetric and
antisymmetric [37]:
Y(x, 1) = c1(D¢L(x) + c2(DPr(x). (.77

Here, ¢r g (x) = [¢1(x) £ d2(x)]/ V2 with @1 2(x) are the symmetric and antisym-
metric functions, respectively [37, 38]. In Eq. (5.77), ¢ and ¢, are the probability
amplitudes of atoms in each of the effective two wells. The leading goal of this work
is to investigate the effect of the scattering length a,, which can be widely tuned with
a magnetic-field Feshbach resonance, on the energy landscape and corresponding
Landau-Zener tunneling, so we take the potential energy V (x) = 0 for convenience.
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Fig.5.12 Schematic sketch of our model. In regions (a) and (c¢), the s-wave scattering length a; = 0;
however, in region (b), a; # 0, which allows tuning with a magnetic-field Feshbach resonance. We

call this model a pseudo double-well potential, where 2y is the level separation of the zero-point
energy. In this work, we focus on the case of repulsive interaction between atoms, i.e., a; > 0

The effective double-well system is described by a dimensionless Schrédinger

equation,
. d Cl Cl
— =H , 5.78
Yt <62> (y)<62) (5.78)

with the Hamiltonian given by

Hi Hyp

H(y) = . 5.79
) (HZI sz) (5.79)

where
Hyy =y +cleil” +nA + wlel, (5.80)
Hyj, =H) = —v+n+wA, (5.81)
Hy = —y +cleal* + 1A + ol [, (5.82)

with

A = ey +cic;. (5.83)

The total probability |c;|?> + |c2|? is conserved and is set to unity. In the above
derivation, 2y is the level separation, v is the number-independent coupling con-
stant between the two levels, n and @ describe the coupling energy dependence on
the level population difference due to the exchange energy between atoms of different
states, and c is the nonlinear parameter representing the interactions between atoms
belonging to the same state [3]. For the symmetric case y = 0, the expressions of v,
¢, 11, and w are as follows:
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Fig.5.13 Adiabatic energy levels for different . Here, we setv = 1, @ = 0, and interaction strength
c=2y

2L d2¢R 2L d2¢L
V= A ¢Lﬁdx = ; ¢Rﬁdx, (584)
L+r L+r
c=a $rdx = ay Prdx, (5.85)
L—r L—r
L+r L+r
n=a Prppdx = aj Prep;dx, (5.86)
L—r L—r
L+r
o = a, b7 padx. (5.87)
L—r

Relative to previous models, the introduction of the parameters 1 and w makes
the energy landscape more complex. With this effective two-level model, the energy
as a function of the level bias has different structures corresponding to different
parameters, as shown in Figs.5.13 and 5.14. The consequence of the loop structure
shown in Fig. 5.13a, as discussed in [3], is that a quantum state moves along the upper
level by changing y so slowly that little tunneling to the lower level is generated. The
state gains energy until reaching the singular point X in Fig.5.13a, and no options
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Fig. 5.14 Adiabatic energy levels for different w, withv =1, ¢ = 2v, and n = 1.01v. In a and d,
P; points correspond to stable elliptic points, and X; points are unstable saddle points

remain for further movement except to jump to the lower and upper levels. As aresult,
the nonlinear Landau-Zener tunneling probability is not zero even in the adiabatic
limitoe — 0. For another typical nonlinear case, as shown in Fig. 5.14, the lower level
develops a horizontal structure. In this structure (shown in Fig. 5.13d, for example),
notably, the quantum state starting from the lower level can never move to T because
it remains in a stable state after arriving at A.

To avoid the challenges associated with nonlinearity, we place our analysis
on a firm mathematical basis by studying an equivalent classical Hamiltonian. In
this transform, the eigenstates become fixed points in the classical problem, and
the nonzero adiabatic tunneling probability is interpreted as the result of collision
between fixed points.

With ¢; = /s7e™® and ¢; = (/s2¢™, we introduce the population difference

n=s, — s (5.88)

and the relative phase
0 =6, —0. (5.89)
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Fig. 5.15 Evolution of the phase-space motions of the Hamilton H,. system as y changes adiabati-
cally for the same parameters as in Fig. 5.14a. Points X; are saddle points, and points P; are elliptic
points. The arrows indicate the shifting direction of the fixed point as y increases

In terms of n and 0, the effective nonlinear two-level system is cast as a classical
Hamiltonian system,

1 1
H.=2yn— E(c —20)n* 4+ 2(v — n)v/1 —n?cosf — ia)(l —n%)cos 26,
(5.90)
where n and 6 are a pair of canonically conjugate variables of the classical Hamilto-
nian system. The fixed points of the nonlinear classical Hamiltonian correspond to
the eigenstates of the quantum system and are given by the following equations:

n=20v—nv1—n2sind —w(l —n*) sin26, (5.91)
. 2(v —n)n
0 =2y — (c —2w)n — ————cos O + wncos26. (5.92)

J1 —n?

By solving Egs. (5.91) and (5.92), the eigenstates of the system are obtained. We
restrict our interest to the region enclosed by —1 <n <1 and 0 <6 < 2. Many
interesting results emerge during the study of this set of equations.
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Fig. 5.16 Evolution of the phase-space motions of the Hamilton H,. system as y changes adiabati-
cally for the same parameters as in Fig. 5.14d. Points X; are saddle points, and points P; are elliptic
points. The arrows indicate the shifting direction of the fixed point as y increases

Deriving the analytical expressions of the fixed points is challenging; however,
we can readily obtain the equivalent results numerically. The numerical results are
shown in Figs. 5.15 and 5.16, corresponding to Fig. 5.14a and b, respectively. Points
X; are saddle points, and points P; are elliptic points, each being surrounded by a
closed (elliptic) orbit. In Fig. 5.15, the collision between P, and X¢ leads to nonzero
adiabatic tunneling from the upper level to the lower level, which is determined by
the ultimate fate of the fixed point P,. As the level bias changes from y = —oo to
y = +00, P, in Fig.5.16 moves smoothly along the line 8 = 0 from the top (s = 1)
to the bottom (s = —1), corresponding to the upper level in Fig.5.14d. The original
fixed point P; moves smoothly up to C [in Fig.5.14a] or A [in Fig. 5.14d], where two
more fixed points appear at & = 7 /2 and 37 /2 [P3 and P4 in Figs.5.15b—d or 5.16b—
d, corresponding to the line CD in Fig.5.14a or the line AB in Fig. 5.14d], all being
elliptic. The state along CD or AB is stable, i.e., any deviation of the initial condition
of the system cannot cause the trajectory in the phase space to move away from this
line. The state continues to move along the line as y increases, and no tunneling
occurs.

‘We now turn to Landau-Zener tunneling in the pseudo nonlinear two-level system.
In the following discussion, we focus on the case of repulsive interaction between
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atoms, i.e., ¢ > 0. As in the linear Zener model, we take v to be independent of time,
and we wish to examine the nonlinear Landau-Zener tunneling, i.e., how the system
evolves when the level bias y changes with time as y = «af. We take « to be the
sweep rate. In this work, we focus on the adiabatic limit, that is, the case in which
the sweep rate « tends to zero. In the adiabatic limit, the characters of the tunneling
probabilities are determined entirely by the topology of the energy levels and the
eigenstates properties, which correspond to the stability of the fixed points in the
classical Hamiltonian system [3, 4]. In the study of the tunneling probability for the
nonlinear Landau-Zener model, we are interested in the long-time solution of Eq.
(5.78) provided that the system is prepared at + — —oo in the high- or low-energy
stationary state. For example, we choose the low-energy cy, i.e., c(l)(t - —00) =1,
and the tunneling probability is thus Py = |c¢;(t — o0)|. In the linear case, the
tunneling probability is independent of whether the system starts in the low- or high-
energy state; an initial state starting from any level (upper or lower) follows the level
and evolves adiabatically. As a result, no quantum transition between levels occurs.
For the nonlinear case, the energy levels (upper and/or lower) develop a loop structure
corresponding to special parameters. An initial state from the level that is a smooth
curve is expected to evolve adiabatically while remaining in the ground state, leading
to zero adiabatic tunneling probability, whereas for the state initially from the level
developing a loop, due to the topological change of the level, the state cannot move
smoothly from the left side to the right side. A transition to another level occurs at
the tip of the loops. Consequently, the adiabatic tunneling probability is expected to
be nonzero.

The breakdown of adiabatic evolution is confirmed by numerical calculation of
the tunneling probability directly from Eq.(5.78) for two initial states, (c?, ¢3) =
(1,0) and (c(l), cg) = (0, 1), corresponding to the initial state starting from the lower
and upper levels, respectively. The numerical results of the probability for different
parameters are shown in Figs.5.17, 5.18 and 5.19. The small fluctuations appearing
in the curves occur because the numerical simulation must start at some finite time
instead of the ideal limit of t = —oo0.

As mentioned above, in the linear case ¢ = 0, the instantaneous eigenvalue inde-
pendence of y = «af (the so-called adiabatic levels) form a consecutive avoided cross-
ing; consequently, the transition probability for the linear case is independent of other
parameters. This condition no longer holds in the nonlinear case since the influence of
the nonlinearity, e.g., the emergence and structure of the loops, depends on v, 1, w, and
y. This relationship is confirmed by our numerical results shown in Fig.5.17, where
Pr (o) is plotted for different values of w for the same parameters as in Fig. 5.14. For
the state initially from the lower levels (c(l’, cg) = (1, 0) as shown in Fig. 5.17a, there
appears a damped oscillating tunneling probability that still tends to zero in the adia-
batic limit (P — 0 for « — 0) for small values of the sweep rate o with decreasing
«. These results can be understood through the following argument. As shown in
Fig.5.14, the lower energy level develops a horizontal structure. For example, in
Fig.5.14d, the quantum state on the horizontal segment AB of the lower level is a sta-
ble state, while the state corresponding to AT is unstable. The quantum state starting
from the lower level can never move to T because once it arrives at A, it remains at
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Fig. 5.17 Tunneling probability as a function of the sweep rate « for different values of w for an
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Fig.5.18 Tunneling probability for different nonlinear parameters ¢, withn = 1.01vand w = 0.8v
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Fig. 5.19 Tunneling probability for the same parameters as in Fig.5.13

a stable state, i.e., the state continues moving along line AB as y increases and then
moves smoothly from the left side to the right side along M — A — B — N, leading to
zero adiabatic tunneling probability. The numerical results for an initial state starting
from the upper levels are shown in Fig.5.17b; here, the tunneling increases with
decreasing w. Most strikingly, the tunneling probability for w < 0.65v is not zero in
the adiabatic limit « — O for the appearance of loops shown in Fig.5.14, while it
goes to zero for w < 0.65v [w = 0.8v in Fig.5.17b], as no loops have occurred yet.
At the critical value @ = 0.65v, the transition probability vanishes with a nonzero
slope.

Figure 5.18 plots the dependence of the probability on « for different values of
the nonlinear parameter ¢, with n = 1.01v and @ = 0.8v. As shown in Fig. 5.18a, for
the state initially starting from the lower levels, a novel feature is the appearance of
a pronounced damped oscillation of the tunneling probability with decreasing o for
small values of «. A stronger interaction strength corresponds to a broader oscillating
region. Notably, the tunneling probabilities for ¢ > v are zero in the adiabatic limit
a — 0, while the probability is assumably not zero for one critical value of ¢ < v.
The numerical results of tunneling for an initial state starting from the upper level
increases with increasing interaction strength. For weak nonlinearities, e.g., c = 1v
and 2v in Fig.5.18b, the probability still tends to zero in the adiabatic limit, i.e.,
Pr — 0 for o — 0, as no loops have occurred yet. This condition is no longer true
after the appearance of the loops (¢ = 3v and 4v) such that Py (¢ — 0) > 0.

‘We calculate the probability for the same parameters as in Fig. 5.13. The numerical
results are shown in Fig. 5.19. For @ = 0 and n = 1v, the off-diagonal component of
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the Hamiltonian is zero; thus, an initial state starting from the lower or upper levels
cannot follow the level and inevitably transitions to another level, i.e., the tunneling
probability Py = 1. For other values of 7, the lower energy levels do not develop
loop structures, so the probability for the initial state tunneling from a low energy
is zero. In contrast, for an initial state from the upper level, the adiabatic tunneling
probabilities are not zero because of the loop structures. For n < 1v, the energy gap
decreases with increasing 1, so the probability is large for large values of 7. The
results for n > 1v are reversed.

5.3 Nonlinear Rosen-Zener Tunneling

The Rosen-Zener model was first proposed to study the spin-flip of two-level (hyper-
fine Zeeman energy level) atoms interacting with a rotating magnetic field by Rosen
and Zener to account for the double Stern-Gerlach experiments [39]. In contrast to
the well-known Landau-Zener model that depicts the tunneling dynamics between
two avoided-crossing energy levels [22], in the Rosen-Zener model, the energy bias
between two levels is fixed, and the coupling between two modes is time dependent
as described by a rectangular [40], Gaussian [41], exponential [42], or hyperbolic-
secant function [39]. This model has attracted much attention not only because it
has an exact analytic solution, which provides a way to understand complex mul-
timode systems [43], but also due to its versatile applications in the nonresonant
charge exchange of ion-atom collisions [44], laser-induced excitation [45], nuclear
magnetic resonance techniques [46], and quantum computation [47], to name only
a few.

In the present section, we extend the Rosen-Zener model to the nonlinear case
and examine how nonlinearity affects the quantum transition dynamics. We find
that the nonlinearity can affect the quantum transition dramatically. At a certain
level of nonlinearity, 100% population transfer between two levels is observed and
found to be robust over a very wide range of external parameters. On the other
hand, the quantum transition can be completely blocked by a strong nonlinearity.
In the adiabatic limit, we have derived analytical expressions for the transition
probability [48].

The nonlinear two-mode system we consider is described by the following dimen-
sionless Schrodinger equation:

.0 (a a
z&(b>=H(t)(b>, (5.93)

with the Hamiltonian given by

4

c A Vo,
+ 5301 = lal®)| 6.+ 36 (5.94)
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where ¢, and 6, are the Pauli matrices. y and v are the energy bias and coupling
strength between the two modes, respectively. ¢ is the nonlinear parameter describing
the interatomic interaction. The total probability |a|® + |b|* is conserved and set to
1 without loss of generality.

In contrast to the nonlinear Landau-Zener model, where the coupling strength
remains constant and the energy bias varies linearly in time [2, 3, 22], in this model,
the energy bias y and nonlinear parameter c¢ are set to be constant, whereas the
coupling strength v is time dependent and governed by an external pulse field of the
form [48]

:{0, t<0,t>T, (5.95)

vosin® (%), 1 €[0,T],

where T is the scanning period of the external field.

In the following discussion, we assume that the quantum state is prepared on
one mode initially. With the external field turned on, a quantum transition between
different modes emerges. Our focus is the population dynamics in the presence of
the external field. The transition probability I is defined as the probability of the
particle occupying the other mode after the coupling field has been turned off.

We start our analysis with the simplest case, in which both the energy bias and
nonlinear parameter vanish (y = 0 and ¢ = 0). In this case, the Schrodinger equa-
tion denoted by (5.93) is solvable analytically. Setting (a, b) = (1, 0) as the initial
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condition, we readily obtain the probability of the particle populated on the other
mode as a function of time,

(5.96)

_ o 27t — T sin 2t
p@) = b@®)|" =sin” | vop————(—— | .

T
8

Then, the total transition probability is obtained by substituting ¢ = T into the above
equation:

V()T

I = p(T) = sin® <T) ) (5.97)

This expression demonstrates a perfect Rabi-like oscillation of the transition prob-
ability versus the pulse duration or scanning period 7' of the external field. The
oscillation frequency is proportional to the maximum coupling strength vy.

For the degenerate case y = 0, with the emergence of nonlinearity, the transition
dynamics dramatically changes. In this case, (5.93) is no longer analytically solvable.
We therefore exploit a 4-5th-order Runge-Kutta algorithm to trace the quantum
evolution numerically and calculate the transition probability. In our calculation,
we choose the maximum coupling strength vy as the energy scale; thus, the weak
nonlinearity and strong nonlinearity refer to ¢/vy < 1 and ¢/vg > 1, respectively.

Our numerical results are presented in Fig. 5.20, where the transition probability
as a function of the scanning period is plotted against the nonlinear parameters that
range from weak nonlinearity to strong nonlinearity. Figure5.20a shows a regular
oscillating pattern, consistent with the analytic prediction of formula (5.97). This
regular periodic pattern is disrupted with the emergence of nonlinearity. For the weak
nonlinear case c/vy < 1, the periodicity is lost only in the short pulse regime, i.e.,
0 <T < 50atc/vop = 0.9. In contrast, in the regime of the large scanning period, a
rectangular periodic pattern emerges instead. The period of the rectangular oscillation
increases with increasing nonlinearity. This pattern is of particular interest in practice
because itrepresents a complete population transfer between two modes robustly over
a wide parameter regime.

For the case of strong nonlinearity, i.e., ¢/vo > 1 (see Fig.5.20d), the quantum
transition between two modes is even more strongly affected by the nonlinearity. The
oscillation pattern is completely broken, and when the scanning period 7' > 15, the
quantum transition is completely blocked.

The above phenomena are intriguing and need detailed consideration. Our further
analysis focuses only on the adiabatic limit, which implies that the external field varies
slowly relative to the intrinsic motion of the system. The formula (5.97) indicates a
period of intrinsic motion that is characterized by 4 /v, while the external field is
characterized by 7. Thus, the adiabatic limit implies that T > 47 /vy or voT > 4.
In the following, we derive selected analytical formulas for the transition probability
and explain the above phenomena.
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According to the adiabatic theory of nonlinear quantum mechanics [4], the char-
acteristics of a quantum transition in the adiabatic limit should be entirely determined
by the structure of the energy levels and the properties of the corresponding eigen-
states. The eigenstates of the system satisfy

[0k~ 1amra.+36.] (5) =n(5): (599)

Solving the above nonlinear equations together with the complete particle conser-
vation condition |a|?> + |b|> = 1, we readily obtain the chemical potential 1 and the
eigenstate (a, b). The eigenenergies can be derived according to the relationship
e = i — c(la|* + |b|*)/2, and their dependence on the input parameters is plotted in
Fig.5.21 for the cases of linearity, weak nonlinearity, and strong nonlinearity. Strik-
ing phenomena are induced by the introduction of nonlinearity: First, the structure
of the energy levels changes dramatically. In the linear case, two energy levels are
symmetric about a horizontal axis [see Fig.5.21a]. However, the symmetry breaks
down in the presence of nonlinearity, and a new branch of eigenenergies emerges.
In the case of weak nonlinearity [see Fig.5.21b], two levels exist at the two ends
and near the peak of the field pulse; three energy levels exist in the other regime.
When the nonlinearity is strong [see Fig.5.21c], apart from at the two ends, three
energy levels exist. Second, the eigenstates of the middle level (e.g., those denoted by
the dashed line in Fig.5.21) are unstable. This finding is evaluated by investigating
the Hamiltonian-Jacobi matrix obtained by linearizing (5.98) around the eigenstates.
The eigenvalues of the Hamiltonian-Jacobi matrix can be real, complex or purely
imaginary. Only purely imaginary eigenvalues correspond to stable states; others
indicate unstable ones [49].

The changes of the energy level in the presence of nonlinearity are expected
to strongly affect the quantum transition between levels. However, because of the
degeneracy of our states of interest of (1, 0) and (0, 1), from the above diagram of
the energy levels, we cannot draw a definite conclusion about the adiabatic evolu-
tion of the initial state (1, 0). In the following, we introduce an equivalent classical

e(1,0) A(0,1)

(a)1 (113) (t1=)

| (i)e=0.0 (i) c=0.6 (iii ) c=2.0

E —/\ 0_/’\

9 cz@s o<
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Fig. 5.21 Typical eigenenergy level structure in the a linear case, b weak nonlinearity case, and ¢
strong nonlinearity case. The dashed lines correspond to the unstable eigenstates
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Hamiltonian instead, and by analyzing its phase space, we achieve insight into the
adiabatic evolution of the above nonlinear quantum system.

Following the theoretical methodology proposed in [4], we construct the effec-
tive classical Hamiltonian by introducing two quantities: the probability of particles
staying in the (0, 1) mode, p = |b(7)|?, and the relative phase of the two modes,
0 = 6, — 0. These quantities form a pair of canonical variables of the following
classical Hamiltonian and satisfy the canonical equations, i.e., d6/dt = 0H /ds,
ds/dt = —0H /360, and

H = v/p(l = p)cosf — 2(21: 12 (5.99)

The above classical system is capable of completely describing the dynamic prop-
erties of the nonlinear quantum Rosen-Zener system (5.93) on a projective Hilbert
space [4]. Its fixed points, i.e., energy extrema of the classical Hamiltonian, corre-
spond to the quantum eigenstates. For example, in Fig. 5.22, the stable elliptic fixed
point P; corresponds to the upper level of Fig.5.21. The energies associated with
P, and P, are identical; therefore, they correspond to the same energy level, i.e., the
lower one in Fig.5.21. The saddle point P3 is unstable, corresponding to the middle
level denoted by a dashed curve in Fig. 5.21. The adiabatic evolution of the quantum
eigenstates can therefore be evaluated by tracing the shift of the classical fixed points
in the phase space when the parameter v varies slowly in time [3].

The analytic expressions of the fixed points are obtained from dp/dt = 0 and
do/dt = 0:

0* =0, , (5.100)
v(l —2p%)

2y/p*(1 = p*)

The number of fixed points depends on the instantaneous coupling strength v and
the nonlinear parameter c. If ¢/v < 1, there exist only two fixed points (6%, p*) =
0, 1/2), (;r, 1/2). However, when c/v > 1, there exist four fixed points [Py, P», P3,
and Py in Fig.5.22a and b]: (0%, p*) = (0, 1/2), (%, 1/2), [, %(l + /1 —vZ/c?)].
One of them (P3) is a saddle point, while the other three (P;, P,, and P,) are all
elliptic points corresponding to the local maximum (P;) and minima (P, and P4) of
the classical Hamiltonian.

When we increase v, P,, P3, and P4 merge into a new stable fixed point P34
in a regime satisfying the condition v/c > 1, as shown in Fig.5.22a — b — ¢
— d. An interesting question arises when the parameter v decreases to less than
¢ again: Which point does the state follow when P34 bifurcates into P,, P3, and
P4 (Fig.5.22d — ¢ — b — a)? The state that follows only P, corresponds to zero
adiabatic transition probability, whereas the state that follows only P, corresponds
to a complete population transfer. This classical picture could explain why we see a
rectangular pattern in Fig.5.20.

cosO* +c¢(1 —2p*) = 0. (5.101)
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The above scenario is further supported by directly tracing the evolution of par-
ticles, as shown in Fig.5.23, where we also demonstrate the temporal evolution of
the fixed points. In the early stage, the state faithfully follows the fixed point P;.
The state starts to show a small oscillation when the fixed points P,, P3, and P,
merge. Subsequently, the state follows either the fixed point P, or P4. Notably, at
a certain parameter value, a slight change in the period T can thoroughly change
the final transition probability, a signature of the appearance of a bistable state [see
Figs.5.22¢ — b’].

Our results show that whether the state follows P, or P4 is determined by the total
dynamical phase accumulated during the oscillation motion around P34, i.e., from
t* to t**. Here, t* is the time when P,, P3, and P4 merge into P34, and t** is the
moment when P34 bifurcates into P,, P3 and P,4. The results are obtained by setting
c=v({*) = v(™),

., [c
= =—sin"! |,
g Vo

=T — 1. (5.102)

To obtain the total phase, we first need to calculate the instantaneous frequency
that characterizes the oscillations around the fixed point. To this end, we expand
the classical Hamiltonian around the fixed point withp = 1/2 4§, and 6 = 7 + &y,
leading to

1 2 1 2
8H = (v = )8 + 7v8;. (5.103)

ignoring the higher-order terms. The instantaneous frequency is then derived as
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Fig. 5.24 Periods of the
rectangular oscillation as
shown in Fig. 5.20 under the
adiabatic limit. The
numerical results are
obtained by directly
observing Fig. 5.20, while
the analytical curve is the
plot of function 47 /(vop — ¢),
where vg = 1. The results
agree well with each other
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w(t) = %\/v(t)[v(t) —c]. (5.104)

Integrating w(#) from ¢* to t** gives the total phase

I

Vo — C
¢=/ o(@Odt = ——T. (5.105)
t*

This expression indicates that the total phase increases linearly with the scanning
period. A m-value change in the phase changes the choice of the state to follow
either fixed point P, or P4. Thus, the period of the rectangular oscillation observed
in Fig. 5.20 under the adiabatic limit can be expressed as

4

Vo — C

(5.106)

Trectangular =

To verify the above theory, we have numerically solved the nonlinear Schrédinger
equation for a wide range of parameters. The comparison between the analytical
results and the numerical data in Fig. 5.24 shows good agreement.

The complete suppression of a quantum transition under the adiabatic limit in
Fig.5.20d can also be explained from the above picture. We briefly state this expla-
nation as follows. For the strong nonlinearity associated with ¢/vy > 1, the phase
space evolution only follows Fig.5.22a — b — a as v increases and decreases. Dur-
ing the process, no collision between the fixed points occurs. Thus, the state initially
populated on P, can safely remain on the fixed point and ultimately return smoothly
to the original state. Thus, no transition is observed [48].
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5.4 Nonlinear Ramsey Interferometry

The technique of Ramsey interferometry with separated oscillating fields was first
proposed to investigate molecular beam resonance [50]. The key feature of the
observed Ramsey pattern in the frequency domain is that the width of the central peak
is determined by the inverse of the time taken by the particle to cross the intermedi-
ate drift region [51]. Indeed, the Ramsey interference experiments can be operated
either in the time domain with temporally separated pulses and a fixed particle or
in the space domain with spatially separated fields and a moving particle [52]. The
Ramsey interferometric method provides the basis of atomic fountain clocks that
now serve as time standards [53, 54] and has stimulated rapid advancement in the
field of precision measurements in atomic physics. Since applying the laser cool-
ing techniques to trapped atoms, the atomic interferometers with cold atoms have
been used to measure rotation [55], gravitational acceleration [56, 57], the atomic
fine-structure constant [58], the atomic recoil frequency [59], and atomic scattering
properties [60], to name only a few applications.

On the other hand, the experimental realization of the Bose-Einstein conden-
sate (BEC) in a dilute atomic gas [27, 30, 61] brings a fascinating opportunity for
the purpose of precision measurement due to the very slow atoms and changes the
prospects of frequency standards entirely. Recently, Ramsey fringes between atoms
and molecules in the time domain were observed by using a trapped BEC of 3°Rb
atoms [62] in an experiment. This approach offers the possibility of the precise mea-
surement of the binding energy of the molecular state in BECs [63, 64]. With the
development of atomic interferometry techniques, researchers are seeking to exploit
new interferometric methods using trapped BECs [65, 66]. With the emergence of
nonlinear interaction between the coherent ultracold atoms, BECs show intriguing
nonlinear tunneling and interference properties that are distinct from those of the
traditional quantum systems. Motivated by the discussion on the nonlinear Rosen-
Zener (RZ) transition [48], we conceptually construct in this section a nonlinear
Ramsey interferometer by applying a sequence of two identical nonlinear RZ tun-
neling processes (i.e., RZ pulses). In our interferometry scheme, two RZ pulses are
separated by an intermediate holding period of variable duration; by varying the hold-
ing period, we have observed diversiform Ramsey interference patterns contrasting
with the standard Ramsey fringes. Using a simple nonlinear two-mode model, we
thoroughly discuss the physics underlying the interference patterns both numerically
and analytically. We show that the frequency of the nonlinear Ramsey fringes exactly
reflects the strength of nonlinearity in addition to the asymmetry of the system. This
observation suggests a potential application in calibrating atomic parameters, such as
the scattering length and energy spectrum, via measuring the frequency of Ramsey
fringes [67].

We consider that a condensate, for example, 87Rb atoms in a magnetic trap, is
driven by microwave coupling into a linear superposition of two different hyperfine
states. Since the microwave source injects very large numbers of photons, the electro-
magnetic field can be treated as a completely classical object. We can then identify
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the two basis states |1) and |2) of the (F = 1,mp = —1) and (F =2, mg = +1)
hyperfine states, respectively. We denote the corresponding boson creation (annihi-
lation) operators a (@) and bt (@). Considering that the laser fields are time depen-
dent, we treat the Hamiltonian in the rotating frame, that is, the frame in which the
laser field is constant over the time of the pulse. Under this condition, the oper-
ators J, = (a'h + b'a)/2, Jy = i(a'h — b'a)/2, and J, = (a'a — b'b)/2 can form
a complete set of number-conserving Hermitian operators for the system, and the
Hamiltonian can be expressed as a function of these operators. Within the standard
rotating-wave approximation, the Hamiltonian describing the transition between the
two internal states can be written [68] as

H=—yJ, — >+, (5.107)

where y = —§ + 4N= B2 /m)(ay;; — axp)n is the energy difference between two
states characterizing the asymmetry of the system, c = (27 I /m)(ay + ax — 2a2)n
is the nonlinear strength describing atomic interactions, and v denotes the coupling
strength, which is proportional to the intensity of the near-resonant laser field. § is the
detuning of lasers from resonance; a;; is the s-wave scattering amplitude of hyperfine
species i and j; 1 is a constant of order 1 independent of the hyperfine index, relating
to an integral of the equilibrium condensate wave function; N is the atomic number;
and m is the mass of the atom.

To obtain the model (5.107), the single mode approximation (SMA) is applied,
that is, the density profiles of two component condensates are assumed to be identical
and to remain constant during temporal evolution. The validity of the SMA for the
spinor-1 atomic condensate, such as ®’Rb, has been previously investigated [69]. The
results showed that the SMA works well under typical experimental conditions for
87Rb atoms.

In the limit of large particle number, the operators in the above field equations can
be replaced by complex numbers; we thus obtain the following mean-field equations
that effectively describe the evolution of the above two-component BEC system:

(‘i - 1)7
l E (V) N ( l )

5+ 53bP —laP) v
H@y) = ( 272 . ro %(|Z|z _ |a|2)> , (5.109)

with the Hamiltonian

where a and b denote the amplitudes of probabilities for two components and the
total probability |a|? 4 |b|> = 1. Using the above two-component BEC system, we
are capable of realizing a nonlinear Ramsey interferometer in which the nonlinearity
represents the interparticle interaction. The main structure of our nonlinear Ram-
sey interferometer is illustrated in Fig.5.25, in which the variation of the coupling
strength is governed by two Rosen-Zener pulses of the form
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Fig. 5.25 (Color online) Schematic plot of a nonlinear Ramsey interferometer with a two-
component trapped BEC in the time domain, starting with an RZ pulse, operating through a holding
period, and ending with another RZ pulse
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The above RZ pulses are characterized by the following parameters: v is the maxi-
mum strength of the coupling, T is the scanning period of the RZ pulse, and 7 is an
alterable time interval between two pulses.

This scheme is analogous to a normal Ramsey interferometer in which the Ramsey
pulses at the beginning and end of the sequence that couple the two components
and redistribute the populations on each component are replaced by the so-called
nonlinear RZ tunneling process [48]. The two tunneling processes are separated by
a holding period, during which there is no coupling between the two components,
and the BEC on each component evolves independently and only acquires different
additional phases. In the course of the simulation experiments, the system is prepared
in one internal state initially, and the final populations of atoms in each state is
recorded when the second pulse is turned off. The measurements are repeated with
a variable time interval 7. The final populations are sensitive to the phase difference
that accumulates between the two components during the intermediate period; as a
result, the Ramsey fringe pattern is expected to emerge in the time domain.

The nonlinear Schrédinger equations (5.108) that govern the temporal evolution
of the two-component BEC system are solved numerically using a standard 4-5th-
order Runge-Kutta algorithm. We set the initial condition (a, b) = (1, 0) and take
the maximum coupling strength as the energy scale, namely, vop = 1. The Ramsey
fringe patterns are obtained by recording the final transition probability |b|> versus
the holding time .

We begin our numerical simulations with ¢ = 0.6 and T = 1500 for both the
symmetric case ¥ = 0 and the asymmetric case y = 0.1. With the emergence of
nonlinearity, the Ramsey fringe pattern distinctly deviates from that of the linear
case due to the dramatic changes of the transition dynamics. In this case, the system
described in (5.108) is no longer analytically solvable. Our numerical results are dis-
played in Fig.5.26, which shows that both nonlinearity and symmetry can affect the
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Fig. 5.26 (Color online) Ramsey fringe patterns for the a symmetric case and b asymmetric case
with ¢ = 0.6 and 7' = 1500

pattern and frequency of Ramsey fringes significantly. In our slow scanning case of
T = 1500, the Ramsey fringe pattern exhibits a rectangular oscillation. This diver-
siform interference pattern is distinct from the normal Ramsey fringes of sinusoidal
or cosinusoidal forms and is clearly generated by the nonlinear atomic interaction.

Here, we present a thorough analysis of these striking interference patterns. In
practical experiments, in contrast to the oscillating amplitudes and shapes of the
fringe patterns, the frequencies of the patterns are of more interest and can be recorded
with relatively high resolution and contrast; therefore, we focus our theoretical analy-
sis on the frequency property extracted from the Ramsey interference patterns through
the Fourier transformation (FT). We find that the frequencies of patterns that are dra-
matically modulated by the interplay of nonlinearity and symmetry contain much
information about the intrinsic properties of the BEC system.

Through investigating the nonlinear Ramsey patterns presented above, we find
that the time scale of the period of the RZ pulse plays an important role in forming
the striking patterns. The following discussion focuses only on the adiabatic limit,
which refers to the case in which the RZ pulse is much slower than the intrinsic
motion of the system, i.e., T > 27 /vy.

For convenience, we introduce a phase shift ¢(t) to describe the different phase
accumulations between two components during the holding period. Considering that
the two components evolve independently during this period, we obtain ¢ (t) = |y +
cs|t from (5.108), where s = |b(T)|*> — |a(T)|? denotes the population difference
between two components when the first pulse has been turned off. This phase shift
is proportional to the holding time. The angular frequency of the Ramsey fringes is
expected to be

w=|y +cs| (5.111)

This result implies that the frequency of Ramsey fringes is entirely determined by
the population difference s and the parameters y and c.

One important phenomenon in the adiabatic limit case is that the FT of the Ramsey
fringes reveals multiple frequency components, namely, @ = nwy, where wy is the
fundamental frequency (i.e., basic or first frequency) of the fringes and » is a pos-
itive integer. We interpret this result in terms of the interplay between nonlinearity
ascribed to the interatomic interaction and the coupling energy from the external laser
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field. Figure 5.27 illustrates only the fundamental frequencies of Ramsey fringes for
different nonlinear parameters.

An irregular fluctuation appears near the ¢ = y region (see the inset in Fig.5.27).
We hypothesize that the adiabatic assumption is violated in this region. To test this
hypothesis, we trace the population difference s after the first RZ pulse with the
nonlinear parameter increasing. The results are presented in Fig. 5.28, which shows
an irregular oscillation of s occurring in the region where |y — c| is also very small.
With the nonlinear parameter increasing from 0.25 to 1, s jumps between the two
points +1 and —1 in the symmetric case. However, for the asymmetric system, when
¢ > 0.35, the value of s jumps between —1 and another unknown point. This is an
intriguing quantum phenomenon, and the underlying physical reasons require further
detailed discussion.

To explain the above peculiar phenomena, under the mean-field approximation,
following [4], we introduce the relative phase 8 = 6, — 6, and the population differ-
ence s = |b|> — |a|? as two canonical conjugate variables, enabling us to obtain an
effective classical Hamiltonian

%:—(y—}—%s)s—l—v\/l—szcos& (5.112)
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This classical Hamiltonian can describe completely the dynamical properties of the
system described in (5.108) [4]. The adiabatic evolution of the quantum eigenstates
can be evaluated by tracing the shift of the classical fixed points in the phase space
when the parameter v varies slowly in time [3]. According to [48, 70], for the sym-
metric system, we obtain the classical fixed points on the line 6* = 7,

* c/lv<l,
s {o +/T— /o2, ¢/v > 1. (-113)

We show the evolution of the fixed point s* = —1 (P;) in Fig. 5.29. The three fixed
pointsin (5.113) are characterized by P3, P4, and P,. The one saddle point P3 (s* = 0)
and two elliptic points P, and P, correspond to one unstable state and two stable
states, respectively. For ¢ = 0.8, consistency between the dynamical evolution and
adiabatic trajectory of P, is shown for both 7 = 1500 and T = 20, 000. However,
for ¢ = 0.03, the evolution of fixed point P, shows a clear deviation from the adia-
batic trajectory given by (5.113) at T = 1500 [see Fig.5.29a], while the fixed point
follows the adiabatic evolution at T = 20, 000 [see Fig.5.29b]. These phenomena
indicate that the adiabatic condition cannot be satisfied for ¢ = 0.03, where irregular
fluctuation occurs at T = 1500 in Fig.5.28. Therefore, we describe the adiabatic
condition as follows:

2
—} . (5.114)

ly —cl” wo

T > Max |:

Under this condition, as long as y # c, the system evolves adiabatically if the scan-
ning period is long enough even for small nonlinear parameters [70]. This condition
can successfully explain the fluctuation in Figs.5.27 and 5.28. Accordingly, we trace
the fixed point P, in the asymmetric case (see Fig.5.30) using the same parameter
T as in Fig.5.29. We observe the similar feature that satisfactory adiabatic evolu-
tion for ¢ = 0.8 and nonadiabatic evolution for ¢ = 0.18 occur in close vicinity to
the zero-energy resonance (y = c) with 7 = 1500. In the asymmetric case, another
interesting phenomenon is that the destination of the evolution of the fixed point
is not definite, i.e., two different target states exist [see Figs.5.28b and 5.30b]. We
interpret this situation through a comprehensive physical analysis below.

For the adiabatic limit case, the energy of the system for both the symmetric
and asymmetric cases is no longer conserved during the entire evolution process;
however, at the beginning and end of the evolution, the corresponding energies of
the system keep the same value,

H(s=—1,t=0)= " t=T). (5.115)

In our scheme, for both t = 0 and t = T, the coupling parameter v = 0. Thus, we
can obtain the final state of the system from (5.112) and (5.115):

« -1 y > c,
$ = { —-1,1-2y/c,0 <y <ec. (5.116)
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This result implies that at the end of the adiabatic evolution, the system has two
states to choose from when ¢ > y for this case. One choice is back to the initial state
s* = —1, and the other choice is located on another state with energy identical to that
of the initial state s* = 1 — 2y /c. However, the latter choice restricts the population
to |b|*> = y /c. In other words, quantum tunneling for the asymmetric case requires
the atom number on another state to not exceed Ny /c (where N is the total number of
atoms). We use the above analysis to evaluate our numerical results in Fig. 5.28b and
find satisfactory consistency. According to this analytic prediction, in the adiabatic
limit case, the final value of s is —0.11 or —1 for¢ = 0.18 and 0.75 or —1 forc = 0.8
in Fig. 5.30; these results strongly support our numerical results.

Following the above analysis, we can obtain the analytic expression of the fun-
damental frequency of Ramsey fringes in the adiabatic limit,

w=ly —cl. (5.117)
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The results, which show a perfect linear relation for both the symmetric and asym-
metric cases, are consistent with our numerical results (see Fig.5.27).

Our nonlinear Ramsey interferometer scheme can also be realized using the BECs
with a double-well potential. This BEC system, under the mean-field approximation,
is described by the Gross-Pitaevskii equation (GPE):

W)
ar

2
ih (_2h_mV2+ V(r) 4+ Up|¥ (r, t)|2> v(r,t), (5.118)

where Uy = 4w h2a,N /m, with m being the atomic mass and a; being the s-wave
scattering length of the atoms. The wave function can be described by a super-
position of two states that localize in each well separately as [28] W (r,t) =
Y1 (6)@1 (r) + Y2 ()2 (r). The spatial wave function ¢;(r) (i = 1, 2) which describes
the condensate in each well, can be expressed in terms of symmetric and antisymmet-
ric stationary eigenstates of the GPE, and these two wave functions satisfy the orthog-
onality condition [ ¢; ()¢ (r)dr = 0 and normalized condition [ |¢;|*dr = 1. Con-

sider the weakly linked BEC; the dynamic behavior of the system can be described
by the Schrédinger equation with the following Hamiltonian:

Qo K
H = 1 11
( K 4ell) (5-119)

where s? = f[(hz/(2m))|V¢>,-|2 + |¢;|>V (r)1dr (i = 1, 2) is the zero-point energy in
eachwell, Ae = 8(1) — 8(2) is the energy bias, ¢c; = U, f |¢;|*dr denotes the atomic self-
interaction, and K = [[(h*/(2m))(Vp1V2) + ¢1V (r)¢21dr stands for the ampli-
tude of the coupling between two wells.

For example, consider the one-dimensional case; we can express the potential
of our system as V (x) = mw?x?/2 + voe /@ 4 fr, where d is the double-well
separation in the x direction. This optical double-well potential can be created by
superimposing a blue-detuned laser beam upon the center of the magnetic trap [27],
and the difference of the zero-point energy between two wells or trap asymmetry
characterized by f can be found by a magnetic field, a gravity field or light shifts
[71]. The atomic interaction ¢ can be adjusted flexibly by Feshbach resonance, and
the barrier height K can be effectively controlled by adjusting the intensity of the
blue-detuned laser beam.

5.5 Nonlinear Atom-Molecule Conversion

5.5.1 Bosonic Atoms to Bosonic Molecules

The production of ultracold diatomic molecules in bosonic systems is an exciting area
of research with important applications ranging from the production of molecular
Bose-Einstein condensates (BECs) [72] to the study of chemical reaction dynamics
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[73]. A widely used production technique involves the association of ultracold atoms
into very weakly bound diatomic molecules by applying a time-varying magnetic
field in the vicinity of a Feshbach resonance [74, 75]. The underlying conversion
dynamics are typically described by the Landau-Zener (LZ) model [22]. In this model,
the Feshbach molecule production is discussed under a two-body configuration in
which a single pair of atoms is converted to a molecule at an avoided crossing between
the atomic energy level and the molecular energy level as the molecular energy is
lifted by an applied linearly sweeping magnetic field. Thus, the molecule production
efficiency is expected to be of the exponential Landau-Zener type [76, 77].

In the above two-body model [76, 77] and its various many-body extensions [78—
80], however, the interactions between particles (such as atom-atom, atom-molecule,
and molecule-molecule interactions) are completely ignored. In this section, we con-
sider a generalized many-body model for Feshbach molecule formation that includes
atom-atom, atom-molecule, and molecule-molecule interactions. We show that the
picture of two-body molecule production depicted by the Landau-Zener model is
significantly altered by the particle interactions. In the adiabatic limit, we derive a
formula for the upper bound of conversion efficiency when the interaction strength
is larger than a critical value. Our theory predicts a significant role of the particle
interactions in atom-molecule conversion when the atomic density is high and the
Feshbach resonance width is narrow [81].

The two-channel bosonic model Hamiltonian that includes the atom-atom, atom-
molecule, and molecule-molecule interactions takes the following form [82]:

b+ btaa). (5.120)

This model was proposed by Santos et al. [82] to investigate the Josephson oscillation
and self-trapping phenomena of atom-molecule conversion systems. In (5.120), a'
(IA)'}') and g, (&p,) are the creation operator and chemical potential for the atomic (molec-
ular) mode, respectively. In experiments, the magnetic field is linearly swept, B(t) =
(dB/d1)t, and crosses the Feshbach resonance at By; thus, 2e, — &, = o [B(t) —
By]. Here, 1., is the difference between the magnetic moments of a molecule and
a pair of separated atoms. w = \/ 4r h*apg ABJico/m denotes the amplitude for the
interconversion of atoms and molecules due to the Feshbach resonance, in which
m is the mass of a bosonic atom, ay, is the background scattering length, and AB
is the width of the resonance. u; = 27 h2q; /m; (i = aa, bb, ab) are the atom-atom,
molecule-molecule, and atom-molecule particle interactions. Here, a; and m; denote
the background scattering length and the reduced mass, respectively, i.e., dqq = ap,,
aap 2 1.2apg, apy, > 0.6a,g [83], maq = m/2, my, = 2m/3, and my;, = m. We intro-
duce N and V to denote the initial atom number and the quantized volume, respec-
tively; therefore, n = N/ V is the mean density of the initial bosonic atoms.

In the mean-field limit, i.e., N — oo, the quantum fluctuation is negligible. One
can replace all the quantum operators with ¢ numbers; thus, the Heisenberg equations
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for operators a and b are cast as the following nonlinear Schrédinger equation:
d (a a
L) =n (), s

o <2U(2|b|2 —la) + A 4Q2a* )

where

29a —4UQ2|b] - |a]?) — 24 (5.122)

with U = n(ugp/2 — tgq — upp/4) /4, A = e, — &p + 2nug, — nuyp/2)/4, and
2 = /nw/2. The total population is normalized to unity, i.e., |a|?> + 2|b|> = 1.

We first show how the nonlinear interactions lead to the deformation of the
eigenenergy levels. The eigenstates of the system satisfy

@G e

Note that a diatomic molecule is composed of two atoms; thus, the factor 2 appears
before the chemical potential for the molecular mode. Solving the above nonlinear
equations together with |a|> 4 2|b|> = 1, we readily obtain the chemical potential
and the eigenstate (a, b). The eigenenergies can be derived according to the relation-
ship & = /2 + u|b|> + Ala|*/2 + 4U|b|* — 2U |a|?|b|*. Their dependence on the
parameters is plotted in Fig.5.31. In the linear case [U = 0, Fig.5.31a], the energy
levels are symmetric such that they are invariant under a rotation about the zero
point by 180°. Only two eigenstates exist when | A| is sufficiently large: one for the
atomic mode and the other for the molecular mode. When |A|/£2 < +/2, there is an
additional eigenstate represented by the dotted line in Fig.5.31. This eigenstate is
dynamically unstable. With the appearance of nonlinear interaction, the symmetry
of the energy levels breaks down. For the weak nonlinearity case U/ < +/2/4 [see
Fig.5.31b], the energy level structure is very similar to that of the linear case except
for a slight shift. However, when U/§2 > +/2/4, aloop structure appears at the lower
energy level. The loop expands as U increases, and the gap between the upper and
lower energy levels becomes increasingly narrow. Such deformation of energy levels
consequently leads to very different conversion dynamics.

Consider the adiabatic evolution of the system starting from the atomic mode
at the left side of the lower energy level. When U is small, e.g., in Fig.5.31a, the
evolution of the system follows the solid line, converting all atoms into molecules.
However, when U/ > +/2/4, as in Fig. 5.3 1c, the system moves steadily from the
left side to the critical point C. Subsequently, no movement options remain except
to jump to the upper and lower levels. As this fraction of atoms tunnels to the upper
level, they are not converted into molecules. The situation becomes more extreme
when U is very large: the critical point is much closer to the upper level and far from
the lower one; thus, the system jumps to the upper level more easily, see Fig.5.31d.
As a result, almost all atoms cannot be converted into molecules.
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Fig.5.31 Adiabatic energy levels for different nonlinear interaction strengths:aU = 0,bU = 0.2,
c U =2,and d U = 30. In all cases, £2 = 1, the solid lines represent stable eigenstates, and
the dotted lines between A| = U — /2 and Ay =U + \fZ correspond to unstable states. When
U > ﬁ/4, a loop structure appears at the lower energy level. The loop expands as U increases

The above simple analysis is confirmed by our numerical results, which are plotted
in Fig. 5.32. In our calculations, the 4-5th-order Runge-Kutta step-adaptive algorithm
is used to solve the nonlinear Schrédinger equation (5.121). The conversion effi-
ciency as a function of the sweep rate @ = d A /dt is plotted and shows a monotonic
decrease as the sweep rate increases. Even in the absence of particle interactions, i.e.,
U/$2 = 0, the conversion efficiency calculated from our many-body model is quite
different from that in the two-body Landau-Zener theory. For example, in the sudden
limit of /2% > 1, the former is almost twice the latter. In the presence of parti-
cle interactions, the atom-molecule conversion efficiency is further altered. When
the dimensionless interaction parameter is positive, the atom-molecule conversion
is suppressed relative to the case of U/$2 = 0, whereas the conversion efficiency is
enhanced when this dimensionless parameter is negative. From the explicit expres-
sion of the effective interaction parameter, we observe that the repulsive atomic
interaction leads to a negative parameter U/S2, while the attractive atomic interac-
tion corresponds to a positive parameter. For large positive interaction parameters,
even in the adiabatic limit of o/ 2% — 0, the atoms cannot be totally converted into
molecules. The saturation of conversion efficiency has already been discussed quali-
tatively in [84], without, however, including a quantitative analysis. Below, following
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the methodology of [3], we present selected analytical calculations in the adiabatic
limit corresponding to /2% « 1.

When introducing the canonical transformation S = |a|*> — 2|h|? and 6 = 26, —
60y, where 6, = arg(a) is the phase of the atomic mode and 6, = arg(b) is the phase
of the molecular mode, the quantum system is equivalent to the following classical
Hamiltonian:

H = —2US* +2AS8 +22(1 + )1 — Scosb. (5.124)

The canonical variables satisfy dS/dt = —0H /96 and d6/dt = 0H /dS. The above
Hamiltonian is the same as that obtained in [82]. As previously noted [84], this Hamil-
tonian contains properties distinct from those of the “standard” nonlinear Landau-
Zener Hamiltonian of [3]. First, the nonlinearity in Hamiltonian (5.122) arises not
only from the particle interactions but also from the fact that two atoms are needed
to form a molecule. In addition, the mean-field motion is restricted on a teardrop-
shaped surface [84, 85] rather than the surface of a Bloch sphere. As we show later,
the interplay of these features leads to very different conversion dynamics.

In the adiabatic limit where the external field varies slowly relative to the intrinsic
motion of the system, the conversion dynamics is entirely determined by the phase-
space structural evolution of the classical Hamiltonian (5.124); see, for example,
[82, 84]. The fixed points (i.e., the energy extrema of the classical Hamiltonian) on
the phase space correspond to the quantum eigenstates. According to the adiabatic
theory [4, 33], when the energy bias A changes adiabatically, a closed orbit in the
phase space remains closed, and the action I = (27r) ! ¢ Sd6 stays invariant in time.
The action equals the phase-space area enclosed by the closed orbit and is zero when
the orbit shrinks to a fixed point.

For the case of U/£2 < +/2/4, the initial state is prepared at an elliptical point
on the phase space. It evolves, following the elliptical point, from the boundary line
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of § =1toS = —1 as A increases. Consequently, all the atoms are converted into
molecules, i.e., the conversion efficiency is x = 1.

However, for the case of U/$2 > V2 /4, the elliptical point collides with a saddle
point when A = A,. After this collision, the system enters a new orbit with 77 = .
and evolves adiabatically for A > A, according to the rule of constant action, which
is now nonzero. This orbit ultimately evolves into a straight line of constant S. With
these considerations, we can obtain the conversion efficiency in the adiabatic limit,
namely, x =1 —1./2.

To derive the explicit expression of x, we first need to determine the critical
point C. For this purpose, we note that the point C (with & = ) is a double root of
d6/dt = 0; thus, d(d6/dt)/9S|s. = —4U + 2(5 — 3S.)/[2(1 — S.)*/?] = 0. Once
S. is obtained, the critical energy bias A, and orbit energy 7 can also be easily
determined through their explicit expressions given in the foregoing paragraphs.
The complete orbit passing through the critical point is given by cos€ = f(S) =
(A +2US* —2A4.8)/22(1 + S)v/T = S). Thus,

1[5 H+2US* —2A.S
I. = —/ |:7T — arccos ( + >i| s +1+S,,. (5.125)
T Js 221+ 85V/1 -8

Here, S,.;» can be determined by f(S,.;) = 1. The above formula can be further
simplified at the critical point of U/$2 — +/2/4 and in the asymptotic regime of
U/$2 — oo following [81]:

2
U _ V2 u V2.
124 5__2/?) SR (5.126)
12(4)7",  Z>1.

The above discussion is restricted to the attractive interaction case; nevertheless, it is
straightforward to extend the discussion to the repulsive interaction case. In the latter
case, the adiabatic energy levels are the 180° angular rotation of the levels presented
in Fig.5.31; accordingly, the conversion from atoms to molecules starting from the
upper level at the right side in the repulsive case is equivalent to the atom-molecule
conversion starting from the lower level at the left side in the attractive case when
the sweeping direction of the magnetic field is reversed. Our calculation in Fig.5.32
shows that for both the repulsive and attractive cases, the atom-molecule conversion
efficiency is significantly affected by the particle interactions when |U/§2] is similar
to or larger than the critical value of v/2/4.

5.5.2 Fermionic Atoms to Bosonic Molecules

Next, we discuss the Feshbach conversion of fermionic atom pairs to condensed
bosonic molecules with a microscopic model that accounts for the repulsive inter-
actions among all the particles involved [86]. The Feshbach resonance has become
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a focal point of research activities in the field of cold-atom physics [74, 75, 87, 88]
after its first experimental observation in atomic gases [89]. Among these research
activities, the production of diatomic molecules from Fermi atoms with Feshbach
resonance is of special interest and has attracted a great deal of attention. First,
this phenomenon is intrinsically an interesting one [90]; second, the phenomenon
provides unique experimental access to Bardeen-Cooper-Schrieffer (BCS)-Bose-
Einstein condensate (BEC) crossover physics [91-93]. To date, by slowly sweeping
the magnetic field through the Feshbach resonance, samples of over 10° weakly
bound molecules at temperatures of a few tens of nanokelvins have been produced
from quantum degenerate Fermi gas [91, 94-96]. The Feshbach conversion is a com-
plex process involving many fermionic atoms and bosonic molecules in a sweeping
magnetic field that crosses a resonance. The theoretical description of the conversion
efficiency as a function of the sweep rate, atomic mass, atomic density and tempera-
ture is still under development. The existing theories include the Landau-Zener (LZ)
model of two-body molecular production [22, 33, 77] and its many-body extension at
zero temperature [85, 97, 98], the phase-space density model [99], the equilibration
model [100] and the quantum statistics model [101] at finite temperatures.

Here, we consider a microscopic model that describes the conversion from
fermionic atoms to bosonic Feshbach molecules. We find that the two-body interac-
tions can affect the Feshbach conversion efficiency: the repulsive interaction between
molecules tends to enhance the conversion efficiency, whereas the other two repulsive
interactions between atoms and between atoms and molecules suppress the efficiency.
The role of the particle interactions is more significant for a narrow Feshbach reso-
nance, where—in the adiabatic limit—the combined effect of these interactions can
yield an upper limit of less than 100% on the conversion efficiency. This interaction-
suppressed conversion efficiency is essentially the same as the broken adiabaticity
induced by interaction in nonlinear LZ tunneling [2, 3].

To include all particle interactions, we extend the two-channel model in [101-104]
and write the Hamiltonian as

U U
T b a P
H = Z Exdy, o ko + <J/ + = > ) b'b+ v, Z2biptph + Vu Zak,¢a—k,¢ak’,¢a—k’,¢

v . .
Za,makob b+ g%/’; (Paray +a'y ap,b),  (5.027)

k

ab

where g, = h?k?/2m, is the kinetic energy of the atom, o =%, | denotes the two
hyperfine states of the atom, &, /2 is the molecular energy, and U, = 47 h*ay,/my, is
the interaction between molecules. Other parameters are associated with atoms and
are renormalized. With the renormalization factor A, these parameters are related to
a set of bare parameters, Uy, U, go and yy, via the standard renormalization relations
[88],
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Ua = AUOv Uab = AU17 (5128)
g =48, v =1y — (Ag5/U.). (5.129)

The renormalization factor is given by

22
L

A=+ (UO/UC))_I» l]c_l == Z
k

, 5.130
e ( )

with the cutoff momentum k. representing the inverse range of interactions [104—
106]. The bare parameters are

A h2apg ABlico
Y0 = eo(B — Bo), & = m—, (5.131)

A2 4mh2a,
Uy = M, U, = M’ (5.132)

my Mgp

where B is the applied magnetic field, which changes linearly with time at a rate
of «,, i.e., B= —a,t. By and AB are the position and width, respectively, of the
Feshbach resonance. m, and m;, = 2m, are the masses of the atoms and molecules,
respectively, and m,;, = %ma is the reduced mass of the atom-molecule interaction.
In addition, u, is the difference in magnetic moment between the two channels, and
we have assumed that the s-wave scattering length near resonance has the form a; =
apg(1 — (AB/(B — By))), with ap, being the background atomic scattering length.
The scattering lengths of the atom-molecule and molecule-molecule interactions are
denoted by a,;, and ayy,, respectively.

Due to the trapping potential in experiments, the molecular bosons are more tightly
confined in space than the fermionic atoms due to their different statistics [107]. To
show this inequality, we use V,, for the volume of fermionic atoms and V), for bosonic
molecules. We consider the zero-temperature limit, where we can consider only one
bosonic mode and ignore all possible dissipations in the system, such as the loss of
atoms by three-body collisions.

Due to the presence of an external magnetic field, the ‘spin-up’ and ‘spin-down’
states actually have a Zeeman component (h) to their energy, i.e., sx4 = & + h, &g, =
e — h. However, the total energy of the non-interacting atoms Zk’a sk,ga,t’aakqg can
be rewritten as

Z [sk(a;mam + azﬂkﬂ + h(a;TakT — altﬂkﬂ] . (5.133)
k
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In our discussion, the numbers of ‘spin-up’ atoms and ‘spin-down’ atoms are the
same. Therefore, the second term in the above expression vanishes, and we have not
included the Zeeman energy term in Eq. (5.127).

In the current experiments, the intrinsic energy width of a Feshbach resonance
is larger than the Fermi energy Er [108]; it is therefore reasonable to assume g =
¢. This approximation is called the degenerate model in [85, 97, 103] and was
verified by exact numerical calculations in [85, 97]. Here, we use this degenerate
approximation.

We proceed by introducing the following operators [85, 97]:

_ Swlap aly b+ bla aey)

L, v , (5.134)

L Zk(a;;Tafk’lb —bla_y axs) 5 135

y = N /272 , (5.135)
a a o —2b'D

L, = ke Lo , (5.136)

where N = 2b'b+ Y, | a,iaakﬁ is the total number of atoms. The Hamiltonian
(5.127) becomes

H N ) ( n 8b> NU, NUy L
= —_— E — J— J— —
4 TR Tov, T Ty,

N2 (U, 2U, U, , gV, (N
—— = - 2)a-rL —) L. (5137
16(Va+ % vb>( i (3) e 61

with the commutators

LoLl=Yp mong=-%p 5.138)
[zv x]—NLyv [zv y]—_N X (
Ly, Ly] = ]iv(l — L)1 +3L,) + O(1/N?). (5.139)

In deducing the atom-atom scattering term, we need to introduce the collective
pseudo-spin operators: 3‘2 = Zk(a,t’Tak,T + aik’ia,;w - 1)/2, St = > ali,?aik,i’
and S~ = Dk A—k, k. 1. It is straightforward to prove that §2 = 3'22 — 8, 4+ 88 is
a conservation law and that § = N /4. Combined with the conserved relation of the
total particles, N /4 =vb7b + S'Z, we can rewrite the atom-atom scattering term as
§t8™ = (1/2) Yy 0 4y k.o b'b + (N /2) — bTD.

We can obtain the Heisenberg equations for the system as follows:
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dL, &p NU, NU,,
e o) - e M)
di [8 rt2) ", T, } ’
N Ua ZUab Uh
A\ N v 1-L)Ly Lv I_Lz s 5.140
4<Va+ 7 Vb)[( IL, +L,(1 = L), (5.140)
dLy &\ NU, NUy
h—= = |2 — by e _ L
dt |: ¢ ()/—i— 2) 2V, v, ]
N(Ye g 2V U1 iy, 1,0 — L)
4 Va Va V
V2NgV,
Vi”(l L)(1+3L) + O(1/VN), (5.141)
dL.  ~2NgV,
h— = L. (5.142)
dt V%/Z

In the mean-field approximation, we replace the operators in the above equations
with their expectations, such as using (L,) for L,. However, these equations show
that the expectation values of the single operators, e.g., (L), depend not only on
themselves but also on the second-order moments, e.g., (L,Ly). Similarly, the time
evolution of the second-order moments depends on the third-order moments, and
so on. Consequently, we obtain a hierarchy of equations of motion for the expec-
tation values. To obtain a closed set of equations of motion, the hierarchy must be
truncated at some stage by approximating the Nth-order moments in terms of lower-
order moments [85, 109]. The lowest-order truncation is achieved by approximating
the second-order moments with the products of the expectation values of the corre-
sponding single operators, such as (L,L,) with (L) - (Ly). This truncation is further
justified by the following fact. In our discussion, the total number of atoms N is
large. We note that the commutators in Egs. (5.138) and (5.139) vanish and that L,,
L, and L, commute with each other in the limit of large N. In this case, one typically
applies factorization relations such as (L,L,) = (L) - (L) [110].

With the introduction of the three real numbers u, v, and w for the expectation
values of the three operators Ly, Ly, and L., respectively, and ignoring the O(1/ VN)
terms, the above Heisenberg equations become a set of mean-field equations:

d d

d—“ — —8v—2xv(l — w), —w = V2, (5.143)
T

dv 3

d_v = L—(u}— D(w + = )+8u+2xu(l —w), (5.144)
T

where
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\/_ng

= :, (5.145)
NU, NU,1 V.7/*
5= |:28—(y+%b)— - ”] a_ (5.146)
a ngVb
UV, \ NV,
X = <Ua +2Uy — ‘b/;, ) iV, (5.147)

Because of the identity w4+ = %(w —D¥(w+1), only two independent vari-
ables exist. By introducing the variable 6 = arctan(v/u), which is canonically con-
jugate to w, we obtain the classical Hamiltonian:

H =8w— x(1 —w)>+/(w— 12w+ 1) cos 6. (5.148)

These equations show that all the experimental parameters affect the system via only
two dimensionless parameters: § and x. By a trivial shift of the time origin, we can
set § = at, with

,  Amwhnay,AB ,V?
G _ DONabe 85 42 7h (5.149)
o my V2

where n = N/ V, is the mean atomic density, « is the scaled sweep rate, and 7 is the
scaled time. The nonlinear parameter yx is given by

1 3a, Va Va h?
x=g (142 )— ZRargn (5.150)
2 Apg 2a;,g A Vh V}, mauc,,AB

The Hamiltonian (5.148) has the energy unit of N‘/Z The variable w measures
the imbalance between atom pairs and molecules and varies in the range of [—1, 1],
with w = —1 corresponding to a pure molecular gas and w = 1 to a pure atomic
gas. We are interested in how many atomic pairs are converted to molecules after the
magnetic field crosses the resonance. We use wy to denote the value of w long after
the magnetic field has passed the resonance. The molecular conversion efficiency
isdefinedas T =1 —I" = (1 — wy)/2, while the fraction of unconverted atoms is
defined as I' = (1 + wy)/2.

To understand the dynamics of the Hamiltonian (5.148), we first look at the
fixed points of this system. These points can be found by setting dw/dt = du/dt =
dv/dt = 0in (5.143) and (5.144). The energies for these fixed points make up energy
levels of the system as shown in Fig.5.33. We find that the structure of these energy
levels changes dramatically as the nonlinear parameter x increases.

Consider the adiabatic evolution of the system starting from a high negative value
of § with w = 1. This condition corresponds to experiments in which the mag-
netic field sweeps slowly across the Feshbach resonance with initially no bosonic
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Fig. 5.33 Adiabatic energy levels for different interaction strengths. (a) x = 0; (b) x = xc =
\/5/4; and (c) x = 1.5. The unstable states are indicated by dashed lines (MQ and DM)

molecules. When y is small, as in Fig. 5.33a, the evolution of the system follows the
solid line, converting all fermionic atoms into molecules. However, when x exceeds
Xe = +/2/4, as in Fig.5.33c, the system finds no stable energy level to follow at a
single point M . As a result, only a fraction of the fermionic atoms are converted into
bosonic molecules.

This simple analysis is confirmed by our numerical results, which are plotted in
Fig.5.34. Because w = 1 is a fixed point when § < —«/5, we start from (w, u, v) ~
(1, 0,0) and sweep the field from § = —/2 to 200. Then, wy is recorded, and the
conversion efficiency T obtained by using the relation T = (1 — wy)/2. In Fig.5.34,
the conversion efficiency 7, i.e., the fraction of the converted fermionic atom pairs,
is drawn as a function of «. T approaches 1 as « — 0 when x < ., indicating that
all atomic pairs are converted into molecules. In contrast, when x > x., T does not
increase to 1 in the adiabatic limit « — 0. Consequently, there is an upper limit
T.a (<100%) to the conversion efficiency. Moreover, Fig.5.34 demonstrates that
positive x suppresses the conversion efficiency, whereas negative y enhances it.
Because the repulsive interaction between bosonic molecules enters x as a negative
value, this interaction enhances the conversion efficiency; the repulsive fermionic
atomic interaction and atom-molecule interaction contribute positively to x and thus
suppress the conversion.

The upper limit 7,,; on the atom-molecule conversion efficiency depends on .
This dependence can be found by examining the phase-space diagrams of our system,
asshowninFig.5.35. As § increases slowly from a large negative value, the fixed point
P3 moves up until it intersects the fixed point (w = 1, u = 0, v = 0), represented by
a dark straight line in Fig. 5.35a. This collision occurs at § = —+/2. Immediately after
the collision, the hyperbolic fixed point P3 is no longer a fixed point and becomes a
solution that evolves along the dark line in Fig. 5.35b. The dark line is given by +/2 =
x(1 —w) —+/1 +wcosh, which is found by taking E =6 = —v/2 in (5.148).
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Fig. 5.34 Conversion efficiency 7T as a function of the sweep rate « for various interactions
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Fig. 5.35 Phase spaces of the Hamiltonian (5.148). The dark line in (a) represents the fixed point
w=1,u=0,v=0.Itis a line because 0 is not defined at u = v = 0. The two fixed points on
line w = 1 in (b) are in fact the same fixed point; they are an artifact caused by the definition
6 = arctan(v/u)

As the action of this trajectory is nonzero, whereas a fixed point has zero action,
this collision of the two fixed points represents a sudden jump in action. This sud-
den jump results in a nonzero fraction of remnant atoms. As é continues to increase
slowly, the trajectory changes its shape, as shown in Fig.5.35c; however, its action
stays constant, as required by the classical adiabatic theorem [4, 33]. The action is

1 cosf4/8y*— 4fx+00529d9 f f

— 2 2
I= 1]-[ 21 4x2%— 2fx+cos Ode (5.151)
27 Jo 2x2

“f|§ ><

X >

According to the definition of the action, we have the relation / = wy + 1. Using
the relation between the conversion efficiency and the variable wy, we obtain an
upper limit on the efficiency in the adiabatic limit [86],
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8 : (5.152)

_ { 4241 Y > «/TE.
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5.6 Nonlinear Composite Adiabatic Passage

Manipulating the state of a quantum system by external fields is crucial in atomic
and molecular physics for applications such as metrology, interferometry, nuclear
magnetic resonance, quantum information processing, and the driving of chemical
reactions [111-114]. The practical implementation of quantum information process-
ing, however, requires time-dependent schemes featuring three important issues: The
driving quantum state to a target state should be achieved (i) with high fidelity, typ-
ically with an admissible error less than 107, (ii) in the shortest possible time to
prominently minimize decoherence effects, and (iii) in a robust way with respect to
the imperfect knowledge of the system or to variations in experimental parameters
[115-117].

The adiabatic passage (AP) techniques are a widely used tool for quantum state
manipulation. A variety of AP techniques have been proposed and demonstrated,
including rapid adiabatic passage, Stark-chirped rapid adiabatic passage, piecewise
adiabatic passage, and stimulated Raman adiabatic passage and its variations [118].
The techniques are robust, but in nearly all of them, the transition probability is
incomplete. Another basic approach to robust coherent control of quantum systems
is the technique of composite pulses, which is widely used in nuclear magnetic
resonance [119], in quantum optics, and in quantum information processing [120,
121]. This technique replaces the single pulse used conventionally for driving a two-
state transition by a sequence of pulses with appropriately chosen phases, which are
used as a control tool for shaping the excitation profile in a desired manner, e.g., to
make the system more robust to variations in the experimental parameters-intensities
and frequencies. The imperfections may be caused by an imprecise pulse area, an
undesirable frequency offset, or an unwanted frequency chirp [122].

To combine the advantages of adiabatic passage and composite pulse techniques
and to achieve robust and high-fidelity quantum state control, multiple optimal con-
trol approaches have been proposed [123—-126]. Among them, the composite adi-
abatic passage (CAP) technique is a powerful and flexible control tool [126] that
can deliver an extremely high fidelity of population transfer, far beyond the fault-
tolerant quantum computing benchmark. The CAP technique has been widely studied
[127] and demonstrated experimentally in a rare-earth ion-doped solid [128]. The
experimental explanation and associated theoretical discussion are limited to a lin-
ear two-level system in which the interaction between particles is ignored. However,
interest in studying the nonlinear quantum system with interparticle interaction has
been increasing. The interaction between the particles can significantly influence the
quantum transition dynamics [4, 129]. Moreover, the single-pulse duration must be
very long (i.e., an infinitely slow sweep speed) to satisfy the adiabaticity criteria.
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However, a CAP sequence contains N pulses. Hence, the total pulse duration for
CAP is N times the single-pulse duration. Under adiabatic conditions, the total pulse
duration is infinite, which is impractical (and indeed, unphysical).

In this section, we discuss the CAP and achieve high-fidelity, fast, and robust
quantum state manipulation in a nonlinear two-level system in which the level ener-
gies depend on the occupation of the levels, representing the mean-field interaction
between the particles. The influence of interparticle interaction on the CAP is demon-
strated. We show that the interaction tends to increase the number of pulse sequences,
i.e., the high-fidelity transition probability can still be achieved in a nonlinear system
as long as there exist sufficiently long composite sequences. Different from the linear
quantum system, regardless of the number of pulse sequence, the total pulse duration
is fixed for nonlinear quantum systems [130].

The nonlinear two-state system we consider is described by the following dimen-
sionless Schrodinger equation [131]:

0
iEa(t) =H(Ha(t), (5.153)
with the Hamiltonian given by
v(t) . t c A
H1) = %ax + [? + E(|az|2 — |y |2)} 6., (5.154)

wherea(t) = [a;(t), ax(¢)]” is the probability amplitudes of the two states. 6, and &,
are the Pauli matrices. y (f) and v(¢) are the energy bias and coupling strength between
the two states, respectively. ¢ is the nonlinear parameter describing the interparticle
interaction. The total probability |a;|? + |a|* is conserved and set to 1. The model
has aroused great interest in the context of theory and has important applications
in physics, for example, for describing the spin tunneling of nanomagnets [132], a
BEC in a double-well potential or in an optical lattice [133], and coupled waveguide
arrays [134].

In the linear model, i.e., ¢ = 0, the CAP method has been proposed [126], in
which the propagator of the two-state system can be parameterized by the Cayley-
Klein parameters and the single pulse driving the quantum transition is replaced by
a sequence of pulses with appropriately chosen phases. The technique allows one to
suppress the nonadiabatic oscillations in the transition probability and to reduce the
error below the 10~* quantum computation benchmark, even with simple three- and
five-pulse composite sequences. In addition, the composite phases do not depend on
the specific pulse shape and chirp as long as the latter satisfies the symmetry property.

The success of the CAP in linear systems has demonstrated its strong ability
to realize quantum manipulation [127, 128]. Keeping this in mind, for the system
(5.153) with Hamiltonian (5.154), we employ a sequence of N (N =2n+1, n is
an integer) pulses, each with a phase ¢, (k =1, 2, - - -, N), to achieve high-fidelity
quantum transition. The phase ¢y is imposed upon the driving field Rabi frequency
(coupling strength), v(¢) — v(t)e'®. For simplicity and as a first attempt toward a
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CAP protocol for nonlinear systems, the composite control phase in the linear systems
[126] is used here. Assuming that the coupling strength v(#) is an even function of
time and that the detuning y (¢) is odd, the composite phase is

b = <N+1—2L%J> V%Jzzv (5.155)

where the symbol |x] denotes the floor function. The phase sequence is symmetric,
ie., op = Pny1-, and P = py = 0.

Our goal is to show the CAP with nonlinear interparticle interaction and to consider
how the nonlinear interaction affects the CAP technique. With the emergence of non-
linearity, the transition dynamics change dramatically. In this case, the Schrodinger
equation (5.153) is no longer analytically solvable. We therefore exploit a 4—5th-order
Runge-Kutta algorithm to trace the quantum evolution numerically and to calculate
the transition probability of the system.

As an example, we consider the Allen-Eberly (AE) model assuming a sech-type
coupling strength (pulse) and a tanh-type frequency energy bias (chirp) [126],

v(t) = vosech(t/T), y(t) = atanh(¢/T), (5.156)
where vy and « are constant parameters with the dimension of frequency and T is

the pulse width.
For the linear case, the transition probability p = |ay|> = 1 — |a;|? is [126]

cosh (maT) — cos (tT,/vi — a?)

1 + cosh (wvoT)

p:

cos> (3T \/v§ — a?)
—1- N (5.157)
cosh” (57)

Forvy < «, the cosinein (5.157) is replaced by a hyperbolic cosine. A transition prob-
ability p = 1 (complete population inversion) is obtained for , /v(z) —o?T =2n+1,
withn =0, 1, 2, - - - (integer). In the adiabatic limit (vo > « > 2/T), the transition
probability also tends to unity. If « is not large enough, nonadiabatic oscillations
mediated by vy appear, and the probability is reduced. These oscillations can be sup-
pressed to any order by the CAP technique even with simple three- and five-pulse
composite sequences. Note also that all the variables here should be considered scaled
dimensionless variables. Throughout, we use T for scaling; thus, T = 1, and vy, «,
and c are in units of 1/7.

Figure 5.36 shows the final transition probability as a function of both the number
N of composite sequence pulses and the particle interaction ¢ for the AE model
with @ = 1 and vy = 1.2. The blue zones correspond to a low transition probability,
whereas red areas indicate a high transition probability. The transition dynamics are
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Fig. 5.36 (Color online) Contour plots of the transition probability as a function of composite
sequence pulses N and interaction c¢ for an AE pulse with@ = 1 and v = 1.2

strongly dependent on the nonlinear interaction. For very weak interaction, a high
transition probability can be achieved even with simple three- and five-pulse com-
posite sequences. As the nonlinear interaction grows, nonadiabatic oscillations are
significantly strengthened, and the probability is reduced dramatically. Consequently,
the high transition probability can no longer be achieved with a small number of com-
posite sequences. Interestingly, however, these oscillations can be suppressed by the
CAP technique with sufficiently long composite sequences; i.e., as long as there exist
sufficiently long composite sequences, the CAP technique can still be applied to the
nonlinear two-level system. Note that for linear systems, the total pulse duration of
the CAP is N times the single-pulse duration. However, the total pulse duration is
fixed in our nonlinear system. In all numerical simulations, the numerical time was
performed from times —100 to 100.

We calculate the transition probability as a function of the peak Rabi frequency
vo for different interaction and composite sequence pulses N; the results are shown
in Fig.5.37. Frames (a) and (b) show that a 1299-pulse CAP with interaction ¢ = 0.2
suffices to suppress the nonadiabatic oscillations below the quantum information
benchmark 10~#. Frames (c) and (d) depict the transition probability versus the peak
Rabi frequency vy for interaction ¢ = 2.0. For comparison with [126], we also plot
the transition probability as a function of the peak Rabi frequency v, for a five-pulse
sequences N = 5 with ¢ = 0 (olive dashed curve). For the linear system, even a five-
pulse sequence is sufficient to achieve extremely high fidelity with an error below
10—, For nonlinear systems, the 10~ error benchmark can still be reached, albeit
with longer sequences.
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Fig. 5.37 (Color online) Transition probability as a function of the peak Rabi frequency vy for dif-
ferent interactions [¢ = 0.2 (top) and ¢ = 2.0 (bottom)] and composite sequence pulses N. Frames
(b) and (d) show the deviations of the left profiles. The olive dashed curve represents the five-pulse
sequences N = 5 with ¢ = 0. In addition, @ = 1

To test the robustness against variations in the field parameters, we vary both o and
vo around their optimal values and calculate the fidelity. The results are summarized
in Fig.5.38, which clearly shows that CAP is extremely robust with respect to an
increase in « and vy. Furthermore, the high-fidelity region with an error below 10~
for CAP is considerably expanded relative to a single pulse. Different from the linear
quantum system, a large number of composite pulses is needed to achieve ultrahigh
fidelity in CAP in nonlinear quantum systems, and the number of pulses gradually
increases with increasing nonlinear interaction.

To further explore this peculiar phenomena, we introduce the relative phase 8 =
6, — 6, and the transition probability p = |a,|* as two canonical conjugate variables,
with a; = /T = pe™ and a, = ,/pe'® . We can then obtain an effective classical
Hamiltonian that satisfies the canonical equations, i.e., dp/dt = —0H /30, d0/dt =
d0H /dp, and

H(t) = %(1 —2p) — %(1 22 4+ w/p(l—pycos (@ + ). (5.158)

The classical Hamiltonian can describe completely the dynamic properties of the
system (5.153) [4]. In Fig. 5.39, we show the transition probability and relative phase
evolution for the AE model during CAP with and without the control phase under
different interaction and pulse sequences. In Fig.5.39a—c, we plot the trajectories
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Fig. 5.38 (Color online) Contour plots of the transition probability as a function of the peak Rabi
frequency v and chirp rate « at different interactions [¢ = 0.2 (top) and ¢ = 2.0 (bottom)] with
composite sequence pulses.aN = 1,bN = 1399, ¢ N = 1,andd N = 4799

in the phase space, the transition probability and the relative phase evolution for
various parameter values. The black triangle and the star represent the initial state
and the final state, respectively. The control phases play an important role in the
CAP technique and can significantly influence the quantum transition dynamics.
This process allows one to suppress the nonadiabatic oscillations in the transition
probability and to ensure an ultrahigh fidelity in the CAP process. In the linear case,
the CAP works for a small number of pulses, and each constituent pulse produces a
large population change but not complete inversion; the destructive interference of
the deviations ultimately drives the system to complete inversion. In contrast, in the
nonlinear quantum system, the CAP requires a large number of pulses, each of which
produces a small change in population. However, the universal composite phases are
derived from the condition that cancels the deviations from unit transfer efficiency
due to nonadiabatic effects by enforcing destructive interference of these deviations.
By directly solving the Schrodinger equation (5.153) using the same approach, we
can reproduce the above results. In contrast to the CAP technique of [126], regardless
of the number of pulse sequence, the total pulse duration is fixed. Thus, the profiles
of the pulse and chirp are different for different pulse sequences. For example, for
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Fig. 5.39 (Color online) a Trajectories in the phase space. b Transition probability as a function of
time (inset: control phase as a function of time). ¢ Relative phase as a function of time. d Sequences
of the 1299 pulse as a function of time

the 1299 pulse, the AE model reduces to the Landau-Zener model of finite duration
[see Fig. 5.39d], which causes the transition probability to exhibit oscillations without
the control phase.
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