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Preface

When light is weak, atoms and molecules absorbing it may not change their original
characters. In optical spectroscopy, an optical transition occurs from one eigenstate
to a higher-lying eigenstate of atoms and molecules. From the spectrum, we can
extract a variety of characteristic features of atoms and molecules. On the other
hand, when light becomes much stronger, atoms and molecules interacting with
such intense light fields behave in drastically different ways from those in weak
light fields.

Ultrashort and intense laser technologies have developed rapidly, and recent
investigations of atoms and molecules in such ultrashort intense laser fields have
revealed the existence of characteristic phenomena such as above-threshold ioniza-
tion, dressed-state formation, ultrafast structural deformation and ultrafast hydrogen
migration in molecules, Coulomb explosion of molecules and clusters, and high-
order harmonic and attosecond pulse generation. To better understand these phe-
nomena, which carry rich information regarding light–matter interaction, we need
to learn the fundamentals of nonlinear optical interactions, electronic structures in
atoms and molecules, and advanced techniques in laser engineering.

The emerging research field of ultrafast intense laser science has an inherently
interdisciplinary character, and the issues and phenomena being investigated may
not be taught in standard physics, chemistry, or laser engineering courses. Therefore,
in order to provide a standard basis for these newly emerging research fields, we
held a school at which world-leading researchers in ultrafast intense laser science
presented a series of lectures.

With the financial support of the JSPS (Japan Society for the Promotion of
Science) Core-to-Core Program on Ultrafast Intense Laser Science, Japan Intense
Light Field Science Society (JILS), Air Force Office of Scientific Research
(AFOSR), and Asian Office of Aerospace Research and Development (AOARD),
we held the COAST Autumn School on Ultrafast Intense Laser Science at the
University of Tokyo, Japan, during November 24–26, 2006.

At this school, a total of 14 lectures were given by 12 invited lecturers, and a total
of 32 young researchers from Canada, Germany, France, Italy, the United States,
and Japan enjoyed the opportunity to learn about research topics at the forefront of
ultrafast intense laser science.
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vi Preface

On November 24, 2006, after the opening addresses by myself, Mr. Kazunori
Higuchi (then Deputy Head, Research Cooperation Division II, International Pro-
gram department, JSPS) and Mr. Nobuhiko Shimizu (then Head, International
Affairs Division, The University of Tokyo), lectures were given by Prof. Farhad
H.M. Faisal (Bielfeld University), Prof. Kazutaka G. Nakamura (Tokyo Institute
of Technology), Prof. Jeff Squier (Colorado School of Mines), and Prof. Hidetoshi
Nakano (NTT). On the next day, Prof. Howard Reiss (American University), Prof.
Hirohiko Kono (Tohoku University), Prof. Pierre Agostini (Ohio State University),
and Prof. Fumihiko Kannari (Keio University) gave lectures. On the third day, Prof.
Gaetano Ferrante (Palermo University), Prof. Katsumi Midorikawa (RIKEN), Prof.
See Leang Chin (Laval University), and Prof. Leonida Gizzi (CNR) gave lectures.

The lectures covered a wide range of subjects in ultrafast intense laser sci-
ence such as fundamentals of atomic and molecular dynamics in intense laser
fields, experimental and theoretical approaches to controlling molecular behavior
and chemical reaction in intense laser fields, high-order harmonic generation, fila-
mentation processes, quantum emission and X-ray emission from a solid target by
the irradiation of intense laser light, and laser–matter interaction in the ultra-intense
regime.

Since the lectures were so well prepared, and the attendees evaluated the lec-
tures as very exciting and informative, we thought it appropriate to record the
topics expounded on in the Autumn School in the form of a book for the benefit
of researchers and graduate students in a variety of research fields.

In order to convey the excitement of the school, we arranged the chapters so that
the readers could feel as if they were attending the lectures at the lecture room.
Indeed, the chapters of this book are based on transcriptions of the actual lectures.

I greatly appreciate the effort and cooperation made by the invited lecturers to
turn their transcribed manuscripts into the current form. I would also like to thank
Ms. Chie Sakuta and Ms. Maki Oyamada for their help with the preparation of this
book.

Finally, I would like to thank Dr. Claus Ascheron, Physics Editor at Springer, for
kindly accepting this compilation of lectures as a volume in the Springer Series in
Chemical Physics.

Tokyo, April 2010 Kaoru Yamanouchi
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Chapter 1
Introduction to Atomic Dynamics in Intense
Light Fields

Farhad H.M. Faisal

Abstract A brief description is given of the early developments leading to the dis-
covery of some of the basic phenomena that occur during the interaction of intense
light fields with atomic systems – such as multiphoton ionization (MPI), above-
threshold ionization (ATI), and high harmonic generation (HHG). Also outlined are
the related theoretical concepts and the nonperturbative “KFR model” for interpret-
ing the phenomena. Recent observation of the breakdown of a popular “tunneling
model” (Keldysh � < 1) is noted and the role of discrete photon effects that can
account for the observed parallel momentum distribution is given. Next, the role
of e–e correlation in intense-field processes in many-electron atomic systems is
discussed. A systematic analysis of intense-field problems using the “intense-field
many-body S -matrix theory” (IMST) is outlined. To this end, the basic motivation
behind and the derivation of IMST is discussed, and its use is illustrated by appli-
cation to the problem of nonsequential double ionization (NSDI) that provided a
fully quantum analysis of the mechanism behind the NSDI process. Also discussed
is how NSDI and its opposite, sequential double ionization (SDI), can both occur in
intense fields depending, respectively, on near-infrared and ultraviolet wavelengths
of the light field used. A mechanism for multiple ionization is suggested by the
IMST diagrams, which can provide a good estimate of the known experimental
observations of the ion states vs. intensity in noble gases. Finally, an example is
given of the spatial distributions of the charge states that can be produced in the
focal region (a “flying reaction vessel”!) of an intense Ti:sapphire laser.

1.1 Introduction

This presentation has two parts and is intended as an introduction to the subject
of intense-field physics. I shall begin by briefly mentioning the historical devel-
opment of the field of intense-field physics – or intense-field science in a broader
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2 F.H.M. Faisal

sense – with an overview of the historical growth of the maximum intensities that
have been achieved in laboratories worldwide, as well as a brief description of some
early works.

In Part I, I shall consider the main ideas of the conventional perturbation the-
ory and its failure when the field becomes very strong. Several approaches towards
facing this problem will be mentioned. The mathematical aspects of the problem
as well as its physical implications will be considered. We will then discuss a sim-
ple but fruitful nonperturbative model for the intense-field processes and point out
several important nonlinear parameters that emerge naturally from it. The signifi-
cance of the so-called “single active electron” (SAE) hypothesis in single-electron
processes in intense fields will be discussed and illustrated.

In Part II, I shall consider the difficulties faced in many-body systems and the role
of e–e correlation in intense-field processes. Certain “exact” methods of solving the
problem and their difficulties will be mentioned. I shall then discuss the intense-field
many-body S-matrix theory (IMST), which provides a systematic practical approach
for tackling such problems. I shall illustrate the theory in some detail with respect to
nonsequential double ionization (NSDI), and then discuss the related phenomena.

1.2 Historical Background

In 1905, Einstein’s four famous papers were published, which included one on the
photoelectric effect and the light quantum hypothesis. This paper marked the begin-
ning of the modern era of quantum physics of light–matter interaction. Around 1931,
Maria Goeppert-Mayer hypothesized a two-photon process in which not just one
quantum but two light quanta are absorbed in “a single quantum act.” This was a
very fruitful idea since it allowed one to understand some of the earliest problems
of light–matter interaction in “intense” fields, self-consistently.

In the late 1950s, Basov and Prokhorov, in the then Soviet Union, and Townes
and Schalow, in the United States, proposed the principle of a “laser.” The first laser
was built in around 1960–1961 by Maiman, and ever since then the laser has been
used widely, among other purposes as the main source of controlled intense light
fields in a laboratory.

The first most relevant empirical finding in the development of intense-field sci-
ence was the observation of breakdown of atomic gases in air when a laser was shone
on it. The observed discharges with the optical wavelength light fields, implying
ionization of the gases, were at first puzzling to the people and seemed difficult to
understand in terms of the prevailing intuitions. This was because the laser pho-
ton energy was much lower than the ionization potentials of the gases, and the
textbook orthodoxy would not permit one to violate the Einsteinian law of pho-
toelectric effect, which said that photo-ionization occurs only if the energy of the
photon becomes greater than or at least equal to the ionization potential.

It was argued – in accordance with Einstein’s 1905 explanation of the photoelec-
tric effect – that for ionization to take place and for the K.E. law of photoelectric
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effect to apply, the photon energy could not be lesser than the threshold energy for
electron emission, i.e., the ionization potential of gases (or the work function for the
metals). After all, the light–quantum hypothesis, or the concept of discrete energy
(and momentum) of a “photon” has been one of the cornerstones of the quantum
revolution itself and must not be abandoned.

The first well-controlled experiment of ionization of atoms by optical laser pho-
tons was performed by Voronov and Delone in 1965, using a ruby laser with photons
of about 2 eV. It is of course much smaller than the ionization potentials of noble gas
atoms Ar and Xe (that are greater than 10 eV) which served as targets. They reported
not only the observation of ions but also a nonlinear dependence of the ion yields on
the laser intensity. In the same year, Hall, Branscomb, and Robinson observed the
photo-detachment effect, in which a negative ion emitted an electron by interaction
with a beam of subthreshold laser photons.

Electron detachment is similar to the ionization process, except that a residual
neutral atom is produced, instead of a residual positively charged ion, in this process.
Thus, in the photo-detachment process, the electron that leaves the atom experiences
only a short-range interaction potential with respect to the neutral atom. This is
unlike the long-range Coulomb potential of the residual ion that the ejected electron
experiences in the ionization process (Fig. 1.1).

The early available intensities of laser light were of the order of KW=cm2 or
so. In time, intensities roughly of the order of a megawatt, gigawatt, and several
TW=cm2 were produced in the laboratory and employed with ever-increasing vigor
to investigate the laser–atom interaction processes in the new domains of light inten-
sity and observed what soon become known as multiphoton processes, i.e., if one
light quanta is not sufficient to overcome the threshold, then many photons may join
to make the necessary energy and act together for the ionization process.

The higher is the field strength, and hence the higher is the interaction energy,
the greater is the probability of such joint transition processes eventually making

Fig. 1.1 A synoptic
prehistory of intense-field
processes

A SHORT PRE-HISTORY

EINSTEIN (1905)

...Light Quantum & Photoeffect.

MARIA GÖPPERT MAYER (1931)

...Virtual Absorbtion.

BASOV & PROKHOROV + TOWNES &

SCHAWLOW (1958)

...Theory of Laser.

MAIMAN (1960-1961)

...First Laser.

VORONOV & DELONE (1965)

...Multiphoton Ionization.

HALL, BRANSCOMB & ROBINSON (1965)

...Multiphoton Detachment.
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it possible to observe the signal as a breakdown of gases by multiphoton ioniza-
tion. When the laser–atom interaction energy became still higher and comparable to
the photon energy itself (in the late 1970s), new phenomena such as the so-called
“above-threshold ionization” (ATI) were observed.

In this case, electrons were found to be ejected from an atom not at a single
energy but at a sequence of energies separated by the photon energy, as predicted
theoretically earlier. In the late 1980s and early 1990s, lasers of PW=cm2 intensities
became available.

In this domain the laser field strength and the Coulomb binding forces on an
electron could be within an order of magnitude of each other. Thus, by the end
of the 1980s, intense-field processes emerged as one of the most vigorous themes
of research in atomic and molecular physics. Beyond this domain of intensity, the
ionization of a valence electron essentially becomes saturated, and dense micro-
plasmas are formed in the interaction volume. (The characteristic “atomic intensity”
is approximately 35:1 PW=cm2.)

At still higher intensities (near and above 1019 W=cm2, which are currently
available) intensity-induced relativistic motion of free electrons becomes dominant,
primarily in connection with collective plasma dynamics. Single-electron processes
such as nonlinear Thomson–Compton scattering and generation of high Compton-
harmonics can also occur. Furthermore, direct observation of processes related to
the electrons in the inner shells of atoms becomes relevant, even at a lower intensity.
For intensities above 1022 W=cm2 – which are not yet available – one may expect to
observe the effect of laser coupling with the nucleons of an atomic nucleus, opening
the door to a new field of nuclear laser science. Ultimately, at about 100,000 times
this intensity, the quantum (electromagnetic) vacuum would break down by copious
production of electron–positron pairs (Fig. 1.2).

Fig. 1.2 Historical growth of
maximum available laser
intensity shows every 5 years
an increase of intensity by
around two orders of
magnitude

Growth of Laboratory Intensity:

I = 103 W/cm2 .....(1961)

I = 106 W/cm2 .....(1965)

I = 109 W/cm2 .....(1975)

I = 1013 W/cm2 .....(1980)

I = 1016 W/cm2 .....(1987)

I = 1018 W/cm2 .....(1996)

I = 1019 W/cm2 .....(1998)

I = 1020 W/cm2 .....(2000)

I = 1021 W/cm2 .....(2003)

..........

Atomic Intensity: 3.51 × 1016 W/cm2

Relativistic Intensity: Up = I/4w2

(e.g. I ≥ 1019 W/cm2)
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1.3 Virtual Absorption

How do photons of energy less than the ionization potential ionize the atom? Maria
Goeppert-Mayer’s idea of two-photon absorption “in one quantum act” effectively
introduced the concept of a virtual absorption. Usually, for the absorption of a pho-
ton by an atom, one requires that the photon energy be equal to the difference in the
energy levels between the ground state and a real excited state. If the photon energy
does not match or “resonate” with a pair of stationary eigen-states of the atom, the
absorption cannot occur.

However, the concept of a virtual absorption implies that even if the real states
do not exist for the resonance condition to be satisfied, the electron can for a very
brief period of time (as permitted by the uncertainty principle) absorb a photon
temporarily and thus be excited to a “virtual state” – that is, a state having the energy
equal to the photon energy above the ground state of the atom. If the field is strong
enough to have a sufficient number of photons per unit volume, then the virtually
excited electron may absorb another available photon even during the very short
“lifetime” of the virtual state.

Thus, in principle, after one or more successive virtual absorptions, the elec-
tron can always reach the continuous stationary (long-lived or real) eigen-states
of the atom above the ionization threshold. Therefore, if the light field is strong
enough, i.e., the number density of photons is high enough, laser photons of any
frequency and polarization can ionize the atom by successive intermediate virtual
absorptions followed by the final transition to the real continuum states. The old
law of Einsteinian photoelectric effect is thus to be generalized as follows: if the
energy of n photons of the incident field is greater than the ionization potential Ip

of atoms or molecules (or the work-function of solid materials), photoelectrons can
be ejected with a finite kinetic energy:

K:E: D n � .photon energy/� Ip; > 0; for any integern:

The mathematical formulation of the probability of such “n-photon (or multiphoton)
ionization” phenomenon is most simply formulated by generalizing the simultane-
ous two-photon process, first treated by Goeppert-Mayer using the second-order
perturbation theory, to the nth order. The lifetimes of the virtual states are typified
by the difference-energy between a virtual state and the nearest stationary state.
They appear inversely as the energy denominators in the perturbation expressions
for the multiphoton ionization (excitation) amplitudes (see, e.g., [1], p. 120).

This frequency difference (or the detuning) corresponds typically to the inverse
of the duration of an electron in the virtual (transient or nonstationary) state. For
example, if the energy detuning is of the order of 1 eV, the lifetime of the virtual
state is of the order of 10�16 s. If it is possible to resolve in an experiment such a
short time interval, the energy in such an experiment will not be conserved to within
the uncertainty proportional to the inverse of the time interval. Thus, another way of
understanding the concept of a virtual absorption is that the real states are excited
energetically within the energy uncertainty permitted by the short lifetime of the
virtual states (Fig 1.3).
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Fig. 1.3 A schematic
diagram showing a “virtual
state” and a virtual-absorption
process

Ground state

Ionization
threshold

IP

a set of
real states
a virtual
statew

w

1.4 Generalized Fermi Golden Rule

The fundamental information for any process that the quantum theory can provide
is the probability of occurrence of the process. As we all know, one of the most
useful formulas for determining the quantum probability for any transition process
from an initial state, ji>, to a final state, jf >, due to the action of an interaction
of strength V , is given by the famous Fermi golden rule. This rule says that the
probability per unit time, or the rate, � , of the process is given by (in a.u.): � D
2�j<f jV ji>j2 � �, where � is the density of the final states. The same formula
also applies to the multiphoton transition probability, provided the first-order matrix
element<f jV ji> is replaced by the matrix element<f jT .n/ji>whereT .n/ is the
nth order generalization of V , in which the interaction occurs n times; the operator
T is often referred to as the T -matrix (T stands for “transition”).

Since the light–matter coupling strength V is proportional to the electric field
strength of the laser field, it is proportional to the nth power in the electric field, E ,
and thus, the probability of the n-photon ionization, which is proportional to the
absolute square of the amplitude, is proportional to the nth power of the laser inten-
sity I (since I D E2 (in a.u.); 1 a.u. of I corresponds to 3:5 � 1016 W=cm2). This
gives the famous In law for multiphoton ionization by the absorption of n photons,
in the perturbative regime of intensity.

The generalized Fermi golden rule, with V replaced by T , holds even for highly
nonperturbative situations, provided that the T -matrix is determined by appropri-
ate nonperturbative methods (Fig. 1.4). The only condition for the existence of a
steady “rate” of transition is that the interaction time should be long compared to
the internal period associated with the transition. We note that for very short interac-
tion times, the instantaneous transition probability, rather than the steady transition
rate, is the appropriate parameter to characterize the process.

1.5 I n Law

When plotted on a double logarithmic scale, the In law gives a straight line with
slope given by the power n. From the slope, one can thus determine the number
of photons absorbed for the process to occur, even when the threshold energy is
unknown (Fig. 1.5).
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Fig. 1.4 The Fermi golden
rule and its generalization

1
–
2

| jn–1><jn–1|

Ei – En –1
V....V

| j1><j1|

Ei – E1
V |fi >.

Transition Rate Γ = Probability per Unit Time.

Fermi Golden Rule:

Γ(1) = 2p | < ff |V |fi > |2rf

(a.u. = atomic units: e = m = h = ac = 1)
Density of final states = rf = k a.u.
Interaction V = –     E ⋅ d
.........................................................

Generalized Fermi Golden Rule:

Γ(n) = 2p | <ff |T
(n)|fi > |2rf

An Example:
n-Photon LOPT Transition Matrix Element

< ff |T
(n)|fi > = Σ(allj )  <ff |V

............................................................................

In-LAW: Γ(n) = s (n) In,
n = 1, 2, 3, ...∞,
s (n) = Generalized ‘Cross-section’.

Fig. 1.5 A schematic
diagram illustrating intensity
dependence of a perturbative
n-photon process

Ln I

Ln W(n)

In - Law

The rate divided by F n– where F D I /(photon energy) is the flux of the incident
laser photons – gives what is often called a generalized cross section, �.n/, which
is independent of intensity. It is found empirically that the atomic parameter �.n/
follows roughly the power law 10�33n (Fig. 1.6).

When the ionization data for Cs Xe, Kr, Ar, Ne, and He were plotted first by
Mainfray et al., in semi-logarithmic scales, as a function of the multiphoton order of
the process, N , the yields were found to lie on a straight line with a negative slope
of �33 (Fig. 1.7).
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Fig. 1.6 A power-law for the
generalized cross section

“10–33N-LAW”

s (N)(w ) = 10–33N [cm2N sN –1]

s (N )(w ) = ‘generalized’ cross section;

W (N ) = s (N)(w )FN = N-Photon Rate

F = I /hw  = Incident Photon Flux,

N = Threshold Photon Number.

Cs10–100

10–300

10–500

10–700

10–900

0 10

Order n

20 30
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Kr

Ar

Ne

He

Generalized Cross section:
σn (in units of cm2n secn–1)

n photon
ionization rate
W(n) = σn In (sec–1)

σn

Fig. 1.7 Example of a “�33N” power law for generalized cross sections (suggested by Mainfray
and collaborators)

1.6 Above-Threshold Ionization

Before 1979, the experiments on the multiphoton ionization processes were done
by collecting only the ions. The first fully controlled experiment to detect the
ejected electrons themselves was performed in that year by Agostini et al. [2], who
discovered a second electron peak above the usual photoelectron peak nearer to
the threshold. The latter peak corresponded to the lowest nonvanishing order (the
minimum order) multiphoton ionization process.

The extra peak that appeared precisely at one photon energy above the first
peak was dubbed above-threshold ionization, or ATI peak (by Sacley physicists
Gontier and Trahin) who attempted a perturbation theoretical interpretation of the
phenomenon. Soon after that a complete sequence of peaks in the atomic contin-
uum were observed by the FOM-Amsterdam group. Subsequently, the Bell Labs
group discovered the so-called “Freeman-resonances” associated with them. The
latter is another intense-field phenomenon that arises from a laser intensity-induced
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intermediate resonance into which an initially virtual state moves into resonance
with a real (Rydberg) state of the atom by dynamic Stark shift.

Since its first observation, the ATI process became one of the most ubiquitous
intense-field phenomena to be investigated in the laboratory and analyzed theoret-
ically. It has remained an attractive research topic for nearly three decades now.
Originally it was thought to arise from the inverse-Bremsstrahung process in which
an already free electron (e.g., at the first peak) absorbs an extra photon. (This is
opposite of the process of emission of a photon by a free electron in the usual
Bremsstrahlung process.) The early nonperturbative models, later to become well
known as the strong-field “KFR model” [3–5], already predicted the emission of
electrons from a bound state, with a sequence of kinetic energy separated by the pho-
ton energy, by direct absorption of an arbitrary number of photons from an intense
laser field (Fig. 1.8).

This model implied that the energy of the electron was absorbed directly from the
bound state, since the distribution of momentum of the bound electron in the field
of the atomic nucleus could supply the momentum change required in the transition
process (much more efficiently than a free electron), while only the energy conser-
vation could be satisfied in the process by the (dipole) photons. The KFR theory
also predicted that during the process the threshold of ionization would be shifted
upward by what is now popularly known as the ponderomotive energy Up.

This led to the new threshold law of intense-field ionization (ATI):

K:E: D Œn � .photon energy/� �Ip C Up
�
� > 0; for all integers n:

The predicted threshold-shift by Up initially remained undetected, but eventually it
was observed when the laser pulse durations became sufficiently short (e.g., picosec-
ond), that unmasked the compensating effect of the ponderomotive acceleration in
a long pulse (e.g., nanosecond), as clarified by Muller and others.

A characteristic feature of ATI is that the intensities of many successive peaks
with increasing n are about the same order of magnitude (Fig. 1.9). This qualitative
feature of ATI is indicative of its highly nonlinear nature, very unlike the In law.
The latter is now known to be valid only for weak-field multiphoton processes.

Another remarkable phenomenon that was observed in the second half of the
1980s was high harmonic generation (HHG) (Fig. 1.10). A simple quantum picture
of the process is the idea of “fusion” of many identical photons into a single photon
of an enhanced energy. This might sound surprising at first since photons do not
interact with one another and hence cannot “fuse” on their own. But, in an intense
laser field, a bound electron can absorb many photons, and can be excited into ener-
getic states with n� (the photon energy), and return to the same bound state by
emitting a single photon of precisely the same excitation energy. The frequency of
the emitted photon is then a harmonic of the laser frequency.

Note that in the HHG process, the active electron does not change its state and
acts only as a “catalyst” of the process. The HHG process was soon observed in a
number of laboratories in Saclay, Chicago, and Amsterdam, approximately about
the same time.
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Fig. 1.8 Schematic diagram
of multiphoton ionization
(left) and above-threshold
ionization (right)
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Fig. 1.9 A sequence of well-developed ATI spectra observed by Kruit and coworkers [6]
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Fig. 1.10 A schematic diagram defining high harmonic generation (HHG)

According to the perturbation theory, the yield of the nth harmonic should
change as the nth power of intensity I , since n laser photons are absorbed (and
1 spontaneously created photon is emitted) in the process.

However, the intensity of the observed peaks for high-order harmonics exhibited
a region of a plateau with comarable strengths for the different order harmonics and
beyond it a sharp cut-off appeared (Fig. 1.11).

These properties were subsequently well understood from the now well-known
Lewenstein model [7] developed on the basis of the strong-field KFR-ansatz.

1.7 The Volkov State and KFR-Theory

One of the building blocks of intense-field theories, specifically the S -matrix the-
ories, in which the KFR model of ionization is the simplest example, is the wave
function of a free electron in an intense electromagnetic field. First, we consider
classically an electron interacting with a plane wave electromagnetic field. By apply-
ing Newton’s classical equation of motion, one easily obtains a trajectory exhibiting
a simple sinusoidal motion with a drift. The electron drifts along a straight line if
there are no forces other than that from the electromagnetic field; however, the pres-
ence of the nuclear center may make the straight trajectory to bend into a curved one.
Typically, an electron rapidly oscillates at the laser frequency with the maximum
amplitude called the quiver radius of the electron (see Fig. 1.12).

The plane wave solution of the Schrödinger equation (in the dipole approxima-
tion) for an electron in an electromagnetic field is widely known as the (nonrela-
tivistic) Volkov solution (see Figs. 1.13 and 1.14), and is the quantum counterpart
of the classical trajectory mentioned above. In this state, the electron has a wave
vector k and an entire sequence of virtual energies, above and below its initial
energy, separated by the photon energy. It oscillates in both space and time. The
normalized amplitudes are given by the generalized Bessel functions. They depend
on two parameters, namely, the quiver radius, and an energy parameter, called the
ponderomotive energy,Up, that is associated with the mean energy of the oscillation
of the quivering electron.



12 F.H.M. Faisal

Fig. 1.11 A spectrum HHG
obtained by Ferray and
coworkers [8]
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Fig. 1.12 A schematic
diagram showing a classical
free-electron trajectory in a
laser field and the quiver
radius
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A free electron in a light field: (classical)

Note that the initial energy is enhanced or reduced, not only by the multiple of
the photon energy, but also by Up. Thus, when the field is applied, the energy of the
free electron develops into a Volkov spectrum of virtual energy (Fig. 1.14), and the
rapid transitions among them correspond to the classical oscillations associated with
the quiver motion. A free electron cannot really emit or absorb a photon by itself,
since it cannot simultaneously satisfy the energy–momentum conservation condi-
tion. Therefore, the Volkov spectrum of the electron is entirely virtual. However, in
the ATI process these virtual states become really occupied by the electron when
the energy–momentum conditions are satisfied through the available distribution of
momentum of the initial bound state, due to the presence of a third body, i.e., the
atomic nucleus.
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Fig. 1.13 Volkov wave
function with nonlinear
parameters

Volkov Wavefunction:

(D.V.Wolkow, Z.Phys., 94, 240 (1935)
-----------------------------------------------------------------
  

Ψk(r, t) = ∑n e–i(E+nhω+Up)t/h Jn (k.α0;Up/2hω) eik.r

-----------------------------------------------------------------
E = h2κ2/2m = free energy; k = wave vector
UP = e2E0

2/4mω2 = quiver energy
α0 = eE0/mω2 = quiver radius
E0 = peak field strength

-----------------------------------------------------------------

Jn(a, b) = ∑m Jn+2m(a)Jm(b)

= generalized Bessel function of two arguments

      a = k.α0  ;   b = Up/2hω

Fig. 1.14 Volkov energy
spectrum

Distribution of Energy of a Free Electron in a
Laser Field
------------------------------------------------------------------------------

 (Energy levels)           (probability)
              .                          
              . 
              .
   E+UP+6hω,           J6

2(a, b)
   E+UP+5hω,           J5

2(a, b)
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2(a, b)
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2(a, b)
   E+UP+2hω,           J2

2(a, b)
   E+UP+1hω,           J1

2(a, b)
   E+UP+0hw,           J0

2(a, b)
   E+UP–1hω,           J–1

2(a, b)
   E+UP–2hω,           J–2

2(a, b)
   E+UP–3hω,           J–3

2(a, b)
   E+UP–4hω,           J–4

2(a, b)
   E+UP–5hω,           J–5

2(a, b)
   E+UP–6hω,           J–6

2(a, b)

The first-order KFR amplitude for ionization is essentially the matrix element of
the laser–atom interaction between the initial unperturbed bound state and the final
Volkov state of the electron. The four factors that appear in the simple ionization
rate formula (see Fig. 1.15) describe the essential physical ingredients needed for
the ATI process to occur: (1) the initial momentum distribution, (2) the probability
of occupying the nth Volkov state, (3) the amount of the energy transferred to the
electron from the field, and (4) the density of the final continuum states.

Note in passing that it provides a good example of the generalized Fermi golden
rule, where the T .n/-matrix can easily be identified by a comparison; it depends on
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KFR-Model

Probability of N-photon transition to the
continuum (in a.u., e = h = m =1):

[L.V.Kedysh, Zh.Ekps.Theor. Phys. 47,1945 (1964); JETP 20,1307 (1965)
 F.H.M.Faisal, J.Phys. B5, L89 (1973)
 H.R.Reiss, Phys.Rev. A22, 1986 (1980)]

dW(N)/dΩ = 2π |(Nω – Up) JN(α0.k; Up / 2ω) φi(k)|2 k 

Nω = EB+Up+k2/2,

EB = binding energy,

k2/2 = kinetic energy,

Up = I/4ω2  = ‘quiver energy’ = poderomotive energy,

α0 = I1/2/ω2  = ‘quiver radius’,

φi(k) = Fourier transform of the initial state.

JN(a; b) = Sm Jn+2 m(a)Jm(b) = generalized Bessel function
       of two arguments,

(a.u)

Fig. 1.15 First-order KFR-rate formula for ionization

the field parameters through the generalized Bessel function, which is a highly non-
linear function of the laser field intensity and frequency. Note also that the ionization
threshold is lifted by an amount equal to the ponderomotive energy Up, so that, in
intense fields, the Einsteinian photoelectric equation, which determines the kinetic
energy of the ejected electron, is as discussed already by: K:E: D n� (photon
energy) – Ip � Up – a formula which has been amply confirmed experimentally.

Figure 1.16 shows schematically the physical contents of this KFR model. We
note that the unperturbed threshold shifts upward by Up. Therefore, in the case
illustrated, it is necessary to absorb more than ten photons for the ionization to
occur, although, in a very weak field, when Up is negligible, the absorption of
only eight photons would be sufficient for the ionization to occur. In other words,
in a sufficiently strong field the lower order channels for the ionization could be
closed by the ponderomotive shift of the threshold – this phenomenon is known as
channel-closing; its evidence can be seen already in the earliest fully developed ATI
spectra, taken for a sequence of intensities by the FOM-Amsterdam group in 1981
(see Fig. 1.9).
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Fig. 1.16 A schematic diagram illustrating the KFR model of ionization, with ponderomotive
potential (shift Up), ATI, and HHG

Fig. 1.17 Schrödinger
evolution of ATI in
space–time U.
Schwengelbeck and F.H.M.
Faisal [9]
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Figure 1.17 shows the temporal evolution of the ATI process generated by a direct
simulation, in which the probability wave for the ejected electron is plotted along
the polarization direction x in units of Bohr radius and along the evolution time
axis, t , in units of the laser cycles (vertical axis).

We observe that from a sharp initial distribution at t D 0, it quickly evolves into a
complex distribution. After this, the wave packet is seen to split into discernible mul-
tiple wavelets with independent moving crests. We observe here a purely quantum
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evolution that emerges into a number of linear classical-like crest-trajectories, each
of which is moving with a constant velocity.

In fact, from the slope of the line followed by the crest of a subwave one can
easily determine the corresponding asymptotic electron velocity. This velocity also
gives the energy of an ATI peak. This can be verified from the inset that shows the
ATI spectrum computed directly from the entire wave packet seen in the figure. The
one-to-one correspondence between the crest velocities and the ATI peak positions
is evident.

1.8 High Harmonic Generation

Figure 1.16 illustrating the KFR-model suggests another interesting and impor-
tant process, namely the HHG in intense fields. Suppose that the bound electron
absorbs seventeen photons as in the illustrative figure and attains the corresponding
excitation energy in the continuum; then it may either leave the atom, resulting in
ionization, or it may emit a single photon of exactly the same energy as the excita-
tion energy and go back to the initial bound state. In the latter case, the frequency of
the emitted photon would be the seventeenth harmonic of the laser frequency.

This idea of HHG was proposed first in connection with the electrons that emerge
at the ATI peaks, by Shore and Knight in 1987 [10]; it was soon observed experi-
mentally by a number of groups, as noted above. As one can see from the figure,
the HHG process can occur from virtual excitations to both above and below the
ionization threshold, and indeed the lower harmonics may arise only from the latter
condition, without requiring the presence of the ATI electrons as such, and in fact
the above-threshold harmonics compete with the ATI.

1.9 Why Only Odd Harmonics?

One of the characteristic features of the high-order harmonic generation from atoms
with linear polarization of light is that only the odd harmonics were found to be
present in the experimental spectra, i.e., no even harmonics were observed at all.
This we show is due to the following four general factors, (1) conservation of parity
in electrodynamics, (2) central-symmetry of atoms, (3) a given parity of the ground
state, and (4) the odd parity of the dipole interaction.

The nth harmonic emission is associated with the net absorption of n laser pho-
tons and emission of one harmonic photon. Therefore, the net change of parity must
be .�1/nC1. This must match the change of parity between the initial and the final
states in the transition. For the coherent HHG process the final state must be the
same as the initial state, and therefore no change of parity: .�1/0 D 1. Thus, for the
nth harmonic to be emitted one requires .�1/nC1 D 1, and hence n D odd, q.e.d.
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Corollary 1. If the initial state is a mixed-parity state, both odd and even order
parity changes would be allowed in the transition (from the mixed-parity initial
state to itself) and therefore, simultaneous emissions of both odd and even order
harmonics would be permitted.

One way to create a mixed-parity initial state is to use a static electric field. A
better way is perhaps to introduce a second laser field with a frequency that is tuned
to be resonant or near resonant with an optical transition, to couple a pair of bound
states of different parity, before applying the probe pulse for generating the HHG
signal. This mixed-parity state can generate harmonics of both odd and even orders
simultaneously.

How can one evaluate the probability of HHG radiation? A useful theory of HHG
that gives the relative strengths and many other properties of the generated high
harmonics has been developed by Lewenstein et al. [7] who employed the strong-
field KFR-ansatz to obtain the expectation value of the dipole operator. The intensity
of the nth harmonic signal is calculated from the popular semi-classical rule that the
strength of the harmonic is proportional to the nth Fourier transform of the dipole
expectation value.

We point out in passing that a subject of much current research interest is to
observe the electronic motions in atoms and molecules. One way to do so is to
couple initially two different (or more) electronic states by a short “pump pulse,”
next to apply an attosecond “probe pulse,” after a delay �t , and monitor the HHG
signal as a function of �t , to track the electronic motion.

1.10 Tests for the KFR-Model via the Floquet Theory
and Experiments

In view of its usefulness, it is worthwhile to test the consequences of the KFR-
Ansatz against possible “exact” calculations and/or experimental data. For example,
to test the KFR model for ionization, we may compare the total ionization rate given
by this model with the ionization rate of the hydrogen atom, obtained from the
“exact” Floquet calculation.

The Floquet method assumes that the laser field be a periodic function of time
with the periodicity of the laser cycle. According to the Floquet theorem, the solu-
tion of the Schrödinger partial differential equation can be generally expanded as
a Fourier series in time with a Floquet characteristic exponent E , which need not
be (and generally is not) commensurate with a multiple of the photon energy (see,
e.g., [1]).

The characteristic exponent is essentially the perturbed energy, often called the
quasi-energy of the atomic system in the presence of the laser interaction. Its dif-
ference with the unperturbed energy is a good measure of the so-called light shift,
which is also known as the AC Stark shift, �E D E.I / � E.0/, where the Floquet
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quasi-energy E D E.I / is a function of the light field intensity, I , and E.0/
corresponds to the unperturbed or bare energy of the atomic state.

The usefulness of Floquet transformation lies in the fact that one can use a
discrete, hence countable, Fourier expansion of the solutions with a quasi-energy
exponent, rather than a Fourier integral transformation, which is continuous, and
hence, nondenumerable. A Floquet expansion can thus convert the time-dependent
Schrödinger equation of the periodic Hamiltonian system into a set of coupled
stationary (time-independent) equations. The practical advantage of the Floquet
method is the greatest when the photon energy is comparable with the typical elec-
tron energy or larger. Otherwise, in an intense field, the number of relevant Fourier
components in the wave function would be too many to calculate, without loss of
significant accuracy.

Before comparing the KFR ionization rates with the Floquet rates for an H atom,
we note that the KFR model is directly applicable to the case of short-range poten-
tials where there is no asymptotic Coulomb potential, as in a photo-detachment
process. For the ionization problem in intense fields, one needs also to account for
the joint effect of the Coulomb and the laser interactions in the final Volkov state.
This can be crudely but simply accounted for by a WKB-type correction, which
gives a simple multiplicative correction factor to the ionization rate (see, e.g., [11]).

The Floquet rates show (see Fig. 1.18, upper dotted line) certain peaks that are
associated with the Freeman resonances mentioned earlier, superimposed on the
relatively smooth variation of the ionization rate with the light field intensity. There
are also certain rather sharp, cusp-like, changes of slopes at certain intensities. These
are the signature of the channel-closing effect on the total rate, due to the upward
shift of the ionization threshold by the ponderomotive potential.

It can be seen from the comparison in the figure that over the wide range of
laser field strengths, the Coulomb-corrected KFR rate is in good agreement with the
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Fig. 1.18 Ionization of H atom vs. intensity. Comparison of Coulomb-corrected KFR rates (solid
line) with “exact” Floquet rates (upper dotted line). Plane-wave KFR rates (lower dotted line) [12].
(For more details, see references cited in [11].)
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Floquet rates when the effect of the resonances are averaged out. Note that the KFR
rates do not wash out the effect of the channel-closing phenomenon.

Regarding the experimental data of ionization of atoms in intense laser fields,
we first note that an extensive set of experimental data is available covering a wide
range of intensities for different polarizations and wavelengths. The ionization rates
given by the KFR model have been compared with 36 different sets of experimen-
tal data for the ionization yields for various noble gases, including He, and were
found to fit well [12]. In a figure there we show an example for the theoretical yields
calculated from the rate equation for ionization with basic rates given by the KFR
model, in which Gaussian space–time laser pulse profiles was adopted that mimic
the laser pulses used in the experiments with the yields that have been experimen-
tally obtained for the ionization of Xe at the wavelengths of 586, 800, and 1053 nm.
Note that the resonances that were found to be present in a typical Floquet calcu-
lation of the ionization rates mentioned earlier, seem to be smoothed out in both of
the experimental (and the theoretical KFR yields) because of the averaging over the
various intensities that are present in the space-time profile of the laser pulse.

As the last topic of this first part of the presentation, I shall very briefly discuss
the limiting quasi-static case of tunneling, when the intensity becomes sufficiently
high and the frequency becomes very low. If the frequency should approach zero,
then, clearly, the electric field of light would be a static electric field. Quantum-
mechanical study of ionization of atoms in a static electric filed has a long history
starting with the work by Oppenheimer, followed by a large number of researchers
(cf., e.g., [11]).

Keldysh [3–5] was the first to consider the ionization rate when an intense light
field approached the static limit. He showed that the ionization rate in an intense
field in the low-frequency limit is essentially given by the static field formula with
the characteristic nonanalytic field dependence in the exponent, which is typical of
the tunneling phenomena, and he found that the first correction due to the finite
frequency is rather small in the tunnel regime, i.e., the now well-known Keldysh
parameter � D p

.Ip=4Up/ < 1.
We note here, parenthetically, that the above condition is necessary for tunneling,

but is not sufficient. A condition for a proper tunnel regime that is both necessary and
sufficient is: no > 1=� > 1; where no is the minimum number of photons required
to overcome the threshold energy; when the second inequality is not obeyed one has
the well-known “multiphoton-regime”, and when the first inequality is violated one
has above-the-barrier ionization.

The usefulness of the tunneling formula for low-frequency intense-field pro-
cesses has been investigated experimentally by Corkum et al. [13, 14] and others.
Some recent high-resolution momentum and energy measurements indicate that
even in the tunneling domain, quantum remnants of the discrete photon character
of the light field are present.

We may point out that the limiting procedure of replacing the discrete sum over
the allowed photon numbers by a continuous integration, might result in the smooth
Gaussian variation in the momentum dependence of the discrete photon absorp-
tion rates at the tunneling regime, and that this turns out to be is too drastic for
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Fig. 1.19 Breakdown of the tunnel model for � < 1. Discrete photon signatures (quantum rem-
nants) showing a central minimum with a two-horn distribution for the parallel momentum (in
place of a smooth Gaussian with a central maximum predicted by the tunneling model) has recently
been observed [15, 16] and interpreted [17] (courtesy, R. Moshammer)

determining the momentum (and energy) distributions even at the tunneling limit,
� D p

.Ip=4Up/ < 1.
In fact when the discrete sums over the photon numbers are properly accounted

for, and the Coulomb effect is included, all the discrete structures reappear, sig-
naling the breakdown of the Gaussian momentum distribution predicted by tunnel
ionization model. Thus, in high-resolution experiments [15, 16] one obtains instead
the double-horn central distribution with many side peaks along the flanks [17] (see
Fig. 1.19).

1.11 Many-Electron Atomic Systems in Intense Light Fields

In this second part of my presentation, I shall discuss how we approach more
complex problems involving many-electron systems subjected to intense laser fields.

Analysis of such problems may require addressing the following two effects
simultaneously: (1) many-body correlation effect, and (2) nonperturbative field
effect. As a matter of fact, all systems, except the hydrogenic or a one-electron
system, require us to account for both of them together. However, in the pro-
cesses involving single-electron excitation or ionization of many-body systems, an
approximate simplicity can occur.

Such a process is dominated by coupling of the radiation field to an active elec-
tron of the system. This leads to the so-called single active electron (SAE) ansatz,
according to which the active electron moves in its own effective potential and
is affected independently of the other electrons by the field. This ansatz has been
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successfully employed in analyzing many single-electron processes in intense laser
fields, such as single-ionization and high-order harmonic generation from atoms
and molecules. Why is this possible? The reason behind this is that the fundamental
light–matter interaction operator is a sum of independent one-electron operators:

V .t/ D
X

.i D 1; N / Œ�eE .t/ � r .i/� ;

where E.t/ is the electric field strength and N is the number of electrons. This
is true even without the dipole approximation, as can be easily seen from the
interaction in the minimal coupling Coulomb gauge (e.g., [1]):

V .t/ D
X

.i D 1; N / Œe=mcA .r.i/; t / �p .i/C e2=2mc2 A .r.i/; t/�;

where A.r.i/; t/ is the vector potential at the position r.i/, and p.i/ is the momen-
tum operator of the i th electron. This is why a light field influences the electrons
primarily independently. However, the presence of the e–e correlation (Coulomb
interaction between all pairs of electrons) can and does couple the electrons along
with the interactions of the light field and the individual electrons. This can even be
dominant, under special circumstances, for two-(or many-)electron processes, e.g.,
in the process of so-called nonsequential double-ionization of noble gas atoms in
intense near-infrared laser fields, as we discuss below.

Several possible approaches can be taken to face the general challenge posed by
the interaction of intense laser light with many-electron systems when the correla-
tion effect cannot be ruled out a priori. These include direct simulation of the total
wave packet of the many-electron Schrödinger equation. For one-electron processes
in the SAE ansatz [18], this approach has been very successful in the past. Since,
in that case, the problem reduces to the direct numerical solution (simulation) of
a 3D partial differential equation, and this can now be routinely performed. It has
the merit of offering an “exact” evolution of the total wave packet in the laser field,
which contains all possible information about the behavior of the system. However,
to perform an equally “exact” simulation beyond a few-electron system (say, a three-
electron atom, requiring a 9D space–time simulation in a linearly polarized field) is
currently hardly possible due to the limitations of the fastest/largest available com-
puters. Nevertheless, interesting progress has been made recently for two-electron
systems (in 6D simulations by Taylor and coworkers [19] or by reduction to four
dimensions [20]).

An alternative to direct simulation is an extension of the Floquet R-matrix
approach [21] from the current one electron ionization problem to the two-electron
ionization problem. However, the Floquet method for the double ionization is dif-
ficult to implement for the low-frequency and high-intensity, e.g., for the currently
available intense infrared Ti-sapphire laser fields (e.g., 800 nm, I D 5 PW=cm2). In
this case, the presence of a large number of photon blocks and the double-ionization
partial continua would have to be treated properly. Going to many-electron pro-
cesses (e.g., multiple ionization) would be impractical at present.
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The exact solutions are always important (whenever feasible). Nevertheless, the
insights gained into various types of processes by approximate means are often very
useful. What is needed is to develop a systematic approximation method, wherein
problems are not attempted to be solved “exactly”; instead, attempts are made to
extract step-by-step as much information as may be needed to understand a mech-
anism behind a process, or phenomena, of interest, albeit by testing the outcome,
whenever possible, against the available experimental data, or by predicting new
phenomena and effects, which could be tested subsequently in the laboratory. Such
an approach is given by the IMST [22, 23], which we shall discuss next.

1.12 Intense-Field Processes in Many-Body Systems

The development and applications of the IMST is reviewed recently [11]. Here, we
may first note that in the last several years it has been fruitfully applied to a series
of problems, such as NSDI [24–26], correlated momentum distribution [27, 28]
and coincident energy distribution [29, 30], multiple ionization of noble gas atoms
[31–33], two-slit interference phenomena and suppressed ionization of molecules
[34], many-fold ionization to high-charge states of fullerenes [35], inelastic vibronic
ionization [36, 37], adiabatic alignment of molecules [38, 39], dynamic HHG from
coherently rotating molecules [40], etc. I shall introduce the IMST approach, and
illustrate the use of this versatile method, by discussing its application to the dou-
ble ionization of He, a system that has been studied extensively experimentally, and
interpreted quantum-mechanically by IMST.

1.13 Correlations: Static and Dynamic

In the context of double ionization we shall be concerned with the effect of e–e cor-
relation on intense-field dynamics. It is this e–e or Coulomb correlation that makes
all electronic systems such as complex atoms and molecules “nonseparable,” and
hence difficult to tackle genuine quantum many-body systems.

We note in passing that in two- or many-body quantum systems there is another
correlation present. For example, when two particles are in an entangled state, there
need not be any electron–electron or any kind of interaction at all, and yet the two
particles would behave as correlated. Indeed, they may, under free motion, remain
so correlated for an arbitrary separation between them! The electron–electron cor-
relation can be static or dynamic. An example of a static correlation effect can be
seen if one computes the ground-state energy of a helium atom, and finds that there
is a contribution coming from the e–e interaction, which can be small compared
to the total energy. Another example is the polarizability of an atom or a molecule,
which also arises from the e–e correlation. These static effects of the e–e correlation
appear in the stationary states, e.g., in the ground state, of the system.
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However, there is another class of effects of the e–e correlation, called the
dynamic correlation, which appears in short-lived or transient virtual states of the
system, e.g., in the doubly or multiply excited states of atoms in the real continua,
or in the virtual excited states. It becomes active during the interaction of the system
with external perturbations, e.g., with intense laser fields, and manifests itself by
influencing the outcome in the finally observed channel(s).

1.14 Intense-Field Many-Body S -Matrix Theory

Before we apply the IMST to the concrete illustrative case, we shall briefly moti-
vate the approach itself, indicate its derivation, and point out some of its particular
advantages. Heisenberg introduced the S -matrix in 1943. Wheeler had considered
a similar idea before that. Heisenberg, in line with his early philosophy of sticking
only to observable quantities for the formulation physical theories, considered a typ-
ical experimental measurement as a transition process, in which a system is at first
“prepared” in an initial state, jin>. Then a certain interaction is brought to bear on
it that transforms, or “scatters,” the initial state of the system into all possible states.
This is described by a transformation or “scattering operator” S . Then, finally, the
system is “detected” in an outgoing state, <outj. This completes the basic experi-
ment, which is repeated many times to determine the probability of the occurrence
of a specific transition process.

Theoretically, the probability amplitude for the process is to be given by the
matrix element of the operator S taken between the “in” and the “out” states,
i.e., by <outjS jin>. The question is what is the true S? Despite many attempts
by many researchers over decades, a complete specification of the “S -matrix,”
using the fundamental invariance principles, causality, analyticity and other require-
ments, S could not be determined completely, without knowing the system more
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specifically, e.g., by knowing the Hamiltonian of the system or the equations of the
motions.

For our purpose, we shall derive it from the Schrödinger equation of the many-
body atomic or molecular systems interacting with intense laser fields. The mathe-
matical form S is formally hardly more transparent than an engineer’s “black box”
that is connected to an externally accessible “input” and “output” channels. How-
ever, one can use Feynman-like diagrams to “visualize” the processes that go on
inside it! It turns out that the S -matrix formulation, e.g., IMST (see Fig. 1.20),
together with the Feynman-like diagrams it generates, can provide not only a quan-
titative estimate of the probability of a transition process of interest, but also it can
help to intuitively understand the significant “mechanisms” that might lay behind a
process.

Consider a general reaction process, A C BC C V.i/ ! AB C C C V.f /, in
which the atoms or the molecules are initially “prepared” in a stationary state of the
unperturbed “reference” Hamiltonian of the “reactants” .AC BC/, and it is finally
“detected” in a state of the reference Hamiltonian of the “products” .ACC B/.

In general, these reference Hamiltonians in the initial and the final states are
not the same. The usual perturbation expansion of the transition amplitude, which
depends only on one of these interactions, (e.g., the standard Dirac or Dyson pertur-
bation series developed with respect to the power of V.i/ or the initial interaction)
is highly inconvenient for calculating the transition amplitude for the final prod-
uct state, since the two reference Hamiltonians are different, and hence, should be
modified. IMST effectively provides a systematic method for generating the mod-
ified series that also covers such processes as well. The mathematical procedure
for constructing the IMST series is to partition the total Hamiltonian of the sys-
tem, independent of whether it is a stationary or a time-dependent Hamiltonian, in
three different ways: (1) an initial partition of the total Hamiltonian as a sum of
the initial reference Hamiltonian and the initial interaction, (2) a final partition as
a sum of the final reference Hamiltonian and the final interaction, and (3) an inter-
mediate partition with an intermediate reference Hamiltonian and an intermediate
interaction.

Of course, all the three partitions add up to the same total Hamiltonian, but they
separately account for the relevant interactions and the states, that is, the interactions
in the initial and in the final states, as well as, in the potentially dominant interme-
diate states (variously known as the doorway, virtual fragment, or transition states).
In fact, the IMST accounts for all the three factors simultaneously and in a system-
atic way. It provides not only a method of calculation of the transition probability
of interest, but it also opens up the possibility of investigating, and testing in a sys-
tematic way, various “mechanisms” that may be considered a priori or intuitively as
those governing the complex process.

To be concrete, we consider here an atom or a molecule interacting with a laser
field, for example, a He atom in an intense Ti-sapphire laser pulse. Initially there
is no interaction and the He atom will be in the ground state. If it is being ion-
ized in the presence of the intense pulse, the final state would be more like two
Volkov electrons, rather than an eigenstate of the neutral He atom. Therefore, the
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final reference Hamiltonian is now different from the initial reference Hamiltonian,
and hence, the need for the two different partitions arise, which take care of the two
different reference Hamiltonians and the end-interactions. Furthermore, the passage
to the double ionization might be through the set of doorway states in which there
is one virtually ionized Volkov electron and a virtually occupied ionic electron of
HeC; clearly, such a set of product eigenstates does not belong either to the initial
or to the final reference Hamiltonians.

If you expand the integral equation for the Schrödinger equation in terms of
only the initial interaction with the help of the initial reference Green’s function,
you get the traditional “prior” expansion of the S -matrix in a perturbation series,
which emphasizes the initial interaction and the initial reference Hamiltonian in the
intermediate states. Similarly, an expansion using the final interaction and the final
reference Green’s function generates the so-called “post” expansion of the S -matrix,
which emphasizes the final interaction and final Green’s function in the intermedi-
ate states (see Fig. 1.21). Obviously neither of them can take account of both the
interactions on equal footing in the end states, nor can they account for the virtual
doorway states of the third kind mentioned above except perhaps by evaluating the
series, if at all, to infinite orders! IMST overcomes such difficulties in a simple and
systematic way, as shown below.

First, an integral equation is constructed from the Schrödinger equation using
the total Green’s function or propagator. This gives a time-dependent version of the
stationary Lippmann–Schwinger equation, well known in the stationary S -matrix
theory [41]. Second, the total Green’s function is expressed in terms of the initial
Green’s function, the initial interaction, and itself. Third, the total Green’s function
is expressed, but now in terms of the final Green’s function, the final interaction,
and itself. This gives formally a closed form (two terms) expression for the total
wave function, in which the total Green’s function appears in the middle of the
second term. Finally, the total Green’s function in the middle of the second term is
expanded for the third time, now in terms of the intermediate Green’s function and
the intermediate interaction in an infinite series. This gives a systematic expansion
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of the IMST wave function of the total system, in which all the above-mentioned
crucial interactions and propagators appear systematically in the appropriate places.

Note that the initial state and interaction are present on the extreme right-hand
side. And the projection to any states of the final reference Hamiltonian from the
left-hand side can be done, to obtain the desired S -matrix element, now most con-
veniently by extracting the corresponding single term from the final state Green’s
function through ortho-normality alone. The door-way propagator appears from the
second leading term onwards. The result is the expansion of the desired transition
amplitude within the IMST (Fig. 1.21).

In view of its structure, it is clear that the IMST series can be used to provide both
quantitative information and physical insights into the transition process even within
the lowest few terms of the series. This is of considerable practical importance, since
they often are also the only terms that may be evaluated without great difficulty in
any form of the S -matrix series. At present, like virtually all other forms of S-matrix
series, the exact convergence properties of IMST are not known. However, it should
be noted that powerful techniques exist, e.g., the Shank’s transformation [42], which
may be used to obtain estimates of the sum of the series using the first few terms
of the series, if it exists or at least if it is an asymptotic series, or to construct a
transformed series with a faster approach to the sum.

Finally, we may note that it is not difficult to show that the conventional “prior”
and “post” forms of the S -matrix series are special cases of the IMST series
(Fig. 1.22). They can be obtained from the IMST, respectively, by restricting the
final and the intermediate interactions and Green’s functions to be equal to the ini-
tial ones, or by restricting the initial and the intermediate interactions and Green’s
functions to be equal to the final ones. Note also that IMST differs qualitatively from
either the “prior” or the “post” series, from the second term onwards.

As an illustration of the application of IMST, we may consider the problem of
double ionization of atoms in intense laser fields, especially the NSDI of the He
atom in both near-infrared and the ultra-violet wavelengths.

1.15 Nonsequential Double Ionization

It was often thought in the past that double ionization of atoms in intense laser
fields proceeds stepwise, i.e., single ionization of the neutral atom followed by the
ionization of the ion. However, the experiments performed for the double ioniza-
tion of He with intense lasers of near-infrared wavelengths during the first half of
the 1990s [24, 25] clearly demonstrated that this could not be the case. For exam-
ple, the yield of doubly ionized He ions, in the intensity domain between 1014 and
1015 W=cm2 with 780 nm Ti-sapphire lasers turned out to be many orders of mag-
nitude greater than that calculated on the assumption of the stepwise process. It
was therefore clear that the correlated motions of the electrons play a role for the
breakdown of the stepwise mechanism. The phenomenon was called nonsequential
double ionization (NSDI).
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Fig. 1.22 “Post” S-matrix series as a special case of IMST

IMST automatically generates two sets of suggestive diagrams, in the first and
the second order (Fig. 1.23).

One suggestion for its origin was the so-called shake-off (SO) mechanism
(Fig. 1.24) that was known to dominate the double ionization of atoms by a
high-frequency synchrotron photon (in weak fields). In this mechanism one electron
absorbs the field energy and leaves the atom so fast that the other electron cannot
adiabatically adjust its motion, but it can, like any transient process, “jump” to a state
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Two ‘First Order’-
Diagrams.

Six ‘Second Order’
Diagrams.

Diagrams Generated in Leading Two Terms of S-matrix

e.g. ‘Topical Review’. A. Becker, F.H.M. Faisal, J. Phys. B: At. Mol. Opt.
Phys. 38, R1 (2005) © IOP Publishing

tf

t1

ti

tf

t2

t1

ti

tf

t2

t1

ti

(2) (1)

(2) (1) (2) (1) (2) (1)

(2) (1) (2) (1) (2) (1)

(2) (1)

kb ka

kb ka kb ka kb ka

kb kakb kakb ka

kb ka

{ j} {k}G0 { j} {k}G0 { j} {k}G0

{ j} {k}G0 { j} {k}G0 { j} {k}G0

Fig. 1.23 First- and second-order IMST diagrams. Note that each diagram represent also a
“mechanism”; hence, we have the useful formula: Diagram D mechanism

Fig. 1.24 Shake-off diagram
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of the residual ion. The probability of the latter jump occurring into the continuum
of the ion determines the probability of the double ionization by the SO mechanism.

Another possibility is the so-called rescattering mechanism as discussed by
Corkum [13, 14]. In this case the first electron is ionized effectively by quasi-static
tunneling with zero kinetic energy, then it is accelerated and driven back to the ion
core by the reversal of the direction of the laser field (after a half-cycle) and collides
(rescatters) with the second electron to make the ion release it as well to complete
the double-ionization process.
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1.16 The “CES” Diagram and “Mechanism”
of Double Ionization

A systematic quantum derivation, identification, and evaluation of the correlated
energy sharing (CES) diagram (Fig. 1.25), that incorporates the quantum analog
of the classical rescattering mechanism [13, 14] (shown on the right), was made
using the IMST [11, 22, 23, 26]. It also includes a direct “on the way out” scattering
(middle sketch), in a unified manner. The actual calculation of the double ionization
rates for He and the comparison with the experimental data for the double ionization
yields, at, e.g., 780 nm wavelength, as we shall discuss soon, fully confirmed the
nonsequential nature of the process for the near-infrared wavelength.

In contrast, the data for the double ionization of He at a ultraviolet wavelength
(248 nm) are in remarkably good agreement [11, 26] with the results obtained only
from the stepwise mechanism. In fact, the calculation of the CES contribution to
the process at this short wavelength turned out, consistently, to be negligibly small.
Clearly, therefore, the dominant role of the CES (or rescattering) mechanism in
intense-field double ionization of He breaks down at the ultraviolet wavelength.

In order to see the nature of the correlation in this context, consider first the top
two diagrams in the list of diagrams generated by the first two terms of the IMST
series for double ionization. These two arise from the first term of the series. Here,
1 and 2 are the two electrons of the target He atom. The two upward-running lines
refer to the evolution of their states with increasing time. At the initial time the two
elections of the He atom are weakly joined together, as represented by the dotted
line connecting them, by the e–e correlation in the unperturbed ground state. Then,
at a latter time, one of them interacts with the intense laser pulse, picks up the field
energy and is emitted with a wave-vector ka.

The other electron, which did not interact directly with the laser pulse, however,
does not fail to respond, since the rapid change of the state of the first electron can

way-out scattering rescattering

He

time

2 1

VC

a b c

VC VC

tf
kb ka kb ka kb ka

t2

t1

{ j} {k}

ti

Fig. 1.25 CES diagram (left) and mechanisms (middle and right) [30]
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cause the other electron to jump to any other state, specially to a free state of the ion,
and proceed freely with the wave-vector kb, thereby causing the atom to be doubly
ionized. This is the so-called shake-off, or SO, mechanism mentioned above, which
is already clear from the SO diagram.

Note that, because of the identity of the electrons, there is always a symmetric
extra diagram in which the role of one and the other electron is interchanged; they
refer to the same mechanism due to the indistinguishable nature of the electrons.
The corresponding amplitudes must, therefore, be added coherently together before
computing the probability.

If we take only the SO diagram into account, the computed double-ionization
probability at near-infrared laser wavelengths (e.g., from Ti-sapphire lasers) falls
greatly short of the observed probability by many orders of magnitude [11]. Clearly,
the SO mechanism is not the mechanism representing the observed NSDI process.

Naturally, we are forced to consider the second-order diagrams as the next set that
arises from the second leading term of IMST. In these diagrams there are always two
interaction events, and between them the two electrons propagate in the intermediate
(virtual) states created by the interaction with the laser pulse. This propagation is
given by the Green’s function that refers to the intermediate Hamiltonian in which
one electron that interacts primarily with the laser pulse is in the virtual Volkov
states and the other electron is in the virtual ion states.

Note also that, in the list (Fig. 1.23), there are two kinds of diagrams, that is the
disjoint diagrams in which the two electron lines are unconnected and the conjoint
diagrams in which they are connected. If the correlation is important, the conjoint
diagrams should be dominant, since it is the e–e correlation interaction that alone
can connect the electron lines. Neither the laser interaction nor the nuclear Coulomb
interaction can do so because both of these interactions are given by single-electron
operators.

In fact, the numerical calculations [26] of the yields of the double ionization
observed in the experiment at the Ti-sapphire wavelength [24,25] fully confirm this
expectation. Note that, for the comparison with the experimental ion yields, the
theoretical rates for the single and double ionization were used in the rate equations
for deriving the populations in the focal region of a Gaussian laser beam, with a
Gaussian pulse profile, having the same beam waist and the same pulse duration as
in the experiment.

In the figure (Fig. 1.26), the intensity increases along the horizontal axis, and the
ion yields are shown along the vertical axis. The discrete experimental data of both
single and double ionization of He obtained by DiMauro and collaborators [24, 25]
are plotted with the continuous curves from the IMST calculations [26]. Incidentally,
we may note a remarkable aspect of this experiment, i.e., the exceptionally large
dynamical range over some ten orders of magnitude of the signal values are recorded
in this experiment. This was achieved by the experimentalists by taking advantage
of the high degree of stabilization and the high repetition rates of the Ti-sapphire
laser used for collecting the data.

The theoretical double ionization curve corresponds to the conjoint diagram in
the middle of the list of diagrams. Reading it (cf. Fig. 1.25) from the bottom to
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the top, we see that one electron interacts with the laser, and is goes into the virtual
Volkov states. Then, it interacts with the other electron via the e–e correlation, shares
its energy with it until they both have enough energy to escape together from the
binding force of the atom and proceed to the detector(s) with the respective wave-
vectors. This is the quantum picture of the CES mechanism.

As already mentioned, for the given values of the laser parameters in the experi-
ment, this diagram, representing its associated (CES) mechanism, gives the over-
whelming contribution to the double-ionization rates. Note that in the analytic
expression of the diagram, the time spent by the system in the intermediate virtual
states must be integrated for the initial to the final time of observation of the sys-
tem. This implies that all values of the accumulated phase contribute to the NSDI
probability. Nevertheless, a stationary-phase estimation of the intermediate time
integration, carried out by many authors (see [11]), suggests that most of the con-
tributions to the intermediate time integral comes from the time range of the order
of the classical return time to the origin of an electron emitted initially with zero
energy. This picture corresponds to the classical rescattering mechanism proposed
earlier [13, 14].

The quantum CES diagram in effect includes both the classical rescattering
as well as the on-the-way-out scattering trajectories. Finally, it can be seen from
the figure (Fig. 1.26) that the calculated results (full lines) are in excellent agree-
ment with the experiment data (crosses) over the entire intensity and dynamic
range. Also, as shown clearly by the dotted curves, the theoretical results of the
contributions from the stepwise double ionization process fall off too rapidly by
many orders of magnitude, over the most part of the intensity domain, but, interest-
ingly, they approach the experimental data at the highest intensities employed in the
experiment.

The reason for this approach is that, at the highest intensities, the single ionization
in the laser focus becomes saturated (as can be seen in Fig. 1.26) and, therefore, the
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residual singly ionized ions at the laser focus can be further singly ionized. This
is clearly a stepwise double ionization process under the condition of saturation
of single ionization of the neutral atom. However, when the field intensity grows
toward the saturation and before the full saturation region for the single ionization
is reached, there is a competition between the two processes, namely, the NSDI and
the stepwise double ionization. This leads to the characteristic “knee” structure of
the NSDI yield curve.

We may add that the CES rescattering mechanism has been found to hold at
other wavelengths as well (see Sect. 1.5 in [11]). However, this is not always the
case. Let me give a concrete example where the rescattering mechanism becomes
negligible as a mechanism for intense-field double ionization, namely, in the case of
an experiment at a ultraviolet wavelength of 248 nm (cf. [26]).

Here unequivocally the results for the stepwise ionization, calculated using
IMST, agree well with the experimental data, demonstrating that the rescattering
mechanism is not significant at this ultraviolet frequency. In fact, as indicated ear-
lier in the evaluation of the contribution from the CES diagram (Fig. 1.25), the
rescattering mechanism is found to be negligible compared to the contribution of
the stepwise mechanism at this wavelength. In fact the contribution from the rescat-
tering or CES diagram is nondiscernible in the scale of the graph that compares
the experimental and the theoretical results for the double ionization yields in loga-
rithmic scales. This result warns us that a universal expectation of the prevalence
of NSDI in intense laser fields, independent of the wavelengths, can be easily
misleading.

Let me stop here for discussions.

Professor Kono
You have mentioned two types of mechanisms, namely, the scattering and rescatter-
ing. What is implied by rescattering, especially large-amplitude rescattering?

Professor Faisal
The two classical paths in the figure represent an artist’s depiction of two extreme
“trajectories” in the sense of “Feynman paths.” In one path, the first electron – after
absorbing the energy from the field – quickly leaves the system, but still interacts,
hence it “scatters” and shares its energy with the other electron that then escapes
as well. This we may call the direct “on-the-way-out” scattering mechanism for the
double ionization.

The other path depicts the possibility that the first electron may return (e.g., after
the turn of the field direction) near to the ion core with high acceleration, and interact
and share energy it has with the other electron, which then may escape as well. This
is what has been called the “rescattering” mechanism. What we are saying is that in
the quantum world all paths contribute to the double ionization, but the latter paths
dominate at a near-infrared wavelength, in a semi-classical sense, in intense fields.

From Audience
Which parameter is more influential, the pulse width, or the wavelength? Although
the wavelength structure is expected, what investigation has been made regarding
the width of the light pulse?
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Answer
All our calculations for the double ionization of He were made with the same pulse
widths as in the experiments, e.g., 160 fs for 780 nm, 200 fs for 670 nm, and 500 fs
for 248 nm, etc. In all the cases the agreement with the experimental ion yields, both
for the single- and double-ionization yields, were remarkably good. Nevertheless,
the dependence of the ion yields on the pulse length is only of secondary signif-
icance. Let me briefly say why. The theory gives the basic rates, that is, the “rate
constants” of the single ionization and double ionization. They are essentially con-
stants in the adiabatic timescale of the slowly varying pulse envelope, and therefore
depend only parametrically, not dynamically, on time.

The direct experimental measurements of the ionization rates has not been per-
formed by any body yet; instead, the ion yields have been measured as a function of
the mean intensity of the laser pulse. The connection between the time-dependent
yields and the adiabatically constant rates is given by the rate equations for the
ion yields with in the laser focus. Therefore, the yields contain merely the aver-
aged information of the pulse duration which is accounted for in the calculations
by integrating the rate equations over the space-time intensity profile within the
laser focus.

When does the adiabatic rate concept break down? We have not looked into this
question specifically for the double-ionization rates, but have investigated it for the
ionization of an H atom; we calculated an exact ionization probability, by direct
simulation in 3D, with successive pulses of shorter durations. The results were rather
surprising to us. We found an effectively constant rate of ionization for the pulse
durations longer than only three cycles (e.g., for the 800-nm laser). Therefore, for
pulses on the order of or shorter than one or two cycles, it is may be necessary
to consider the ionization probability directly (instead of the “rates”) as a function
of time.

From Audience
The rescattering can be either quantum or classical, but they are in fact disjoined. In
other words, the timescales are significantly different because the quantum timescale
is only approximately 10�17 s, whereas many lasers in the laboratories have a scale
of 10�15 s. A factor of a difference of 100 implies that the quantum process must
always terminate before we consider the classical process. Furthermore, if the per-
turbation theory fails, it does not lend itself to the summation of an infinite number
of diagrams. This is because with regard to convergence of the series, the summation
of any finite number of terms has no meaning when it fails.

Answer
These are two different questions. Let me take them one after another. First, I have
pointed out that the quantum CES diagram actually sums over all the paths (and
hence times) including the rescattering and the direct-scattering (or on-the-way-
out) trajectories. Qualitatively speaking, the motion of the first kind lasts at least on
the order of the laser cycle, that is, the field should reverse at least once, while the
motion of the second kind may take much shorter time. Semi-classical or stationary-
phase integration over the entire intermediate times in the CES amplitude suggests
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that, for double ionization of He at near-infrared wavelengths, the rescattering paths
contribute the most per cycle to the CES amplitude. In principle, of course, quantum
motion may occur in all scales of time, short or long. An example of the latter is the
motion in a quantum stationary state that may last for an indefinitely long time.

Now, for the second question: Your point relates to a truly divergent series. In that
case, of course, the sum does not exist. However, this does not apply to asymptotic
series which may be summed in a generalized sense of, e.g., Cesàro, Borel, Padé, or
Shank, among others.

From Audience
A classical problem, which was a hot topic in the 1950s, has not yet been resolved. In
1952, Feynman–Dyson showed that quantum electrodynamics is generally not con-
vergent, and therefore, the series must be asymptotic. In 1962, it was demonstrated
that it does have convergence. Furthermore, not only is the radius of convergence
not zero, there is also an upper limit and everything is intensity dependent such that
even such external field theories do not apply if the intensity is very high.

Answer
The essential point is that there is an important distinction between the divergent
series and the asymptotic series. The sum of the latter series can be estimated by
various techniques, for example, by Shank’s transformation [42].

1.17 Comments on Sum-Momentum Distributions

Let me briefly comment on the momentum distributions of the electrons measured
in NSDI of He atom. Consider the experimental data [27, 28] for the distribution of
the sum-momentum of the two outgoing electrons, parallel to the laser polarization
direction (Fig. 1.27). We see the double-hump distribution with a dip in the middle.
Note that the corresponding distribution in the perpendicular direction reveals no
dip. Moreover, the parallel momentum distribution observed is very broad; such a
broad momentum distribution is very unusual in ionization by collision with atoms
or electrons and/or in weak-field photo double-ionization processes, and has not
been observed before.

Fig. 1.27 Comparison of
parallel sum-momentum for
NSDI of He [28]: (a)
experiment (b) theory, IMST
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Fig. 1.28 Comparison of perpendicular sum-momentum in NSDI of He [28]: (a) experiment, (b)
theory, IMST

Fig. 1.29 Sum-momentum distributions calculated [28] by removing the “field dressings” of the
two electrons in the final state: (a) parallel case, (b) perpendicular case. Note the drastic change in
the parallel case with and without the field dressings, and the little change in the perpendicular case

The theoretical results shown here are obtained from the same CES diagram
(Fig. 1.25) as was used for the calculation and interpretation of the ion yields earlier
[26]. It can be seen from the comparison that the theory also gives a two-hump
distribution with a dip, albeit sharper, in the middle. Moreover, the broad widths are
also in good agreement with each other. The theoretical perpendicular distribution is
also very similar to the corresponding experimental distribution. It is rather narrow
with a single peak in the middle (Fig. 1.28).

What is the origin of the big difference between the parallel and perpendicular
sum-momentum distributions in Fig. 1.27? This can be found out as follows. The
S -matrix theory allows us to study easily two types of final states of the ejected
electrons. In the first case (Fig. 1.27), the electrons are both “dressed” by the field,
i.e., they are taken to be in the plane wave Volkov states, while in the second
case (Fig. 1.29), the field dressing is removed and they are taken to be in the ordinary
plane wave states, but with the same momenta as before.

The difference between the distributions calculated with and without the Volkov
dressing in the final state, is rather drastic in the parallel case; in contrast, the perpen-
dicular case hardly changes. The broad double-hump parallel distribution collapses
to the narrow single hump distribution in the absence of the final state Volkov dress-
ing. Therefore, the observed feature is clearly a consequence of the presence of the
laser field in the final state. Why does the perpendicular distribution remain the same
when the field dressing in the final state is absent? This is because, classically speak-
ing, in the direction perpendicular to the field polarization, there is no component
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Fig. 1.30 Comparison of experimental data vs. SO and CES mechanisms from IMST [30]

of the electric force present to affect the distribution in this direction. The large
change in the parallel distribution is precisely due to the opposite effect, namely, the
entire electric force of the field is directed along the polarization. We point out that
the theory also gives a simple analytical formula for estimating the actual width of
the parallel distribution in NSDI, which compares rather well with the experimental
data. We note also that results of coincidence energy measurements (cf. [29, 30]) of
the electrons could be well reproduced (Fig. 1.30) by the same CES amplitude.

1.18 Comments on Multiple Ionization

Next, I comment briefly on the difficult problem of multiple-ionization in intense
laser fields. At present a full numerical calculation of the probability of multiple
ionization is practically impossible.

However, IMST suggests a qualitative mathematical modeling for the process,
which is quite simple. Taking the hint from the double-ionization CES diagram, it
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is not unlikely that a similar diagram in which the first electron absorbs the laser
energy, and then, ionizes the second, third, fourth, etc., electrons by collision with
the residual ion, could be the dominant mechanism also for the triple, quadruple, or
multiple ionization in intense near-infrared fields (Fig. 1.31).
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Fig. 1.31 An IMST diagram showing the mechanism of nonsequential multiple ionization [26]
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Fig. 1.32 Comparison of experimental data and IMST for multiple ionization of Kr.; Maeda et al.
[32]
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Fig. 1.33 Calculated spatial distribution of the charge-states of Ar-ions formed from neutral
Ar-atoms in a Gaussian laser focus of an intense Ti-sapphire laser field [43]
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In fact, a crude estimate made by an approximate formula [33] obtained from this
analogy, shows that the result agrees satisfactorily with the observed yields [31, 32]
of multiply charged ions (e.g. Fig. 1.32).

Figure 1.33 illustrates the calculated spatial distribution of the multiply charged
ions created in the laser focus. It shows that the laser focus acts like a reaction vessel
that lasts as long as the pulse lasts (e.g., 30 fs) and the various reaction products (i.e.,
the charge states of the ions) distribute themselves with different concentrations
along the different intensity domains in the laser focus. At the center where the
intensity is extremely large, we observe that there are no singly ionized ions because
these ions are already doubly and triply ionized in this intense region of the beam.
However, some singly ionized ions can be observed at the edge of the beam where
the intensity is low and the singe ionization is not saturated.

References

1. F.H.M. Faisal, Theory of Multiphoton Processes (Plenum, New York, 1987)
2. P. Agostini, F. Fabre, G. Mainfray, G. Petite, N.K. Rahman, Phys. Rev. Lett. 42, 1127 (1979)
3. L.V. Keldysh, Sov. Phys.-JETP 20, 1307 (1964)
4. F.H.M. Faisal, J. Phys. B 6, L89 (1973)
5. H.R. Reiss, Phys. Rev. A 22, 1786 (1980)
6. P. Kruit, J. Kimman, H.G. Muller, M.J. van der Wiel, Phys. Rev. A 28, 248 (1983)
7. M. Lewenstein, Ph. Balcau, M.Yu. Ivanov, A. L’Huillier, P.B. Corkum, Phys. Rev. A 49,

2117 (1994)
8. M. Ferray, A. L’Huillier, X.F. Li, L.A. Lompre, G. Mainfray, C. Manus, J. Phys. B: At. Mol.

Opt. Phys. 21, L31 (1988) c� IOP Publishing
9. U. Schwengelbeck, F.H.M. Faisal, Phys. Rev. A 50, 632 (1994)

10. B.W. Shore, P.L. Knight, J. Phys. B 20, 413 (1987)
11. A. Becker, F.H.M. Faisal, J. Phys. B, 38, R1–R56 (2005), sec. 4.4
12. A. Becker, L. Plaja, P. Moreno, M. Nurhuda, F.H.M. Faisal, Phys. Rev. A 64, 023408 (2001)
13. P.B. Corkum et al., Phys. Rev. Lett. 62, 1259 (1989)
14. P.B. Corkum, Phys. Rev. Lett. 71, 1994 (1993)
15. R. Moshammer et al., Phys. Rev. Lett. 91, 113002 (2003)
16. A. Rudenko et al., J. Phys. B 37, L407 (2004)
17. F.H.M. Faisal, G. Schlegel, J. Phys. B 38, L223 (2005)
18. K.C. Kulander, Phys. Rev. A. 38, 778 (1988)
19. J.S. Parker, B.J.S. Doherty, K.G. Meharg, K.T. Taylor, J. Phys. B, 36, L393 (2003)
20. C. Ruiz, L. Plaja, L. Roso, A. Becker, Phys. Rev. Lett. 96, 053001 (2006)
21. C.J. Joachain, M. Doerr, N.J. Klystra, Adv. At. Mol. Opt. Phys. 42, 225 (2000)
22. F.H.M. Faisal, A. Becker, in Selected Topics on Electron Physics, ed. by D.H. Campbell, H.

Kleinpoppen (Plenum Press, New York, 1996)
23. F.H.M. Faisal, A. Becker, Multiphoton Processes, ed. by P. Lambropoulos, H. Walther. IOP

conference series, vol. 154 (Institute of Physics, 1996)
24. D.N. Fittinghoff, P.R. Bolton, B. Chang, K.C. Kulander, Phys. Rev. Lett. 69, 2642 (1992)
25. B. Walker, B. Sheehy, L.F. DiMauro, P. Agostini, K.J. Schafer, L.C. Kulander, Phys. Rev. Lett.

73, 1227 (1994)
26. A. Becker, F.H.M. Faisal, Phys. Rev. A, 59, R3182 (1999)
27. T. Weber et al., Phys. Rev. Lett. 84, 443 (2000)
28. A. Becker, F.H.M. Faisal, Phys. Rev. Lett. 84, 3546 (2000)
29. R. Lafon et al., Phys. Rev. Lett. 86, 2762 (2001)



40 F.H.M. Faisal

30. A. Becker, F.H.M. Faisal, Phys. Rev. Lett. 89, 193003 (2002)
31. S. Larochelle, A. Talebpour, S.L. Chin, J. Phys. B, 31, 1201 (1998)
32. H. Maeda et al., Phys. Rev. A 62, 035402 (2003)
33. A. Becker, F.H.M. Faisal, Phys. Rev. A 59, R3182 (1999)
34. J. Muth-Boehm, A. Becker, F.H.M. Faisal, Phys. Rev. Lett. 85, 2280 (2000)
35. A. Jaron-Becker, A. Becker, F.H.M. Faisal, Phys. Rev. Lett. 96, 143006 (2006)
36. X. Urbain et al., Phys. Rev. Lett. 92, 163004 (2004)
37. A. Requate, A. Becker, F.H.M. Faisal, Phys. Rev. A 73, 033406
38. A. Jaron-Becker, A. Becker, F.H.M. Faisal, Phys. Rev. A 69, 023430 (2004)
39. A. Jaron-Becker, A. Becker, F.H.M. Faisal, J. Phys. B 36, L375 (2003); [7] sec. (6.3) (2006)
40. F.H.M. Faisal et al., Phys. Rev. Lett. 98, 143001 (2006)
41. C.J. Joachain, Quantum Collision Theory (North-Holland, Amsterdam, 1984)
42. C.M. Bender, S.A. Orszag, Advanced Mathematical Methods for Scientists and Engineers

(McGraw-Hill, New York, 1978)
43. A. Becker, F.H.M. Faisal (2000, unpublished)



Chapter 2
Foundations of Strong-Field Physics

Howard R. Reiss

Abstract The general structure of the nonperturbative theory of laser-induced reac-
tions is developed from first principles, including the means by which quantum
transition amplitudes are formulated. The possibility of treating strong-field ion-
ization of atoms and molecules by analytical approximations leads naturally to the
strong-field approximation (SFA). Some widespread misconceptions are addressed,
particularly that strong-field ionization constitutes a simple tunneling process. Such
misconceptions underlie the separation of strong-field processes into a tunneling
domain and a multiphoton domain. The entire framework of a tunneling description
of ionization is based on the notion of the laser field being treated as if it were a
quasi-stationary electric field, whereas a laser field is a plane-wave field. Although
there is a gauge transformation connecting the two concepts when the dipole approx-
imation is applicable, this cannot avoid the fact that a laser produces plane waves,
and treating a plane wave as a quasi-stationary electric field is responsible for fun-
damental misconceptions. This overview of strong-field foundations is continued
to the intensity domain where the dipole approximation fails altogether due to the
onset of magnetic-field effects. Further increase in intensity brings on relativistic
effects, for which illustrations are given.

2.1 Introduction

There are certain inconsistencies in the way strong-field physics is presently con-
stituted, and this chapter will question some of those inconsistencies that appear
to be widely accepted for inappropriate reasons. The starting point is a descrip-
tion of the features that are unique to strong-field physics, since physicists and
chemists are educated very differently in the discipline of perturbation theory. When
physicists and chemists consider strong fields, it is difficult to forget the misleading
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perturbation theory background. This is the likely cause of a number of the inconsis-
tencies that have arisen. To ensure that this problem is perceived correctly, a general
quantum transition amplitude is derived that is independent of perturbation theory.
Perturbation theory can be derived as a limiting case of this formalism. However, the
general transition amplitude has special properties that are essential. This transition
amplitude is usually not discussed in lectures. It is generally regarded as something
that should be well known, and does not require repeated mention.

One of the reasons why this matter is being addressed here is because of a recent
movement taking place in the strong-field community to view the length gauge,
where the interaction is r � E – the scalar product of the radius vector r and the elec-
tric field E – as a fundamental gauge [1]. It is often referred to as the correct gauge,
or as a gauge-invariant gauge. These are descriptions that are self-contradictory.
Somehow, this notion about the priority of the length gauge has gained a real
foothold in the community. There are several recent papers that adopt this point
of view.

Further, particular attention will be paid to the strong-field approximation (SFA)
[2], which is the leading method for the calculation of strong-field effects by analyt-
ical approximations. This is often viewed as equivalent to the Keldysh–Faisal–Reiss
(KFR) method [3]. This causes conceptual problems since K [4], F [5], and R [2]
differ in fundamental ways. The SFA is the same as the R of the KFR.

Under the heading of strong-field approximation, the applications treated are
rates, spectra, angular distributions, and momentum distributions. The SFA itself
provides many of the basic properties of momentum distributions that are causing
much puzzlement and debate at this time.

The next item under the SFA concerns the separation of phenomena into the
putative tunneling domain and the multiphoton domain. This is fundamentally
inconsistent and self-contradictory [6].

The issues of time domains and rescattering are very interesting, and have
required some recent clarification [7]. The last items under this topic are some new
phenomena that come into action when the fields are strong enough that magnetic
and relativistic effects become significant.

Quantum mechanics is required if strong fields and the presence of bound states
are to be considered. Quantum mechanics will have to be employed in a very
substantial way. Today, everybody recognizes that strong-field phenomena require
nonperturbative methods. However, this was questioned during the 1980s, when
there were some researchers who believed strong-field phenomena to be nothing
more than a manifestation of higher-order perturbation theory. Strong-field physics
is considerably more than that. The signature characteristics of a strong-field process
are considered first.

2.2 Special Features of Strong-Field Problems

In a strong-field problem, there are several energies: the photon energy „!; the
binding energy of the bound electronEB; the electron rest energy mc2; and the pon-
deromotive energy Up, which is just the interaction energy of a charged particle
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with the field in which it is immersed. Dimensionless intensity parameters can be
formed from ratios of these energies [8]. That is, three independent ratios can be
formed from four energies to give three dimensionless parameters: the nonpertur-
bative intensity parameter .z/; the bound-state intensity parameter .z1/; and the
free-electron intensity parameter .zf/. In each of these, the ponderomotive energy
is in the numerator, and this interaction energy of the electron with the field is
compared with other fundamental energies. These three different ratios imply that
it should not be expected that strong-field phenomena can be scaled with one
parameter.

One example of how these intensity parameters characterize physical properties
is nondipole behavior, which is commonly overlooked. Its onset is measured by
the ratio of the intensity I divided by the cube of the frequency: I=!3. A second
example is the onset of relativistic effects, where the relevant intensity parameter is
proportional to I=!2. Two independent types of behavior have already been found,
so it is clear that scaling cannot be described by only one parameter. Moreover, it
does not allow sufficient flexibility to discuss all possible strong-field effects. The
Keldysh parameter is widely considered to be sufficient. It is useful, but it is not
sufficient.

Figure 2.1 gives a basic illustration of strong-field phenomena. The lower x-axis
gives field frequency in atomic units, and the upper x-axis gives the wavelength.
These axes are correlated. The intensity is given in atomic units on the left y-axis,
and in watts per square centimeter on the right y-axis. The relativistic domain is
shown here as bounded by the slanted solid line. The line represents the conditions
at which the ponderomotive energy of an electron in a field is one-tenth of mc2.
The quantity mc2 is the rest energy of an electron, which is a very fundamental
parameter. When the interaction energy of the electron with the field is so strong
that it approaches mc2, relativistic effects are expected.

The more steeply slanted dashed line marks the boundary of an intensity domain
where intensity-caused nondipole effects begin to appear. In the strong-field case,
the low-frequency limit on the onset of nondipole effects has nothing to do with
a ratio of wavelength to atomic size. Textbooks in quantum mechanics employ the
criterion that, if the wavelength of an applied field is much larger than the size of the
atom, then the dipole approximation can be used. In fact, the dipole approximation
fails when this blue line is approached, which is far more of a limitation than the
comparison of wavelength to atomic radius. It fails as a function of intensity.

Next, one more element in the figure is examined: the horizontal line along which
the electric field is equal to one atomic unit. If one looks first to the right side of
Fig. 2.1, which is the high-frequency (or short-wavelength) region, 1 a.u. is not a
particularly strong field. If one looks to the left side, which is the low-frequency (or
long-wavelength) region, 1 a.u. of electric field is extremely strong and deeply into
the relativistic domain.

However, in both regions the electric fields are equal to 1 a.u. Generally, it is
said: “Strong-field effects occur when the electric field is of the order of one.” That
may be true in the case of the widely used Ti:sapphire frequency, but it is not a
general result. In fact, the electric field seems to have very little significance. There
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Fig. 2.1 This figure shows the frequency–intensity domain encompassed by laser physics. The
division of this domain into regions characterized by dipole-approximation nonrelativistic phenom-
ena; nondipole, nonrelativistic phenomena; and the fully relativistic domain, is basic. Nevertheless,
it is commonly overlooked. The figure makes clear that the magnitude of the electric field of the
laser has no particular significance. This is true despite the fact that a quasi-static-electric view of
laser fields depends fundamentally on the magnitude of the electric field

is a reason for this. The Schrödinger equation is an energy equation. It is not stated
in terms of electric or magnetic fields. At one time, there was a concerted effort to
rewrite the Schrödinger equation so that it depends only on the fields instead of on
the potentials [9–14]. All those attempts were unsuccessful. The motivation for the
attempts to make the Schrödinger equation depend on fields rather than potentials
comes from the near-universal attitude that fields are fundamental and potentials are
just auxiliary mathematical quantities. This is a standard statement in textbooks. In
fact it is not true, and there are many indications of its inadequacy that originate not
only from strong-field physics, but from many other fields of physics. The electro-
magnetic potentials are more fundamental than the field strengths. This matter will
be revisited later.

One further piece of information needs attention in the frequency–intensity illus-
tration that is being examined. This refers to experiments done in Canada in 1988
by a group from Université Laval [15] and in 1989 by Paul Corkum [16] with a CO2

laser, which is a very low frequency laser. The experiment is well below an electric
field of one atomic unit and yet it is a very strong-field experiment. It is in the region
in which the dipole approximation has already failed and it is approaching the limit
where the relativistic domain begins.
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In these experiments, the atom that was used was ground-state Xe. Because the
energy of each photon is so small for the CO2 laser, it takes about 100 photons
just to provide the binding energy. This is a very nonlinear process, and to provide
the ponderomotive energy requires an additional 9,000 photons. This number is so
large that it may no longer be worth counting the photons. This is an illustration
of what a strong-field experiment really is like. Of the three intensity parameters
mentioned above, the z parameter of 9,000 coincides with the number of photons
for a very good reason: that is one way to view the physical meaning of z. The z1

parameter is almost 200. The zf, which is the relativistic parameter, is still small,
but it is getting close to the relativistic domain. Despite its early date, this is a very
strong-field experiment; so strong that the dipole approximation is not valid and it
is nearly relativistic. On the other hand, the electric field is only 0.053 a.u. In this
intense-field experiment, the electric field hardly matters. The electric field cannot
be used as a criterion; it does not tell us very much.

2.3 General Quantum Transition Amplitude

2.3.1 Preliminaries

Our next topic is a derivation of the general quantum transition amplitude. An essen-
tial aspect of this is to define an operational procedure for how an experiment is done
in the laboratory, because laboratory experiments have to be conducted in order to
verify theories and to observe vital phenomena. It will be found shortly that it is
not necessary to describe how a state evolves in time. In fact, there are certain dan-
gers involved in using the time evolution operator. It can be misleading. Also, it
is possible to avoid the need for adiabatic decoupling. This is an important point
as it has become a standard statement that adiabatic decoupling is required in the
definition of a transition amplitude, which means that as time goes to minus infin-
ity or plus infinity somehow the field has to be turned off in a gradual way. It is
not necessary to say that. All that needs to be said is that the experiment is done
in a region that is bounded in space and time. Almost all experiments are done in
that way. The dynamics are all in the transition amplitude itself, because in order to
derive the transition amplitude the Schrödinger equation has to be used, and so all
the dynamics are automatically included.

Some of the points addressed here are in the nature of a general criticism of
the AMO (atomic, molecular, and optical) community of researchers. In traditional
atomic, molecular, and optical physics, the dipole approximation is used almost uni-
versally. There is very little experience with anything that goes beyond the dipole
approximation. Electromagnetic phenomena are also very common in the nuclear
physics community. However, in nuclear physics, the dipole approximation is noth-
ing more than a special case. People use magnetic multipoles and electric multipoles
of all orders. Hence, when a lot of inconsistencies are found, it can be assumed that
it originates from the fact that the education of the AMO community focuses on the
dipole approximation and on perturbation theory.
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For example, it is assumed in the AMO community that the quantum transi-
tion amplitude transforms as a unitary transformation under gauge transformation,
which is not true. A time-dependent gauge transformation – such as the gauge trans-
formation between the length gauge and the velocity gauge – does not transform the
Hamiltonian unitarily. Many in the AMO community employ gauge transformations
assuming that the Hamiltonian is always a unitary operator. It is not. It is a matter of
great importance that physical interpretations are gauge-dependent. This appears to
be a source of confusion throughout quantum physics with electromagnetic fields,
but it should not be because it is also true in classical physics.

In electromagnetic theory textbooks where gauge transformations are treated,
one can find cases in which a perfectly simple physical situation in the laboratory
is considered, a gauge transformation is carried out, and the end result is some-
thing that has no physical interpretation whatsoever. It could be a total mess, but
it will have the same solution as the original problem. When it comes to physical
interpretations, of course they are going to be changed. Sometimes the gauge trans-
formation changes the problem to a physical situation that can be recognized; but it
will, in general, be quite different from the original problem.

The currently fashionable matter of the length gauge being special is simply
incorrect. On the face of it, a special quality attached to the length gauge does not
make any sense, but unfortunately it is gaining some currency right now. There are
a lot of papers that claim to show that. There is also the matter mentioned a little
earlier about electromagnetic potentials being more than just auxiliary quantities. It
appears that they are more fundamental than the fields.

2.3.2 History of the S -Matrix

A brief history of S -matrices is necessary. Wheeler [17] was apparently the first
one to think of that approach, although Heisenberg [18] and Stückelberg [19] are
the names most often associated with S -matrices in the early days. All applica-
tions were to scattering problems and that is why it is called the S -matrix. The
S stands for scattering. On the other hand, in the 1960s there was a need for a gen-
eral nonperturbative formulation to use to replace the standard perturbation theory
for strong-field problems. The S -matrix concept appeared to be a suitable candi-
date, and it was shown [20] that it can be applied for any quantum process, not just
scattering.

Scattering is a free–free process; in other words, there is a free particle, it scatters
under the influence of some interaction, and goes off as a free particle with altered
properties. But the S -matrix can also be used for bound–free, free–bound, or bound–
bound processes. That means it can be used to describe ionization, recombination,
or excitation and de-excitation transitions. The demonstration of this universality
was done in 1970 [20].
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2.3.3 Derivation of the Transition Amplitude

In a rigorous derivation of the S -matrix, the only condition that is imposed is that the
transition-causing interaction occurs only in a domain bounded in space and time.
This is almost always the case. Certainly for transitions in the focus of a laser pulse
it is true.

For this derivation, the physical situation hypothesized is that of an atomic elec-
tron that is being exposed to a focused laser beam. This is a convenience, not a
necessity. This is a very general derivation that applies to almost all processes.

Nonrelativistic conditions will be assumed, so that the Schrödinger equation is
applicable. Everything done here can also be done for the Dirac equation [8]. It is
not a fundamental constraint to limit this development to the Schrödinger equation.
If there is a bound electron and it is put in the focus of a laser beam, when something
happens to it, that electron can be described by a Hamiltonian H , which may be a
rather complicated quantum operator.

The Schrödinger equation with this Hamiltonian will have a complete set of solu-
tions. In the laboratory, measuring instruments must be consulted to find out what
happened. These instruments never see a laser field; they do not “know” what a
laser field is. A deduction has to be made as to what has happened in the interaction
region based on readings taken outside the interaction region. So there is another
Schrödinger equation and another complete set of solutions describing what the
laboratory instruments observe. This Hamiltonian H0 contains everything except
the transition-causing interaction due to the laser.

A summary of the derivation thus far is as follows: We use the language of an
atomic electron subjected to a pulsed, focused laser beam. This is a convenience,
not a requirement.

There will be a complete set of states f‰ng that satisfy the Schrödinger equa-
tion describing the atomic electron that may be undisturbed or in interaction with a
laser beam:

i@t‰ D H‰: (2.1)

The outcome of any experiment will be measured by laboratory instruments that
never experience a laser field. As far as the laboratory instruments are concerned,
there is a complete set of states fˆng that satisfy the Schrödinger equation describ-
ing an atomic electron that does NOT experience the laser field:

i@tˆ D H0ˆ: (2.2)

The laser pulse is constrained to be finite in time as well as in space, so that the
difference between the complete Hamiltonian and the noninteracting laboratory
Hamiltonian will vanish at both plus and minus infinity in time because the field
is not present there. There are then two complete sets of solutions: solutions for
the H0 Hamiltonian and another set of solutions for H . At time minus infinity – in
other words, before the laser pulse arrives at the atom – a one-to-one identification
will be made between the elements of these two sets, so that the starting point is
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well-defined. Then, after the laser interaction has occurred, the laboratory instru-
ments have to deduce what happened. They examine what comes out the interaction
region. Suppose it is an ionized electron. The instruments can measure its energy
and the angle at which it emerged, and other quantities that can be measured in
terms of these noninteracting states. The way to evaluate what has happened is to
take probability–amplitude overlaps onto each of the possible noninteracting states
to gain full information about what happened in the interaction. This is the S -matrix.

As time goes to plus infinity, which means after the interaction is over, wave
function overlaps are formed to deduce what happened. For our discussion, time
going to minus infinity or to plus infinity, simply means before and after the inter-
action happens. These limits may be femtoseconds apart; they do not have to be
some macroscopic time apart. They only need to be before the interaction and after
the interaction. If the amplitude that no interaction has occurred is subtracted, what
remains is S � 1. An overlap is being formed at time equal to plus infinity that is
needed in order to assess what has happed, and the corresponding overlap at minus
infinity is subtracted from it. At minus infinity, unless these two indices are the same
the result is zero; if they are the same the result is unity. That is the Kronecker delta.
It is written this way because of the symmetry when both these terms are of the same
form, with one applicable at plus infinity in time and the other at minus infinity.

These points are summarized as: By hypothesis, the laser pulse is finite, so

lim
t!˙1 ŒH.t/ �H0� D 0: (2.3)

We can organize the two complete sets of ˆ states and ‰ states so that they
correspond at t ! �1:

lim
t!�1 Œˆn.t/ �‰n.t/� D 0: (2.4)

After the laser interaction has occurred, the only way for the laboratory instruments
to discover what has happened is to form overlaps of all possible finalˆf states with
the state that began as a particular ‰i state. This is the S -matrix:

Sfi D lim
t!C1 .ˆf; ‰i/ : (2.5)

Subtract the amplitude that no transition has occurred:

Mfi � .S � 1/fi D lim
t!C1 .ˆf; ‰i/� lim

t!�1 .ˆf; ‰i/ : (2.6)

We now have the form of a perfect differential:

Mfi D
Z C1

�1
dt
@

@t
.ˆf; ‰i/ : (2.7)

Carry out the time derivatives in the integrand, and use the Schrödinger equations
to remove the time derivatives.
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The final result is:

Mfi D �i
Z 1

�1
dt .ˆf;HI‰i/ ; (2.8)

HI � H �H0; lim
t!˙1HI D 0: (2.9)

An alternative form is:

Mfi D �i
Z 1

�1
dt .‰f;HIˆi/ : (2.10)

This is exactly the result if a perfect differential were to be integrated. Within the
integrand, the time derivative can be carried out on each of the states, which yields
two terms. Then the relevant Schrödinger equations are introduced, which gives the
information about what happens with the time derivatives of the states. That leads
to the final result where theHI – the interaction Hamiltonian – is just the difference
of the two Hamiltonians H and H0. This is a general quantum transition matrix
element. No perturbation theory is involved here at all. Everything is based on what
is observed in the laboratory; this is very important to remember.

First, it should be noted that there is an alternative form. One form is called post,
the other prior; or one is direct time, the other time reversed. They are equivalent.
The difference between them is that instead of corresponding one set of solutions
to the other at minus infinity, it is done at plus infinity, and then the inquiry is made
as to what initial states could have given rise to this final state. It is just a time-
reversed version of the first procedure. This time-reversed transition amplitude turns
out to be very convenient for ionization problems. It is the basis of the SFA.

2.4 Gauge Transformations

Now a gauge transformation of this transition amplitude is carried out. The standard
statement of what happens in a gauge transformation is that the vector potential is
modified by adding the gradient of the generating function of the gauge transforma-
tion, and the scalar potential has subtracted from it the time derivative of that same
generating function. When the gauge transformation is done, the quantum transi-
tion amplitude is not the same as it was originally. The interacting states transform,
but the states describing the laboratory instruments do not transform. They do not
“know” anything about the laser field. They cannot possibly contain any information
about what gauge that laser field is expressed in.

The noninteracting states and the noninteracting Hamiltonian are independent of
gauge. The consequence is that the interaction Hamiltonian HI changes, and the
interacting state ‰ changes, but the noninteracting state ˆ does not change, so that
the transformed amplitude is not the same as the initial amplitude. This is essential.
It cannot be the same as the initial one because when a gauge transformation is
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performed, the physical interpretation is different. Were the gauge transformation to
leave the transition amplitude unchanged, there would be no possibility of a different
physical interpretation. This is really the foundation of most of the mistakes that are
found in the AMO literature, continuing right through to the present day. People
gauge-transform everything in the transition amplitude. That is not the correct way
to do it. That improper procedure is part of the basis for the claim that the length
gauge is an invariant gauge [1, 21]. The transition amplitude must change under a
gauge transformation.

These points are summarized in the following discussion. In a gauge transforma-
tion:

EA! EA0 D EAC Er	; ' ! ' 0 D ' � 1
c
@t	

) H ! H 0; HI ! H 0
I ; ‰ ! ‰0 D U‰

ˆ; H0 unchanged:

(2.11)

It is clear and unambiguous that the states fˆng and Hamiltonian H0 for the world
of the laboratory instruments have nothing to do with the laser field. A change of
gauge of the laser field can have no possible effect.

The transition amplitude changes as:

Mfi D �i
Z 1

�1
dt .‰f;HIˆi/! M 0

fi D �i
Z 1

�1
dt
�
‰0f;H 0

Iˆi
�

)Mfi ¤ M 0
fi: (2.12)

When a gauge transformation is carried out in the completely interacting Hamil-
tonian, an extra time derivative term arises beyond that which would be the case
for a simple unitary transformation of an operator. The fact that this time derivative
exists means that if the gauge transformation function has time dependence, then
the Hamiltonian does not transform like a unitary operator. Standard textbooks do
not state this. This is a real problem.

A famous example of an apparent gauge dilemma noted by Willis Lamb in 1952
[22], was resolved by Zoltan Fried [23]. He was one of the early members of a
strong-field group that I set up in Washington in 1960, about 4 years before the
Keldysh paper. One of Fried’s major contributions was to resolve the paradox where
Lamb purportedly showed that the length gauge was more fundamental than the
velocity gauge. The way Lamb came to that conclusion was when he calculated a
line shape for the Lamb-effect transition by second-order perturbation theory. He
calculated this by length-gauge theory and got reasonable results. He did the calcu-
lation again in the velocity gauge and obtained a result that was implausible. The
velocity-gauge line shape he found was asymmetrical, whereas in the laboratory it
was symmetrical. The length-gauge result was symmetrical. And so, rather reluc-
tantly, Lamb concluded there was something special about the length gauge. He did
not understand what happened to gauge invariance, but this was the only way he
could think of to solve that problem.

Fried realized there was something wrong with the Lamb velocity-gauge calcula-
tion. In the length gauge, Lamb knew that the intermediate states in a second-order
perturbation theory calculation were such that only those states close in energy to
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initial or final states mattered. He dealt with the problem of having to sum over an
infinite number of intermediate states by retaining only those states close in energy
to the initial or final states. Fried pointed out that in the velocity gauge the physical
picture is different. It is not just nearby energy states that matter; all intermediate
states matter, and if the calculation is done over again with that point of view in
mind then the right answer is obtained from the velocity gauge. This is a very direct
demonstration that physical interpretations change with gauge.

Here is another example of a gauge-caused change in physical interpretation that
is much more recent. The velocity gauge – used here since it is the generic gauge
for plane-wave fields – agrees with the high-frequency approximation (HFA), an
approximation being used by Mihai Gavrila [24]. It is based on an assumption of
high frequency, so it is mostly of formal interest because all laboratory experiments
with current lasers are at low frequency. However, it had some real significance.
Using this HFA, Gavrila was able to show that there is such a thing as stabilization.

The HFA is the dashed line in Fig. 2.2. It shows a transition rate for ionization as
a function of intensity [25]. As the intensity goes up, it might be expected that the
rate increases also. That is not the case. There is a maximum, and if the intensity is
increased beyond that point, then the rate starts to fall. This seems to be a fairly gen-
eral phenomenon. It is not widely known, because until strong-field processes came
along, people did not look at what happened at extremely high intensities. Stabiliza-
tion is, in fact, more the rule than the exception. The same calculation as Gavrila
was done with the SFA [26] instead of the HFA. There is no adjusting of scales in
Fig. 2.2. The results are very close for eight orders of magnitude in intensity.
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Fig. 2.2 Velocity-gauge SFA at high frequency. Ionization of ground-state hydrogen, ! D 2 a:u.
The comparison shown here is between stabilization predictions that follow from two different
gauges providing different physical explanations for the same phenomenon. SFA from [26]; HFA
from [25]
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The calculations by these two different methods agree also in that they show that
the maximum point is in much the same spot. The difference between these two
calculations is that when Gavrila does the HFA, he removes the A2 term (the square
of the vector potential) by a gauge transformation.

In the dipole approximation this is purely a time-dependent function, so it can
be removed by a simple gauge transformation. That is not done in the strong-field
approximation, and the physical interpretation given for the occurrence of this peak
is the fact that this marks the intensity at which ionization is no longer possible
with a single photon. It is necessary to supply so much ponderomotive energy to the
ionized electron that there is a threshold at which the single-photon process becomes
energetically impossible, and more than one photon is needed. That makes a major
difference in the transition rate and the rate declines after that.

In the Gavrila theory the A2 term has been gauged-transformed away, the pon-
deromotive potential is gone, and the channel-closing physical interpretation makes
no sense whatsoever. It is necessary to recognize that physical interpretations are
gauge-dependent. To my knowledge, Gavrila never actually gave a qualitative expla-
nation for stabilization in the HFA, but it has to be different from that in the SFA. It
is necessary to think of some other physical reason why this maximum happens.

The point to be emphasized here is that the SFA and the HFA give essentially the
same result because of gauge invariance, but physical interpretations are completely
different.

It was previously noted that physical interpretations change even in classical
electromagnetism. It is possible to find all kinds of problems where a simple
gauge transformation is made and everything changes. An example worked out
for self-knowledge is one that can be solved in closed form classically. It is a
one-dimensional problem where an oscillatory electric field is superimposed on a
harmonic oscillator potential. It can be solved with or without the A2 term because
there is a simple gauge transformation to remove that A2 term.

The interesting thing is that the Hamiltonian for the problem looks totally dif-
ferent in the two cases, but when the problem is solved, exactly the same classical
trajectory is found in each case. This is what a classical gauge transformation pro-
tects. In the case of a classical physical problem it is the particle trajectory that is
unchanged, but everything else is different. This corresponds to a transition ampli-
tude in quantum mechanics changing under gauge transformations. Even though
gauge-invariant quantities do not change, the overall problem does. Gauge invari-
ance is sort of a magical property that enables us to say: “Two totally different
problems are being analyzed, but they both give the same prediction for certain
gauge invariant quantities.”

Figure 2.3 is a total Hamiltonian. Because this is a time-dependent problem,
the Hamiltonian changes with time. The time axis in the graph covers one com-
plete period. With the A2 term present, the solid line can be called the laboratory
gauge because the A2 term really is there in the laboratory. If the A2 term is gauged
away, what happens to the Hamiltonian and the total energy is given by the dotted
line; something completely different. It could be said if this were being observed
classically, where it is possible to follow time-dependent changes, that these two
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Fig. 2.3 This figure illustrates the large discrepancies that can occur after a gauge transformation
when a quantity is examined that is not represented by a quantum-mechanical Hermitian operator.
The potential energy, exhibited here, is not a laboratory observable, and so it can change in a major
way after a gauge transformation is introduced

Gedanken experiments (thought experiments or conceptual experiments) could look
entirely different. However, the particle follows the same trajectory in both cases
because they are gauge-equivalent.

One way to think about this is that electric and magnetic fields identify the classi-
cal problems, but they do not define all aspects of those problems. Within any given
classical problem identified by the electric and magnetic fields, there are many dif-
ferent electromagnetic potentials that can give rise to those same fields. These can
be thought of as elements of a larger set. The large set is identified by the fields, and
the elements within that set are all the possible potentials that will give rise to the
same fields. This is saying basically that the potentials are more fundamental than
the fields. That is a statement that has been in the literature again and again over the
years and has been strangely ignored.

The question can be asked about what emerges from a laser: fields or potentials?
The answer would have to be that it is both: the effect of the fields is dependent on
the context, and the context requires knowledge of the potentials. That is, if the fields
are truly fundamental, then all possible associated potentials will have to provide the
same detailed results, and they do not. There are many different potentials that can
give rise to the field, and it makes a difference in the classically measurable time-
dependent electromagnetic energy. Therefore, the potentials are more fundamental.
A gauge transformation may amount to a change to a coordinate system moving in
a possibly complicated path with respect to the original system, and the potentials
must be known to be able to understand the results.
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Some commonly made gauge-related mistakes that are in the literature are
summarized below (most have been mentioned above).

2.4.1 A Partial List of Gauge-Related Mistakes

1. A gauge transformation is a unitary transformation. States transform unitarily,
operators do not.

2. Any unitary transformation in quantum mechanics can be viewed as a gauge
transformation. See item above. A gauge transformation is not unitary.

3. A transition matrix element is manifestly gauge-invariant. That is:

.ˆf;HI‰i/! ..Uˆf/;
�
UHIU

�1
�
.U‰i//:

Wrong! The reference state ˆ does not transform at all, and the interaction
Hamiltonian does not transform unitarily.

4. The interaction Hamiltonian transforms unitarily. There is an elementary counter-
example:HI D r � E transforms to

H 0
I D UHIU

�1 D r � E instead of to H 0
I D A p=c C A2=2c2:

5. Any purely time-dependent phase factor can be extracted from the transition
matrix element without consequences. This is based on the classical theorem
that any purely time-dependent function can be added to the Hamiltonian without
changing the equation of motion. In QM:

.‰f;HIˆi/ D
�
eif.t/‰0f;HIˆi

� D e�if.t/
�
‰0f;HIˆi

�)
j.‰f;HIˆi/j2 D

ˇ̌�
‰0f;HIˆi

�ˇ̌2
:

(2.13)

However,
R

dt must be done before the absolute square.
6. The length gauge is a “special” gauge, or a “gauge-invariant” gauge, or even the

“correct” gauge. This is incorrect for numerous reasons, among them that the
length gauge approximates a propagating laser field (a transverse field) by
treating it as a scalar field (longitudinal field). It cannot be a fundamental gauge.

In classical physics, there is a very general, very important theorem showing that if
any function depending only on the time is added to the Hamiltonian or Lagrangian
functions, then the equations of motion are unchanged. This theorem cannot be
used directly in quantum mechanics, because measurements are not done directly.
They are done by analyzing results in terms of laboratory states, and the laboratory
reference states are not gauge-transformed.

For instance, a dipole-approximation Volkov solution, which has the A2 term
in the exponential, is a function of time only. The inner product that is involved
in the transition matrix element represents integration over spatial coordinates. It
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then might appear that the time-dependent exponential can be extracted, and when
an absolute square is done, it seems to go away. However, when a transition matrix
element is formed, an integration over time has to be performed, and that integration
has to be done before an absolute square is done. Therefore, the time-dependent
exponential does not go away.

Does a laboratory gauge exist? If it is accepted that physical interpretations
change when the gauge is changed, then it could be asked: “What physical inter-
pretation is closest to what the laboratory instruments know about?” This is a very
old question and has been discussed many times. In fact, the best discussions are to
be found in classical electrodynamics books, not in quantum mechanics books. The
situation is summarized in the following.

2.4.2 Does a Laboratory Gauge Exist?

It is clear that there are gauges that might have mathematical meaning, but do not
have any obvious physical significance. We first express the gauge that does seem
to have a clear meaning:
Basic Hamiltonian:

Canonical momentum: p
Kinetic momentum: p � qA=c
Kinetic energy: .1=2m/.p � qA=c/2

Scalar potential (Coulombic): V.r/

If A.r; t/ is the vector potential of the laser field with no dipole approximation,
then the radiation gauge (or Coulomb gauge, or velocity gauge) Hamiltonian is:

H D 1

2m

h
Ep � q

c
EA �Er; t�i2 C V �Er� : (2.14)

The expression of (2.14), where the vector potential includes all transverse fields,
like propagating laser fields or radio waves, carries an implication that is not often
discussed. When the radiation gauge is used (also called the Coulomb gauge, or, in
the dipole approximation, it is called the velocity gauge) it is the vector potential
that represents all transverse fields. The word transverse has the meaning that such
a field has an electric field in one direction, a magnetic field perpendicular to it, and
then a direction of propagation perpendicular to both of those fields.

A propagating plane-wave field is a very special kind of field. Once established,
it can propagate to infinity with no further input of energy. That cannot be described
by a scalar potential because a transverse field has to exist in three dimensions and
the scalar potential does not have any vector properties. That is what is meant when
it is called a scalar field. On the other hand, static potentials like the Coulomb
potential are longitudinal fields, and they are most appropriately described by a
scalar potential; only a scalar function is needed, not a vector function.
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When the transverse fields are described by a vector potential and longitudinal
fields are described by a scalar potential, this is called the radiation gauge or the
Coulomb gauge. Classical electrodynamics people view this as the most fundamen-
tal gauge available. Some reservations have to be expressed here, because when
the problem is formulated relativistically, a difficulty appears that is not obvious in
what has been written above with (2.14). The problem exists because of the fact that
a static field implicitly has an infinite velocity of propagation, so it is difficult to
accommodate this adequately in a relativistic theory. That has been the stumbling
block, but there are ways to get around it; the well-known textbook by J.D. Jackson
on classical electrodynamics discusses some of them.

So it appears that if there is a laboratory gauge, meaning that our laboratory
instruments, never exposed to the fields, have to deduce what has caused the results
that they measure, it is most consistent to describe the problem in the Coulomb
gauge. The Coulomb gauge holds true when there is spatial dependence as well as
time dependence. If the dipole approximation is being used, and the spatial depen-
dence of propagating waves no longer appears, then this radiation gauge or Coulomb
gauge is called the velocity gauge in AMO physics. This would appear to say that
the velocity gauge gives us something closest to what would be in the everyday
experience of our laboratory instruments. It is difficult to do anything more than that.

One more point needs to be made about the A2-removed gauge because this is
a gauge that is physically impossible, even though the gauge-invariance principle
means that useful information can nevertheless be extracted. If the dipole approx-
imation is used, and the kinetic momentum expression with the vector potential is
a function of time only, squaring this yields an A2 term that is purely a function of
time. As was already mentioned, that means that there is an elementary gauge trans-
formation that can remove this term. The gauge transformation that accomplishes
this removal is generated by a function that depends on time only, and such a gauge
transformation alters the scalar potential but leaves the vector potential unchanged.
These points are summarized below:

There is a gauge transformation that removes the dipole-approximation A2.t/

term by introducing a new potential energy that subtracts it fromH :

H 0 D 1

2

h
Ep � q

c
EA.t/

i2 � 1
2

q2

c2
EA2 .t/C V .r/ : (2.15)

This can be done only in the dipole approximation.
The subtracted A2 term has no physical meaning.
What is the meaning of this subtractive term that now appears in the scalar poten-

tial in (2.15)? It is nonphysical. It is not there in the laboratory. It is just a result of
the gauge transformation that yields some mathematical simplifications, but it is
not real. Making physical interpretations after having subtracted that A2.t/ term
would only be misleading. This is exactly what happened in the stabilization prob-
lem mentioned earlier. In the HFA, the A2.t/ term was gauged away, making it
appear that there could be no channel closings. This was not done in the SFA, so
channel closings were part of that theory.
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In ordinary laser experiments, A2 can be a very large number even when the
dipole approximation is applicable. It would appear to be possible to remove it.
Nevertheless, if a completely relativistic treatment is being done, A2 is a function
of r as well as t , so there is no simple transformation that removes A2. It has to
be retained, and everything should be done in the Coulomb gauge/radiation gauge.
So working by extrapolation from a relativistic case to the nonrelativistic case is
another way to see that it is not justifiable to remove the A2 term and expect to get
a physically plausible result.

That the laser field is transverse and that the Coulomb field is longitudinal are
reliable interpretations, and they are violated in the length gauge. Something more
needs to be said about this. The length gauge is an approximation that treats the
laser field as if it were a slowly varying electric field. A constant electric field can
be treated as a scalar field. If the field varies very slowly, then it is not so different
from the constant field and so a scalar potential can be used. This is why the length
gauge is well-liked. It is conceptually easier to work with just a one-component
scalar potential.

Now let us consider again the subject of the laboratory gauge. The laboratory
instruments do not know anything about gauges, so if you’re going to put a physical
interpretation on what happens in the field, it should be consistent with what the
laboratory instruments know about. In a laser problem the Hamiltonian is explicitly
time dependent. In classical electrodynamics or classical mechanics, it is known that
if the Hamiltonian is time dependent, energy conservation is not a valid principle.
It is also known that it is then not justifiable to interpret these different terms as
kinetic and potential energies. However, the laboratory instruments respond accord-
ing to a Hamiltonian that is not time dependent, so they can make meaningful energy
measurements. This is very important, because in the laboratory it is reasonable to
make energy measurements, even though in principle a time-dependent Hamiltonian
exists where energy is not well defined. It is the correspondence between what can
be measured and what measurements are being sought, that is really important to
this matter of physical interpretations.

2.5 SFA (Strong-Field Approximation)

The strong-field approximation, customarily referred to as the SFA [2, 8, 27] will
now be examined. The SFA is nonperturbative; it is based on a time-reversed transi-
tion amplitude where the interacting state is the final state, not the initial state; and it
is so designed that when the laser field is dominant over the Coulomb potential, then
it is a good approximation for calculation of the properties of strong-field ionization.

How is the importance of the laser field measured? It is measured by the pon-
deromotive energy of an electron in the field. How is the importance of the Coulomb
field measured? It is measured by the binding energy of the electron in the Coulomb
potential. So just that ratio of energies will be examined. The previously defined
intensity parameter z1 D 2Up=EB is just such a ratio.
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2.5.1 SFA Rates

The SFA transition amplitude in atomic units (a.u.) is written as:

M
.exact/
fi D �i

Z 1

�1
dt .‰f;HIˆi/ ; (2.16)

M
.SFA/
fi D �i

Z 1

�1
dt
�
‰Volkov

f ;HIˆi

�
: (2.17)

In the velocity gauge (dipole-approximation Coulomb gauge), HI and ‰Volkov are
written as:

HI D 1

c
EA �
�
�i Er

�
C 1

c2
EA2; (2.18)

‰Volkov D 1

V 1=2
exp

�
i Ep � Er � i p

2

2
t �

Z t

�1
d
HI

� Ep; 
�� : (2.19)

The exact transition amplitude that was presented before in (2.8) and (2.9) looks
this way if the time-reversed form is used. The final state is the interacting state. It
is in this final state where, in an atomic ionization process, the electron has become
detached from the atom and finds itself in a really intense laser field. The pondero-
motive energy can be huge, as in the example shown earlier. The ponderomotive
energy may exceed the binding energy by many factors of 10. In that CO2 laser
experiment (Fig. 2.1), Up was of the order of a hundred times as big as the bind-
ing energy. Then it can be said: “The Volkov solution will be applicable, because
the Volkov solution is an exact solution of the quantum equation of motion for a
free electron in this very strong plane-wave field.” That means the SFA. The sole
approximation is to neglect Coulomb corrections to the wave function of the ion-
ized electron. The quantity being neglected is the remnant effect of the Coulomb
field on an electron whose motion is dominated by the laser field. It is possible to
write in closed form all the correction terms to this approximation. They are given in
one of the appendices in the 1980 paper [2]. That is, the exact transition amplitude
can be written in the usual form for a time-reversed transition amplitude. The SFA is
the leading term when the exact interacting final state is expanded in powers of the
Coulomb potential energy. They are hard to calculate, but they can still be written.
Equation (2.19) gives just one way to express the Volkov solution.

When the SFA transition amplitude is written, there are certain things that
immediately occur that are summarized as follows:

With a laser field inserted, many algebraic steps can be accomplished in general.
An energy-conserving delta function occurs, that also identifies a minimum photon
order n0.

n0 �
�
EB C Up

�
=„! (2.20)

p2=2 D n„! � EB � Up: (2.21)
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In words:
Kinetic energy of the photoelectron D energy contributed by n photons minus

the energy required to supply the binding and potential energies.
The general velocity-gauge SFA transition matrix element can be written with

certain identifiable components.
There always seems to be a multiphoton process. It does not matter what the

Keldysh parameter is; everything is multiphoton. The photon number serves as the
summation index in the sum over n, and the photon number has to have a minimum
value, n0. What is this minimum value? The product of n0 and „! is the minimum
energy supplied by the laser. The field, at the minimum, must be able to overcome
the binding energy, and also to supply the ponderomotive energy to the ionized
electron. Then, to find the kinetic energy of that ionized electron, it is necessary to
know how many photons have been absorbed. The n index has to be at least n0, but
it can be much greater. This is the above-threshold ionization (ATI) phenomenon.
Then it is necessary to subtract the binding energy and the ponderomotive energy. It
is the remainder that is available for kinetic energy of the ionized electron.

There is a simple way to write the overall SFA quantum transition amplitude.
First, it will be expressed in spherical coordinates. The differential transition rate as
a function of solid angle, dW=d�, can be written as:

dW

d�
D 1

.2�/2

1X
n0

p

�
p2

2
C EB

	2 ˇ̌ O'i
� Ep�ˇ̌2 ŒJn .˛0p cos �;�ˇ0c/�

2 (2.22)

and each element in this form has a meaning. It is necessary to recall again the
kinetic energy expression of (2.21), which defines what is meant by the momen-
tum p. The differential transition rate can be written in other terms, but it is written
most transparently with the momentum. The first multiplicative factor p in (2.22)
comes from doing the phase–space integration.

When calculating the total transition amplitude for producing photoelectrons it
is necessary to integrate over all the possible final states that can be present. That is
where the p factor comes from. The next term is just the square of the net energy
transferred to the ionized electron. It is necessary to transfer the kinetic energy and
to overcome the binding energy. Then there is the momentum-space wave function
of the initial state. There is a specific atom in the experiment, and it is the momentum
state properties of that atom that enter into the final expression.

Finally, in (2.22) the generalized Bessel function has been written in a somewhat
nonstandard way. In the first of the arguments in the generalized Bessel function,
˛0 is the amplitude of motion of a free particle in an oscillatory electric field. This
is a standard intensity-dependent quantity. This first argument also has the factor
p cos � . In this case, � represents the angle from the electric field direction, so this
is basically just the component of the momentum projected onto the electric field.
That is, it is what is called the parallel momentum. The ˇ0 in the second argument
of the generalized Bessel function will have to be defined.
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β0

α0

Fig. 2.4 Classical free electron in a plane-wave field. Electron follows a figure-8 trajectory result-
ing from the combined action of the electric and magnetic fields. ˛0 D amplitude along electric
field direction; ˇ0 D amplitude along direction of propagation. A free electron in a plane-wave
field follows a figure-8 pattern when viewed in the simplest frame of reference. The amplitudes
along the electric field direction and along the field propagation direction play basic roles in
qualitative understanding of strong-field phenomena

In order to do that, it is necessary to introduce Fig. 2.4 with the famous figure-8
diagram from classical electromagnetic theory. If a free charged particle – not bound
to anything – is put in a very strong, transverse, propagating electromagnetic field,
and viewed in the simplest possible coordinate system, the result is a figure-of-8
motion. In that figure-of-8 motion, ˛0 is the length of one of the lobes parallel to the
electric field direction. That is a standard quantity, almost universally designated
by ˛0. At relatively low intensities, these loops collapse almost to a straight line,
and it looks like a linear back-and-forth motion. The quantity ˇ0 is the amplitude
of this figure-of-eight configuration in the direction of plane-wave propagation. The
nonzero magnitude of ˇ0 indicates that motion is not straightforward back-and-
forth.

˛0 D c

!

p
2zf; ˇ0 D c

!

zf

4
;

ˇ0

˛0

D 1

4

r
zf

2
; zf � 2Up

mc2
:

There is a persistence of this plane-wave behavior in the generalized Bessel function
even though the expression written here is in the dipole approximation. This is not
present in any length-gauge theory.

2.5.2 SFA Spectra

The next topics are the properties of the photoelectron spectrum as predicted by the
SFA, and then the momentum distributions. These can be examined in very general
terms, and that is sufficient to explain many of the things that are observed in the
laboratory at present.

The SFA works better at higher intensities and thus a good prediction of the
spectrum can be expected when the field intensity is high.

A circular polarization experiment that was conducted by Bucksbaum et al. in
1986 [28] revealed a sharply defined ATI spectrum, which had the highest peak near
the middle of the spectrum (Fig. 2.5). In the laser community at that time, the ATI
phenomenon of well-defined peaks occurring in a spectrum at orders larger than
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Fig. 2.5 The first successful quantitative explanation for an ATI spectrum is shown here in a figure
reproduced from an article by Bucksbaum [30]. The experimental result in the upper panel is for
the ionization of Xe by circularly polarized 1,064 nm light [28], and the lower panel shows the
theoretical replication of the spectrum using what is now called the SFA. The reference to Keldysh
is now known to be inappropriate, since that is a tunneling theory, and a tunneling mechanism is
incapable of predicting individual spectral peaks

the minimum perturbative order was not well-understood, but it was thought to be
probably just a higher-order perturbative correction. The experimental findings of
Bucksbaum et al. contradicted that, since it is impossible in perturbation theory to
have higher-order terms be dominant over lower orders.

The original SFA paper [2], though published in 1980, had not yet come to the
notice of the community, and the experimental results created quite a stir, since they
seemed to be inexplicable. It was shown in a 1987 paper [29] that the SFA gives a
very good prediction of the spectrum. Bucksbaum later applied the SFA to his results
using a more sophisticated computer than was available for [29], and incorporated
the effects of the intensity distribution in the laser focus. The Bucksbaum calculation
was never published in open journals. It was published [30] in the proceedings of a
conference held in 1988, and it marked the first time that it could be said without
ambiguity that nonperturbative laser-induced phenomena had been measured in the
laboratory and replicated by theory. Figure 2.5 is a reproduction of the figure from
the Bucksbaum paper in [30].

Clearly separated multiple peaks in the spectrum, at an energy spacing of „!,
were observed for the first time in 1979 by Agostini et al. [31] with linear
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polarization, and then (as mentioned above) by Bucksbaum et al. with circular polar-
ization. The clearly separate identity of the peaks would later come to be called a
multiphoton spectrum. As is now known, the Bucksbaum experiment was at the
lower intensity limit of validity of the SFA, and the good results can be ascribed to
the fact that the dominant higher-order peaks in the spectrum occur where the energy
of the photoelectron is large enough that the residual Coulomb effects neglected by
the SFA are not important.

Now a comparison of the SFA can be made with some ionization experiments
with helium done by Mohideen [32] at what was then a very high intensity. He was
part of a group led by Bucksbaum and Freeman. They had attempted to find a match
to the SFA, but not with much success. In their attempt to compare theory and exper-
iment, they did not perform the integration over the intensity and time distributions.
When the above-mentioned integrations are performed, this excellent comparison of
Fig. 2.6 is obtained for the linear polarization results [33]. The experimental error
bars are small, but the theoretical match is within the error bars. This close match of
theory and experiment remains remarkable to date.
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Fig. 2.6 A comparison of the SFA theory [33] and a 1993 experiment [32] for ionization of helium
by linearly light shows agreement to within the experimental error bars. The 7�1015 W=cm2 cited
in [32] is reduced to 3:6 � 1015 W=cm2 in the theory. The adjustment that had to be made in the
peak intensity is typical for that era. Absolute measurements of intensity, while much better now,
are still difficult to make
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Fig. 2.7 Circular polarization spectrum for HeC compared with [32]. Error bars are as given in
[32]. The 6�1015 W=cm2 cited in [32] is reduced to 1:275�1015 W=cm2 in the theory. The match
shown here between a measured circular polarization experiment [32] and the SFA [33] is nearly
perfect, since the strange features at low energy are known to be artifacts, and the error bars at
higher energies are very small. The seemingly large adjustment that had to be made in the reported
peak intensity is strongly supported by the fact that, after the adjustment, the peak in the circular
polarization spectrum occurs at about 80% of the maximum Up, the ponderomotive energy. This is
just about what would be expected, whereas the maximum would be at less than 20% of Up for the
reported peak intensity. Such a low proportion of Up is not possible for strong fields

Mohideen also obtained [32] a circular polarization spectrum shown in Fig. 2.7.
According to Mohideen, the strange features at low energy are experimental arti-
facts and should be ignored. However, in the remainder of the spectrum, the error
bars are very small. The motivation for the experiment was to obtain precise spec-
tral measurements, and the SFA-calculated spectrum [33] matches the experimental
spectrum within very small error bars.

2.5.3 SFA Momentum Distributions

The SFA is represented in terms of cylindrical coordinates, suited for calculating
momentum distributions as:
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with
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There are a number of basic features on display here: the square of the generalized
Bessel function; the square of the momentum space, initial-state wave function; and
the square of the energy transferred, consisting of the kinetic energy plus the binding
energy.

Expressions for both parallel and perpendicular momentum distributions have
momentum dependence as follows:
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These distributions have many features in common with each other and with the
energy spectrum. The differences arise from the kinetic momentum p. The energy
spectrum is proportional to p. This means that spectra calculated with the SFA tend
to approach very closely to zero at the low end of the spectrum. This result is in
strong contradiction to that obtained from tunneling theory. In tunneling theory, the
spectrum always has a maximum at zero energy.

For the parallel momentum distribution, the SFA predicts either zero or near zero
in the forward direction. The reason why “near zero” is said is that the total energy
conservation expression given here has to be satisfied, and an exactly zero result for
the momentum is not normally obtained. This is in contrast with tunneling theory,
which always predicts a maximum in the parallel momentum distribution at zero
momentum, in contradiction to most of the experimental measurements.

In the total rate written in spherical coordinates, there is a factor p that orig-
inates from the phase space integration in spherical coordinates, and this factor
always forces the low energy end of the spectrum to be at zero or near zero. The
momentum-space distributions are expressed in cylindrical coordinates, and have
different dimensionality than the spherical coordinates used up to this point. For
example, the parallel-momentum distribution dW=dpjj lacks the factor p that is
present in dW=d�. The perpendicular-momentum distribution dW=p?dp? has an
extra factor of momentum in the denominator, which appears in the result as divi-
sion by pjj. This makes possible cusp-like behavior at small momenta. Since the
parallel component of the momentum never becomes exactly zero (except at a sin-
gle point in a two-dimensional space), the value of 1=pjj does not diverge. This
general dependence on p is directly attributable to the geometry of phase space.

Specifically momentum-dependent factors have been singled out in the energy
spectrum, the parallel-momentum distribution and the perpendicular-momentum
distribution. The role of the multiplicative factor of p in the energy spectrum
has already been mentioned, as well as the division by pjj in the perpendicular
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momentum distribution. The small-p behavior in the parallel momentum distri-
bution is determined by the momentum-space initial-state wave function, which
appears in all three of the distributions, but is the primary governing factor con-
trolling dependence on p in the parallel-momentum distribution. The especially
interesting feature of the momentum-space wave function is that it can be quite
different for different types of initial states.

For hydrogenic states, the momentum-space wave functions are presented in
closed form as:

' .p/ / .np/lh
.np/2 C 1

ilC2
(2.29a)

! .np/l ; np << 1 (2.29b)

! 1

.np/lC4
; np >> 1: (2.29c)

The momentum-space wave function is proportional to .np/l , with the quantity np
appearing again in the denominator. Here, n is the principal quantum number for the
hydrogenic state and l is the angular momentum quantum number; therefore, these
are basic atomic parameters. It is not necessary to postulate rescattering to explain
unusual features.

For low-lying states where np is small, then the momentum-space wave function
behaves as np to the l-th power, so that it depends fundamentally on the angular
momentum. If high-lying states are considered, then the momentum-space wave
function behaves as 1=.np/lC4, which is a totally different behavior. Thus a variety
of qualitatively different behaviors are expected in parallel-momentum distributions.

A useful example can be treated, with the principal quantum number maintained
at 3. The number n D 3 is selected to be able to show s, p, and d angular momentum
states. In Fig. 2.8 the s state is seen to have a peak at zero parallel momentum.
However, local minima are observed in both the p and d states when the parallel
momentum is zero. In the d -state case, the dip is very strong. Thus, the behaviors
are totally different. The widths of the distributions are also quite different for the
s, p, and d states. All of these qualities are consequences of the angular momentum
of the initial state.

What has been shown is the result of performing the SFA calculation for a fixed
intensity. It does not include the intensity distribution in the focus.

For a real atom as used in an experiment, a standard procedure has been to
introduce analytical Hartree–Fock wave functions for the initial state. This means
that there is a sum over several angular distribution factors. Any real atom other
than hydrogen will be described by a complicated mixture of different hydrogenic
states. The momentum-space wave functions of each of those Hartree–Fock com-
ponents have to be added together to get the overall wave function. This is a
fairly complicated procedure, but it should give an excellent representation of an
actual atom.



66 H.R. Reiss

10–1

10–2

10–3

10–4

10–5

33s
3p
3d

re
la

tiv
e 

pr
ob

ab
ili

ty

–1.0 –0.5 0.0 0.5 1.0
parallel momentum  (a.u.)

Fig. 2.8 A clear way to visualize the effect of the initial state of an atom on its momentum dis-
tribution properties can be seen in this example. A hydrogenic atom with a principal quantum
number n D 3 can have s, p, d substates. They have significantly different momentum distri-
butions even though the atom is the simple hydrogen atom. The light pulse characteristics are

 D 10:6�m; I D 3:5� 1012 W=cm2, and Gaussian shape with 250 fs width

It was mentioned earlier that a cusp, that is, a sharp point has been observed at the
origin in the perpendicular momentum distribution. This has led to hypotheses about
Coulomb final-state corrections and rescattering processes. None of that is necessary
or appropriate. The cusp arises because of the pjj that occurs in the denominator in
the expression for the perpendicular momentum distribution. Since the value of pjj
depends upon the discrete photon order index n, a value of pjj that is exactly zero
will occur only “on a set of measure zero”; in other words, it will never occur.
Nevertheless, pjj can be quite small, giving a cusp-like behavior.

The initial-state momentum distributions that have been discussed enter in a very
interesting way into an evaluation of tunneling behavior. It has been mentioned that
tunneling theory always gives a maximum in the parallel-momentum distribution
in the forward direction. A tunneling limit can be found for the SFA [34], and it
has been emphasized that the SFA permits a variety of behaviors in the parallel-
momentum distribution. It is necessary to reconcile these apparently contradictory
behaviors for the complete SFA and for its tunneling limit.

Figure 2.9 presents the parallel-momentum distribution in the ionization of
helium by a laser field of peak intensity 3:5 � 1015 W=cm2 in a Gaussian pulse
of 25 fs duration .
 D 800 nm/. The solid curve is the complete SFA result,
which appears slightly flat on top. The SFA tunneling limit is shown by the dashed
curve. Tunneling behavior can be identified by an exponential factor of the form
exp.�C=E/, where C is a constant that depends on parameters of the atom, and E
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Fig. 2.9 An attempt can be made to find a “tunneling limit” of the SFA by confining attention to
small momentum values. This is an artificial and fruitless goal, as shown here for helium. There
are no amplitude adjustments in this figure, so the small-momentum part matches as expected, but
higher components of the momentum distribution are importantly underestimated in this “limit”

is the electric field magnitude. This exponential can be extracted from the velocity
gauge SFA. However, the tunneling part is only a fraction of the overall SFA result,
and the remaining part is also important. The SFA and the tunneling limit match
near the zero value of the parallel component of the momentum; they do not match
further than this. In other words, the tunneling behavior is always narrow and the
complete SFA behavior is much broader.

The parallel-momentum distribution for the ionization of 1s hydrogen can be cal-
culated, as shown in Fig. 2.10 [35]. The ground state is an s state as in the preceding
case, and the behavior is similar. The correspondence between the full SFA and
the tunneling limit of the SFA is limited to that portion of the parallel-momentum
distribution that is right at the center, near pjj D 0.

Figure 2.11 shows totally different behavior. The parallel-momentum distribu-
tion shown is for ionization of the ground state of neon [35]. The neon ground state
is a p state, and this is responsible for the large wings, with a very deep mini-
mum between them. Again, the tunneling limit matches at zero parallel momentum.
In this case, the tunneling limit constitutes only a small part of the overall ioniza-
tion process. Therefore, in the SFA, the results obtained are strikingly different in a
comparison between the velocity gauge and its tunneling limit.

If an ab initio tunneling theory is constructed, such as the Keldysh theory [4], PPT
(Perelomov, Popov, and Terent’ev) [36], or ADK (Ammosov, Delone, and Krainov)
[37], then the small result at zero value of the parallel momentum distribution is
larger than for the SFA, but it will always be peaked there. It is the velocity-gauge
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Fig. 2.10 Ionization of 1 s hydrogen (light pulse characteristics are ! D 0:057 a:u:; Ipeak D
:13 a:u., Gaussian pulse of 25 fs). The comparison between the “tunneling limit” and the full SFA
for hydrogen is not much better than for helium in the preceding figure
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Fig. 2.11 Ionization of ground state of Ne (light pulse characteristics are ! D 0:057 a:u:; Ipeak D
:216 a:u., Gaussian pulse of 25 fs). When the atom has an initial p state, the putative “tunneling
limit” is completely inadequate because the initial p state has such an important component of
parallel momentum
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SFA that predicts the great variety of shapes for the parallel-momentum distributions
that are observed in experiments. The velocity gauge SFA provides more substantial
information than the tunneling theory.

The SFA itself is gauge dependent. The length-gauge SFA and velocity-gauge
SFA give different results. (The term SFA was originally intended [27] to apply only
to the velocity gauge. However, this was evidently not stated with sufficient clarity,
and other authors [38] began to employ the same procedure in the length gauge, and
also calling it SFA.)

2.6 Tunneling/Multiphoton Misconception

Tunneling is exclusively a length-gauge concept. This is because ionization is rep-
resented on the basis of a sum of scalar potentials such that a Coulomb potential
will be depressed on one side by a quasi-static electric field potential, resulting in a
depressed barrier as shown in Fig. 2.12. The Coulomb potential is indicated by the
heavy solid line. The electric field is given by the straight-line potential. The addi-
tion of the Coulomb potential and the electric field increases the Coulomb potential
on one side and decreases it on the other. The ground state of atomic hydrogen has
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Fig. 2.12 In a tunneling approach, the laser field is represented by a scalar potential, so it can be
added directly to the scalar Coulomb potential, creating the possibility of barrier penetration. A
laser field, however, is a transverse propagating field that cannot be adequately represented as if it
were a quasi-static field
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a binding energy of �0:5 a:u. The diagram is drawn to scale for ground-state hydro-
gen. Thus, there is a possibility of tunneling through the barrier at the depressed side
of the Coulomb potential. This is the concept of tunneling ionization.

This can be done specifically because the Coulomb and the laser fields are repre-
sented by scalar potentials. If the velocity gauge is used, the laser field is represented
by a vector potential, and this diagram does not exist.

There are fundamental problems associated with the concept of tunneling. (Note:
Subsequent to the delivery of these lectures, a paper was published [6] on the subject
now about to be discussed. Very recently, another paper [39] gave explicit limits to
applicability of tunneling methods.) The tunneling treatment of laser effects is lim-
ited to the dipole approximation. If the laser field is sufficiently strong, the dipole
approximation will fail entirely as a function of intensity. This happens because the
magnetic field, always present as a component of the laser field, begins to exert a
significant force on the photoelectron as the intensity becomes high. This force is
in a direction parallel to the propagation direction of the laser field. That is, it is
perpendicular to the direction of the electric force. This will result in a displacement
of the electron away from the simple back-and-forth linear oscillation associated
with the electric field. When this magnetically induced displacement approaches an
amplitude that is a significant fraction of an atomic unit, then the dipole approxi-
mation is no longer valid, and the tunneling diagram that has been discussed is no
longer applicable.

Another limitation of the tunneling concept arises from the previously mentioned
algebraic form exp.�C=E/ that characterizes tunneling. As the field increases, this
exponential approaches an asymptote. Almost every other theory shows a stabiliza-
tion effect, where the ionization rate reaches a maximum with increasing intensity,
and then begins to decline. Stabilization behavior is the norm rather than an excep-
tion. The fact that stabilization is impossible within a tunneling theory is another
indication that the tunneling concept implies limitations on its applicability to
plane-wave problems.

It is a widely accepted current practice to classify ionization problems as being
in either a multiphoton or a tunneling domain. If a spectrum exhibits distinguishable
ATI peaks, it is usually referred to as being in a multiphoton domain, because the
number of absorbed photons responsible for each individual peak, spaced „! apart,
can be counted. As the intensity increases, the spectrum becomes smooth, and peaks
corresponding to specific photon orders cannot be distinguished. However, at very
high intensities, large numbers of photons can contribute to a spectrum. In the SFA,
photons are always counted even when a smooth distribution is obtained.

It should be noted that the division into multiphoton and tunneling domains is
gauge-specific. In the velocity gauge, as already stressed, tunneling is an ill-defined
concept.

The definition and properties of the well-known Keldysh parameter, � , will now
be presented.
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2.6.1 Tunneling and the Keldysh Parameter

A common practice in recent years has been to describe ionization problems as
being either in the multiphoton regime or in the tunneling regime, with the Keldysh
parameter � as the sole deciding criterion:

� D
q
EB=2Up:

Physically, � is the ratio of the time required to tunnel through the barrier as
compared to the period of the laser field.

If � < 1, the process is said to be by tunneling.
If � > 1, the process is said to be multiphoton.
This entire scheme is contradicted by the following diagrams, for the case of

ground-state hydrogen in a laser field of 800 nm.
In fact, this is the inverse square root of the z1 intensity parameter, but the

Keldysh parameter is often defined in terms of the tunneling time. In a tunneling
theory, one can find a property identifiable as the time required for a particle to tun-
nel through a classically opaque barrier. The ratio of this time to the period of the
laser is one way to define the Keldysh parameter. Tunneling takes place when the
Keldysh parameter is small, and the spectrum lacks individual photon peaks. That
domain of intensity where identifiable peaks occur is called the multiphoton domain,
and the Keldysh parameter is large in such a region. This scheme is inconsistent, as
will now be shown.

The example considered is ground-state hydrogen in a laser field of 800 nm. An
electric field is selected of sufficient magnitude so that the top of the barrier exactly
aligns with the ground state in the presence of this laser (Fig. 2.13). For hydrogen,
this corresponds to a Keldysh parameter � of 0.91, or roughly 1. This could be
regarded as the dividing line between the tunneling and multiphoton regimes. If it
is desired to enter further into the tunneling regime, then the field strength has to be
increased.

If the field strength is increased, then it is observed that there is no tunneling at
all, because if the initially bound electron can escape over the barrier, then that is
the most probable pathway to ionization. Ionization by means of tunneling through
the barrier is exponentially damped in comparison to ionization over the top of the
barrier as Fig. 2.14 shows. The value of the Keldysh parameter � in this case is 0.3.
This is supposed to be in the tunneling domain; however, there is no tunneling.

If the Keldysh parameter � is reduced further to 0.1, this is supposedly deeply
into the tunneling domain, but Fig. 2.15 shows that ionization takes place far over
the barrier. Therefore, the whole tunneling vs. multiphoton scheme is backwards.

As the Keldysh parameter decreases, ionization is nominally supposed to be more
and more deeply into the tunneling regime. Instead, ionization is increasingly far
above the barrier. If the Keldysh parameter becomes larger than 0.91, so that the
problem enters into the nominal multiphoton domain, then the hydrogen ground
state is below the top of the barrier, and the only way ionization can occur is by
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Fig. 2.13 This diagram, for hydrogen in a field of 800 nm wavelength, is given for the top-of-
the-barrier case that nominally separates the tunneling and multiphoton regimes. The Keldysh
parameter has the value � D 0:91

tunneling through the barrier. This means that tunneling is required for ionization in
the supposedly multiphoton regime.

The tunneling concept is therefore self-contradictory for atomic ionization. If
ionization is treated using the SFA, The Keldysh parameter � does not appear,
but the z1 parameter is applicable, which is one of the ratios of the ponderomotive
energy to some other energy quantity. (Remember that the connection is z1 D 1=�2.)
In this case, it is the binding energy, and this parameter increases for a strong field
and decreases for a weaker field.

In the velocity gauge, everything is stated in terms of sums over photon orders.
This may sound like the Keldysh concept of a multiphoton domain, but both mul-
tipeaked and continuous spectra can arise from the velocity-gauge SFA. When the
intensity is high, the sum over individual photon orders is still necessary, but the
spatial and temporal intensity distributions in the laser focus cause individual pho-
ton contributions to overlap so extensively that the spectrum appears to be smooth
and continuous. Hence, it is no longer possible to identify individual photon orders
because of this overlapping, and a smooth result is obtained.

Therefore, it can be said that all strong-field processes are multiphoton. A mul-
tipeaked ATI spectrum for circular polarization was shown (Fig. 2.5), as well
as a continuous-appearing spectrum (Fig. 2.7). Both those spectra arise from a
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Fig. 2.14 The field is now much stronger than in the previous diagram. Here, � D 0:3.<< 0:91/,
so the problem should represent an example of tunneling. However, the diagram (drawn to scale)
shows that ionization will occur far above the barrier. It cannot be described as tunneling ionization

calculation that is multiphoton, but account is taken of the intensity distribution
in the laser focus and the time distribution in the laser pulse.

The spectrum of Fig. 2.5, from Bucksbaum [30], is in the so-called multiphoton
regime. Within the velocity-gauge SFA, each of these peaks can be identified with a
specific photon order. However, the photon order is always low. That is, it does not
exceed 10 or 12.

In the spectrum of Fig. 2.7, from Mohideen [32], the individual multiphoton
peaks cannot be seen; they merge together. In the velocity-gauge SFA, the con-
cept of tunneling does not arise, since that is a physical interpretation specific to
a length-gauge theory, where the scalar Coulomb potential has superimposed on it
an approximation of the laser field as another scalar potential. As has now been
seen, these length-gauge potential energy diagrams are backwards. When tunneling
is supposed to occur, it cannot happen; and vice versa.

2.7 Time Domains and Rescattering

The concept of rescattering has been used quite a bit in recent years. It is a concept
that is both useful and misunderstood. The term rescattering has been applied to
both quantum events and to classical events, with no apparent attempt to distinguish
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Fig. 2.15 For the extreme “tunneling” example of � D 0:1, ionization is very far over the barrier,
and certainly the ionization is not by a tunneling process. On the other hand, for � � 1 the
depression of the barrier is not great, the only way for ionization to occur is by barrier penetration,
but � >> 1 is in the putative multiphoton regime. The entire system contradicts itself

between the two. They are, in fact, quite different, with the criterion for the dis-
tinction coming from the very different time scales attached to the two types of
rescattering. The atomic unit of time is 2:42 � 10�17 s. One way to derive this is
to use the Heisenberg uncertainty principle in the energy–time form rather than the
more usual momentum–distance form. When the uncertainty in energy is equal to
the binding energy of an electron in the ground state of hydrogen, then the time
interval during which it cannot be determined whether the electron is bound or not
is the atomic unit of time.

As has just been shown, the atomic unit of time serves to identify the quan-
tum time scale. Next, it is necessary to set the classical time scale. The frequency
or wavelength of a laser can be determined by classical optics. The laser operates
therefore on a classical time scale. If 800 nm is considered to be a typical laser
wavelength, the period of the wave will be of the order of 100 times larger than the
quantum time scale.

This means that one can consider an electron leaving the atom by being pushed
away by the laser field, and then returning to the atom because the laser field has
changed direction and is pushing the electron back in the other direction. The sub-
sequent interaction with the atom is known as classical rescattering. The quantum
process of ionization occurs on a much shorter time scale. Since the process of
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ionization must precede the classical rescattering, all the conservation conditions
for the quantum process must be satisfied before the classical process takes place.

It can strongly be questioned whether the term rescattering can properly be used
for quantum processes. In the SFA, the final state is approximated by a Volkov solu-
tion. A Coulomb correction to this can be applied, and has proven to be useful. There
is a plateau in the spectrum from ionization by linearly polarized light that occurs
with low probability, and that appears at energies beyond 2Up, where the simple
SFA falls off very rapidly. This has been explained by including the Coulomb cor-
rection to the Volkov solution. This correction has been called rescattering, even
though it is a quantum process that is completed long before any classical oscil-
lation can occur. In a perturbation expansion of the complete ‰f.t/ wave function
in powers of the Coulomb interaction, the Volkov solution is the leading term and
the first correction term supplies the explanation for the plateau in the spectrum.
In a diagrammatic perturbation theory, one can think of correction terms as further
interactions with the Coulomb potential, but these do not occur in real time. They
are virtual events, all of them connected with the single real time t that occurs in
‰f.t/. They are unrelated to classical rescattering, which occurs in classical labora-
tory time. Nevertheless, this Coulomb correction has been called rescattering with
no cautions that it is completely unrelated to true rescattering.

Another problem also occurs when there is no account taken of the major time
differences between quantum and classical events. In the 1989 Corkum circular
polarization experiment [16], approximately 9,000 photons had to be absorbed in
order to supply the ponderomotive energy to the ionized electron. In circularly
polarized light, the angular momenta of all the photons are aligned. Each photon
possesses one quantum unit of angular momentum, independently of the energy of
the photon. This means that in this low-frequency ionization process, at least 9,000
quantum units of angular momentum are introduced into the system.

In particular, for the CO2 laser experiment, the disparity between the classical
time and the quantum time is by a factor of more than 103 rather than the 102 given
earlier as a general estimate. Hence, the quantum conservation conditions have to
be satisfied before the classical conditions are considered. This means that when a
photoelectron comes out of the atom, the electron must have 9,000 units of angular
momentum, just corresponding to the most probable kinetic energy for an electron
ionized in a circularly polarized field. The energy that must be supplied by the laser
to overcome the binding energy in the atom adds even more angular momentum
to the total, since every photon absorbed, whether to supply the binding energy
or the kinetic energy, contributes one quantum unit of angular momentum. In the
CO2 experiment being used as an example, the total angular momentum required
to supply the ionization energy, the ponderomotive energy, and the most probable
kinetic energy, is nearly 20,000 quantum units. This is being completely overlooked,
leading to incorrect descriptions of what occurs in the subsequent classical motion.

This oversight about the initial angular momentum of the photoelectron creates
a huge difference. If the electron comes out with zero angular momentum based
on the tunneling concept, it starts with zero angular momentum and not 20,000„.
Therefore, the occurrences during the classical phase are completely different.
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Nevertheless, there is one qualitative aspect of the two scenarios that is not different,
and that has deflected attention away from those aspects that are totally unlike. Both
scenarios concur that the electron will not return to the atom after the ionization
process.

According to the conventional assumption (Corkum’s “simpleman’s theory”
[40]), an electron emerges with zero energy and zero momentum at the atom. It
then responds to the external field and spirals away, never to return. On the other
hand, if the electron has to come out with 20,000 units of angular momentum, angu-
lar momentum conservation is a strict principle in physics, and the electron must
appear outside the atom at the end of the quantum process in a circular orbit around
the atom. Considering the parameters of the classical orbit, a classical orbit centered
on the atom with the most probable energy from quantum energy conservation, has
exactly the right amount of angular momentum to correspond to the nontunneling
quantum prescription.

Therefore, the electron does not emerge from the atom with zero velocity and
move away with the classical initial conditions of a stationary particle. It comes
out with the appropriate angular momentum required by the quantum ionization
process. This means that the electron is in an orbit that is cylindrically symmetrical
about the direction of propagation of the laser field and it cannot return as long as the
field exists. Exactly this kind of motion has been observed recently in experiments
by Bergues et al. [41], where photoelectron momentum distribution measurements
following from the photodetachment of the negative fluorine ion by circularly polar-
ized light led to a toroidal photoelectron momentum distribution centered on the
fluorine atom.

The Corkum model has the electron emerge without regard to quantum conser-
vation conditions, and it acquires its final trajectory parameters as a consequence
of classical interactions. This cannot be the case, because of the great difference in
quantum and classical time scales. The quantum and classical processes are disjoint,
each satisfying its own rules in a quantum-then-classical sequence.

The use of the dipole approximation in AMO physics is important because it
is very useful, and normally very well-satisfied. The dipole approximation is such a
familiar feature of AMO physics that most people do not pay much attention to it. In
atomic physics, the dipole approximation is justified on the basis of the wavelength
of laser radiation being considerably larger than the size of an atom. For example,
if the wavelength is longer than, say, 10 a.u., the dipole approximation would be
justifiable. A field with a wavelength that is ten times larger than the atomic size is
actually a very energetic field. It would be completely off the frequency-intensity
diagrams shown above, or at the high-frequency end of those diagrams.

What the above justification for the use of the dipole approximation overlooks is
that a laser field is a propagating plane-wave field, meaning that there is a magnetic
component of the field that is just as large (in Gaussian units) as the electric field.
The magnetic field can usually be neglected because the force it exerts on a charged
particle (i.e., the electron) is smaller than the force from the electric field by a factor
v=c, where v is the velocity of the electron and c is the velocity of light. This velocity
ratio is usually so small in AMO physics that neglecting magnetic-field effects is a
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safe procedure that is so universal that it need not even be mentioned. However,
an intense laser field can induce electron velocities that are no longer negligible as
compared to the velocity of light.

The effect of the magnetic field on an electron is to change a simple linear oscil-
lation of an electron into a “figure-8” motion, with the long axis of the 8 in the
direction of the electric field and the shorter width of the 8 in the direction of propa-
gation of the plane-wave field; that is, in a direction perpendicular to both the electric
and magnetic fields (Fig. 2.4). The figure-8 motion is always present in a plane-
wave field, but at perturbative intensities the departure from straight-line oscillation
is negligible.

As the field intensity increases, the dipole approximation fails because of the
figure-8 motion. Once the short axis of the figure-8 becomes large enough that it is
a significant fraction of the size of the atom, then the overlap of the electron’s wave
function with the Coulomb field of the atom becomes significantly altered from
that predicted by the dipole approximation, and higher multipole moments must be
considered.

The figure-8 shown in Fig. 2.4 is drawn to scale for a relatively high intensity to
make its shape clearly visible. Experiments have been carried out in this nondipole
domain, but none of these experiments were designed to detect nondipole behavior.
For instance, the early experiments [15,16] with the CO2 laser were in a frequency-
intensity region where the dipole approximation will fail. It was deep within the
region labeled “nondipole nonrelativistic” in the frequency-intensity diagram of
Fig. 2.1.

The thickness ˇ0 of the figure-8 motion must be small as compared to the
size of the atom, or else this motion in the direction of propagation of the laser
field will influence the interaction of the field with the atom. That influence, a
direct result of the nonzero magnitude of the magnetic field, will then make the
dipole approximation invalid. The absence of dipole-approximation concepts then
removes any equivalence between the length gauge and the velocity gauge. The
laser field is transverse, and requires a vector potential for its description, making
the length gauge meaningless. This figure shows the boundary as occurring between
the regions labeled dipole and nondipole nonrelativistic regions. The true relativistic
domain can still be quite distant when tunneling concepts fail completely.

The magnetic field does not matter when v=c is small, because the magnetic term
in the Lorentz force equation is negligible for small v=c. As intensity increases to
the point where the magnetic field can no longer be neglected, the consequence of
this (i.e., nondipole behavior) is called a “v=c effect”. A true relativistic effect orig-
inates from the relativistic gamma factor (unrelated to the Keldysh � ) that measures
relativistic length contraction or relativistic time dilation. This factor is a function
of v2=c2. An expansion of the relativistic gamma in terms of the electron velocity is
thus an expansion in powers of .v=c/2 rather than v=c. True relativistic effects are
therefore sometimes referred to as “.v=c/2 effects”. Higher intensities are required
before .v=c/2 effects become important, and the condition for their onset has a
different frequency-intensity dependence than v=c effects.
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This is the reason why, in the frequency-intensity diagram of Fig. 2.1, the slope
of the line marking the lower limit for nondipole behavior is different from that
marking the onset of nonrelativistic behavior.

The line on the frequency-intensity diagram showing the onset of relativistic
effects demarcates the region where the ponderomotive energy of the electron in
the field, Up, is one-tenth of the rest mass of the electron: Up D mc2=10. Since
Up D I=.2!/2, the relativistic domain can be entered at relatively low frequencies.
From the diagram, it can be seen that it is difficult to achieve relativistic conditions at
high frequencies. The new generation of high-frequency FELs (free-electron lasers)
will make available a new domain of high-photon-energy laser sources to explore the
poorly-known extreme ultraviolet (XUV) and soft X-ray region, but they may pro-
duce only limited insight into explicitly strong-field processes. No projected XUV
machine can reach relativistic intensity conditions.

To give a specific example, a very intense FEL was operated recently by the
RIKEN Institute in Japan in the 60-nm region (photon energy about 20–25 eV). The
light beam intensity at the focal point could be as high as 1016 or 1017 V=m2. This
value is very high for such a high frequency. This facility is expected to be in the soft
X-ray region in the very near future. With regard to the fundamental understanding
of the phenomena occurring in such an intense light field in a very short-wavelength
region, the above-mentioned experiment is novel. This is because such a photon
energy had never previously been available. The situation here is entirely different
from the more familiar wavelength region like that of the Ti:sapphire laser, where
the photon energy is 1.55 eV. The parameter that measures the applicability of per-
turbation theory .z D Up=„!/ has a value of about 0.6. Therefore the RIKEN
experimental environment might be nonperturbative. With a combination of such
high intensity at a very high frequency, new phenomena might indeed emerge.

2.8 Relativistic Effects

A qualitative discussion of explicitly relativistic phenomena will now be presented.
A full treatment of this subject would be a major enterprise that cannot be under-
taken in the present context. A separate strong-field community has sprung up that
specializes in the relativistic environment. There is one aspect of this work that
seems surprising. Relativistic effects are being treated almost entirely by numerical
methods. It is surprising because the Dirac equation, the governing quantum-
mechanical equation of motion, is immensely demanding of computer capabilities.
Almost all work done so far has had to be restricted to one spatial dimension, sup-
plemented by a limited amount of two-dimensional work. The relativistic problem,
however, is fundamentally four-dimensional, including all three spatial dimensions.
This is because the electric and the magnetic fields are equally important. These
fields are perpendicular to each other, and both are perpendicular to the direc-
tion of propagation of the laser beam. These properties define a problem that has,
irreducibly, three spatial dimensions.
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Much effort is also being devoted to second-quantized treatments of relativis-
tic laser problems. The Dirac equation does not require second quantization in an
intense electromagnetic field. Second quantization means that the electromagnetic
field is treated as a particle field, consisting of a countable number of individual
photons, rather than just treating the electromagnetic field as a classically continu-
ous field. It was shown within my strong-field group many years ago that the very
large photon numbers in an intense field make the classical-field description equiva-
lent to the second-quantized theory [42, 43]. The additional complication of second
quantization is unnecessary. When the Dirac equation is considered by three-spatial-
dimensional analytical approximations, instead of by numerical computations in
one spatial dimension, results can be obtained that are impossible to achieve in one
dimension, and can therefore give far more fundamental information.

There is another curious concept that has taken hold in the strong-field com-
munity that leads to a great deal of wasted effort. There is an apparent problem that
arises from the fact that both the Dirac equation for spin-1=2 particles (like electrons)
or the Klein–Gordon equation for spinless particles (bosons) appear to predict neg-
ative energy states for the free particle in addition to positive energy states. That is,
a free electron can have any energy greater than or equal to its rest energy mc2, or
it can have any energy less than or equal to �mc2. Early in the history of relativis-
tic quantum mechanics, it was thought that the normal state of affairs was one in
which all the negative energy states were filled, so that the Pauli principle would
forbid any positive energy electron from spontaneously making a transition to a
negative energy state. This automatically would imply that any theory must be a
many-body theory demanding second quantization of the electron field analogous
to the second-quantization of the photon field that was mentioned earlier. This line
of reasoning makes no sense because the Klein–Gordon equation also has negative
energy states, it describes real particles (like pions), but there is no Pauli principle
to prevent spontaneous decay into negative energy states.

The resolution of this problem was given in 1934 [44]. Simply view negative
energy states of the particle as positive energy states of the antiparticle. That is,
there is no such thing as a negative energy state of a free particle. This has been
standard information in the high-energy community for more than 70 years; it is an
integral part of the Feynman diagram approach that dates to the 1950s; and yet the
strong-field community seems to be unaware of it. There is no need to fill negative
energy states, and there is nothing in strong-field physics to force the use of second
quantization.

Further evidence comes from the fact that there is a set of Feynman rules deriv-
able from relativistic quantum mechanics [45]. It is identical to the Feynman rules
that can be derived from quantum field theory (i.e., the second-quantized theory)
[46]. Hence, relativistic perturbation theory, the source of the Feynman diagram
technique, is identical to all orders between relativistic quantum mechanics and
relativistic quantum field theory. The results obtained are independent of whether
second-quantization is used or not. Beyond the radius of convergence of perturba-
tion theory, the work that was done by my group in the 1960s proved the same
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equivalence for nonperturbatively strong fields. It is inexplicable that so much effort
is devoted to second-quantized theories for strong fields.

The avoidance of the simplifying features of relativistic quantum mechanics
instead of relativistic quantum field theory, and the insistence on profoundly limited
numerical methods in place of analytical approximations, constitute needless com-
plications that impede progress in problems with fields strong enough to produce
relativistic effects.

This presentation will conclude with a sampling of effects that arise with rela-
tivistic conditions due to strong fields. Four such effects are introduced below. All
results come from the SFA, which exists for the Schrödinger, Klein–Gordon, and
Dirac problems. The SFA is very useful, since its validity conditions are easily sat-
isfied in the relativistic domain, and the relativistic results reduce identically to the
nonrelativistic limit when zf � 1. (Recall that zf D 2Up=mc2.)

Figure 2.16 compares spectra for photoelectrons as predicted by a fully rela-
tivistic SFA Dirac theory [47–50] as compared to the same problem as it would be
calculated (inappropriately) for the same conditions using the nonrelativistic SFA.
Linear polarization is treated first. The dashed curve is the nonrelativistic spectrum.
The atom treated is hydrogen, and the frequency is arbitrarily selected as 1/8 a.u.
As mentioned previously, the spectrum peaks at a very low energy. So low, in fact,
that the drop-off to zero is not visible on the scale of this graph, which extends out
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Fig. 2.16 Ionization of a ground-state hydrogen atom with linearly polarized light .! D
1=8 a:u:; I D 102:5 a:u: D 1:1� 1019 W=cm2/. The energy spectrum of photoelectrons ionized by
linearly polarized light under relativistic conditions has a very different appearance in the few-keV
region than does a nonrelativistic spectrum
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Fig. 2.17 Total rates for photoionization by linearly polarized light show a weak stabilization
effect. The relativistic total rate departs from that behavior slightly after magnetic effects become
significant, and strongly after fully relativistic conditions obtain

to several keV. The maximum occurs at a few eV. The relativistic spectrum, given
by the solid line, starts off being less energetic than the nonrelativistic spectrum, but
then continues to rise until about 300 eV. It remains above the nonrelativistic pre-
diction even if the spectrum is extended out to hundreds of keV. At larger energies,
both spectra move down further. Eventually, these two plots become parallel with a
large vertical displacement between them.

Figure 2.17 illustrates what happens to the stabilization effect when relativistic
conditions exist [49]. Stabilization was mentioned earlier. It refers to the fact that
many systems exhibit a maximum in transition probability as a function of intensity.
Beyond a certain stabilization intensity, further increases in field intensity cause a
decline in the transition probability. That effect is shown, at least weakly, by the
dotted line in the graph, which is a plot of ionization rate as a function of intensity for
ground-state hydrogen in a field of frequency 1/8 a.u. This is a “raw” rate, showing
neither the smoothing effects arising from averaging over the intensity distribution
within the laser focus, nor the effects of a continuous time-dependent change in field
intensity. The solid line shows what happens when relativistic effects are included.

Up to about 1016 W=cm2 in laser intensity, the relativistic and nonrelativis-
tic results are almost identical. Magnetic effects then begin to cause a difference.
By about 2 � 1018 W=cm2, true relativistic effects appear. These two domains
correspond to the v=c and v2=c2 regions described earlier. The reason that sta-
bilization does not occur at all in the relativistic calculations can be explained in
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terms of radiation pressure. Nonrelativistically, the momentum carried by a photon
is neglected. Photon momentum becomes significant relativistically, and the sub-
sequent force exerted on a body through absorption of this momentum is called
radiation pressure. Radiation pressure is the same as saying that when there is suffi-
cient photon density, the momentum of the photons matters. This momentum adds
up and it is pointed in the direction of propagation of the field. It is this radiation
pressure that can be regarded as driving an electron that is ionized or nearly ionized
away from the remnant atom, thus removing the possibility of stabilization.

The spectrum of photoelectrons produced by intense, circularly polarized light
always has a relatively simple shape. It somewhat resembles a Gaussian distribu-
tion, symmetrical about a maximum at the ponderomotive energy. The effect of
relativity is to broaden the peak. This is plainly a large effect, as seen in Fig. 2.18,
showing photoelectron spectra calculated for ground-state hydrogen exposed to
circularly polarized laser radiation with ! D 1=8 a:u. at an intensity of 10 a.u.
.3:51 � 1019 W=cm2/.

For the same laser conditions just listed, the angular distribution of photoelec-
trons produced by circularly polarized light is shown in Fig. 2.19. Nonrelativisti-
cally, the photoelectrons are emitted in a narrow distribution very close to the plane
perpendicular to the direction of propagation of the laser beam, and axially sym-
metric about that propagation direction as the axis. Relativistic effects broaden the
distribution somewhat but, most importantly, the entire angular distribution is tilted
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Fig. 2.18 In circularly polarized light, both relativistic and nonrelativistic single-intensity spectra
peak at the value of the ponderomotive energy, but the relativistic spectrum is much broader
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Fig. 2.19 Photoelectron angular distributions resulting from ionization by circularly polarized
light show a very narrow distribution for both the relativistic and nonrelativistic cases. Nonrela-
tivistically, this direction is the waist direction, perpendicular to the direction of propagation of the
field. The relativistic distribution, by contrast, shows a forward tilt by exactly the amount that can
be attributed to the effect of the momentum of the photons necessary to achieve ionization

forward. This is a direct consequence of the radiation pressure mentioned above.
The angle by which the distribution is tilted can be accurately predicted by a sim-
ple calculation based on the radiation pressure concept. In this example, where the
intensity is 10 a.u., the forward tilt is more than 30ı.

Much more can be said about relativistic effects, as well as all the other topics
discussed today. However, the allotted time is up, and this is a good place to stop.
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Chapter 3
High Intensity Physics Scaled to Mid-Infrared
Wavelengths

Pierre Agostini

Abstract I discuss strong laser physics at wavelengths (1–4 microns) longer than
typical. Since the ponderomotive energy scales as 
2, we expect particles with
energy that would not be reached at the same intensity and shorter wavelengths.
After briefly discussing the Keldysh parameter, I will show strong field ionization
experimental photoelectron spectra with two laser sources developed at Ohio State
University, compared to TDSE calculations. I will then examine the possibility of
reducing the high harmonics group delay dispersion, and discuss the advantages
of using long-wavelength laser light in tomographic reconstruction of molecular
orbitals.

3.1 Introduction

Recent advances in laser techniques have enabled new sources with mid-infrared
wavelength (typically 1–4�m) thus bridging the gap between the Ti:Sapphire and
the CO2 lasers. It is now possible to generate intense, femtosecond pulses in this
range. I will discuss in this section the scaling of atomic ionization in intense
mid-infrared pulses. As the wavelength becomes longer at constant intensity, the
Keldysh parameter becomes smaller and hence the ionization regime becomes more
tunneling.

The concept of quantum tunneling, central to the Keldysh theory can be, and has
been [1] criticized. I will therefore first briefly discuss the Keldysh parameter, which
is the metric of the ionization regime. I will then compare the experimental energy
spectra resulting from mid-infrared interaction with atoms to the two known forms
of the Keldysh theory [2, 3] and to the semi-classical model derived from the Sim-
pleman’s theory [4]. Some of these results have now appeared in publication [5,6]. I
will then discuss briefly another aspect of the interaction, namely the high harmonic
generation and more precisely the scaling of the group delay dispersion (GDD) with
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the pump wavelength [7] as well as the scaling of the yield. I will end this overview
by sketching the recent work on the tomographic reconstruction of the highest occu-
pied molecular orbital (HOMO). This work is still under progress and I will mainly
discuss some of the possible advantages of the method first demonstrated by [8] in
the mid-infrared.

3.2 Mid-Infrared Sources at OSU

In this section I briefly describe the mid-infrared sources at OSU. For more details
we refer the reader to [9] and [6]. The first one is a 2�m source shown in Fig. 3.1.
It is based on a commercial OPA (TOPAS) system. Superfluorescence is generated
and the mixing in the nonlinear crystal along with different frequency generation
yields a tunable wavelength from 1 to 2�m. Typically, an output pulse energy of
500–600�J is achieved with a pulse duration of 50 fs, corresponding to a seven-
cycle pulse at 2�m. The pulse propagates through a gas cell about 50 cm to 1 m
long; a filament is formed that provides self-compression, and we thus generate
around three-cycle/pulse of 300�J . An image of the filament is shown at the bottom
of Fig. 3.1. Figure 3.2 shows an autocorrelation trace.

The 3.6�m radiation is obtained through Difference Frequency Generation
(Fig. 3.3): the nonlinear crystal converts the wavelengths of 0.8 mm (pump) and
that at 1.053 mm (idler) into the “signal” at 3.6 mm, subject to the energy and
phase-matching constraints. With a KTA (Potassium Titanyl Arsenate, KTiOAsO4)
nonlinear crystal and by a suitable choice of the center wavelength of Ti:S light,
tunable MIR radiation with centre wavelengths in the range of 3–4 mm can be
produced, limited by the transmission dropping.

0.3 mJ, 18fs
3-cycle

2 μm OPA
0.5 mJ, 50fs

7-cycle

SF
Ti:Sa

CPA system
OPA

gas cell

OPA / DFG

Fig. 3.1 OSU 2-�m source with filament pulse compression (from [10])
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Fig. 3.2 Interferometric
autocorrelation of the pulses
generated through
filamentation. The
interferogram shows pulses
with approximately 18 fs full
width half maximum (two to
three cycles) (from [10])

Fig. 3.3 Schematics of the
DFG in a KTA crystal
generating the 3:6�m
wavelength

3.3 MIR Strong Field Ionization

3.3.1 Keldysh Parameter

I would first like to show that the Keldysh parameter, although defined in the context
of tunneling, keeps a definite meaning even in the context of the velocity gauge.
Figure 3.4 illustrates the essence of Keldysh tunneling theory. The interaction with
the quasi-static laser field (the condition of validity for this approximation is „! �
ionization potential) forms a potential barrier with the Coulomb potential and the
wave function, solution of the Schrödinger equation has a nonzero amplitude on
the classically forbidden side of the barrier. This means that the bound electron
may escape through the barrier; if the field is even more intense, over-the-barrier
ionization becomes possible. Note that this is a perfectly static image and that the
wave function is stationary. Nevertheless, to define his parameter Keldysh considers
the barrier length, which is given l � EB="0 and a velocity v within the barrier,
v � p

EB=2 proportional to the square root of the binding energy EB. Hence a
tunneling time defined as ttun � l=v � p

2EB="0 the barrier length divided by the
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Fig. 3.4 Keldysh optical tunneling theory (Figure from A. De Bohan, PhD Thesis, Paris, 2006.)

velocity within the barrier. Keldysh then defines the adiabaticity parameter � ,

!ttun D � D !
p
2EB

"0

(3.1)

as the product of ! by the tunneling time.
Despite the fact that the definition of � is based upon a shaky concept the overall

image is very attractive. As � becomes smaller, either the barrier becomes thinner
or the static approximation becomes more valid. In any case, the ionization regime
goes deeper into Keldysh’ tunneling regime.

Standards expressions of � include (Up D I=4!2, ponderomotive energy in a
field of intensity I and frequency !, in atomic units):

� D
p
2EB

"0

D
s
2!2

"2
0

p
EB D

s
EB

2UP
: (3.2)

The first one expresses the dependence on the wavelength.
When this parameter is smaller than one, � 	 1 the ionization rate is proportional

to the exponential of minus two times the Keldysh parameter divided by 3! [11] as

dw

dt
/ exp

��2�
3!

�
(3.3)

and is therefore independent of !, since ! cancels out in the numerator and denom-
inator. Therefore, with Keldysh approximation, the ionization rate is independent
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of the wavelength as consistent with the quasi static approximation which underlies
Keldysh theory.

For a � -value significantly larger than one, Keldysh’ expression for the rate
we are in the perturbative multiphoton regime with a rate proportional to the field
divided by ! raised to the power 2k as

dw

dt
�
�"0

!

�2k

: (3.4)

Note however [1] that if the intensity is such that � � 1, the barrier becomes com-
pletely suppressed and tunneling becomes meaningless. Since the very definition of
� depends on the choice of the length form of the interaction Hamiltonian, in which
it has indeed a very simple interpretation, it is interesting to ask what this interpre-
tation is in the velocity gauge [12]. In this gauge the interaction Hamiltonian writes
as the sum of the p �A term and the A2 term where p is the momentum operator and
A the field vector potential:

HI D e

m
p � AC e2

2m
A2 D HI1 CHI2 : (3.5)

The ratio of HI1 to the atomic part of the Hamiltonian, i.e., to p2 can be eas-
ily calculated; we observe that this ratio is inversely proportional to the Keldysh
parameter � :

HI1

HA
D pA

p2

2

D
E
!

EBR0

2

D
p
8
p
2UPp
EB

�
p
8

�
: (3.6)

Therefore, in the velocity gauge, � keeps a meaning that does not involve tunneling.
The meaning is that of the ratio,

� � HA

HI1

: (3.7)

Note that the ratio of HI2 to HI1 is the same as the ratio on the right hand side

HI2

HI1

� HI1

HA
: (3.8)

Keldysh theory was later on reexpressed by [3, 13–15], and many others. Note that
Reiss version, which uses the velocity gauge and does not rely on tunneling, depends
on two parameters z D Up

ı
! and z1 D 1=�2 showing the link between the two

approaches.
To conclude this section, although the concept of dc or quasi-static tunneling

invoked by Keldysh suffers from many shortcomings, in the limit of not too high
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intensity and low frequency characteristic of the mid-infrared regime we want to
explore, it is a good metric of the nonperturbative character of the ionization process.

Note: the “perturbative” character refers to a perturbative expansion in terms of
the field intensity, orHi=HA. The Keldysh or Reiss transition amplitudes still require
a perturbative expansion in terms of the interaction with the Coulomb potential (see
[3] for a full exposition of the S -matrix approach).

3.3.2 Keldysh Scaling

I would like now to introduce the concept of Keldysh scaling which we are fre-
quently using. It is based upon the assumption that if � is kept constant, the physics
remains the same. For instance, let us compare the ionization of two atoms. If I want
to keep z and z1 constant, when the wavelength is varied, then !0=! must be equal
to the ratio of the binding energies E 0=EB, and also equal to the ratio of the two
ponderomotive energies U 0p=UP in the two situations:

!0

!
D E 0B
EB

D U 0p
UP

D ˛: (3.9)

Let’s take an example: if I want Xe to behave as He with respect to ionization,
since the ratio of the two binding energies is equal to ˛ Š 0:5, the two wave-
lengths of 800 nm and 1:6 �m match this ratio. This means that Xe at 1:6 �m and
1:25 � 1014 Wcm�2 should have the same ionization behavior as He at 800 nm and
1 PW=cm2. The same reasoning applies to Rb and Ar for which ˛ Š 0:27. Thus Rb
at 3�m and an intensity of 1:8 � 1012 Wcm�2 should be similar to Ar at 800 nm at
1014 Wcm�2.

3.3.3 Strong Field Ionization Photoelectron Energy Spectra

First of all, in the [2] tunneling theory as well as in the [3] S -matrix theory, the
ionization rate includes a delta-function which insures energy conservation:

ı

�
p2

2m
� Ei � n! C z!

	
: (3.10)

This function represents a series of peaks at kinetic energies equal to the energy
of an integer number of photons n! minus the binding energy shifted by the
ponderomotive energy Up D z!. It is the now well known ATI structure. No atten-
tion was paid to this prediction until the 1980s and the physical meaning of the
amplitude of the peak of order n given by [3]:
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2�

V

ˇ̌̌
O�i .
�!p /
ˇ̌̌2
!2
X

n

.n � z/2
ˇ̌̌
Jn

�
z1=2˛; � z

2

�ˇ̌̌2
: (3.11)

remained obscure until the Simpleman’s Theory [4]. In (3.11) appears the general-
ized Bessel function defined as [3]

Jn.u; v/ D
1X

kD�1
Jn�2k .u/Jk .v/: (3.12)

The basic idea of Simpleman’s theory is to assume that the photoelectron energy
spectrum is given by the average kinetic energy of the classical motion of a charge
(e,m) in the laser field. It is easy to show then that this energy is equal to:

KE D 2Up cos2 !t0 (3.13)

and has therefore an upper bound of 2Up.
Figure 3.5 is a typical result that shows the comparison between an experiment

(xenon ionization, 3:6 �m; 5�1013 Wcm�2) with (1) the semiclassical model based
on Keldysh tunneling and the simpleman’s theory and (2) the S -matrix theory.

In the situation of Fig. 3.5 � D 0:31; z D 174; z1 D 10. The figure clearly
shows the drop of the theoretical rates at 2 .Up/ while the experimental count shows
the beginning of the well known rescattering plateau [16]. Note that the experiment
is in excellent agreement with the S -matrix prediction between 0.3 and 0.7 .Up/,
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10–20

Fig. 3.5 Photoelectron energy spectra (arb. un.) vs. scaled kinetic energy KE/Up: experiment (1),
S-matrix (2), semi-classical model (3) (Agostini, unpublished)
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in qualitative but poor quantitative agreement with the semi-classical model. To my
knowledge this difference has not been analyzed in the literature. In Fig. 3.5, the
tunneling rate used is that of Keldysh:

WK D .6 �/1=2

25=4
©0

�
E

.2"0/3=2

	1=2

exp

 
�2.2 j"0j/3=2

3E

!
(3.14)

where E is the field strength and "0 the binding energy. Other expressions can be
found in [17]. The case of the low energies (0 to 0:3Up) will be examined separately
hereunder.

3.3.4 Wavelength Scaling of the Photoelectron Spectra

Figure 3.6 shows the result of a numerical solution of the Schrödinger equation [18]
which clearly illustrates the scaling of the spectra. One recognizes easily the 2Up

and 10Up cutoffs determined by the classical limits [16].
The spectacular increase of the 10Up limit in the virtually exact TDSE calculation

agrees with the 
2 prediction of the simpleman’s rescattering model.
In the experimental test, Argon was chosen because is well documented at

0:8 �m, thus providing a benchmark for the longer-wavelength results. Furthermore,
the variation in the Keldysh parameter .� D 1:3 � 0:3/ is sufficient to observe the
evolution from the multiphoton behavior at 0:8 �m towards the “nonperturbative” or
classical limit at the longest wavelength. A global view of this evolution is illustrated
in the scaled-energy plot shown in Fig. 3.7.

A comparison of the distributions reveals that the 2 and 3:6 �m spectra are similar
but different from the 0:8 �m case whereas the 1:3 �m result shows a transitional
behavior. The 0:8 �m distribution shows electron peaks separated by the photon

2.0 μm

0.8 μm

0 100 200 300 400 500 600 700 800

Energy (ev)

10UP
10UP

Fig. 3.6 Photoelecton spectra from TDSE. Angle integrated photoelectron spectra for argon
exposed to an 8-cycle, flat-top pulse with I D 2:0� 1014 W=cm2 vs. energy
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Fig. 3.7 Evolution of the photoelectron distributions in argon for different wavelengths at constant
intensity. Excitation is at 0:8�m (solid), 1:3�m (dot–dashed), 2�m (dashed) and 3:6�m (dotted)
and intensity is 0:08PW cm�2. The plots are shown in scaled energy. For 0:08PW cm�2; Up

is about 5 eV, 13 eV, 30 eV and 100 eV for wavelengths of 0:8�m; 1:3 �m; 2 �m and 3:6�m,
respectively. Also shown are the TDSE calculations (gray lines) at 0:8�m (solid line) and 2�m
(dashed line), simulating the experimental conditions (From [6])

energy (ATI), Rydberg structure near zero energy, a broad resonant enhancement
near 4:5Up and a slowly modulated distribution decaying to 10Up energy. The
2 and 3:6 �m distributions have a distinctly different structure: no ATI peaks and
a rapid decay from zero to near 2Up energy (Simpleman limit), followed by a
plateau extending to 10Up (rescattering limit). The broad resonant enhancement near
4:5Up, well characterized at 0:8 �m, is either completely absent or broadened over
a larger energy range. The 1:3 �m distribution shows both multiphoton (ATI and
broad resonance, although diminishing) and tunneling (developing classical distri-
bution) character. It therefore appears that the photoelectron evolves closer to the
Simpleman behavior, which is consistent with ionization increasingly approaching
the tunneling regime. Note that in this evolution at constant intensity the potential
barrier width remains constant and the evolution can be attributed only to the funda-
mental frequency becoming slow compared to the tunneling frequency, as postulated
by Keldysh. This experimental result gives some substance to the tunneling interpre-
tation of � . Moreover, as the wavelength is increased, the majority of photoelectrons
become progressively confined below 2Up. The ratio of the number of electrons with
energy >2Up to those with energy <2Up is found to decrease as 
�4. This scaling
is easily interpreted in the rescattering model since the scattering cross-section
declines rapidly with energy and impact parameter. The number of returning elec-
trons with a given kinetic energy decreases by 
�2 and the wavepacket’s transverse
spread scales, in area, also as 
�2, thus explaining why the total decrease in the
fraction of rescattered electrons scales as 
�4.
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Fig. 3.8 Experimental photoelectron spectrum obtained using He at the light wavelength of 2�m

The 
2 scaling of the electron energies leads, in the case of helium to kinetic
energies in the kilovolt range for the 10Up cutoff (Fig. 3.8). This energy corresponds
to a net number of absorbed photons of almost 5,000!

3.3.5 Wavelength Scaling of the Ionization Rate:
TDSE vs. Tunneling Theory

Let us now look at the scaling of the ionization rate vs. the wavelength of light
in Fig. 3.9. These plots show the dependence of the ionization rate on the wave-
lengths at different intensities based on the TDSE calculation; the rate for Ar at
different intensities is found to decrease. A similar result is found for helium. If
we remember that the Keldysh rate, in the quasi static regime is independent of the
wavelength, it appears that the quasi-static approximation actually fails over this
range of wavelength.

3.3.6 Intensity Scaling of the Rescattering Plateau

With regard to the scaling of the rescattering plateau, it is known that in the case
of He the height of the plateau scales as I�2:6. The TDSE calculation in Ar agrees
with this value. We found the scaling of I�2:8 as shown in Fig. 3.10.
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Fig. 3.9 Argon ionization
rate as a function of
wavelength for three
intensities, showing a
decrease of about 40% over
the range from 0.8 to 2:0�m
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Fig. 3.11 The angle-integrated yield of rescattered electrons as a function of the wavelength, 
, is
found to scale as 
�5

3.3.7 Wavelength Scaling of the Rescattering Plateau

In the case of Ar, the TDSE calculations show that the height of the plateau scales
as 
�5 as shown in Fig. 3.11. The reason for this steep scaling is not clear; I will
return to this point when discussing the scaling of the high harmonics yield.

3.3.8 Ionization of Scaled Systems

It is interesting to investigate the case of scaled systems in the sense of Keldysh as
defined above. Such systems are provided by the combination of low binding energy
atoms (like alkali) and long wavelength, if the saturation intensity is high enough.
Rb or Cs atoms fulfill this condition. Figure 3.12 shows a spectrum taken in Rb with
the 3:6 �m source.

This system is characterized by � D 0:76 and Up D 3:6 eV, i.e., almost equal to
the binding energy of 4.177 eV in spite of the relatively low intensity. The z param-
eters of Reiss S -matrix are about 10 and 1.7. A comparison of the spectrum of
Fig. 3.12 to the S -matrix theory (Reiss, unpublished) yields a very poor agreement
which is probably due, on the one hand to the too low value of z1 D 1:7, on the other
hand perhaps to the influence of the core. In support of the latter, the low energy
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Fig. 3.13 Photoelectron spectrum obtained using Rb at 3,600 nm The fine structure visible in the
plot is the photon energy

part of the spectrum shown with high resolution in Fig. 3.13 shows a complicated
structure not reproduced by the S -matrix theory.

This makes the link to an interesting and unexpected discovery of a universal
structure in the low energy part of the photoelectron spectra when using mid-infrared
wavelengths [5, 19].
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3.3.9 The Low Energy Structure in the Photoelectron Energy
Spectra

Many of the properties of strong field ionization have been studied for a very long
time and increasingly sophisticated spectroscopic techniques and laser pulses cou-
pled with theoretical advances have led to a seemingly complete understanding of
this fundamental interaction. However, a structure which appears to have hitherto
evaded observation has been recently detected in the photoelectron low energy part
of the distribution. This LES becomes prominent using mid-infrared laser wave-
lengths .
 > 1:0 �m/ and is observed in all atoms and molecules investigated and
thus appears to be universal. The structure is qualitatively reproduced by numerical
solutions of the time-dependent Schrödinger equation but not by the S -matrix the-
ory. Some very recent results indicate that the Coulomb potential is at the physical
origin of the structure. Figure 3.14 shows the LES for different atomic and molecular
targets compared to the S -matrix prediction. Figure 3.15 gives a more precise idea
of the LES properties vs. different laser parameters. Figure 3.15a shows clearly the
buildup of the structure when the wavelength increases and probably explains why
it was not observed before, while Fig. 3.15c suggest a strong link with the � param-
eter and Fig. 3.15d suggest a link with the rescattering since circular polarization
suppresses it. An extension of the semi-classical model [20] appears to clearly tie
the LES to the effect of the Coulomb potential, which is indeed one of the missing
ingredients of the S -matrix approach.

3.4 MIR High Harmonics and Attophysics

The generation of attosecond pulses and attophysics heavily rely on high harmonics.
One interesting property of a longer wavelength pump is that, according to the three-
step model, the GDD is reduced in proportion of the wavelength and the shortest
possible pulse defined by an optimum bandwidth, reduced like the square root of 
.
In this section I will briefly recall the rational of this prediction and discuss an
experimental test of it.

To generate shorter (the current record is below 100 as) attosecond pulses, one
requirement is to increase the bandwidth. To do so, we could try to produce har-
monics from ions, but this is not very efficient [21]. Shan and Chang at the Kansas
State University [22] showed a method to increase the bandwidth by using longer
wave length; they found that because of the increased Up, there was an increased
plateau in the harmonics using long wavelengths. The longest wavelength they used
was 1:5 �m. A second condition is to decrease the attochirp or GDD, which appears
to be theoretically possible by increasing the wavelength. If the chirp cannot be
decreased, it can be compensated for by propagating the pulse in a medium with
a suitable group velocity dispersion, which has been successfully done [23]. The
shortest pulse currently is actually <100 as.
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Fig. 3.16 TDSE calculation of high harmonic spectra in argon for two wavelengths at constant
intensity clearly showing the increase of the total bandwidth

3.4.1 Scaling of the Harmonic Cutoff

Figure 3.16 is a high harmonic spectrum that is typical for a wavelength of 800 nm
in Ar with a cutoff at around 70 eV or larger. For comparison, the gray curve rep-
resenting the spectrum at 2�m is shown. This calculation is much easier than the
one for the photoelectron spectrum, since the electron state remains close to the core
and thus a large box is not required in the calculation. The experiment is shown in
Fig. 3.17 [7].

3.4.2 Scaling of the Group Delay Dispersion

The harmonic GDD is related to the fact that all harmonics are not emitted syn-
chronously. To realize this one must either do a time frequency analysis of the TDSE
result or use the [24] quantum model or even simply use the semi-classical model
[25, 26].

Figure 3.18, we now have a plot of the emission time vs. the harmonic order
calculated using the quantum model [27] for two intensities (1:2 � 1014 in densely
dotted lines and 3:8�1014 Wcm�2 in sparsely dotted lines); for the short trajectory,
the slope is positive, and is inversely proportional the intensity. This can be qualita-
tively understood from the following argument: the higher the intensity, the longer
the plateau while the vertical scale given by the optical cycle of the fundamental
laser is unchanged, therefore, the slope tends to be lower.

The effect of the wavelength can be easily deduced from the same calculation.
The time on the classical trajectory, which is proportional to the optical period T ,
scales as 
, and the harmonic cut-off energy, which is proportional to the pondero-
motive energy, Up, scales as I
2. Hence, the atto-chirp, i.e., the slope £=Up scales
as I
�1. As a result, the pulse duration 
 is no longer inversely proportional to the
bandwidth B but is given by:
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Fig. 3.17 Harmonic spectrum from argon and a 2 mm pump (left) compared to a 0.8 mm pump
(right) The 2 mm spectrum is limited by the transmission of an Al filter. The real cutoff is foend at
225 eV (see [6])
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C ˇ2B2 (3.15)

and therefore, reaches a minimum (Fig. 3.19). It follows that the minimum pulse
duration scales with a square root of 2ˇ, where ˇ is proportional to 1=
, that is,

ˇ / 1



(3.16)
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Consequently,


m / 1p



(3.17)

Therefore, there should be some advantages in using long wavelength. Experimen-
tally the verification of the theoretical prediction requires the measurement of the
GDD at constant intensity. The standard method to characterize the spectral property
of the harmonics is the RABBITT method [28].

As shown in Fig. 3.20, the TDSE calculation is in excellent agreement with the
classical prediction, namely, 1=
.

Incidentally, the TDSE calculation also predicts that the attosecond pulse train
obtained for a given bandwidth is “cleaner” in the case of 2�m than in the case of
800�m using the optimum bandwidths of 24.8 and 37.2 eV, respectively (Fig. 3.21).
The 2 peaks per half cycle in the 2 mm plot result from the short and long trajectories
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Fig. 3.21 Attosecond Pulse Trains for driving wavelengths of (a) 0.8 and (b) 2�m using the
optimum bandwidths of 24.8 and 37.2 eV, respectively

contributions (see [18]). In most experiments, the contribution from the long trajec-
tories is eliminated simply because it tends to generate more diverging harmonics
than the short trajectories and the second peak would most likely not appear.

Experimentally, the phase of the high harmonic light has been at three dif-
ferent driving wavelengths (0.8, 1.3, and 2�m) at constant intensity [7]. The
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measurements were performed by adapting an all-optical method [29]. In this
method, the high harmonics are generated by a two-color (fundamental and second
harmonic) combined field. The resultant electric field breaks the centro-symmetry
of the generation process, resulting in both even- and odd-order harmonics functions
of the relative phase of the two-color field. By controlling with attosecond precision
the delay between the fundamental and second harmonic pulses and recording the
resulting oscillations, it is possible to retrieve the emission times of the harmonics.
This method yields the attochirp in situ, and therefore is directly comparable to the
theory. For details, see [7]. A measurement of the emission time as a function of the
harmonic order is shown in Fig. 3.22 for argon and xenon at approximately the same
intensity. Both results agree very well with the universal scaled curve obtained from
the semi-classical theory. Figure 3.23 shows the product of the attochirp and the
intensity as a function of the fundamental driving wavelength. The figure includes
measurements in argon for 80TW=cm2; 0:8 �m, and 71TW=cm2; 2 �m pulses.
The expected 1=
 dependence is plotted as a solid line. The experiment clearly
demonstrates that the attochirp is reduced by using a longer wavelength driver from
a value of 41.5 as/eV at 0:8 �m to 21.5 as/eV at 2�m. Under these conditions, the
optimum pulse duration drops from 250 as at 0:8 �m to 180 as at 2�m. This corre-
sponds to an optimal bandwidth of 12.5 eV at 0:8 �m and 20 eV at 2�m while the
carrier frequency can be set up to 25 eV at 0:8 �m and 90 eV at 2�m.

It may be possible in the near future to generate high harmonics at even longer
wavelength. For instance, our 3:6 �m source at 100TW=cm2 will produce a 400 eV
cutoff energy, an intrinsic chirp of about 8 as/eV and an optimum pulse duration of
100 as (without compensation). The present measurement substantiates that longer
wavelengths are a viable route towards X-ray pulses with durations approaching the
atomic unit of time.
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Fig. 3.22 Scaled emission times as a function of the scaled kinetic energy. The data from argon at
1 W 3�m (squares) and xenon at 2�m (circles) are in excellent agreement with the semiclassical
calculation (solid line) (from [10])
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3.4.3 Scaling of the Harmonic Yield

An important quantity is the yield as a function of the pump wavelength at constant
intensity. It is interesting to discover if there is a simple scaling for it. This ques-
tion has been discussed in several papers. Becker et al. [30, 31] using a zero-range
potential model, calculated the emission rate of the .2k C 1/th harmonic:

dR2kC1

d�K
D !

r0

�

.2k C 1/3"2

x jLk j2 (3.18)

and found the dependence shown in Fig. 3.24. Defining the yield as the height of
the plateaus in the graph, it is found that it scales as 
�n.n > 3/.
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Fig. 3.25 Single atom response harmonic yield vs. pump wavelength at constant intensity TDSE
(dots), and Lewenstein’s model (crosses). The lines are the 
�5 and 
�6 dependences (from [18])

Scaling with 
 at constant intensity (argon 0:16 PWcm�2) can also be obtained
by the TDSE calculation. There are several possible definitions of the yield and it is
important to clearly define the quantity kept constant. On the plot in Fig. 3.25, the
results are denoted by these black dots, whereas the crosses show the result of an
SFA calculation obtained using Lewenstein’s theory of high-order harmonics; both
calculations yield a similar scaling, which is in the range of 
�5 to 
�6. The reason
for this scaling is still unclear; however, note that the scaling for the height of the
photoelectron spectrum or for the elastic rescattering that was obtained from the
TDSE calculation is also 
�5.

Experimentally, it is difficult to separate the atomic response from the macro-
scopic effects due to phase matching and propagation. Numerical simulations can
in principle incorporate both, but comparison with experiment is at best qualitative.
We have measured the argon harmonic yield at 0.8 and 2�m, while keeping other
conditions fixed: intensity, argon density, focusing and collection system. Confining
the comparison to a spectral bandwidth (35–50 eV) common to both fundamental
wavelengths, the 2�m harmonics are observed to be 1,000 times weaker than with
0:8 �m and six times less than that predicted by the TDSE calculations. However,
independent optimization of only the argon density for maximum harmonic yield at
both fundamental wavelengths results in a 2�m yield that is only 85 times weaker.
This suggests that the brightness of a 2�m harmonic source can be made actually
comparable to a 0:8 �m driver in the extreme-ultraviolet region (50 eV) and perhaps
larger at higher energies (50–200 eV).

3.5 Tomographic Reconstruction of Molecular Orbitals

Within certain approximations, the dipole moment between the initial HOMO and
the continuum, responsible for high harmonic generation, is closely related to the
Fourier transform of the orbital. This is the basis of a method proposed by the
NRC group to reconstruct the HOMO of a molecule from the high harmonic spectra
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Table 3.1 Keldysh parameter for atoms and molecules

Atom Ip (eV) EOTB (au) IOTB .PW=cm2/ � @ 0:8�m � @ 2�m � @ 4�m

Ar 15:8 0:08 0.22 0:8 0:3 0:1

N2 (X) 15:6 0:08 0.22 0:8 0:3 0:1

NO (X) 9:3 0:03 0.03 1:6 0:6 0:3

NO (A or B) �3:9 0:005 10�3 5:6 2:3 1:1

Cs 3:9 0:005 10�3 5:6 2:3 1:1

ICN (X) 11:0 0:04 0.06 1:3 0:5 0:2

ICN (A) �6:0 0:01 0.01 2:3 0:9 0:4

EOTB and IOTB refer to over-the barrier ionization field and intensity respectively

generated by aligned molecules and collected for different Euler angles [8]. During
the past 5 years several works, including the NRC group itself, have scrutinized the
method and critically examined some of its limitations (see for example [32, 33]).
Among those are: the effect of the approximations required to extract the HOMO
[33] or, for instance the coupling to lower lying orbital [32].

It is nevertheless interesting to ask whether the method could work better with
mid-infrared lasers and if the increase in harmonic bandwidth would provide a
corresponding increase in resolution. Indeed the spatial resolution is limited by
the recombining electron de Broglie wavelength which is directly related to the
harmonic highest frequency through the harmonic cutoff law.

Moreover, the initial paper suggests that the method could be extended to time-
resolution in a pump-probe scheme and thus could provide a way to make a “movie”
of dissociating molecules.

First, it is clear that one of the most important approximations underlying the
method is the plane wave approximation describing the electron wavepacket. This
approximation is intimately connected to the tunneling (or high intensity) regime of
the ionization process and the spreading of the wavepacket. Since, as we have seen
above, it is much easier to generate ionization in the regime of low � (or high z)
at long wavelengths, the conditions required for an efficient tomographic recon-
struction should be more easily met in the mid-infrared. Tunneling is also required
because of the very fast dependence of its rate on the binding energy which limits
the contributions of lower orbitals.

Examples of � -parameters are shown in Table 3.1. We have included NO, which
has a significantly smaller binding energy. Although the binding energy for NO in
the ground state is 9.3 eV, it could be as low as 3.9 in the excited state, and therefore,
the tunneling regime, and hence the long wavelength light is essential. ICN, which
was used in a famous experiment ([34] and references therein) is included too as a
possible candidate for a movie of a dissociating molecule.
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Chapter 4
How Do Molecules Behave in Intense Laser
Fields? Theoretical Aspects

Hirohiko Kono

Abstract In this chapter, by referring to our recent theoretical studies, we would
like to answer the fundamental question: How do molecules behave in intense laser
fields? We discuss first the electronic and vibrational dynamics of H2

C in the near-
infrared laser field by solving numerically the time-dependent Schrödinger equation.
Then, we describe a bigger molecule, C60, and show how it changes its geometri-
cal structure in an intense laser field. Finally, we introduce the bond dissociation
dynamics of ethanol in an intense laser field, and extract the factors that determine
the yield ratio of the C�C bond breaking and the C�O bond breaking, which was
investigated experimentally by Fumihiko Kannari et al.

4.1 Introduction

In this chapter, by referring to our recent theoretical studies, we would like to answer
the fundamental question: How do molecules behave in intense laser fields? We
discuss first the electronic and vibrational dynamics of H2

C in the near-infrared laser
field by solving numerically the time-dependent Schrödinger equation. Then, we
describe a bigger molecule, C60, and show how it changes its geometrical structure
in an intense laser field. Finally, we introduce the bond dissociation dynamics of
ethanol in an intense laser field, and extract the factors that determine the yield ratio
of the C�C bond breaking and the C�O bond breaking, which was investigated
experimentally by Fumihiko Kannari et al. (and is presented in Chap. 5).

First, I would like to introduce the characteristic timescales of laser fields and
molecules. In most of the following calculations, we use the near-infrared laser field
of the 800 nm wavelength. The laser electric field ".t/ of 800 nm oscillates quickly
as shown in Fig. 4.1. The period of oscillation is approximately 2.5 fs. However, the
electron can follow even this rapid oscillation if the electronic transition frequency

H. Kono
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K. Yamanouchi (ed.), Lectures on Ultrafast Intense Laser Science 1, Springer Series
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Fig. 4.1 Characteristic timescales of the electronic and nuclear dynamics of molecules in near-
infrared intense laser fields (
 D 760 nm field, ! D 1:6 eV D 0:06 in atomic units)

!elec is sufficiently larger than the optical field frequency !. This means that the
electronic wave function can follow this rapid oscillation adiabatically.

In the case of molecules, there are two different kinds of degrees of freedom –
one is for electrons and the other is for nuclei. Therefore, we have two different
characteristic timescales. The typical timescale for molecular vibration, 2�=!vib, is
10–100 fs, where !vib is the vibrational frequency. Therefore, molecular vibrations
cannot follow the rapid optical oscillation. Rather, they follow the pulse envelope
f .t/ itself if 2�=!vib < Tp, where Tp is the pulse duration. If this rapidly oscillating
electric field is strong, that is, the light intensity I is high, large-amplitude elec-
tron motion is induced inside the molecules. As a result, the effective potential for
nuclear motion determined by a function of f .t/ is highly distorted, which could ini-
tiate some kinds of dissociation or reaction processes. Field-induced intramolecular
electron transfer also enhances ionization.

4.2 Electronic and Vibrational Dynamics of HC
2

in a Near-IR Field

We consider the concept of adiabatic and nonadiabatic electronic dynamics against
the temporal changes in the laser electric field by taking the simplest case of H2

C as
an example. To that end, we must numerically solve the time-dependent Schrödinger
equation for H2

C. The electronic wave function ˆ exhibits a cusp as shown in the
left panel of Fig. 4.2. Thus, we invented a new grid point method by introducing
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Fig. 4.2 Dual transformation
method: Grid point method
for wave packet dynamics in
Coulomb fields [1, 2]

Transformation to remove cusps

Φ ΦDT

r r

Electronic Wave function

a consistent transformation of ˆ and the electronic Hamiltonian Hel.t/, the Dual
Transformation Method [1–3] shown in Fig. 4.2, to eliminate the cusp of ˆ and
make it as smooth asˆDT. This can be done by coordinate transformations f .�/ and
g.�/ from the cylindrical coordinates � and z to new variables � and �I � D f .�/

and z D g.�/.ˆ andHel.t/ are transformed toˆDT andHDT
el .t/ as in (4.1) and (4.2):

ˆDT.�; �; R/ D
p
f .�/f 0.�/g0.�/ˆ.z; �; R/; (4.1)

HDT
el .t/ D

p
f .�/f 0.�/g0.�/Hel.t/

1p
f .�/f 0.�/g0.�/

: (4.2)

By using this method, we obtained the simulation results shown in Fig. 4.3. We
assumed that the polarization direction of light was parallel to the molecular axis.
The coordinate system is drawn in Fig. 4.3a. In this case, two electronic degrees of
freedom, � and z, are essential. The electronic coordinate z is chosen to be paral-
lel to the polarization direction. In addition to these two electronic coordinates, we
also included the internuclear distance R as a quantum mechanical variable. There-
fore, we solved the time-dependent Schrödinger equation for the three degrees of
freedom.

Figure 4.3b represents a packet in the three-dimensional (3D) space z; �, and R.
The cloud around z D 0 and R D 2a0 is an initial wave packet in the 3D
space, where a0 is the atomic unit of length, i.e., the Bohr radius. Therefore, if the
packet goes upward or downward along z (indicated by vertical arrows) ionization
is implied; and if the packet goes toward larger internuclear distances, i.e., along the
direction of the bold arrow, dissociation is implied.

We applied a laser field as follows: The wavelength is 760 nm and the inten-
sity is 5 � 1014 W=cm2. The instantaneous potential for the electron is distorted as
shown in Fig. 4.3c when a nonzero field is applied. In the initial moment, the packet
goes toward longer internuclear distance. This means that the bond is stretching. We
have assumed that H2

C is prepared in its lowest electronic state
ˇ̌
1s�g

˛
after verti-

cal ionization of H2. As the internuclear distance approaches R D 4a0, ionizing
current can be seen as shown in Fig. 4.3d. The intensity applied is nearly constant
from the beginning; this means that the ionization is enhanced at the internuclear
distances that are much longer than the equilibrium one. This enhanced ionization
is characteristic of molecular ionization induced by an intense field. There are also
bound electronic state components. We can see two series of dense clouds around
z D R=2 and z D �R=2 which originate from the lowest two bound electronic
states of H2

C, namely, 1s�g and 1s�u.
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Fig. 4.3 Dynamics of the electronic and nuclear wave packet of H2
C in a nonresonant near-

infrared field: (b) time D 0; (d) time D 7.3 fs. The cylindrical coordinate system for the electron
and the internuclear distance R are shown in (a). Shown in (c) is the instantaneous potential for
the electron including the dipole interaction with the field (solid line) together with the zero-field
pure Coulomb potential (dotted line). The potential has two wells corresponding to the two protons
denoted by dots
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4.3 Time-Dependent Adiabatic State Approach
and Its Application to Large Amplitude Vibrational
Motion of C60 Induced by Near-IR Fields

Our next target is larger molecules such as C60. We want to understand how larger
molecules behave in an intense laser field. However, application of the exact simu-
lation method presented above is limited to only small systems such as H2

C or H2.
Therefore, we have to invent and develop approaches to deal with molecular dynam-
ics in the intense laser field. To that end, we first analyzed the exact simulation for
H2

C in terms of time-dependent adiabatic states.
The time-dependent adiabatic states jn.R; t/> are defined as the eigenfunctions

of the instantaneous electronic Hamiltonian Hel.R; t/ [3, 4]. That is, the electronic
Hamiltonian at a molecular geometry, Hel.R/, plus the electric dipole interaction
with the field, V".t/:h OHel.R/C V".t/

i
jn.R; t/i D En.R; t/j n.R; t/i ; (4.3)

where the explicit form of V".t/ is given by

V".t/ D ".t/ � .electronic coordinates/: (4.4)

In this case, the simple length gauge was chosen. The eigenvalue equation (4.3) can
be numerically solved for a general class of molecules. For this, we can use package
molecular orbital programs such as GAMESS (General Atomic and Molecular Elec-
tronic Structure System) and obtain the eigenvalues of this instantaneous electronic
Hamiltonian and also the eigenfunctions.

Then, what does the time-dependent adiabatic state look like? This is a natural
extension of the concept of the adiabatic state to the time domain. The instantaneous
electronic Hamiltonian of H2

C in atomic units (i.e., the electron mass me, Bohr
radius a0 D 0:53 Å, elementary electric charge e, hartreeEh D 27 eV, and „ are all
set to unity) is written as:

Hel.R/C z".t/ D �1
2

@

@2x
� 1
2

@

@2y
� 1
2

@

@2z
�

1p
x2 C y2 C .z� R=2/2 �

1p
x2 C y2 C .zCR=2/2 C

1

R
C z".t/:

(4.5)

The potential for the electron has two wells corresponding to two nuclei at
z D ˙R=2. This electronic potential depends on the internuclear distance R as
shown in Figs. 4.4a and 4.4b. The solid and dotted horizontal lines indicate the
energies of the lowest and second-lowest adiabatic states. The lowest two states in
the zero field case of Fig. 4.4a correspond to 1s�g and 1s�u, respectively. When
an electric field is applied, the potential is distorted and the energy levels are also
shifted, as shown in Fig. 4.4b. The solid lines in Fig. 4.4c denote the energies of the
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Fig. 4.5 Breakdown of adiabatic properties induced by nuclear motion and by temporal change in
the laser electric field

two lowest adiabatic states in the zero field case as a function of R. These poten-
tials against the nuclei vary as the laser electric field changes, i.e., as time passes.
For instance, as shown in Fig. 4.4c, the time-dependent potential of the lowest adia-
batic state moves down from the solid line to the dotted line as the field strength ".t/
increases from 0 to 0.09 in atomic units, i.e., 0 to 0.09Eh=ea0 (0 to 4:6�1010 V=m)
and that of the second-lowest state moves up. I would like point out that the elec-
tronic wave function of the lowest adiabatic state is localized in the lower potential
well (for instance, the left well in Fig. 4.4b) and that of the higher adiabatic state is
localized in the upper well.

Thus, we can define time-dependent adiabatic states. If the temporal change in
the laser electric field were very slow, we could follow one adiabatic state. However,
even in the near-infrared field case, the system has a chance to behave nonadiabati-
cally with respect to the temporal change in the laser electric field unless !elect 
 !,
as denoted by the vertical arrow in Fig. 4.5.

Therefore, we have to analyze the exact wave functions in terms of the time-
dependent adiabatic states [5–8]. As noted above, the exact wave functions of H2

C
in the optical electric field,  .z; �; RI t/, are available and the time-dependent adi-
abatic states can be defined for the lowest one and the second-lowest one and so
on. Hence, we can map this exact wave functions onto these time-dependent adi-
abatic states, namely, the lowest two time-dependent adiabatic states j1.R; t/i and
j2.R; t/i (j1.R; t/i D ˇ̌

1s�g
˛

and j2.R; t/i D j1s�ui for ".t/ D 0) as:

j .z; �; R; t/i D 	1 .R; t/ j1.R; t/i C 	2 .R; t/ j2.R; t/i ; (4.6)

with the coefficients 	1 and 	2. These 	1.R; t/ and 	2.R; t/ are the vibrational
wave functions associated with the time-dependent adiabatic states.

The results obtained by the mapping method are presented in Fig. 4.6. The low-
est two time-dependent adiabatic potentials in zero fields, E1.R; t/ and E2.R; t/,
are shown in Fig. 4.6a, which will change with time during the interaction with
the intense, near-infrared pulse. The initial vibrational component j	1.R; t D 0/j2
associated with the state j1.R; t D 0/i D ˇ̌

1s�g
˛

created by vertical ionization of
H2 is also indicated in Fig. 4.6a by the Gaussian-like profile. Initially, the nuclear
wave packet propagates on the lowest time-dependent adiabatic state j1.R; t/i, and
as the intranuclear distance increases, the probabilities of nonadiabatic transitions
from the lowest adiabatic state to the higher adiabatic states increase. At t D 7 fs,
the higher j	2.R; t/j2 is about half of j	1.R; t/j2, as shown in Fig. 4.6b.
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C: (a) the vibrational wave functions of
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Figure 4.6c shows the total populations of the two adiabatic states, namely,
P1.t/ D

R j	1.R; t/j2 dR and P2.t/ D
R j	2.R; t/j2 dR. The dotted line shows

the total population of the lowest adiabatic state, P1.t/, and the solid line shows
the total population of the higher adiabatic state, P2.t/. The vertical dotted lines
indicate the moments at which the field returns to zero. Every time when the
field becomes zero, that is, the corresponding two potential surfaces E1.R; t/ and
E2.R; t/ come closest to each other, a field-induced nonadiabatic transition from
j1.R; t/i to the second-lowest one j2.R; t/i can be found. Soon after that, the pop-
ulation in the second-lowest state decreases. This is due to the ionization from
j2.R; t/i or the higher adiabatic states populated via j2.R; t/i [5, 8]. We can say
that the second-lowest adiabatic state is a doorway state to the ionization, and the
so-called enhanced ionization is considered to occur through this kind of higher
lying time-dependent adiabatic states. In short, the higher adiabatic state populated
via field-induced nonadiabatic transitions is more easily ionized because the energy
of the second-lowest state for 4 a0 < R < 11 a0 is located already close to or over
the ionization barrier formed in the presence of the field, as shown in Fig. 4.4b.

We can plot the temporal variation of the nuclear wave functions for the lowest
two components obtained by the mapping. From the contour maps of j	1.R; t/j2
and j	2.R; t/j2 in Fig. 4.7, we found that at intrernuclear distances longer than 3a0,
nonadiabatic transitions occur from the lowest state to the higher state when the field
".t/ returns to zero (denoted by vertical dotted lines in the lower graph of Fig. 4.7).

In the above discussions, we included the internuclear distance as a quantum-
mechanical dynamical variable. We also calculated the ionization probabilities at
fixed internuclear distances, and plotted them as a function of the internuclear dis-
tance as shown in Fig. 4.8. The light intensity of the applied near-infrared field is
1014 W=cm2 and the wavelength is 1,064 nm.

As shown in Fig. 4.8, the rate of ionization from the initial ground state
ˇ̌
1s�g

˛
; � ,

denoted by the solid line, significantly increases as the internuclear distance
increases. For example, the ionization rate at the internuclear distance of 9a0 is
three times as large as that at 6a0 and is three orders of magnitude larger than that
at the equilibrium internuclear distance of 2a0. This enhancement in ionization at
the large internuclear distance is ascribable to the increase in the ionization rate
from the higher adiabatic state j2.R; t/i nonadiabatically populated from j1.R; t/i.
This is confirmed by the fact that the ionization rate of the second-lowest adiabatic
state at a DC constant field corresponding to the light intensity of 1014 W=cm2,
denoted by the broken line, has two peaks around R D 6a0 and 9a0 as � . In the
range where field-induced nonadiabatic transitions occur, the ionization rates of the
ground and second-lowest adiabatic states exhibit a similar tendency as a function
of the internuclear distance.

As shown above, the time-dependent adiabatic states can form a good basis set
for describing the electronic and nuclear dynamics. Hence, we introduce a simple
approach, in which the total wave function is expanded in terms of time-dependent
adiabatic states. In this case, we cannot discuss the ionization because we neglect the
continuum electronic states. However, we can expect that this approach is sufficient
for describing the dynamics of bound electrons within a molecule as well as the
vibrational dynamics.
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with the time-dependent adiabatic states j1.R; t/i and j2.R; t/i obtained from the exact wave
function [5–8]

Thus, we can put, e.g., the two-state expansion:

j i � 	1.R/j 1.R; t/i C 	2.R/j 2.R; t/i (4.7)

into the total Schrödinger equation:

i„ @
@t
j i D Htotal.t/j  i (4.8)

and derive the time-dependent coupled equations to obtain the vibrational wave
functions in the two state model, i.e., approximate vibrational wave functions for
	1.R; t/ and 	2.R; t/:

@

@t
	1.R/ D �i

�
� 1

mp

@2

@R2
CE1.R; t/

�
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1
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C � � �

�
	2.R/; (4.9)

@

@t
	2.R/D� i

�
� 1

mp

@2

@R2
CE2.R; t/

�
	2.R/ �

��
2

ˇ̌̌
ˇ @@t

ˇ̌̌
ˇ 1


C � � �

�
	1.R/; (4.10)



4 How Do Molecules Behave in Intense Laser Fields? Theoretical Aspects 121

20

15

10

5

5
0

24

32

40

48

56

16

8

0
6

Internuclear Distance R (a0)

7 8 9 10

Io
ni

za
tio

n 
R

at
e 

G 
(1

0–4
 E

h
/h

)

Io
ni

za
tio

n 
R

at
e 

of
 1

2>
,  

G 2
 (

10
–4

 E
h
/h

)

Fig. 4.8 Ionization rates of H2
C as a function of internuclear distance R (in units of Eh=„ D

4:1 � 1016=s). The open squares denote ionization rates �2 of the upper adiabatic state j2.R; t/i
at a DC constant field strength ".t/ D 0:0533Eh=ea0 (which corresponds to I D 1014 W=cm2);
the open circles denote ionization rates � in an alternating intense field of 
 D 1;064 nm and
I D 1014 W=cm2 under the condition that the initial state is the ground state 1s �g (the field
envelope has a five-cycle linear ramp and � is defined as the stationary value after the ramp). The
scales for �2 and � are marked on the right and left ordinates, respectively. Adapted from [4]

where E1.R; t/ and E1.R; t/ denote the adiabatic energies. To solve these cou-
pled equations, we have to calculate the energies of time-dependent adiabatic states
and the field-induced nonadiabatic couplings, which induce population transfer to
different time-dependent adiabatic states.

I will first show the exact result of H2
C in Fig. 4.9 (solid lines), and then, super-

impose the result based on the two-state model (dotted lines), namely, the expansion
using the lowest two states of (4.7) [5–8]. From the comparison between the two
results, we found that this approach seems to be quite good for the description of
vibrational dynamics. Hence, for general polyatomic molecules, we will expand the
total wave function in terms of the time-dependent adiabatic states. We can use pack-
age molecular orbital programs to calculate the time-dependent adiabatic energies
and field-induced nonadiabatic couplings [6, 7].

We take C60 as the first example of applications to polyatomic molecules.
It is well known that ionized C60 molecules undergo fragmentation via the C2-
elimination processes. As reported by Hertel and co-workers [9], when a 5-ps
pulse of 800 nm or the shorter wavelength light is used, ionized fragments such
as C58

C; C56
C, and so on are found, as shown in the upper panel of Fig. 4.10. No

odd number large fragments such as C57
C are detected. When the pulse length is

shorter, highly charged parent cations up to C60
6C can be produced, but charged
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fragments are still found. For example, large dication fragments such as C58
2C are

detected in the case of 25-fs pulses as shown in the lower panel of Fig. 4.10, though
appearance of monocations is significantly suppressed.

Recently, Bhardwaj and Corkum carried out an interesting experiment using
a longer wavelength of 
 D 1;800 nm [10]. The pulse length was 70 fs. They
observed only highly charged intact parent cations almost without fragmentation.
These highly charged parent cations have lifetimes longer than microseconds. Why
is the fragmentation suppressed for the long wavelength excitation? We wanted to
answer this question, and we have partially succeeded it as described next.

Highly charged cations of C60 must have stable structures for them to sur-
vive without fragmentation. We calculated the geometrical structure of C60 and its
cations and found that cations have a stable structure even up to C60

14C [11]. The
left-hand plot of Fig. 4.11 shows how the equilibrium distances of 90 C�C bonds
depend on the charge z of C60

zC. In the neutral case, we have only two typical bond
distances; the C�C bond distance in the pentagon, denoted by r5, and that of the
C�C bond shared by the two adjacent hexagons, denoted by r6. The average bond
distances of r5 and r6, denoted by <r5> and <r6>, respectively, increase as the
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Fig. 4.10 Competition between ionization and fragmentation of C60: Dependence of the mass
spectrum on the pulse length [9]. The pulse length used is 5 ps in the case of the upper panel and
25 fs in the case of the lower panel

charge of C60 increases. However, even at C60
10C, the increases in the bond dis-

tances are less than 0.03 Å, which are very small. The right-hand plot shows the
vibrational frequencies as a function of the charge z. Since all the vibrational fre-
quencies for C60

zC.z D 1–14/ cations are real, C60 cations up to z D 14 have a
stable structure. There is a tendency that the vibrational frequencies decrease as the
change increases, but even at C60

14C the vibrational frequencies are not so much
different from those of neutral C60. The results of Fig. 4.11 suggest that even highly
charged C60 cations are tough to dissociate.

As shown in Fig. 4.12, we examined the stability of C60
zC.z D 1–14/ cations,

and concluded that parent cations C60
zC produced by intense 1,800-nm pulses have

long lifetimes up to z D 11 to 12. We first estimated the energy available for the
fission to C58 and C2 cations, i.e., the sum of the excess vibrational energy upon ver-
tical ionization, �E , and the thermal energy ET .�5 eV/. The energy required for
the fission is the sum of the fission barrier heightD.z/ [12] and the so-called kinetic
shift S.z/. The energy available for fission, �E C ET, increases as the charge z
increases whileD.z/CS.z/ decreases. These quantities schematically illustrated in
the left graph of Fig. 4.12 are plotted in the right-hand as a function of z. By putting
these values into the reaction rate formula of the conventional statistical theory,
namely, Rice–Ramsperger–Kassel–Marcus (RRKM) theory [13, 14], we found that
the lifetime of C60

zC dramatically decreased as the charge z increased fromC11 to
C13 [11]. The lifetime of C60

11C was on the order of seconds and the lifetime of
C60

12C was on the order of microseconds. This indicates that the parent cations up
to C60

12C can be detected by time-of-flight (TOF) mass spectrometry of microsec-
ond detection time, in agreement with the experimental observation. The lifetime
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of C60
13C was estimated to be less than nanoseconds. The right plot in Fig. 4.12

indicates that the stability condition of C60
zC; D.z/ C S.z/ > E.z/ C ET, holds

even for z � 12.
Figure 4.13 uses results of molecular dynamics simulation to show how tough

this molecule is. In this simulation, we assumed that neutral C60 molecule was ver-
tically ionized to z D 14. Since the equilibrium structure of C60

C14 is larger than
C60, the nuclei in the cation start moving after this vertical ionization. The motion
is the totally symmetric radial breathing mode (period �75 fs), in which the bond
distances of r5 and r6 oscillate in phase and the vibrations continue as shown in
Fig. 4.13. Even for C60

14C, we cannot see any fragmentation in the time range of a
few picoseconds after vertical ionization.

In the above discussion, we did not include the effects of field-induced vibra-
tional excitation. Next, we wanted to look at how vibration is induced in neutral
C60 or its cations by an intense laser field. We thought the time-dependent adia-
batic state approach would be useful here. Hence, we assumed that the potentials
change like shown in Fig. 4.14b according to the change in the field strength, as the
points numbered from 1 to 5 in Fig. 4.14a. We can use these potentials for quantum
mechanical simulations [5,8,15] as well as for classical dynamics simulations [16].
In the simulation introduced above for C60, we treated the motion of all the nuclei
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Fig. 4.13 Dynamics of C�C
bonds of C60

14C after vertical
ionization from neutral C60.
The distances of 90 C�C
bonds are plotted as a
function of time (60 r5-bonds
and 30 r6-bonds). r6-bonds
are indicated by dark lines.
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classically, while doing the electronic state calculation quantum mechanically to
obtain the time-dependent adiabatic states.

It has been found by numerical simulations that C60 and its cations exhibit
vibrations of large-amplitude in the presence of an intense near-infrared laser field.
In reality, the system is subject to ionization in addition to the large-amplitude
vibrational excitation. However, in the following simulation, we assumed that
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Fig. 4.14 Time-dependent
adiabatic potentials: (a) An
applied near-infrared field;
(b) Schematic illustration of
the time-dependent potential
deformed by the laser field
[6, 15]. The time-dependent
potentials numbered from
1 to 5 in (b) correspond to the
field strengths numbered
from 1 to 5 in (a)
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the system remained in the neutral stage. As far as the vibrational dynamics is
concerned, there is no qualitative difference between the two cases.

We applied a laser field and assumed that there were no nonadiabatic electronic
transitions [16]. Since the system was kept in the lowest time-dependent adiabatic
state all the dynamical phenomena induced here should be ascribed to vibrationally
nonadiabatic processes. The parameters for the optical pulse are chosen as fol-
lows: 
 D 1;800 nm; pulse length D 70 fs; peak intensity D 7 � 1014 W=cm2.
The polarization direction is along the vertical direction in Fig. 4.15. The left panel
of Fig. 4.15 shows the initial structure of C60 before the interaction with the pulse.
The molecule was stretched in the polarization direction as shown in the right panel
of Fig. 4.15. Even after the light pulse disappeared completely, the molecule was
found to be still moving. This meant that the molecule acquired vibration energy.
The vibrational energy increase was found to be 27 eV. Usually, we would expect
such a large energy inevitably leads to prompt dissociation of the molecule (fs or
ps time domain) because 27 eV is much larger than the typical dissociation energy,
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First-Principles Molecular Dynamics of C60
in the Lowest Time-Dependent Adiabatic State

Time t = –120 fs Time t = 32.5 fs

Ipeak = 7 ´?1014W/cm2

Pulse length = 70 fs

l = 1800 nm

Fig. 4.15 First-principles molecular dynamics of C60 in the lowest time-dependent adiabatic state.
The length of the applied pulse is 70 fs and the peak of the Gaussian profile is centered at t D 0 fs
(the peak intensity is Ipeak D 7� 1014 W=cm2). The left panel shows the snap shot of C60 nuclei at
t D �120 fs and the right panel shows the snap shot at 32.5 fs. The corresponding field strengths
are indicated by open circles in the pulse profiles

e.g., the dissociation energy for C2-elimination that is as low as �10 eV. How-
ever, we found the excess energy was not sufficient for the large C60 molecule to
decompose in the ps time domain.

We may wonder why this type of large-amplitude vibrational excitation occurs.
When we looked at the vibrational motion in the time-dependent adiabatic state, we
saw the vibrational mode induced was the so-called hg.1/ vibrational mode. Along
with the vibration, C60 deforms into the ellipsoid (or discoid) form, and then, into
the discoid (or ellipsoid) form as shown in Fig. 4.16. The potential surface is shown
in the figure as a function of the displacement corresponding to the shapes of C60

above the graph. The potential in the zero optical field and the cycle-averaged poten-
tial of the lowest time-dependent adiabatic state at I D 1015 W=cm2 are plotted in
the graph. The time-dependent potential averaged over one optical cycle is regarded
as the effective potential for vibration because the time-dependent potential changes
too fast for the molecular vibration to follow the rapidly oscillating electric field.
The potential is most distorted along the Raman active vibrational modes such as
ag and hg modes. The nuclei move in this suddenly distorted potential, and hence
large-amplitude motion is induced in the hg.1/ mode for the present choice of the
pulse parameters. The field strength is very strong here, but the potential along the
hg.1/ mode is a bound type even in the presence of this very strong field. This is
why neutral C60 does not exhibit fragmentation in the ps time domain.

The hg.1/ mode is mainly excited in the present case. This allows us to perform
a quantum mechanical simulation by using only this mode. We calculated the time-
dependent adiabatic states and the simulation results are shown in Fig. 4.17. The
broken contour lines in the graph show the effective cycle-averaged potential of the
lowest time-dependent adiabatic state when we apply the field shown in the right
side of the graph. The maximum distortion of the cycle-averaged potential occurs
at the peak of the light intensity. On the other hand, the maximum distortion of
the molecule or the vibrational wave packet occurs with a delay of around 30 fs.
Therefore, we can clearly say that this excitation is induced by a vibrationally
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Fig. 4.18 Energy acquired in C60 by impulsive Raman excitation at four different light intensities
as a function of the pulse length Tp. The acquired energy is maximized around Tp D 50–60 fs and
is nearly proportional to Ipeak

2:4 at Tp D 50 fs

nonadiabatic process. This might also be regarded as a type of impulsive Raman
excitation. Since this pulse length is shorter than the vibrational period of the hg.1/

mode, the vibrational wave packet cannot follow the sudden change in the cycle-
averaged potential. This is the reason why we have a large vibrational excitation.
The center of the wave packet vibrates even after full decay of the applied pulse.
The net energy gain was 22 eV.

We have examined the vibrational energy gained by the intense laser field as a
function of the pulse length for the four different peak light intensities. We deter-
mined that the maximum peak appeared around the pulse length of 50–60 fs, as
shown in Fig. 4.18. For efficient vibrational excitation, the pulse length should not
be too short or too long; the pulse length should be around half of the vibrational
period. The pulse length of � 60 fs is close to half of the vibrational period of the
hg.1/ mode .�125 fs/.

It is valuable to look at one more experiment for C60 which was recently carried
out by Professor Hertel and his group [17, 18]. As shown earlier above, the major
fragments, particularly the large ion fragments, are generated via C2-elimination,
that is, C58

C or C56
C and so on, are generated. If this type of C2-elimination occurs

after the statistical randomization of the vibrational energies given from the external
light field, it should take nanoseconds or microseconds for the cations to dissoci-
ate. This is characteristic of statistical fragmentation. However, their experimental
results shown in Fig. 4.19 clearly demonstrated that within 1 ps there were other
channels than the C2-elimination. They used a 400 nm pump and 800 nm probe
pulses and also 800 nm pump and probe pulses; similar results were obtained for
both cases. No ion signal appeared when only a probe pulse was introduced. There-
fore, they concluded that C60 was decomposed by the pump pulse into neutral
fragments (in addition to cation fragments) and then the electronically excited neu-
tral species were ionized by the probe pulse. The ionized fragments were detected
by time-of-flight mass spectrometry. In this case, even within 1 ps, C3 fragments
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Fig. 4.19 Nonstatistical ultrafast fragmentation of C60 detected by a pump (400 nm) – probe
(800 nm) experiment [18]. The signals of small fragments in the TOF are plotted as a function of
the delay between the pump and probe pulse. CC and C3

C fragments appear in the femtosecond
domain as well as C2

C

appeared. If this is a simple process in which C3 is ejected from C60, the appear-
ance of C57 fragments could be expected. However, as usual, the C57

C signal
was not detected. The decomposition within a very short timescale was probably
triggered by some nonstatistical effects such as field-induced electronically nona-
diabatic processes [6, 7] in addition to field-induced potential distortion. Therefore,
in order to estimate the exact branching ratios in different fragments, we have to
include electronically nonadiabatic processes as well as vibrationally nonadiabatic
processes.

4.4 Bond Dissociation Dynamics of Ethanol: Branching Ratio
of C�C and C�O Dissociation

In the final example chosen for discussion, we show how important the nonadia-
batic electronic transitions are by presenting the simulation results of bond breaking
processes of ethanol in intense laser fields. Ethanol CH3�CH2�OH has two skele-
tal bond types: the C�C and the C�O bonds. Professors Kannari and Yamanouchi
carried out a very interesting experiment in which they showed that the major frag-
mentation process was dissociation of the C�C bond if the pulse length was shorter
than 30 fs [19,20]. When they stretched the pulse length, the yield ratio of the C�O
dissociation increased. In order to understand this, we proposed the following sim-
ple model presented in Fig. 4.20. We first assumed that molecules are randomly
oriented. Further, we selected two cases. One case was when the C�O bond is
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Fig. 4.20 One-dimensional models for bond dissociation of ethanol by near-infrared pulses: (left
molecule) the C�O bond is parallel to the laser electric field; (right molecule) the C�C bond is
parallel to the laser electric field [19]

parallel to the laser electric field, and the other one was when the C�C bond is
parallel to the laser electric field. These two configurations are expected to be the
best configurations for the dissociation of the C�O and C�C bonds, respectively.

First, we calculated the time-dependent adiabatic potentials as a function of the
C�C bond length and the laser field was applied parallel to the C�C axis [6, 7].
We know that ethanol is ionized from the neutral state to a monocation without sig-
nificant structural deformation. Therefore, for the monocation state, we calculated
the time-dependent potential surfaces as a function of the bond length as shown
in Fig. 4.21. The electronic structure calculation for obtaining the potential sur-
faces is performed by using a molecular orbital method, namely, the first-order
configuration interaction (CI) method with the 6–311G(d,p) basis set. The upper
graph of Fig. 4.21a shows potential surfaces in zero fields. We saw a field-induced
avoided crossing between the ground and repulsive time-dependent adiabatic states
that occurred near RC�C D 2 Å when the electric field of 0:1Eh=ea0 was pointed
from the middle carbon to the end carbon, as shown in Fig. 4.21b. As the intensity
increased, nonadiabatic transitions occurred from the lowest adiabatic potential to
the higher ones near the equilibrium bond distance.

We also calculated the propagation of the nuclear wave packet as shown in
Fig. 4.22. The parameters of the applied pulse are as follows: The wavelength
is 800 nm, the intensity is 5 � 1014 W=cm2, and the pulse length is 200 fs. The
nuclear wave packets in the lowest, second lowest, and third lowest time-dependent
adiabatic states (denoted by j1i; j2i and j3i, respectively) are shown in the left,
center, and right graphs, respectively. The initial state is the lowest vibrational state
of the field-free ground electronic state of C2H5OHC. Initially, the C�C distance
increases in the lowest time-dependent adiabatic potential, and when the packet is
approaching the field-induced avoided crossing point, the nonadiabatic transition
to the higher adiabatic states occurred and the dissociation began. Therefore, we
ascribed this dissociation to the field-induced potential crossing. The dissociation
probability of the C�C bond was 0.39.
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We also performed the simulation for the C�O dissociation case as shown in
Fig. 4.23, and found a crossing regime, similar to the one in the C�C dissociation
case. However, the distance between the equilibrium C�O distance and this avoided
crossing point was found to be larger than the corresponding distance for the C�C
dissociation case. Hence, it took longer time for the nuclear wave packet to reach
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In comparison with the case where the C�C axis is parallel to the field, field-induced avoided
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the crossing region in the case of the C�O dissociation. This meant that a longer
pulse was required for steering the wave packet to this crossing region.

We were able to explain the ratio of the dissociation probabilities of the C�O
and C�C dissociation processes. This will also be explained by Professor Kannari
later from an experimental point of view. The electronically nonadiabatic transition
induced by an intense laser field is a very important factor to determine the branch-
ing ratios of different fragmentation processes and reaction processes of molecules
in an intense laser field.

References

1. H. Kono, A. Kita, Y. Ohtsuki, Y. Fujimura, J. Comput. Phys. 130, 148 (1997)
2. I. Kawata, H. Kono, J. Chem. Phys. 111, 9498 (1999)
3. I. Kawata, H. Kono, Y. Fujimura, Chem. Phys. Lett. 289, 546 (1998); J. Chem. Phys. 110,

11152 (1999)
4. A.D. Bandrauk, H. Kono, in Molecules in Intense Laser Fields: Nonlinear Multi-Photon Spec-

troscopy and Near-Femtosecond to Sub-Femtosecond (Attosecond) Dynamics, Advances in
Multi-Photon Processes and Spectroscopy, ed. by S.H. Lin A. Villaeys, Y. Fujimura (World
Scientific, Singapore, 2003), vol. 15, p. 147

5. H. Kono, Y. Sato, Y. Fujimura, I. Kawata, Laser Phys. 13, 883 (2003)
6. H. Kono, Y. Sato, N. Tanaka, T. Kato, K. Nakai, S. Koseki, Y. Fujimura, Chem. Phys. 303,

203 (2004)



134 H. Kono

7. H. Kono, Y. Sato, M. Kanno, K. Nakai, T. Kato, Bull. Chem. Soc. Jpn. 79, 196 (2006)
8. M. Kanno, T. Kato, H. Kono, Y. Fujimura, F.H.M. Faisal, Phys. Rev. A 72, 033418 (2005)
9. I.V. Hertel, T. Laarmann, C.P. Schulz, Adv. At. Mol. Opt. Phys. 50, 219 (2005)

10. V.R. Bhardwaj, P.B. Corkum, D.M. Rayner, Phys. Rev. Lett. 91, 203004 (2003)
11. R. Sahnoun, K. Nakai, Y. Sato, H. Kono, Y. Fujimura, M. Tanaka, J. Chem. Phys. 125, 184306

(2006); Chem. Phys. Lett. 430, 167 (2006)
12. S. Dı́az-Tendero, M. Alcamı́, F. Martı́n, Phys. Rev. Lett. 95, 013401 (2005)
13. W. Forst, Unimolecular Reactions (Cambridge University Press, Cambridge, 2003)
14. T. Baer, W.L. Hase, Unimolecular Reaction Dynamics (Oxford University Press,

New York, 1996)
15. Y. Sato, H. Kono, S. Koseki, Y. Fujimura, J. Am. Chem. Soc. 125, 8019 (2003)
16. K. Nakai, H. Kono, Y. Sato, N. Niitsu, R. Sahnoun, M. Tanaka, Y. Fujimura, Chem. Phys. 338,

127 (2007)
17. M. Boyle, T. Laarmann, I. Shchatsinin, C.P. Schulz, I.V. Hertel, J. Chem. Phys. 122,

181103 (2005)
18. I.V. Hertel, T. Laarmann, C.P. Schulz, M. Boyle, I. Shchatsinin, to be published
19. R. Itakura, K. Yamanouchi, T. Tanabe, T. Okamoto, F. Kannari, J. Chem. Phys. 119,

4179 (2003)
20. H. Yazawa, T. Tanabe, T. Okamoto, M. Yamanaka, F. Kannari, R. Itakura, K. Yamanouchi,

J. Chem. Phys. 124, 204314 (2006)



Chapter 5
Pulse Shaping of Femtosecond Laser Pulses
and Its Application of Molecule Control

Fumihiko Kannari

Abstract Advanced sophisticated techniques of manipulating and controlling pulse
shapes of ultrashort laser pulses are reviewed by referring to our recent studies on the
selective bond breaking processes of ethanol in intense laser field. Some remaining
issues in the pulse shaping technologies such as spatiotemporal coupling and replica
pulse formation are discussed.

5.1 Introduction

It is useful to know the extent to which we can manipulate the ultrashort laser
pulse, what is the limitation and what types of errors are caused in this manipulation
technology.

When the term “manipulation” is used in this text, it applies to manipulation of
only three parameters: the amplitude of the envelope of the laser pulse; the phase of
the pulse or in other words, the instantaneous frequency inside the laser pulse; and
the polarization.

E.t/ D EA.t/ exp Œi!t C i�.t/� : (5.1)

Ideally, this is similar to the function generation of the fs laser pulse (Fig. 5.1).
How can we manipulate the temporal shape of the laser pulse? This is a very

fundamental definition in linear signal filtering. Linear filtering in the time domain
is shown by

eout .t/ D ein .t/ � h .t/; (5.2)

Eout.w/ D Ein.w/H.w/; (5.3)

where h is the filter function [1]. In a sampling oscilloscope, h.t/ is the delta func-
tion. If we have to manipulate the amplitude or phase in this scheme, we have to use

F. Kannari
Keio University, Yokohama, Japan
e-mail: kannari@elec.keio.ac.jp

K. Yamanouchi (ed.), Lectures on Ultrafast Intense Laser Science 1, Springer Series
in Chemical Physics 94, DOI 10.1007/978-3-540-95944-1 5,
c� Springer-Verlag Berlin Heidelberg 2010

135



136 F. Kannari

Fig. 5.1 A concept of
femtosecond laser pulse
function generator

Polarization

Center Wavelength

Phase
Amplitude

E(t) = A(t) exp [i w t + i j (t)]
→

a device or material, which has a very fast response in the timescale of femtosecond.
However, that is almost impossible to do; thus, when we carry out a Fourier trans-
form of this equation (5.2), we can find that it is a product of the spectrum with a
mask function in the spectral domain. If we consider this in the spectral domain, the
filtering will be very straightforward. This idea was presented in the 1970s [1]. In
the early 1990s, Weiner of Bellcore demonstrated this kind of pulse shaping for the
femtosecond laser using a computer controlled spatial light modulator (SLM) [2].

5.2 Femtosecond Laser Pulse Shaping with a 4f Pulse Shaper

We consider the 4f-type pulse shaper that Weiner demonstrated using a SLM [2,3].
Part of the modulator is the same as a spectrometer, where the dispersed frequency
components will arrive at the Fourier plane. The other part is for the inverse Fourier
transform. When we add some phase modulation or amplitude modulation at the
Fourier plane, this reflects to the pulse shape in the time domain.

The dispersion at this Fourier plane is defined by the focal length and grating,
which is typically one or two nanometers per millimeter:

d


dx
� d cos �

f
� 1 � 2 nm=mm: (5.4)

Hence, if we use a computer-controlled SLM as in Fig. 5.2, we can manipulate the
pulse shape. This is the idea of 4f -type pulse shaping technology.

The pulse shaper in our laboratory uses a commercially available computer con-
trolled liquid-crystal SLM (Fig. 5.3). The modulator consists of arrays of liquid
crystal pixel. An electrical field manipulates the retardation for each segment and
thus each segment can control each frequency mode of the ultrashort laser pulse.
This kind of commercial SLM is readily available. There are 128 segments, which
is typical; recently, modulators are also available with 640 segments.
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Fig. 5.2 4f -type pulse shaper with a computer controlled spatial light modulator (SLM)
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Fig. 5.3 Picture of a 4f -type pulse shaper (a) and a schematic view of an arrayed liquid crystal
SLM (b)
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Table 5.1 Summary of the notation for variables needed to explain the mathematics of pulse
shaping [4]

�n D !n � !0; !0: center frequency
��: frequency separation between neighboring pixel center
Bn: spectral amplitude of the input laser pulse of nth pixel
An: amplitude modulation applied by the nth pixel
�n: phase modulation applied by the nth pixel
D: input beam diameter
f : focal length of lens
ıx D 4�f=
D: the spot size at the Fourier plane
N : total pixel number
ı� D ıx��=�x: spectral resolution
squ .x/D 1 for jxj � 1=2

0 for jxj > 1=2

The equations necessary to understand the pulse shaping are as follows (Table 5.1)
[4]:

M .x/ D S .x/˝
N =2�1X

nD�N =2

squ
�x � xn

�x

�
An exp .i�n/ (5.5)

)M .�/ D exp

���2

ı�2

	
˝

N =2�1X
nD�N =2

squ

�
� ��n

��

	
An exp .i�n/ ;

(5.6)

Ein .�/ D
N =2�1X
nDN =2

squ

�
� ��n

��

	
Bn; (5.7)

Eout .�/ DM .�/Ein .�/ (5.8)

D exp

���2

ı�2

	
˝

N =2�1X
nDN =2

squ

�
� ��n

��

	
AnBn exp .i�n/

,
IFT
eout .t/ / exp

���2ı�2t2
�

sinc .���t/
N =2�1X
nDN =2

AnBnexp Œi .2��nt C �n/�:

(5.9)

This description of the discrete Fourier transform clearly shows that we can Fourier
synthesize the laser pulse.

The output of the pulse shaping apparatus is summarized as follows [4]:

eout .t/ / exp
���2ı�2t2

�
sin c .���t/

N =2�1P
nDN =2

AnBn exp Œi .2��nt C �n/�:

(5.10)
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Fig. 5.4 Two approaches for pulse shaping mask design

The last term corresponds to the spectral modulation by the shaping mask, ampli-
tude, and phase modulation at the Fourier transformed plane. The sinc function
corresponds to the Fourier transform of the square shape of each pixel. The first
term corresponds to the spectral resolution, which is defined by the grating and lens.
The product of the first term and the sinc function correspond to the time window
that can be achieved with this pulse shaping technique.

How can we design the shaping mask? The answer to this is described in Fig. 5.4.
When we can manipulate both spectral phase and amplitude with a SLM, there is
no ambiguity. The target pulse has to be Fourier transformed; then the input spec-
trum that will be generated directly from the laser system is obtained. So, we can
obtain the complex function of the shaping mask and there is no ambiguity in this
design. However, because we cannot amplify the laser pulse at the pulse shaper, the
manipulation of the amplitude implies that it always attenuates the power.

Therefore, in many cases, in order not to lose the laser pulse energy, phase-only
masks are used to manipulate only the spectral phase to produce the desired output
laser pulse. However, design of this phase-only mask is not straightforward, and
some approximations are needed.

In general, optimization is performed iteratively to obtain the best phase mask.
The initial mask is assumed and the output pulse is calculated. Then, the difference
is measured between the desired pulse and the shaped output pulse, and the parame-
ters are varied so that the difference becomes smaller. These processes are repeated
so that the desired pulse can finally be obtained. There are several such optimization
algorithms.

One of them is the Gerchberg–Saxton algorithm shown in Fig. 5.5 [5]. It is very
powerful tool to shape only the amplitude of the laser pulse. Thus, if we are not
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Fig. 5.5 Gerchberg–Saxton algorithm for phase-only mask design to shape pulse amplitude

interested in the phase of the temporal laser pulse, we can design the phase-only
mask with this algorithm with very high accuracy.

Two physical parameters are fixed in the Gerchberg–Saxton algorithm. One is
the temporal pulse shape that we intend to shape. The other is the spectral amplitude
shape, which is the resource of our actual laser pulse. First we assume a certain spec-
tral phase. After the inverse-Fourier transform, the calculated temporal shape may
not match the targeted laser pulse shape. So only the temporal amplitude is replaced
and the spectrum is calculated via Fourier transform. Next, the calculated spectral
amplitude is replaced with the actual spectrum and these processes are repeated.
After approximately 100 iterations, the algorithm provides the optimum design of
the phase mask.

If we have to design both the temporal amplitude and the phase, we can do that by
the simulated annealing algorithm, shown in Fig. 5.6, which is another type of opti-
mization algorithm. Initially, we can set any type of spectral phase, apply that phase
on our laser spectrum and calculate the temporal shape. At this stage, we calculate
the cost function. We can set any function for the cost function; it simply depends on
the type of the optimization we require. In the general pulse shaping, this cost func-
tion may correspond to the difference between the shaped pulse and the desired laser
pulse. The important point is that we have to set one single value for the cost func-
tion. This algorithm reduces this cost function to the minimum; in other words, the
optimization algorithm implies that we have to find the global optimization point.
Then the question becomes how do we reach this global optimization point?

We accept a new phase mask only if the cost function is lower than the last one.
However, by using only this algorithm, we cannot get out of this local minimum.
Therefore, sometimes even if the cost function is larger than the last one, we have to
accept the change to the new mask. The probability is controlled by an exponential
function in the algorithm using the inverse of the temperatureT during the annealing
processes. Hence, we have to control T during the optimization. The concept is
the same as in a genetic algorithm, but our group prefers this simulated annealing
algorithm (Fig. 5.6).
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Start with a Laser Spectrum
a

Initial Phase Mask:  M
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Calculate a cost ΔC
Error from the target pulse shape

Fig. 5.6 (a) Design of phase-only shaping masks by simulated annealing algorithms. (b)
Schematic view of iterative optimization process with Simulated Annealing. Even if the cost is
trapped at a local minimum, this algorithm can release it from the local minimum and guide toward
the global minimum

Both these types of optimization algorithms allow us to design the phase-only
mask for generating the desired amplitude pulse or the approximated amplitude and
phase in the pulse. The design of the target laser pulse shape depends on the user,
i.e., the preknowledge of the user, and on the use, i.e., the kind of light and the matter
interaction.
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Next we consider the accurate pulse shaping in both the spectral amplitude and
phase. In this case, we require two SLMs. In one SLM, two liquid crystal devices
are attached together with a 90ı separation (Fig. 5.7). Therefore, the orthogonal
component is shaped by each of the liquid crystal plates. When we are extracting
the x-polarization component, the expression is as shown in
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Thus, we can independently modulate both the phase and amplitude. This is very
handy and recently, many researchers are using this type of the hybrid SLM.

The third parameter that we manipulate is the polarization. Unless only one direc-
tional linear polarization is being extracted, we can modulate the polarization of
each quadrature component. For example, in a Jones matrix, the first liquid crystal
plane modulates one of the orthogonal components and the second one modulates
the other one. Therefore, we can modulate the temporal polarization shape using the
hybrid SLM as in
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However, the available polarization states are very limited. Moreover, the spectral
polarization is distorted by a grating or dielectric mirrors. These two factors cannot
be easily compensated for by this modulator.

Therefore, recently we proposed the four cascaded manipulations of the polar-
ization which is explained in the following equations:
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ei�4 0
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�
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If #2, #3, and #4 SLMs are combined, we can obtain the Jones matrix expression
given in (5.19) [6]. When we use all the specialized modulators from #1 to #4, the
polarization manipulation is more flexible. Hence, we can precompensate for the
distortion in the polarization waveform caused by the grating or dielectric mirrors.
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There is another useful device for pulse shaping, a two-dimensional SLM. The
advantage of the two-dimensional SLM is that in addition to using the x-direction
for the spectral manipulation, another direction can be used as well. Feurer and his
coworkers have produced a spatially dependent ultra-short laser pulse and further,
they have generated acoustic phonons in SiO2 and designed the pattern of the acous-
tic wave inside the material [7]. This kind of spatially dependent ultrashort pulse and
matter interaction can be manipulated by the two-dimensional SLM (Fig. 5.8).

There are two serious issues that must be dealt with regarding the basic technolo-
gies of pulse shaping that we have been discussing. The first issue is spatiotemporal
coupling in the 4f -type pulse shaper and the second issue is the replica pulse
formation.

2D-SLM 
(20 mm x 20 mm, 480 x 480 

pixel)
Grating

Cylindrical  
Mirror

Grating

Cylindrical  
Mirror

Cylindrical  
Lens 

Cylindrical  
Lens 

λ

x
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b

Fig. 5.8 Spatiotemporal shaping with a 2-D SLM [7]. The inset shows an example of shaped laser
pulses
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Fig. 5.9 Spatiotemporal coupling at a 4f -type laser pulse shaper

5.3 Spatiotemporal Coupling at 4f Pulse Shapers

Figure 5.9 shows another expression of this pulse shaping. This calculation includes
the diffraction of the grating and the Fourier transform with the Fourier lens. If
we exactly calculate the pulse propagation, there is a definite coupling between the
time and the space, and thus we cannot separately consider them in this 4f optical
layout [3]. Some spatial diffraction caused by this SLM cannot be compensated for
using the inverse Fourier transform. This diffraction somehow reflects the pulse of
the shaped laser pulse [3].

Eout.k; !/ D QEin.�k;�/m
�
�
0f

2�
.�!Cˇk/

	
: (5.21)

A typical result for the shaped laser pulse with the 0 � � type phase mask is repro-
duced in Fig. 5.10. The alternating 0 and � phase pattern is applied on the SLM.
Here, �=ˇ is defined by optical wavelength, grating and the incident angle to the
grating.

�

ˇ
D 


cd cos �i
: (5.22)

The lower right image in Fig. 5.10 is the measured spectrogram [9]. The x-axis
is the delay time, i.e., the time domain, and the y-axis is the space in the direc-
tion of the diffraction at the grating. There is a shift of the spatial laser pattern;
thus, if we measure the pulse shape at 0 mm point, we obtain the double pulse. We
obtained good coincidence between the calculations and measurements. The slope
corresponds to the parameter, �=ˇ. If �=ˇ is larger, this spatiotemporal shift will be
much steeper.

The cause of this spatiotemporal coupling is the diffraction at the SLM. There-
fore, this is the worst case because the neighboring phase difference is the highest
in this 0 � � phase mask [9].
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In order to observe the actual features of the spatiotemporal coupling, I will show
one more calculation which is the Wigner function representation of the shaped
laser pulse. Figure 5.11 shows the near field after the pulse shaper. We can clearly
see the spatial separation and the temporal and spatial coupling. With the Wigner
function along the temporal frequency or the spatial frequency [10], there is no
transformation and only a single peak is found. This means that in the far field we
can obtain only an ideal double pulse.

Figure 5.12 is a typical setup for the 4f -type pulse shaper [8]. In order to examine
the spatiotemporal coupling, we observed the ablation pattern created by this shaped
laser pulse at the focus of the lens.

With this setup, when we used a 0 � � type shaping mask, we obtained two
ablation patterns reproduced in Fig. 5.13 [8]. Hence, there are two spatial peaks as
predicted by our spatiotemporal coupling. This is the case without any modulation
of the pulse shaper (a null mask). This represents the worst case when using the 0��
type phase mask; we always have to consider the temporal spatial coupling when we
use the shaped laser pulse for any kind of light and matter interaction experiments.

We have calculated the laser field distribution near the focus of the lens.
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Fig. 5.12 Experimental setup to observe the spatiotemporal coupling through a laser ablation
pattern [8]
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Fig. 5.13 Ablation patterns obtained by shaped laser pulses on a Cr film samples. (a) Null Phase
Mask. (b) 0�� Phase mask after 4-m propagation. (c) 0�� Phase mask after 40-cm propagation
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This is without any shaping modulation; hence, it exhibits a very clean spot site near
the focal point. When we applied 0 � � type phase mask, we included diffraction
of 4-m propagation in the calculation. This propagation made the situation more
serious. Due to the diffraction, the focal point shifted slightly. Near the focal point,
the spatial pattern changed very drastically and a very complex spot profile was
obtained after the 4-m propagation (Fig. 5.14) [9].

Since the near field beam profile just after the pulse shaper was clean, we set a
telescope there and captured the image of the output of the pulse shaper onto the
target surface (Fig. 5.15) [9]. In this case, the pulse pattern becomes just single; no
more double spatial peaks were seen. However, around the focal point, the intensity
distribution still changes drastically. Therefore, for example in a molecules–laser
interaction experiment, it is very difficult to discuss what type of fragments would
be generated from which spatial point. We have to be very careful while using the
shaped laser pulse; however, I would like to remind you again this is the worst case
using a 0 � � type phase mask.

When we use different types of phase mask, for example, we can produce triple
pulses with a relatively shorter interval (Fig. 5.16) [9]. In this case, the neighboring
phase shift in the phase mask is smaller than �; thus, there is some distortion near
the focal frame, but not much.
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If we increased the time separation for these triple pulses, the phase shift between
the neighboring masks became larger (Fig. 5.17) [8]. Again, we found a larger dis-
tortion at the focal point from which we concluded this effect depended on the
phase mask.

5.4 Replica Pulse Formation with a Pixelated SLM
Pulse Shaper

The second issue is the replica pulse formation. We explained the pulse shaping
using the discrete Fourier transform as shown in (5.25); however, the transform
itself implies that the series members repeat themselves with a period given by the
reciprocal of the frequency increment.

eout .t/ /
N =2�1X

nD�N =2

AnBn exp Œi .2��nt C �n/�: (5.25)

Therefore, this discretion naturally produces the pulse train of the time domain.
However, as was shown before, the sinc function and a Gaussian function are mul-
tiplied by this mask function, and the longer and shorter delay parts are suppressed
by the sinc function and Gaussian function.

We can understand this mathematics in a different manner. In order to temporarily
shift the laser pulse, we have to apply a linear phase shift of the spectrum.

We wrap the spectral phase, based on the mathematical equivalence of phase
values that differ by integer multiples of 2� and eventually we will obtain the
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desired phase shown by the shallow positive slope of Fig. 5.18. The stair-type dis-
crete phase is the actual phase applied to the SLM. The sharp positive and negative
slopes correspond to the sampling replica phase of the shallow positve slope. The
sharp-positive-slope replica phase generates the delayed replica pulse, whereas the
sharp-negative-slope replica phase generates the preceding replica pulse.
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At the Fourier transform plane, the frequency separation is not equal. The disper-
sion created by the grating and lens is described by the formula of (5.26); therefore,
frequency is not linearly dispersed at the Fourier plane.

x.!/ D f tan

�
arcsin

�
2�c

d!
� sin �i

	
� �d.!0/

�
: (5.26)

The x-axis in the left graph in Fig. 5.19 represents a nonlinear dispersion of the
Fourier Transform plane. The first order sampling replica phase and the minus first
order sampling replica phase are these slightly curved phases [4]. In Fig. 5.19a the
sharp positive slope and the negative slope correspond to the chirped replica pulses.
If we measure the output pulse using a FROG (frequency-resolved optical grat-
ing) [11] or an auto-correlator, we will lose this type of replica. But by using a
cross-correlation technique, we can find these replica pulses on both sides of the
shaped targeted pulse.
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Fig. 5.18 Replica pulse formation by the discrete sampling of a SLM [4]. (a) In the case of linear
spectral dispersion at the Fourier plain. (b) Simulated XFROG and cross-correlation measurements
of the corresponding output waveforms
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XFROG and cross-correlation measurements of the corresponding output waveforms

Another replica pulse formation is caused by the gap between the pixels in the
SLM (Fig. 5.20) [4]. For example, in a commercial modulator, each pixel is typically
100�m wide and there is a gap of about 3�m. This gap creates the sequential output
of replica pulses. Moreover, for example, when we intend to generate a linear delay
of 0.4 ps then we actually apply this linear phase in the SLM by wrapping the phase.
After shaping, we can measure the actual spectral phase. When we did that, there
was some slight error of the phase at each gap point; we can always find this kind
of a slight phase jump discontinuity at the spectral light modulator gap. This error
always generates a very complicated pulse strain. This replica pulse feature caused
by the pixel gap depends on the SLM. Furthermore, this replica pulse effect appears
for any kind of shape.

5.5 Femtosecond Laser Pulse Shaping with an AOPDF

Recently, instead of the 4f-type pulse shaper, a new device based on an acoustic-
optic (AO) crystal was invented and it is now commercially available; it is called the
AOPDF [12–14].

The AOPDF is a single crystal and it has an ordinary axis and extraordinary
axis (Fig. 5.21). If the original signal pulse is incident along the ordinary axis, the
pulse interacts with the acoustic wave inside the crystal. Since this acoustic wave
is designed to generate a certain pulse shape, diffraction occurs at some distance
when the phase matching is satisfied between the k vector of the light wave and the
k vector of the acoustic wave. Then, the laser axis changes to the extraordinary axis.
Since the group velocities are different, the total delay time depends on the position
at which the spectral component diffracts inside the crystal.
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Fig. 5.21 Pulse shaping with an AOPDF (acousto-optic programmable dispersive filters) [12–14]

The mathematics behind the pulse shaping by the AOPDF is very simple. It is
a combination of the input pulse and acoustic wave. However, we have to con-
sider the interaction in the time domain, whereas spectral phase was designed in
the frequency domain in the 4f-type pulse shaper. We have to scale the time over
the acoustic wave using following equation.
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Fig. 5.22 Design of acoustic signal to generate arbitrarily shaped laser pulses [13]
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�n is the difference between the refractive index of the two axes, Va is the acoustic
wave, and c is the light wave velocity. Therefore, by scaling ˛, we can calculate the
shaped out pulse with this AOPDF. The left graph in Fig. 5.22 shows a designed
acoustic wave; in other words, it is a RF excitation wave. First, the pulse is trans-
formed to a limited pulse and then the second pulse is designed, they are linearly
chirped and the separation is 1 ps. The Fourier transform of this temporal pulse cor-
responds to the spectrum in Fig. 5.22b. From the viewpoint of Fourier synthesis, this
is a Fourier mask; however, the actual physics is a direct interaction between this
acoustic wave and light inside the crystal.

The design is very simple; however, it may not be straightforward to image the
pulse shaping (Table 5.2).

The AOPDF alignment is very easy to do compared with the 4f -type pulse
shaper and its dynamic range is very high, being more than 50 dB. Another advan-
tage of the AOPDF is that we can manipulate both the phase and amplitude by using
this single crystal. One disadvantage is because the repetition rate of the acoustic
wave is low, the AOPDF cannot be applied to an 80-MHz type oscillator.

5.6 How to Generate the Desired Ultrashort Laser
Pulse in an Actual Laser System: Case 1: We Know
the Desired Pulse Shape

Theoreticians may calculate the optimal pulse shape using the Optimization Control
Theory model; in such a case, laser engineers create the desired laser pulse with
higher accuracy using the pulse shaper and an ultrashort laser source (Fig. 5.23).
Then a light-matter interaction experiment can be straightforwardly carried out. If
the interaction result is reported to the theoreticians, they can modify their model. If
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Table 5.2 Comparison between the AOPDF and the LC-SLM

AOPDF LC-SLM

Shaping in Time domain Spectral domain
Phase and amplitude modulation Need extra LC-SLM and

polarizers for amplitude
modulation

Modulation Active Passive
Typ. 58 .�s/ repetition period Operates at any repetition rate
Time jitter observed Small time jitter

Alignment Easy Difficult
Programming Complicate Easy

Typ. 4096 � 16 (bits) Typ. 128� 16 (bits)
Dynamic range High Low

Typ. > 50 (dB) Typ. < 20 (dB)
Time window Limited by crystal length Determined by spectral resolution

(lateral dispersion) on Fourier
plane

Typ. � 3 (ps) Typ. � 3 (ps)
Time resolution Determined by bandwidth of rf

signal
Determined by spectral

bandwidth
Typ. � 6:7 (fs) Typ. � 21 (fs) with�
 D 100

(nm)
Other characteristics Small spatial distortions Large spatiotemporal coupling

Optimization Control 
Theory

Optimization Control 
Theory

Pulse Shaper

Interaction
Hamiltonian

Pulse Shaper

Interaction
Hamiltonian

OH

C2H5OH

CH2OH+CH3

C2H5
+

λ

τ

Optimum PulseOptimum Pulse

Straight forward ControlStraight forward Control

Fig. 5.23 Straightforward pulse shaping when a desired pulse shape is already known
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Fig. 5.24 Pulse shaping of amplified femtosecond laser. (a) Direct amplification of shaped pulses.
(b) Close-loop adaptive shaping. (c) Direct amplification and some corrections

we have this kind of preknowledge about the optimal pulse shape, we can produce
the desired pulse. Therefore, our task is to accurately create the desired laser pulse.

Since we are interested in high field physics, we need an arbitrarily shaped ampli-
fied laser pulse with intensity greater than 1013 W=cm2 (Fig. 5.24). We can place
the pulse shaper after the amplifier to get this pulse. However, there are two disad-
vantages. One disadvantage is that the damage threshold of the pulse shaper is not
high. After the regenerative amplifier, we may be able to manage that damage, for
example, by using a cylindrical lens instead of a spherical lens for Fourier trans-
form. However, after the second power amplifier, we cannot use the liquid crystal
type pulse shaper any more. Instead of the liquid crystal type pulse shaper, we must
use an adaptive mirror, although we cannot manipulate the amplitude shape with
that mirror. Therefore, in our experimental set-up, the pulse shaper is located after
the oscillator and before the pulse stretcher. Thus, we amplify the shaped laser pulse.

If the amplifier is described by the linear transfer function, we can generate
linearly amplified shaped laser pulses. However, the amplifier is no more a linear
device; it exhibits self phase modulations and also gain-narrowing. Hence, there
are some distortions between the input and the output pulse shapes. We have to
compensate for this nonlinear transfer function. One scheme is to use closed-loop
adaptive shaping. The output is measured, then the feedback correction is given to
the pulse shaper and this closed-loop shaping is repeated until the amplified laser
pulse becomes the desired target shape.
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On the other hand, if we obtain both the amplitude and phase of the target output
laser pulse, we can correct spectral phase error in the shaper. This adjustment only
needs to be repeated two or three times to obtain the desired pulse.

These are five cascaded transfer functions (Fig. 5.25): input pulse, pulse shaper,
pulse stretcher, amplifier, and pulse compressor. Usually, the pulse stretcher and
pulse compressor cancel each other out. However, the amplifier is not a linear
function; therefore, we have to compensate for the nonlinearity by using feedback
techniques like adaptive control or fine tuning.

An example of feedback control to generate the shape-amplified laser pulse is
iterative correction with a closed-loop control by using FROG-type measurements
(Fig. 5.26). Many experiments have used PG-FROG (polarization gate-FROG)
(Fig. 5.27), SHG–FROG (second harmonic generation) or self-diffraction FROG
[11]. A PG-FROG trace is described using the complex electrical field as follows:

Input 
pulse

Pulse
Shaper

Pulse
Stretcher CPA

Pulse
Compressor

Ein(ω) M(ω) ϕstre(ω) A(ω) ϕcomp(ω)

Fig. 5.25 Transfer functions in a pulse shaper and a CPA system

Fig. 5.26 Experimental setup of adaptive pulse shaping with a pulse shaper before an amplifier by
referring for FROG traces [14]
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Fig. 5.27 Polarization gate frequency resolved optical gating (PG-FROG) [11]. (a) Optical
configuration of PG FROG measurement. (b) Waveform retrieval algorithm for PG FROG
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To reconstruct temporal intensity and phase from this FROG trace, we need another
iterative algorithm, where the algorithm search the complex electric field which
makes the following FROG error minimum as an example in Fig. 5.28.

G D
ˇ̌̌
IFROG.
; !/ �

ˇ̌
Esig.
; !/

ˇ̌2 ˇ̌̌
: (5.29)

When pulse shape is reconstructed from a FROG trace, the two-dimensional trace
includes all the amplitude and phase information; thus, the pulse shape itself need
not necessarily be calculated for the feedback control. Instead of pulse shape, the
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Fig. 5.28 Reconstruction of pulse shape from a FROG trace [11]

two-dimensional image (FROG trace) itself can be used to optimization. This is a
great advantage in our scheme.

Figure 5.29 [14] shows some examples of experimental results. The target FROG
trace has a very complicated shape. Initially we started with the transform limited
laser pulse and then we repeated the experiment so that we finally obtained this
complicated FROG trace. We captured the snapshots during the optimization. First,
the Fourier transform limited laser pulse was completely destroyed. Then, it grad-
ually approached the desired FROG trace. The final FROG trace is not exactly the
same as the target, but we were very satisfied by this shaping performance. There-
fore, if we know the amplitude and phase of the desired pulse, we can generate the
desired pulse with this feedback scheme.

Another method we have used is TADPOLE pulse measurement, which is a spec-
tral interference measurement (Fig. 5.30) [14]. We can easily reconstruct the both
spectral phase and amplitude of the shaped laser pulse without any optimization
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Fig. 5.29 Example of adaptive pulse shaping with a pulse shaper placed before an amplifier by
referring for FROG traces (a movie is not available in this text. See ref [14]). (a) Initial FROG trace
before Optimization. (b) Target FROG

algorithm as that in the FROG scheme, although we need an unshaped short refer-
ence pulse. Once we obtain the deviation between the target pulse and the measured
pulse, we can straightforwardly correct the shaping mask. When repeating this
process in a few times, the shaped pulse approaches to the desired pulse.

In Fig. 5.31 [14], the target pulse is the double pulse and each pulse has a different
frequency chirp characteristic. After two or three corrections of the pulse shaper, we
obtained this pulse that corresponds to the targeted double pulse. The phase is also
very consistent with the target.

In Fig. 5.32 [13], these results were obtained using the AOPDF pulse shaper and
the iterative shaping using FROG traces. The target pulse was the double pulse with
different centre frequency for each pulse; the experimental result is very good.
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Fig. 5.30 A feedback pulse shaping scheme based on TADPOLE measurements [15]. (a) The
reference pulse detours the pulse shaper and enters the CPA 600 fs after the shaped signal pulse.
(b) Schematic setup of spectral interference measurement

target

a

Fig. 5.31 An Example of Accuracy of Shaped Laser Pulses using the Scheme of Fig. 5.30 [15].
(a) Target (dotted curve) and Shaped pulse (solid curve) profile. (b) Phase mask profiles of the
target pulse and the experimentally obtained pulse
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Fig. 5.32 Results of adaptive pulse shaping with an AOPDF by referring for FROG trace [13]

The example in Fig. 5.33 [13] shows our experimental results when we tried to
produce the transformed limited pulse. Our target pulse was set shorter than the
pulse that was normally obtained from our amplifier. Due the gain-narrowing effect,
the output pulse was always slightly longer than the pulse width obtainable from the
gain spectrum width of the amplifier. Therefore, we set a slightly shorter target pulse
and repeated the iterative shaping using FROG measurements. The results implied
that we had successfully obtained the shorter pulse. When we observed the final
shaping mask, the central part was well suppressed; therefore, the amplitude mask
which can compensate for the gain narrowing effect was automatically constructed
during the closed-loop optimization.

By the pulse shape correction scheme using TADPOLE measurements, we can
produce more complicated target pulses as seen in Fig. 5.34 [15]. In principle, we
can produce any targeted laser pulses given in the pulse shaper time window.

Next we should consider the question: is it enough to apply the pulse shap-
ing technique for various light–matter interactions? The simple answer is no. For
example, there is a theoretically calculated optimal pulse for a certain vibrational
excitation. When we Fourier transform this temporal shape, the bandwidth is huge
and the spectrum ranges from the mid-infrared to the far-infrared (Fig. 5.35). With
the present technology, we cannot manage such broad and long wavelengths. Also
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Fig. 5.33 An example of adaptive pulse shaping with an AOPDF by referring for FROG Trace
[13]. In this example, the adaptive optimization automatically compensated for gain narrowing.
(a) Target FROG: 30 fs TL pulse. (b) FROG trace of optimized pulse in the experiment. (c) Target
(dashed curves) and optimized (solid curves) spectral profiles reconstructed from the FROG traces.
(d) Target (dashed curves) and optimized (solid curves) temporal profiles reconstructed from the
FROG traces. (e) Optimized amplitude function of the AOPDF for shaping a FTL pulse that has
been compensated for gain narrowing and residual dispersion. (f) Optimized phase function of
the AOPDF for shaping a FTL pulse that has been compensated for gain narrowing and residual
dispersion
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Fig. 5.35 An example of laser pulse required for molecule control from theoretical calculation

we need to get better time resolution e.g., more than 100 fs, and the entire pulse must
be longer than 5 ps. These conditions are also not easy to achieve with the present
pulse shaping technology. Moreover, they require very high peak intensities. With
our pulse shaper and the 800-nm laser pulse, we have not reached these optimization
laser pulses thus far.

5.7 How to Generate the Desired Ultrashort Laser Pulse
in an Actual Laser System: Case 2: We Do Not Know
What the Desired Pulse Shape Is

On the other hand, when we do not know the desired laser pulse shape, we can use
a self-learning type adaptive control. Interaction between matter and light is set as a
black box; then we can treat any kind of interaction between them (Fig. 5.36).
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Fig. 5.36 Adaptive pulse shaping when a desired pulse shape is not known

In our laboratory, we have used adaptive pulse shaping for: the dissociated ion-
ization of ethanol; the two-photon excitation of florescent protein; the generation of
white continuum light through a microstructure fiber; and the production of photon-
number squeezed light through the third order nonlinearity of a fiber. Thus, many
kinds of interaction have been placed in this black box. We can apply any type of
initial laser pulse and then measure the output from the interaction, such as fragment
distributions, fluorescence intensity, spectrum of white light, or squeezing level.
Then, by using that output as a control index, a suitable optimization algorithm
is used and the adaptive pulse shaping is repeated until we satisfy the output index.

Many researchers have used this kind of adaptive control as summarized in
Table 5.3 [16].

5.8 Adaptive Pulse Shaping for Dissociative Ionization
of Ethanol Molecules

A few of our experiments are summarized in Figs. 5.37–5.41 [17,18]. The potential
energy surface of a molecule under high laser field is not spectroscopic in nature.
There is an AC Stark effect and the light dressed state is temporally varying as a
function of the instantaneous laser field. In fact, the vibrational nuclear wave packet
cannot follow such a fast change of the potential energy surface, but we may be
able to guide the propagation of the nuclear wave packet by shaping this multidi-
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Table 5.3 Examples of adaptive pulse control of atom or molecule reactions [16]

fs, shaped pump, GA CpFe.CO/5 ! Fe.CO/C5 =FeC, beam
fs, shaped pump, GA CpFe.CO/2Cl ! FeCOClC=FeClC, beam
fs tailored pump, GA CpFe.CO/5 ! CpFe.CO/C5 =FeC, beam
fs polarized pump, I2 ! IC I�=IC I, ss jet
Fs, chirped pump–probe Na2 ! NaC

2 =NaC, beam
fs, pump–probe, GA CsCl ! CsC Cl=CsC C Cl�, beam
fs, pump–probe, GA CsCl ! CsC Cl=CsC C Cl�, beam
fs, shaped pump, GA CpMn.CO/3 ! CpMn.CO/C3 =CpMn.CO/C, beam
fs, shaped pump, GA CpFe.CO/2Cl ! CpFeCOClC=FeClC

fs, shaped pump, GA CH3COCF3 ! CHC
3 =CFC

3 , beam
fs, shaped pump, GA C6H5COCH3 ! C6H5COC=C6HC

5 , beam
fs, shaped pump, GA C6H5COCH3 ! C6H5CHC

3 , beam
ns, IRC UV HNCO;HCNCO=3NHC CO, beam
fs, shaped pump, GA CH3COCH3 ! CH3COC, beam
fs, shaped pump, GA CH3COCF3 ! CFC

3 , beam
fs, shaped pump, GA C6H5COCH3 ! C6H5COC=C6HC

5 , beam
fs, shaped pump, GA C6H5COCH3 ! C6H5CHC

3 , beam
fs, shaped pump, GA CH2BrCl ! CH2ClC=CH2BrC, beam
fs, shaped pump, GA CpFe.CO/2Cl ! CpFeCOClC=FeClC, beam
fs, shaped pump, GA CpFe.CO/2Br ! CpFeCOBrC=FeBrC, beam
fs, shaped pump, GA CpMn.CO/3 ! CpMn.CO/C3 =CpMn.CO/C2 , beam
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Fig. 5.37 Light dressed potential energy surface in high intensity light field

mensional potential energy surface using the shaped laser pulse. This is the idea of
molecule control using a high field laser pulse.

In our experiment, we used ethanol molecules [17,18]. Its skeleton structures are
C–C and C–O units, but the dissociation energies of the C–C and C–O bonds are
approximately equal to 3.4 eV. At the leading edge of the ultrashort laser pulse, the
parent ions are generated at the first singly charged state via multiphoton ionization.
Then, we observe the dissociation of singly ionized molecules and also the doubly
charged ion formation followed by the Coulomb explosion.

We used the adaptive pulse shape control in the experiment [18]. In this case,
the control index is the ratio corresponding to C–O bond dissociation relative to
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Fig. 5.38 Reaction pathways of dissociative ionization of ethanol
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C–C bond dissociation. Using the transform limited pulse, most of the dissociations
are found to be at the C–C bond. Further, by using this ratio for the control index,
we performed adaptive control. Starting from the transform limited pulse, we found
this index gradually increased and saturated. When we measured the shaped laser
pulse at the end of control, we obtained the result of Fig. 5.39. When we changed the
parameter of the optimization algorithm, this evolution was slightly different. But
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finally we reached the same index value. The pulse shapes are shown in Fig. 5.39.
The fine structure was a random modulation without any regularities.

We repeated similar experiments. The results and an interpretation are shown in
Fig. 5.40 [18]. The important point we saw was that these long pulses created a
similar fragmentation ratio. Thus, in ethanol, only the pulse shape (width) was the
controlling parameter of the dissociation channel.

We also repeated the experiment with an open loop pulse shape control by
changing the second-order dispersion, the pulse shape, or the pulse width (Fig. 5.41
[17]).

We also examined the dissociation of ethanol with a pulse train. A longer pulse
train produced more C–O bond breaking (Fig. 5.42) [18].

From all the experiments, we came to the conclusion that by using longer pulses,
C–O dissociation takes place at a relatively longer nuclear separation, where the
dressed states cross each other and nonadiabatic transition takes place. Also, by
using longer pulses due to the enhanced ionization, we obtain more doubly ionized
molecules and more Coulomb explosions are observed (Fig. 5.43) [17].

5.9 Adaptive Pulse Shaping of Two-Photon
Excited Fluorescence Efficiency

The final next example is from a biochemistry-type experiment. We observed the
two photon excited fluorescence of fluorescent protein and adaptively controlled the
two photon fluorescence efficiency (Fig. 5.44). The two photon fluorescent inten-
sity was maximized by the transformed limited pulse because the peak intensity
was the maximum. However, regarding the efficiency defined by the fluorescence
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Fig. 5.43 Summary of dissociative ionization of ethanol by chirped laser pulses [17]
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Fig. 5.44 Experimental setup of adaptive control of two-photon pumped fluorescence with
femtosecond laser pulses through an optical fiber
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Fig. 5.45 Discoloration of fluorescent protein EGFP with optimized femtosecond laser pulse

power relative to the SHG power, the transform limited pulse was no more an
optimal pulse.

The interesting points are summarized in Fig. 5.45. The dots for the TL pulse
excitation at 26 mW indicate the fluorescence lifetime curve of the protein. Usually,
when excitation of the protein is continued, its fluorescence dies. However, by using
the optimized laser pulse, the lifetime was much longer than when excited by a
transform limited pulse. The peak intensity was lower for the optimized pulse than
the transform limited pulse. Therefore, initially we attenuated the transform limited
pulse so that the fluorescence intensity was the same as that of the optimized laser
pulse. The optimized laser pulse still achieved a longer fluorescence lifetime. This
optimization is useful for many types of nonlinear excitations with ultrashort laser
pulses.
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Chapter 6
Nonlinear Interaction of Strong XUV Fields
with Atoms and Molecules

Katsumi Midorikawa

Abstract We introduce advanced techniques in generating intense short-wave-
length light in the XUV region. Through the new experimental results obtained
when we irradiated atoms and molecules with such intense XUV pulses, we discuss
the ultrafast dynamics of atoms and molecules in the attosecond time domain.

6.1 Introduction

There are various high-intensity phenomena occurring in atoms and molecules in
a strong optical field (Fig. 6.1). When laser radiation with an intensity of greater
than 1012 W=cm2 is focused, alignment or structural changes in molecules can be
seen. With a further increase of the intensity to around 1014–1015 W=cm2, tunneling
ionization occurs and that results in an explosion in the case of molecules. Fur-
ther increase of the intensity to around 1018 W=cm2 produces hard X-rays and high
energy particles. These pictures of Fig. 6.1 are drawn based on the interaction with
atoms and molecules with intense visible or infrared radiation.

What happens when atoms and molecules are exposed to XUV radiation at the
intensity of 1012 to 1015 W=cm2? The answer to this question is the main theme of
this presentation.

An interaction of a strong field with atoms and molecules should be qualitatively
different when a wavelength is changed from the infrared to the XUV, because the
driving force of nonlinear interaction is ponderomotive energy Up, which is pro-
portional to I
2. So when the wavelength is changed, the ponderomotive energy
changes greatly. Even if the XUV radiation is at a focused intensity of 1015 W=cm2,
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Fig. 6.1 Various phenomena in atoms and molecules in strong optical field [19]. Reproduced by
courtesy of Prof. K. Yamanouchi

the ponderomotive energy is much smaller than the ionization potential of atoms or
molecules, Up � Ip. This means that the Keldysh parameter � , defined as:

� D !laser

!electron
D
s

Ip

2Up
(6.1)

becomes � > 1. Therefore, when XUV radiation is used, it is hard to cause the
tunneling process. Also as the cross section of nonresonant two-photon ionization
� .2/ is proportional to 
6 [5], even when the XUV radiation is focused on atoms and
molecules at an intensity of around 1012 W=cm2 the nonlinear process is hard to
be observed. To induce nonlinear or high-intensity phenomena in the XUV region,
we need much higher intensity compared to that required for visible or infrared
radiation.

Another interesting phenomenon observed by using XUV radiation is genera-
tion of attosecond pulses. When infrared or visible radiation is used, we can easily
obtain picosecond or femtosecond radiation. We have used such ultrashort pulses
to investigate the atomic motion in molecules. However, to investigate the motion
of an electron in atoms or molecules, we need much shorter pulses reaching down
to attoseconds. In order to generate such an ultrashort pulse, we need XUV or soft
X-ray radiation.

Why do we need such a short wavelength to generate attosecond pulses? We can
take a Ti:sapphire laser field as an example to answer this question (Fig. 6.2). Since
a single cycle oscillation of the 800 nm radiation takes 2.7 fs, that is the shortest
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λ = 30 nm (27th harmonic)

λ = 800 nm

0.1 fs (100 as)

2.7 fs

Fig. 6.2 One optical cycle is 2.7 fs for 800 nm and 0.1 fs for 30 nm (27th harmonic)

pulse attainable when we use the Ti:sapphire laser. To obtain a much shorter pulse,
we need a shorter wavelength radiation as shown in the figure. If we use a 30-nm
radiation that corresponds to the 27th harmonic of the Ti:sapphire laser, the oscil-
lation period is one-27th of the fundamental pulse. This radiation has a potential to
generate a 0.1 fs pulse.

A second requirement to be satisfied is bandwidth. The theory of Fourier synthe-
sis of harmonics describes that by adding harmonics in phase a train of ultrashort
pulses can be generated as seen in Fig. 6.3. The final pulse width �
 is inversely
proportional to the bandwidth of the radiation�� because of the uncertainty princi-
ple,�� ��
 � 1. So we need both large bandwidth and short wavelength to generate
attosecond pulses.

To satisfy such requirements, we use high-order harmonics for the generation of
attosecond pulses; high-order harmonic generation has already been discussed in
this school. Here, I will repeat briefly the generation process. When high-intensity
Ti:sapphire laser pulses are focused into a gas cell or jet in a vacuum chamber,
the strong-field interaction with atoms or molecules generates high harmonics. In
a typical spectrum for high harmonics, intensity rapidly falls off within the first
several harmonics and then shows a plateau where all the harmonics have almost
the same intensity; that is a result of the interaction of atoms and molecules with
high-intensity radiation. Finally the spectrum ends with sharp cutoff.

When we combine several harmonics in phase, we can generate a train of attosec-
ond pulses. Then, the next problem is how to measure the attosecond pulses.
Usually, when we measure femtosecond laser pulses in the visible or infrared
regions, we use an autocorrelator (Fig. 6.4). In the autocorrelator, the measured
pulse is split by a beam splitter and by moving the system mirrors we can introduce
a time delay between the two split pulses before focusing them onto a nonlinear
medium. But when we implement this method for the XUV radiation to measure
attosecond pulses, there are several problems. The first is that we do not have a beam
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Fig. 6.3 Fourier synthesis of ultrashort pulse train by adding harmonics in phase. (a) N D 1; !,
(b) N D 1; 3!, (c) N D 1; 5!, (d) N D 20; � D constant

Fig. 6.4 Autocorrelator of femtosecond pulses and prerequisite for the autocorrelator for an
attosecond pulse
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splitter in the XUV region. The second is that when we use this type of configuration
we need a lot of mirrors and they reduce the harmonic intensity considerably. This
is because in the XUV region, the reflectivity of mirrors is typically less than 30%.

The third problem is also serious – there is no nonlinear crystal in the XUV
region. As mentioned above, to obtain a two- or three-photon process in the XUV
region, we need a very high-intensity because the cross section of the nonresonant
two-photon ionization is proportional to 
6. Some researchers are using two-color
above-threshold ionization (ATI) scheme developed by a French group, but the tem-
poral shapes of attosecond pulses could not be obtained directly with the two-color
ATI process. The two-color ATI process is based on an interference between two
harmonics. When we measure autocorrelation, which is an already established tech-
nology in the femtosecond region for visible lasers, we can directly obtain temporal
shapes of harmonic pulses.

For the rest of this paper, attention is directed to how to generate intense high
harmonics in the XUV region for observing the pulse shapes by using the autocor-
relation technique. After the generation, we measure the focusing property of the
high harmonic, because we must evaluate how much intensity we can achieve. Using
such high-intensity, we observe the nonsequential double ionization, which is a typi-
cal two-photon process observed in the XUV region. Using this two-photon process,
we characterize XUV pulses, and then, an application of such a high-intensity XUV
attosecond pulse to a molecular process will be described. That work is a Coulomb
explosion of molecules by XUV attosecond pulses, which was done in collaboration
with Professor Yamanouchi’s group.

6.2 Generation of High-Power High-Order Harmonics

When we consider high-order harmonic generation process, a single atom response
can be understood by solving the time-dependent Schrödinger equation:

i
@

@

 .Er; z; t/ D

�
�1
2
r2 C Veff C Er � EE.z; t/

�
 .Er; z; t/: (6.2)

One important result obtained from the theoretical calculation is the maximum har-
monic order, which is given as the sum of the ionization potential and three times
the ponderomotive energy:

Emax D Ip C 3:2Up: (6.3)

The underlying physics is well known, so only a brief explanation is necessary
(Fig. 6.5). When we focus the high-intensity laser onto atoms and molecules with an
intensity comparable to the Coulomb field inside the atoms or molecules, which cor-
responds to 1014–1015 W=cm2, tunneling ionization occurs and a freed electron is
captured and accelerated by the optical field. After the acceleration when the optical
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Fig. 6.5 Schematic drawing of the three-step model of the high-order harmonic generation.
(a) Tunneling ionization by strong optical field. (b) acceleration by optical field. (c) recombination.

field changes its sign in the second half-cycle, the freed electron returns to the par-
ent ion and recombines with it. At this instance this kinetic energy of electrons
is converted into a harmonic photon and the maximum harmonic photon energy
is expressed by a simple equation (6.3), and as predicted with the time-dependent
Schrödinger equation.

When we focus the Ti:sapphire laser at an intensity of 1014–1015 W=cm2, the
electron kinetic energy reaches 100 eV which corresponds to 10-nm radiation.

The time-dependent Schrödinger equation should be useful to predict the gen-
eration of high-order harmonics, but the calculation is very time consuming. In
order to include propagation effects, we need a much simpler calculation method
based on the strong field approximation model. In this model, we consider only two
states – the ground and continuum. In the continuum state, electrons behave like
classical particles and their motion is expressed by the quasi-classical action term
S.ps; t; 
/ as:

Er.t/ D i
Z 1

0

d


�
�

� C i
=2

	3=2Ed�
�
Eps � EA.t/

�
exp

��iS. Eps; t; 
/
�

� E".t � 
/ � Ed
�
Eps � EA.t � 
/

�
exp.��t/C c:c:

; (6.4)

from which we obtain the harmonic phase factor equal to expŒ�iS.ps; t; 
/�. Con-
sequently, the atomic dipole phase is proportional to the focused intensity as:

ˆi D �S � �˛iI: (6.5)
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This is different from the conventional nonlinear optical process. In the conventional
nonlinear process like the generation of the second and third harmonics, the dipole
phase does not depend on the intensity. But the interaction of the high-intensity pulse
makes the high harmonic dipole phase strongly dependent on the intensity. When
we tightly focus the fundamental laser pulses, the intensity changes rapidly around
the focused region. It means there is a change of the dipole phase along the optical
axis. Therefore, to achieve phase matching for efficient generation of high-order
harmonics, we need to carefully consider such effects.

In order to avoid such a difficulty, we proposed the use of two laser-guiding
techniques several years ago, one of which is using a hollow fiber and the other is
using self-guiding. In the self-guiding scheme [17,18], the self-focusing originating
from the change in the nonlinear refractive index,

n.r/ D n0 C n2I.r/; (6.6)

balances the plasma defocusing represented as:

n.r/ D .1 �Ne.r/=Nc/
1=2: (6.7)

This is shown in Fig. 6.6b. Since both the pump phase and intensity are almost
constant in the guided region, we do not need to consider the dipole phase change
associated with the intensity change along the propagation axis.

Using these techniques, we have obtained a large enhancement of harmon-
ics (Fig. 6.7). In the usual high harmonic spectral distribution, the harmonics
rapidly decrease within the first several orders and then reach a plateau, but in our
techniques, harmonics in the phase-matched region are enhanced strongly. These
techniques work well with a pump energy less than a few mJ. When we try to
increase the harmonic energy, we need a higher pump intensity or higher pump
energy. But, in turn, if we focus the Ti:sapphire laser of several mJ or more onto
the fiber, it easily destroys the fiber and it also changes the propagation conditions.
Therefore, these techniques work well within an energy of a few mJ, and we need
further developments to increase the harmonic energy.

Under the phase-matched condition, the evolution of the harmonic field is simply
described by an equation that includes terms for the dipole, phase-matching factor,
and medium absorption:

Fig. 6.6 Two guiding techniques. (a) Guiding with a hollow fiber. (b) self-guiding by balance of
plasma defocusing and self-focusing
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Fig. 6.7 High-order harmonics obtained by the hollow fiber scheme (a) and the self-guiding
scheme (b) [16–18]

d

dz
Eq D iN

ˇ̌
Dq

ˇ̌
exp.i�kz/ � ˛

2
Eq: (6.8)

By integrating this equation along the propagation direction, we can obtain the total
photon numberNq as [1]:

Nq D AN 2jDqj2 1C exp.�˛L/ � 2 cos.�kL/ exp.�˛L/�
=̨2
�2 C .�k/2 : (6.9)

From this equation, we can easily obtain the optimized conditions leading to the
most efficient medium condition as D Lmed > 3Labs; Lcoh > 5Labs.

This has led us to develop a new pumping geometry, in which laser pulses are
loosely focused. For this, the geometrical phase is determined by the focusing
property of the pump pulse. This geometrical phase, the so-called Gouy phase, is
compensated by medium’s dispersion to keep the phase matching condition,

�kgouy C�kneu C�knonl D 0: (6.10)

When using Ar as a medium, the dispersion of this medium is negative, i.e.,

�kneu D �1:08p cm�1.Argon/; (6.11)

and the geometrical phase has a positive dispersion as:

�kgouy D q
1

z0

�
1C L2

z2
0

	 ; (6.12)

where q denotes the harmonic order. Then by carefully adjusting the pressure of
an argon gas and the focusing geometry of the pump beam, we can compensate for
these terms and keep the phase-matching condition along the propagation axis.
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After the phase matching is satisfied, the total output energy becomes propor-
tional to the emission cross section, or the emission area of the harmonics and the
square of the product of the interaction length and gas pressure as:

EHH / AL2P 2; (6.13)

whereA,L, andP denote the emission area of high-order harmonics, the interaction
length, and the gas pressure, respectively.

But the product of the pressure and the interaction length, PL, is limited by the
absorption of the medium, which is automatically determined by the medium as
long as the harmonic wavelengths are fixed.

Consequently, in order to increase the total harmonic energy we must increase the
emission area of the harmonics. To do that, we increased the focusing length of the
pump beam. For the developed geometry, as in Fig. 6.8, the Ti:sapphire laser pulses
are focused with a 5-m-long focusing-length lens to the gas cell. In this gas cell, the
interaction length is 10 cm, which is much longer than the typical harmonic genera-
tion geometry ever reported. Because, as just mentioned, since the total PL product
is limited, the gas pressure is decreased when the interaction length is increased, so
that the PL product is kept optimum.

This geometry gives us some advantages over conventional one. First, we can ide-
ally focus the laser beam because of the low pressure and long interaction length;
this allows automatic selection of a single mode of the pump propagation. Sec-
ond, we can linearly increase the pump energy if we increase the focal length. We
checked whether this long focusing geometry works, and some results are shown
in Fig. 6.9. When we changed the focusing length of the lens, the emission area
changed and the output energy was found to be linearly proportional to the focus
area as predicted. With the increase in the focusing length, the third advantage can
be seen; the beam divergence of high-order harmonics decreases with the increase of
the interaction length. Consequently, we have obtained the output energies of 5�J
at 62 nm in Xe, 0:3 �J at 30 nm in Ar, and 40 nJ at 13 nm in Ne.

Fig. 6.8 Experimental setup for high-harmonic generation using a loosely focusing geometry
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Fig. 6.9 (a) Experimentally obtained beam divergence of the 27th harmonic under optimal phase-
matched conditions. Solid curve, fitting curve for experimental results. The inset shows single-
shot far-field spatial profiles of the 27th harmonic. The profiles were integrated with respect to
wavelength. (b) Energy yield of the 27th harmonic as a function of the spot area of the pump pulse
at the focus
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6.3 Spatial Properties of High-Order Harmonics

Figure 6.10a, b shows the harmonic spectral distribution and the 2D spatial profile of
the 27th harmonic beam, respectively. In this experiment, we set a phase matching
point around the 27th harmonic. The conversion efficiency was typically 10�4 to
10�5 and the output energy was more than 300 nJ when Ar was as a medium [12].
As a result of the phase matching, only five harmonics were observed around the
27th signal. By changing the position of the spectrometer slit step by step, we were
able to obtain the 2D spatial structure of the 27th harmonic output (Fig. 6.10b).

When Xe is adopted, the orders of the generated harmonmics are lower than in
the case of Ar, because the ionization potential of Xe is much lower than that of Ar.
However, the large nonlinearity of Xe helps us to improve the conversion efficiency
by one order of magnitude. Indeed, by using Xe, we obtained an output of about
5�J at around 60 nm.

Using Ne as medium, we obtained the harmonics energy of the order of 40 nJ at
wavelength of 13 nm with perfect spatial coherence (Fig. 6.11). This 13-nm radi-
ation is very useful for the next generation EUV lithography process, and we are
planning to use it for the metrology of EUV optics [14].

We investigated the focusing property of the 27th harmonic, in order to know the
focused intensity (Fig. 6.12). Since the generation efficiency of our system is typi-
cally 10�5, a very strong pump radiation propagates co-linearly with the harmonic
outputs. Therefore, in order to observe and use high harmonics, we must remove
this strong pump radiation coaxially propagating with the harmonic beam. Usually,
a thin metal filter is used for this purpose, but that works only for a few mJ pumping.
In our case the pump radiation is much stronger, and consequently, the harmonics
signals are also very intense, so that thin filters are easily destroyed. Therefore, we

Fig. 6.10 (a) High-order harmonic spectrum measured by the spectrometer. (b) Spatial profile of
27th harmonics
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Fig. 6.11 (a) 59th harmonic energy and the reflectivity of Mo/Si mirror. (b) CCD image of inter-
ference pattern of 13-nm harmonic at 60% of beam diameter. (c) Intensity profile of interference
pattern of 13-nm harmonic at 60% of beam diameter

Fig. 6.12 Experimental setup for imaging the focused profiles of high-order harmonics
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developed a new beam splitter that is a bulk silicon plate and durable for high-power
pulses [15].

Silicon and silicon carbide have very large refractive indices in the visible region,
but most of the materials have a refractive index around unity in the XUV region.
When silicon (Si) or silicon carbide is used, the Brewster angle at 800 nm becomes
very large and is about 75ı, while a Brewster angle of the 30-nm radiation is 45ı. By
setting the silicon or silicon carbide at the proper incident angle, the pump radiation
is almost transmitted or absorbed by the material, while the XUV light is reflected
efficiently.

After the pump radiation is removed with the silicon plate, high-order harmonics
in the range of several orders are reflected, and one single harmonic order is selected
and focused by a multilayer mirror. For the measurement of the focusing property
of the 27th harmonic, SiC/Mg multilayer mirror was used to select and focus it to
the scintillator which converts the XUV radiation to visible radiation. After that the
visible image is transferred by the image-relay optics and it is detected by a CCD
camera.

Figure 6.13 shows spot size as a function of the distance from the focusing mirror
with a focal length of 60 mm and off-axis angle of 24ı. For our system, the M 2

value, which is a measure of the quality of laser beams, was measured to be 1.4,
indicating that the beam has almost perfect Gaussian-like property.

It is known that the scintillator detector sometimes shows a saturation ten-
dency, we cross-checked the results by observing the ablation pattern produced
by the harmonic beam irradiation. We focused the 27th harmonic radiation onto a
gold film target, placed just at the focus point (Fig. 6.12), by removing the scin-
tillator and using a thin metal filter. We clearly observed a single shot ablation
pattern (Fig. 6.14). By scanning with an atomic force microscope, we obtained a
focus spot size of about 1�m which is almost the same as that obtained in the scintil-
lator experiment, and we determined a focused intensity of the order of 1014 W=cm2

at 42 eV [6].

6.4 Characterization of Attosecond Pulses by PANTHER

Figure 6.15 shows double ionization by optical field. Horizontal is single photon
energy and vertical is the optical field intensity. Many researchers have already
observed the double ionization process using optical radiation at the X-ray or
visible region. One extreme achieved by low-intensity X-ray radiation is the single-
photon double ionization. When a very high-energy photon is absorbed by atoms
or molecules, a large and sudden potential change associated with ionization occur-
ring in the molecules and atoms produces doubly ionized atoms and molecules.
This process was investigated by synchrotron radiation and is well-understood as
the shake-off process. The other extreme is a very high-intensity but one photon
energy is less than a few electron volts. This situation has already been achieved by
the Ti:sapphire laser technology. In this case, multiple photons induce the tunnel-
ing process and produce a free electron. This electron can be captured again by the
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Fig. 6.13 (a) Focused beam spot size of the 27th-harmonic wave as a function of distance from
the focusing mirror. The circles and squares correspond to the horizontal and vertical directions,
respectively. The best-fit curve is also shown by the solid curve. (b) Typical focal spot image for
the 27th-harmonic beam. (c) The horizontal and vertical profiles of the 27th harmonic beam

optical field and returns to the ion core. This process, called re-scattering, is similar
to the harmonic generation process and produces a secondary electron. This process
is a multiphoton double ionization. Our major interest lies in what happens between
these two extreme regions, or in other words, what kind of processes would occur in
the intermediate case between a single-photon double ionization by X-ray radiation
and a multiphoton double ionization by visible radiation. In Fig. 6.15, a two-photon
double ionization by XUV photons is depicted as a typical nonlinear process in the
XUV region. The occurrence of this process was predicted more than 20 years ago,
but no report had been made about this process before. We observed it for the first
time in 2005.
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Fig. 6.14 (a) Optical microscope image and (b) atomic-force microscopy image of an ablation
pattern on an Au target

Fig. 6.15 Double ionization in atoms and molecules

Figure 6.16 shows the relevant energy levels of the two-photon process in He
when the photon energy is 42 eV that correspond to the 27th harmonic [4, 10].
There are a direct two-photon process and a sequential process, in which after the
single-photon absorption, singly ionized ions absorb two photons. These processes
compete with each other when the harmonics interact with He atoms. The yields
of these processes were predicted before, and it was argued that an intensity of
1013 W=cm2 would be sufficient to observe the two-photon process. As we have
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Fig. 6.16 Relevant energy diagram of He, HeC, and He2C and ionization pathways of 41.8 eV
photon

already obtained intensities of 1013 � 1014 W=cm2, we carried out an experiment
to observe such two-photon processes.

In the experiment, high-order harmonics were generated by using the loosely
focusing geometry. After the generation, the 27th harmonic was selected with a Si
beam splitter and a SiC/Mg multilayer mirror and then sent to the time-of-flight
(TOF) mass spectrometer (Fig. 6.17).

In the experiment, we used 3He isotope to avoid overlapping with impurity
ions in the TOF mass spectrum because the ion signal of doubly ionized normal
helium, He, would overlap with the ion signal of hydrogen molecular ions, HC2
(Fig. 6.18a). The doubly ionized 3He signals appear clearly in the TOF spectrum
and are indicative of the occurrence of the two-photon process [2, 7]. As there
are two or three competing processes, we had to check whether this is truly the
direct two-photon double ionization. Then, we measured the intensity dependence.
When the sequential process occurs, a total of three photons are needed, that is,
a one-photon ionization followed by a two-photon absorption. From the intensity
dependence, such processes can be clearly distinguished. Since the HeC ion yield is
proportional to the intensity of the 42 eV harmonic, its signal is regarded as intensity
of the harmonic. Plotting the yield of doubly ionized He2C ion as a function of the
HeC ion yield (Fig. 6.18b), we obtain a slope of 2.0, indicating that this is the true
nonsequential two-photon process. The result is also supported by some theoretical
calculations.
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Fig. 6.17 Experimental setup for observing two-photon double ionization in He by the 27th
harmonic pulse

Fig. 6.18 (a) The time-of-flight ion spectrum of the two-photon double ionization experiment.
(b) Doubly charged He ion yield as a function of the 27th harmonic intensity

Next, we turned our attention to how to measure the temporal width of the
attosecond pulses or the XUV pulses. For this, we need to construct an autocor-
relator (Fig. 6.19). In our autocorrelator, two pieces of the beam splitter were used
side by side, and then, the harmonics generated are directed to the boundary between
the two splitters where the harmonic beam is spatially divided into two. One of the
beam splitter plates is placed on a movable stage. By changing the position of this
plate, we can introduce a time delay to one of the two split harmonic beams. Then,
the two beams are focused at one point with a spherical multilayer mirror.
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Fig. 6.19 Autocorrelator for XUV attosecond pulse characterization

Fig. 6.20 Reflectivity of SiC mirror

The superiority of this autocorrelator lies in the fact that we use only one optical
component to split the harmonic beam and to introduce the temporal delay; we can
minimize loss of the higher harmonic energy. This is especially of importance in the
XUV region. For the beam splitter, we use a flat mirror, which is much easier to be
fabricated than a spherical mirror, although its surface quality is crucial.

For the attosecond pulse generation, we need to combine several harmonics.
However, in the 27th harmonic area, that is, in the 30-nm region, high reflective
multilayer mirrors with sufficient bandwidth were not available, so we changed the
wavelength to 60 nm, where we can use silicon carbide mirrors (Fig. 6.20). In order
to simplify the analysis of the two-photon ionization process, we limited the number
of harmonics with a Sn filter. The total number is actually three from 11th to 15th.
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Fig. 6.21 Schematic of two-photon interactions between the harmonic photons and Ar atom

Fig. 6.22 (a) Autocorrelation measurement for an attoseocnd pulse train, and (b) high-order
harmonic distribution after Sn filter

In the double ionization experiment, we observed ion signals which gave infor-
mation on the intensity of the harmonics, but in this case we used electron signals.
In this experiment we used the two-photon ATI process, which is another kind of
nonlinear optical process (Fig. 6.21). The advantage of detecting the electron signal
is that it provides information on the harmonic phase. To completely reconstruct the
pulse shape we need information on the phase between the harmonics. After some
calculations we can reconstruct more precisely the temporal shape of the harmonics
by measuring the intensity and phase of the harmonics.

The experimental setup (Fig. 6.22a) is similar to the measurement of the pulse
width of the 27th harmonic [7] except that we used Xe to efficiently generate
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Fig. 6.23 Typical ATI spectrum of Ar at fixed delay

the harmonics in the 11th to 15th harmonic region and that the electron TOF
spectrometer was used in the place of the ion TOF spectrometer.

We obtained an electron TOF spectrum with five peaks (Fig. 6.23) with a reason-
ably good S/N ratio, but the 22nd harmonic signal was covered by the large electron
signals produced by the 21st and 23rd harmonics, which slightly leaked from the
filter.

Before using these signals their nonlinearity needs to be checked as was done in
the two-photon double ionization of He. By changing the intensity of the harmonics
we found that electrons were produced by the two-photon ATI process. Then, we
introduced the time delay and obtained the pulse envelop of the train of attosec-
ond pulses for around 15 fs. Finally we measured the temporal width of attosecond
pulses in the train by increasing the temporal resolution (Fig. 6.24). The 24th and
28th signals are ascribed to the interference of two harmonics. The most important
information is contained in the 26th signal, which corresponds to the combinations
of harmonics of the 11th C 15th and 13th C 13th. These 26th harmonic signals
carry information about the phase between the harmonics.

As described above, to simplify the spectral analysis we used only three harmon-
ics, the 11th, 13th and 15th, for the demonstration of our method (Fig. 6.24) [8].
The relative intensity of the two-photon transitions are written as:

I22.
/ / I 2
11; (6.14a)

I24.
/ / 2I11I13f1C cos.2!f
/g; (6.14b)

I26.
/ /
n
I13 C 2

p
I11I15 cos.2!f
/

o2 � 8I13

p
I11I15 sin2.�ˆ/ cos.2!f
/;

(6.14c)

I28.
/ / 2I13I15f1C cos.2!f
/g; (6.14d)

I30.
/ / I 2
15; (6.14e)
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Fig. 6.24 Temporal delay dependence of two-photon ATI electron spectra

where �ˆ is expressed as:

�ˆ � .�11 C �15/=2� �13; (6.15)

and the group delay dispersion, � double dots, at the 13th harmonic is expressed
using �ˆ as:

R� D �ˆ=
�
2!2

f

�
: (6.16)

From this spectral analysis we were able to determine the pulse width as 450 as. In
the research field of ultrafast optics, there is a custom to name a new measurement
method after an animal, so we named our method PANTHER which stands for Pho-
toelectron Analysis with Nonresonant Two-photon ionization for Harmonic Electric
field Reconstruction (Fig. 6.25).

6.5 Autocorrelation Measurement of Attosecond Pulses
by Molecular Coulomb Explosion

Next we tried to use these attosecond pulses for observing ultrafast dynamics
of molecules. When we focus intense femtosecond Ti:sapphire laser pulses to
molecules like N2, we can easily produce doubly ionized molecules which Coulomb
explode due to the static Coulomb force. By measuring the momentum and energy
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Fig. 6.25 (a) Energy spectra of ATI electrons depending on delay. This 3D graph corresponds to
the mode-resolved autocorrelation of the synthesized harmonic field. (b) Reconstructed pulse train
from the mode-resolved autocorrelation

Fig. 6.26 Schematic drawing of the experimental setup for the autocorrelation measurement of
attosecond pulses by molecular Coulomb explosion

of the ions generated by the Coulomb explosion using a 2D detector, we can esti-
mate the internuclear distance of a molecule just before the Coulomb explosion by
simple calculation because the ionization proceeds much faster than the motion of
nuclei.

In order to observe the Coulomb explosion using the attosecond pulses, we used
a setup similar to that for the ATI experiment, but we changed the target medium
from atoms to molecules and we detected ion signals using the ion TOF mass spec-
trometer as shown in Fig. 6.26 [11]. In the experiment, the loose focusing condition
.f D 5m/ was adopted for achieving geometrical phase matching, and the Si beam
splitter was used to set a delay between two harmonic pulse beams and to remove
fundamental light (less than 0.1% is reflected).
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Fig. 6.27 (a) Autocorrelation trace of the time-of-flight mass spectra of N2 recorded as a function
of the delay �t . (b) Enlarged view of the time-of-flight mass spectrum of N2 at �t D 0. Side
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To observe ion signals, we used N2, because it has a large cross section around
the 13th harmonic (Fig. 6.27c). After the two-photon absorption, doubly ionized
nitrogen molecules are produced, and then, they undergo a Coulomb explosion,

N2C
2 ! NC C NC: (6.17)

When the Coulomb explosion occurs, ions toward the forward direction reach the
detector faster than those toward the backward direction do. Consequently, a double-
peak structure appears in the TOF mass spectrometer signals as shown in Fig. 6.27b.
Conversely, the appearance of the two peaks can be regarded as an evidence of
the Coulomb explosion. Between these two side peaks, there was a central signal
produced by a dissociative ionization process,

NC2 ! NC NC: (6.18)
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These ion signals provide a time history of the harmonics. Figure 6.27a shows the
temporal variation of the Coulomb exploded ion signals. From the measurement,
the pulse width was estimated to be 16 fs. The temporal structure of the pulse enve-
lope of the harmonics agreed with the data obtained by the ATI experiment. Then
we increased the time resolution to 170 as by decreasing the step size of the Si
plate move. By comparing the reference signal produced by the 800 nm Ti:sapphire
pulse, we found that the Coulomb explosion signals appeared every half cycle of the
Ti:sapphire signal (Fig. 6.28) [11].

The XUV attosecond pump-probe experiments are very useful for investigat-
ing ultrafast dynamics in atoms and molecules. The autocorrelation method can be
regarded as a kind of pump-probe experiment. Our results indicated that this attosec-
ond pump-probe autocorrelation method would be very useful for the next stage of
femtosecond chemistry and for attosecond chemistry.

When we look at Fig. 6.28 into detail, there are several data points which deviate
from the theoretical curve. We considered that the temporal resolution of 170 as is
not sufficient to resolve the finer structure.

Figure 6.29 shows what we observed when we increased the temporal resolution
by changing the time step of the autocorrelator from 170 to 30 as [8]. There are two
different structures appearing alternatingly at every half-cycle of the fundamental

Fig. 6.28 (a) Ion signal intensities of the two side-peak areas as a function of �t and (b) autocor-
relation trace by detecting the fragment ions NC generated by the intense fundamental light field
at 800 nm.
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Fig. 6.29 Temporal variation of the ion spectrum by translating the delay between the two replicas
of the harmonic fields. Sampling at every 30 as, and the delay is scanned from �3 to 3 fs. The gray
scale of the intensity is shown in the inset

field. One structure has a peak at the center and two side lobes, but the other structure
has only two peaks without a central peak. The origin of this structure is understood
if we reconsider the generation process of high-order harmonics. In the three-step
model of high-order harmonic generation, the electron escapes near the peak of the
fundamental optical field and returns back to the parent ion in the second half-cycle,
then it recombines to produce the harmonics. In the next half-cycle the electric field
changes its sign and again, an electron escapes at a peak and returns, but the direc-
tion is opposite. Therefore, between the first and second processes, the harmonic
fields change their phase by � radians. Accordingly, what we observed is a tempo-
ral variation of the electric field itself, resulting in the autocorrelation trace of the
electric field of the attosecond pulse. Usually, in the visible and infrared regions,
researchers use interferometric autocorrelation to observe the electric field of fem-
tosecond laser pulses. We achieved a similar direct electric field measurement in the
XUV region using attosecond pulses.

Figure 6.30 shows the 1D-interferometric autocorrelation trace. The calculated
curve was obtained by taking into account the focusing geometry in which the
total number of harmonics contributing was five. This calculation is not so sim-
ple, because when we use the harmonics from the 11th to 19th, their beam spot
sizes are considerably different depending on their order. This autocorrelation result
could not be obtained by a conventional autocorrelator. Since, in this all reflective
autocorrelator, all the energy is reflected into the focus, the variation of spatial inten-
sity distribution should be considered to reconstruct the original electric field in the
calculation. Therefore, we must carefully include the change in spot size depending
on the order of the harmonics. From the measured curve we were able to obtain a
very important feature of the harmonics, that is, the phase relation among attosec-
ond pulses. This result will be useful for frequency metrology in the near future. It



200 K. Midorikawa

Fig. 6.30 Intensity distribution of autocorrelation traces. For calculation, linear chirp of GDD D
1:3� 10�32 s2 is assumed

should be also noted that an almost single optical cycle pulse has been achieved in
the attosecond pulses. The number of cycles measured was only 1.3 cycles. Without
such extremely small cycles of the electric field, we could not observe this kind of
autocorrelation signals.

6.6 Summary

In summary, we have developed an intense high harmonic source by using a loosely
focusing geometry that produced high enough power to induce a nonlinear optical
process in the XUV region. Using such intense harmonics, we observed nonlin-
ear two-photon processes, such as two-photon double ionization in He and ATI in
Ar in the XUV region. Then we used them for direct characterization of the tem-
poral properties of the XUV attosecond pulses. Furthermore, we have achieved a
Coulomb explosion in a molecule in the attosecond time scale, and demonstrated for
the first time the measurement of interferometric autocorrelation using the Coulomb
explosion signals.
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Chapter 7
Ultrafast X-Ray Absorption Spectroscopy
Using Femtosecond Laser-Driven X-Rays

Hidetoshi Nakano

Abstract We introduce recent advances in the techniques of generating laser-driven
ultrashort x-ray pulses. We demonstrate that the intensities of the generated x-ray
pulses can be enhanced by arranging a prepulse prior to the main laser pulse and by
the nanostructure prepared on the surface of the target materials. Through the pump-
and-probe EXAFS measurements, we probe in real time the melting process of the
solid Al induced by the intense laser pulses having the fluence below the ablation
threshold.

7.1 Introduction

This presentation begins with a description of x-ray generation by femtosecond
lasers, and then moves on to describe the properties of these plasma x-rays and
techniques to enhance their conversion efficiency, which includes the prepulse
technique mentioned by Professor Nakamura. Some experimental results of the
time-resolved absorption measurement of the optically excited materials are detailed
and the spatiotemporally resolved absorption measurement system is also briefly
mentioned.

With recent developments of high-power femtosecond laser technologies, ultra-
fast x-ray sources that are normal laboratory size can be achieved which produce
high-order harmonics or laser-produced plasma x-rays. High-order harmonics are
coherent ultrafast radiation; however, it was difficult to obtain high energy photons.
Although these harmonics were initially very weak and were not very efficient for
practical use, several methods have overcome such difficulties. Now, they are use-
ful for diagnosing ultrafast responses of materials since they can provide access
even in the attosecond regime. We have used laser plasma x-rays as a probe since
they can cover a wide range of energy regions from several tens of electron volts

H. Nakano
NTT Basic Research Laboratories, NTT Corporation, 3-1 Morinosato Wakamiya, Atsugi,
Kanagawa 243–0198, Japan

K. Yamanouchi (ed.), Lectures on Ultrafast Intense Laser Science 1, Springer Series
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c� Springer-Verlag Berlin Heidelberg 2010
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to kilo-electron volts. However, this emission is incoherent due to its emission
mechanism. The pulse duration should be limited by laser pulse duration at least
at the femtosecond level in the kilo-electron volt regime. The pulse duration in the
soft x-ray or UV region is typically around several picoseconds to 10 ps.

Such laser-based x-ray sources naturally emit short pulses; another important
feature is that such sources emit a photon flux that is precisely synchronized to the
incident laser pulse. Therefore, such sources can be used as a dynamic probe to
observe the responses of the materials induced by the femtosecond laser pulse by
using a pump-probe-type experiment. These ultrashort bursts of electrons and ions
(quantum emissions) allow direct observation of changes in materials caused by not
only the laser but also the electrons or ions.

Figure 7.1 compares peak brightness of typical x-ray sources. The figure includes
data on the brightness obtained from Spring-8 – one of the largest synchrotron facil-
ities – in terms of the peak brightness with that achieved by laser-generated x-rays.
The peak brightness is typically considered as the time average along with the rep-
etition rate; here, it is divided by the pulse duration and thus this graph of sources
indicates a very high peak brightness can be achieved.

Heat or photoelectrons are emitted when a material absorbs x-rays, i.e., x-rays
are incident on the material. Of the emission, some part is diffracted by the peri-
odic structures, and some part passes through as transmitted x-rays. The spectrum
of transmitted x-rays has some areas exhibiting a sharp change in the absorption,
known as absorption edges, which indicate the ionization potential of the atoms of
a particular species present in the material. Therefore, by carefully measuring such
edges, the constituents of the material can be determined.

Fig. 7.1 Peak brightness of x-ray source
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Fig. 7.2 (a) Phenomena induced by x-ray absorption, and (b) an example of x-ray absorption
spectrum

A close observation of the plasmic spectra reveals fine structures near the absorp-
tion edges known as the x-ray absorption fine structure (XAFS), indicated here in
Fig. 7.2. The XAFS is comprised of two parts: the x-ray absorption near-edge struc-
ture (XANES), which appears very close to the absorption edge and is sensitive
to the electronic state of the atoms; and the extended XAFS (EXAFS), which is
distant from the absorption edge and reveals the local arrangement among the near-
est neighboring atoms. The EXAFS is an oscillating structure and by observing
it, we can determine how far the nearest neighboring atoms are placed from the
absorbing atom.

As is well known, and is shown in Fig. 7.3, x-rays are absorbed by materials
through the photoelectric effect and are also absorbed by atoms; the latter causes
the promotion of co-electrons from the atom into the continuum state. This leaves
the atom with an empty electronic level at the core. The electron ejected from the
atom is called a photoelectron, and it plays an important role in the absorption of
fine structures.

There is interference between the wave packet of the photoelectrons directly
emitted from the absorbed atom and the wave packet scattered from the nearest
neighboring atoms; therefore, if such an interference pattern is observed in the
spectral domain, we can determine the coordination of the atoms.

The interference pattern can be written as:

x.k/ D
X

j

Njfj.k/e
�2k2�2

j

kR2
j

sinŒ2krj C ıj.k/�: (7.1)
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Fig. 7.3 Rich information included in x-ray absorption spectrum (a), and cartoon of fine structures
in x-ray absorption spectrum (b, c)

To emphasize the oscillating structure, this function is sometimes weighted by the
square or cube of k, where k stands for the wave number (cf. equation of Fig. 7.4).

A careful observation of the absorption spectrum reveals the absorption edges
and some moderate absorption structure in the pattern, which is recorded by the
interference between the photoelectron waves of some of the absorbed atoms and
scatter from the neighboring atoms. The EXAFS information provides the local
atomic coordination distance and the number of atoms. The XANES information
is sensitive to the formal valence state and the coordination environment Such infor-
mation is a complement to x-ray diffraction. Targets of study can be any random
system including crystals, amorphous structures, and liquid states, although the
extracted information is limited to one dimension. XAFS is now widely used to
determine material structures in a random K system. Prepulses can potentially be
used as probes to obtain dynamic response information.
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Fig. 7.5 Spectra of x-ray emitted from 100-fs laser-produced aluminum plasma in sub-keV (a)
and keV (b) energy regions [1, 14, 16]

7.2 Soft X-Ray Emission from Femtosecond
Laser-Produced Plasma

Figure 7.5 shows example spectra emitted from a 100-fs laser produced aluminum
plasma. The peak intensity of the laser pulse incident on the target was 1016 W=cm2.
The left-hand spectrum shows the EUV regime emission near 100 eV which we
used in later experiments and the right-hand spectrum shows the keV regime emis-
sion from the K-shell. The contrast ratio of the intense laser to the prepulse was
10�6 while that to the ASE level was significantly lower. Here, the prepulse is the
chirp pulse caused by the regenerative amplifier, which cannot be suppressed by
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Fig. 7.6 Soft x-ray spectra emitted from silicon (a), tin (b), titanium (c), and lead (d) irradiated
by a 100-fs, 1:6� 1016 W=cm2 laser pulse

the Pockels cell. These emissions are dominated by the lower-charged ions, i.e.,
from neutral to plus five. From the EUV wavelength regime, we observed that the
emission began and terminated at the same time and the pulse duration was several
picoseconds.

In the case of absorption measurements, it is convenient to use the continuous
spectrum; therefore, heavy metals are used as the target (Fig. 7.6). Sometimes, even
higher emission can be obtained because such materials have many transition lines.
The conversion efficiency is a function of the atomic number of the materials and
the conversion efficiency is observed to gradually increase with the atomic number
of the material with small undulation.

The simplest method to obtain more photons is to use a significantly more pow-
erful laser. Of course, higher photon numbers are obtained at higher laser energies.
An alternate inexpensive method is to insert a weak prepulse immediately before the
intense laser pulse in order to modify the interaction between the targets with
the intense laser pulse. A third method is to prepare an array of nanostructures on
the target surface; this implies that nanotechnology enhances x-ray emissions.

We can briefly describe how the prepulse function works by using Fig. 7.7. In
the case of a clean main pulse, the strong main pulse directly interacts with the solid
material. The interaction volume is very limited and most of the pulse is reflected
back by the solid density plasma. Therefore, the conversion efficiency is very low.



7 Ultrafast X-Ray Absorption Spectroscopy Using Femtosecond Laser-Driven X-Rays 209

0 0
x x

nc nc

n0 n0

n n

0
x

nc

n0

n

0
x

nc

n0

n

Laser
pulse

Main pulse
X-ray

Main pulse heats
preformed plasma.

Plasma
expansion

Preplasma
formation

Prepulse
irradiation

Prepulse

X-ray emission
(efficient, higher photon energy)

Fig. 7.7 The role of the prepulse in the x-ray generation

Fig. 7.8 Enhanced x-ray emission from Al plasma created by a pair of 100-fs laser pulse in sub-
keV (a) and keV (b) energy regions [1, 16] (H. Nakano 1996)

However, if a weak prepulse is inserted before the intense laser pulse, a preplasma
forms. This preplasma soon expands and matches the physical density or the laser
emission of the main pulse. Then, the preplasma is hit with an intense laser pulse to
obtain strong x-ray emissions. By controlling certain prepulse parameters, we can
control the plasma parameter that interacts with the main pulse, and thus control the
x-ray emission.

Using the prepulse, we were able to enhance the x-ray emission. In Fig. 7.8, the
left side shows the emission spectrum near 100 eV and the right hand side shows
the occasional emission from the aluminum. In both regions, the x-ray emission
was significantly enhanced and very strong line emissions are observed here, which
indicates the interaction between the low-density plasma. We obtained the highest
enhancement of greater than 100 times from an Al plasma formed by a pair of 100-fs
laser pulses.



210 H. Nakano

An important mechanism for enhancing the x-ray emission occurs between the
strong laser light and the target. In the prepulse-free case, the strong laser pulse
should interact directly with solid density materials, and it is difficult to obtain large
energy depositions from the main laser pulse. However, if the strong laser pulse
interacts with the solids, it immediately produces the high-density plasma with a
very sharp gradient. This reflects all the photons back, making it difficult to obtain
a large interaction area.

The prepulse does not provide soft x-ray emission; however, it creates some
gaseous plasma to match the electron density in order to efficiently interact with
emitted 800-nm light. There is a tradeoff between enhancing the x-ray emission and
the pulse duration by using the inserted prepulse technique.

We also characterized how the thickness of the target plays a role in obtaining a
higher flux; it is predicted by theory that a higher flux will be obtained with a thick
target (Fig. 7.9).

The third method noted above for increasing conversion efficiency is modifica-
tion of the target structures by introducing nanostructures. To overcome the marginal
interaction volume between the femtosecond laser burst and the target material, it
is necessary to reduce the average density in order to increase the interaction vol-
ume between the target and the laser. However, to prevent pulse broadening, it is
necessary to maintain a high cooling rate. This is done by maintaining a high local
density, near the solid density. The prepulse technique does not allow the realiza-
tion of this condition; however, if we use nanometer-sized structures on the surface,
this condition can potentially be satisfied. Examples of suitable structures include
nanoholes and nanotubes. These points are summarized in Fig. 7.10.

Carbon nanotubes are now a very common material and there are several appli-
cations for them in nanostructures and nanotechnology. Besides satisfying structural

Fig. 7.9 Al-K’ emission as a function of target thickness [3]
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Fig. 7.10 Target with nanostructured surface. (a) Schematic of porous aluminum target structure.
(b) SEM image of porous aluminum

Fig. 7.11 Enhanced
water-window soft x-ray
emission by carbon
nanotube [2]

features of thickness, volume and depth by the nanotubes, carbon ions have strong
transition lines in the water-window region so carbon can be used to observe
biological species. Therefore, we focused on carbon as a target to enhance the
water-window region soft x-rays.

The gray spectra of Fig. 7.11 can be obtained by using a properly designed carbon
nanotubes structure, a ten times greater photon flux can be obtained at the water-
window region as compared to the solid case using graphite. However, there is again
a tradeoff between the photon flux and the x-ray duration. There is broadening up
to several tens of picoseconds, although the pulse duration is shorter than that in the
prepulse case.

We thought we might be able to enhance spectrum emission using carbon nan-
otubes which are well known as efficient electron emitters. We placed the carbon
nanotube structure on a smoothed surface to obtain energetic electrons for line emis-
sion. If the laser is incident on the carbon nanotube, hot electrons are emitted and
they enter the smoothed surface and hit the core electrons to create K’ emission.
For example, in Fig. 7.12, comparing just a planar silicon wafer with a silicon wafer
having the carbon nanotubes structure, we achieved a significantly higher intensity
from the latter.
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Fig. 7.12 SiK’ emission
from Si covered by carbon
nanotube [2]

Table 7.1 Applications of ultrafast laser-driven x-ray sources

Feature Examples Sources

Diffraction
(XRD)

Probe ultrafast structural
changes induced by
laser pulse
irradiation

Damage, shock
Nonthermal melting
Coherent phonon
: : : . .

Monochromatic hard
x-ray (K˛-line) pulse

XAS (EXAFS,
XANES)

Probe changes in
electronic states,
chemical bond, and
local structures
induced by laser
irradiation

Dissociation of
molecules

Plasma diagnosis
Change in energy

structure
: : : . .

Broadband x-ray pulse
(Dense emission lines,

Bremsstrahrung)

Photo-electron:
(XPS, EUPS)

Surface sensitive Probe
changes in electronic
states and chemical
bond

Surface (5–75 Å)
dynamics

Dissociation of
molecules

Dynamics of core levels
: : : . .

(quasi-) monochromatic
x-ray pulse

7.3 Time-Resolved XAFS Measurement of Optically
Excited Silicon

Table 7.1 summarizes what can be probed using various ultrafast laser-driven x-ray
sources.

As an application example, we show the results for a low-intensity case which
means that we are below the damage threshold where only the electronic state is
modified. Figure 7.13 shows a schematic diagram of our setup. We used a titanium
sapphire laser that operates at 10 Hz. Its pulse duration was 100 fs and the energy
was approximately 50 mJ; this output was divided into two parts by the beam and
80% of it was diffracted to create the plasma at the x-ray source. The emitted broad-
band soft x-ray pulse was focused on to the sample by using concave mirrors. After
passing through the sample, the soft x-ray pulse was collected by the toroidal mir-
ror onto the entrance slit of a flat-field grazing-incidence spectrograph. We set the
unequally grooved grating with nominal groove number to 1,200 per millimeter.
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Fig. 7.13 Setup for time-resolved soft x-ray absorption measurements

The remaining part of the laser energy was sent into the variable delay line and was
then focused onto the sample. It is necessary to overlap the laser pulse with the soft
x-ray pulse probe, which has a focal spot size around 300�m, in space and time.
Therefore, in this experiment, we used a very tiny sample size, 100�m in diameter
and 100 nm in thickness, which limits the effective aperture.

Further, by changing the variable delay line, relative delays can be adjusted
between the laser pulse and the soft x-ray pulse. For our purpose, the soft x-ray
source must provide a continuous spectrum over a wide enough wavelength range
with enough photons, but without complicated fine structures. Figure 7.14 shows a
large number of photons were obtained around 100 eV, and if we divided the trans-
mission spectrum by the emission spectrum, we obtained the transmission spectrum
of the sample which agreed with the theoretical value. Therefore, this source is suit-
able for low intensity experiments. The pulse duration was around 10 ps at 100 eV;
therefore, our system can resolve 10 ps phenomena to observe the responses.

Figure 7.15 shows a typical transmission spectrum. In this graph, we accumulated
45 shots, but such a spectrum can be observed in a single shot. The time interval
between the laser and soft x-ray pulses was almost 0 where the maximum change
was observed. The black curve was the transmission spectrum obtained when the
pumping-laser light was blocked. The gray curve was obtained when the sample
was irradiated by a laser pulse with an intensity of 3 � 1010 W=cm2, which was
well below the damage threshold. If we calculate the differential transmission, a
significant change is observed near the LII;III absorption edge. This change only
appeared near this particular absorption edge.

A careful observation reveals an undulation in the absorption spectrum corre-
sponding to the EXAFS oscillation. By analyzing this undulation, we obtained the
distance of neighboring atoms as 2.33 Å, which agrees with the distance measured
by x-ray diffraction. Since we did not observe a clear difference in EXAFS signals
induced by the laser pulse irradiation, the interatomic distance did not have much
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Fig. 7.14 Soft x-ray emitted from a Ta-plasma created by a 100-fs laser pulse [3]. (a) Time-
integrated soft x-ray spectra. (b) Pulse shape of soft x-ray near 100 eV

Fig. 7.15 Soft x-ray absorption in a sample [3]

effect. However, for a detailed discussion, we need to undertake measurements in
the broader energy region to improve accuracy.

We observed that the laser irradiation caused a downward shift of about 0.2 eV in
the absorption edge (Fig. 7.16). Because the LII;III absorption edge is sharp, a sharp
dip near the edge appeared in the differential transmittance as the edge shifts.
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Fig. 7.16 Change in soft
x-ray transmittance caused by
a laser pulse irradiation [3]

Fig. 7.17 Dependence of
differential transmittance at
99.5 eV on a probe pulse
delay [3]

Figure 7.17 shows the temporal evolution of the differential transmission.
On the negative delay side, the dependence of the relative increase in absorp-

tion on the delay was well fitted to the pulse shape of the soft x-rays. Recovery
was observed on the positive side. The depth of the differential transmittance and
the recovery time constant strongly depend on the incident laser pulse intensity;
therefore, this change in the transmittance is a result of the nonlinear effect.

It is well known that in highly excited semiconductors, the band edge shifts
downwards due to the renormalization of the band energy.

If the laser field is high, the optically induced electrons and holes become dense
enough to act as a plasma. Because of the strong Coulomb interaction among laser-
excited carriers, the energy of photo-induced electrons and holes in their respective
bands is reduced, resulting in band-gap reduction.

We assume that our observations are related to this effect. The electron–hole
plasma density of 20=cm3 is expected to reduce the band-gap by approximately
0.2 eV, which agrees with our observations. The Auger recombination time of such
high-density plasma is expected to be several picoseconds which also agrees with
our observations. Therefore such an effect can potentially be observed by using soft
x-ray absorption spectroscopy.

In the next example of the absorption measurements, we were above the damage
threshold, so we would destroy the sample at each laser shot. We needed to measure
the irreversible process.
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Fig. 7.18 Experimental setup for time-resolved EXAFS measurements

Fig. 7.19 Soft x-ray
absorption spectrum of Si
obtained by using Ta-plasma
emission

For this purpose, we thus modify our experimental setup from that shown previ-
ously (Fig. 7.13) when we were below the damage threshold. The modified set-up
is shown in Fig. 7.18. We placed the sample on a translation stage to expose fresh
surface at each laser shot. In this case, we must tightly focus the laser beam on the
sample. The fluctuations of the source point might affect the overlapping between
the laser pulse and the soft x-ray probe pulse on the sample.

In the soft x-ray absorption spectrum of Fig. 7.19, we focus on the fine struc-
ture and therefore we had to accumulate more shots to obtain a good signal-to-noise
ratio. In the case of silicon, we were able to observe several typical absorption struc-
tures near the edges of the sample as well as the EXAFS oscillation. By analyzing
the oscillation structures, a very good sinusoidal oscillation was observed which
could be treated by Fourier transform. From this we obtained the mean value of the
interatomic distance for silicon of 2.32 Å which agreed very well with the literature
values.
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Fig. 7.20 Analyzing EXAFS signal. (a) EXAFS function extracted from Fig. 7.19. (b) Radial
distribution function

Figure 7.20 shows that the structure near the absorption edge collapsed and the
EAXFS oscillations become unclear when the sample was exposed to an intense
laser pulse.

Next, we compared three cases using silicon (Figs. 7.21, 7.22, and 7.23). In the
first case, the probe soft x-ray pulse is transmitted through the sample well before
the laser pulse is incident. In this case, no big difference was observed by the laser
pulse irradiation. In the second case, if the laser pulse and the soft x-ray pulse
overlap on the sample, the laser pulse irradiation caused a significant decrease in
the absorption near the LII;III edge and the sharp structure collapsed while keep-
ing the overall absorption almost unchanged. Well after the laser pulse irradiation,
the overall absorption dropped clearly over the entire energy region. In the third
case, the structure near the LII;III-edge was completely modified by the strong laser
pulse irradiation. This structural change in absorption spectrum indicated that the
electronic structure of the sample was changed from the semiconductor state to the
metallic state.

At the delay time of �330 ps, the EXAFS spectra did not show a big difference
(Fig. 7.24). The laser pulse irradiation caused a decrease in the oscillation amplitude
and a slight peak shift to lower wave number side when the soft x-ray pulse and the
laser pulse overlapped on the sample. By analyzing the EXAFS spectra at this time
delay, we obtained the atomic distance of about 2.43 Å, while it was 2.32 Å for the
unperturbed case. This distance was in good agreement with the literature values of
2.45–2.5 Å for liquid silicon at 1,700–1,800K. The expanded interatomic distance
could be explained by laser-induced rapid melting [11–13], which happened within
the soft x-ray pulse duration of 7 ps.

The oscillation structure in the EXAFS spectrum almost disappeared after the
laser pulse irradiation as shown for the time delay of 1,670 ps. Taking into account
the decrease in the overall absorption, the disappearance of the oscillation struc-
ture suggested further disordering silicon due to a phase transition into the gaseous
phase. Actually, long after the laser irradiation, the laser-heated area was completely
blown off.
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Fig. 7.21 XAFS
measurements for silicon
irradiated by an intense
laser pulse

Fig. 7.22 Absorption spectra
of the silicon sample at
various time delays [4]
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Fig. 7.23 Near-edge .LI; LII;III/ absorption spectra of Si at various time delays
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Fig. 7.24 EXAFS spectra at various time delays [4]

Fig. 7.25 Experimental setup for probing ablation plasma [9]

7.4 Spatiotemporally Resolved XAS

Figure 7.25 shows our experimental setup for probing ablation plasma. The ablation
plasma temporarily changes its nature with space and time. Therefore this was a
good example to test our system. The ellipsoidal mirror was used at the grazing
incidence angle, and in such a case, deposition of small particles does not affect it
so much. Debris might be a serious problem when we use a high-quality multilayer
mirror at near-normal incidence. Further, the laser ablation particles distribute more
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Fig. 7.26 Spatiotemporally resolved spectra

Fig. 7.27 Change in absorption edge position [9, 10]. (a) Absorbance images near Al-LII;III edge.
(b) Shifted Al-LII;III edges

in the normal direction of the sample. Our system has a spatial resolution around
10�m.

Figure 7.26 reproduces spatially and temporally resolved absorbance spectra
taken at different times after the pump pulse struck the sample. A careful obser-
vation of these absorption edges allows the type of particle that was there to be
determined (Fig. 7.27). The outermost region should be dominated by neutral par-
ticles and the mirror might be in the liquid state, while the nearest part might be in
the dense condensed state.

By modifying the system to obtain higher spectral resolutions, such as by chang-
ing the transmission grating, we can more precisely determine what kind of species
are distributed there (Fig. 7.28).
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Fig. 7.28 Improved system for Spatiotemporally resolved XAFS measurements

Fig. 7.29 Dependence of absorbance images at 3-ns time delay on laser peak intensity [15]

Figure 7.29 shows the peak intensity dependence of the absorbance image at
the time delay of 3 ns. By comparing these absorbance spectra to previous reports
[5–10], we concluded that the plume consisted of four components. At the lowest
intensity, there was a clear absorption edge near 72 eV, so this edge corresponded
to liquid aluminum, and a small edge-like structure was observed near 78 eV, which
might correspond to an aluminum cluster because the absorption edge shifted sig-
nificantly towards high energy. At the moderate intensity, three absorption lines
appeared near 79 eV, and these absorption lines corresponded to neutral aluminum
atoms. At the highest intensity, the absorbance image drastically changed. This
spectrum consists of absorption lines, which could be explained by the singly
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charged aluminum ions, but the absorption edges of the liquid aluminum and cluster
aluminum almost disappeared.

We could roughly estimate the averaged atomic density of each particle from
these absorption profiles under the assumptions of a linear absorption coefficient
and a certain plume thickness. We estimated the expansion velocity of each particle
and found two velocities: one with the order of 103 m=s and the other, 104 m=s. Ions
or neutral particles and gaseous particle have the faster velocities and clusters like
aluminum or liquid droplets of aluminum have the lower velocities.

7.5 Summary

In summary, we have demonstrated time-resolved soft x-ray absorption spectroscopy
using a femtosecond laser plasma source. As examples, we demonstrated the absorp-
tion structures of silicon exposed to an intense laser field. We have also demon-
strated a spatiotemporally resolved soft x-ray absorption spectroscopic system to
observe the evolution of ablating particles.
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Chapter 8
Quantum Emission and Its Application
to Materials Dynamics

Kazutaka G. Nakamura

Abstract This chapter is divided into two parts. In the first part, we introduce
quantum emission processes and their mechanisms by referring to our recent stud-
ies on the generation of electrons, ions, and X-ray obtained by irradiating solid
materials with intense laser pulses. In the second part, we describe the results of
time-resolved measurements of the ultrafast dynamics obtained by taking advantage
of the quantum emission processes. We introduce two examples: one is the time-
resolved measurements of the laser ablation processes through the electron radiog-
raphy or the imaging, and the other one is the X-ray diffraction of laser-irradiated
semiconductors.

8.1 Introduction

When we apply laser irradiation or a high pressure to materials, a phase transition
is induced, for example, a change of crystal structures. However, the duration of the
phase transition is unknown, and whether any metastable states exist or not is also
unknown. So we want to investigate materials dynamics as summarized in Fig. 8.1.

We have used laser pump and X-ray probe techniques to perform ultrafast time-
resolved measurements. When a laser pulse is irradiated onto a material, it is heated
up and its crystal structures change. When pulse X-rays are directed to the sam-
ple after some delay time, a diffraction pattern can be obtained which includes
information on transient structures of the material.

In order to apply this technique we need to generate very short pulse X-rays.
We have used X-ray pulses generated by quantum emission (Fig. 8.2), which is
initiated by femtosecond laser irradiation with power of 1016–1018 W=cm2. Its
ponderomotive energy is in the keV range.

K.G. Nakamura
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K. Yamanouchi (ed.), Lectures on Ultrafast Intense Laser Science 1, Springer Series
in Chemical Physics 94, DOI 10.1007/978-3-540-95944-1 8,
c� Springer-Verlag Berlin Heidelberg 2010
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8.2 Quantum Emission

Quantum emission involves a generation of ultrashort pulsed and high-energy beams
of electrons, ions, and photons (X-rays or gamma rays) as indicated in Fig. 8.3.
A very thin film metal target is placed in a vacuum chamber. When the intense
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Fig. 8.3 Quantum emissions. High-energy short-pulsed beams of electrons, ions, and photons
(X-rays) generated from femtosecond intense laser field .>1016 W=cm2/

femtosecond laser beam is irradiated onto the metal target, a preplasma is formed
by the prepulse and the electrons in the prepulse are accelerated by the laser field of
the main pulse. The acceleration mechanism is due to the ponderomotive potential:
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or wake field depending on the density of the plasma. The accelerated electrons
are at very high energy (MeV levels), and they collide with the metal atoms of
the target and excite inner shell electrons. The characteristic X-rays are generated.
High-energy X-rays up to MeV levels are also generated by Bremsstrahlung of the
high-energy electrons. Further, these high-energy electrons ionize absorbed materi-
als on the metal target such as water and hydrocarbons. These generated ions are
accelerated to MeV levels by the electric double layer.

Figure 8.4 gives some typical results for quantum emission obtained using our
experimental setup. We used a thin copper foil, and irradiated it by the laser beam
from the left side. In the photo it is possible to identify the plasma emissions, the
high-energy electron and proton beams, generated in the right-side direction and
the X-rays isotropically emitted from the source point. The energy spectrum shows
that the electrons have energy up to 1.3 MeV and the effective electron temperature
is estimated to be about 300 keV. This is comparable to the ponderomotive poten-
tial in these intensities. Therefore, in this case, the electrons are accelerated by the
ponderomotive force. We also measured the proton energy spectrum. Its shape is
slightly different from that of the electron spectrum; however the maximum energy
is 1.3 MeV. High-energy X-rays are also generated by Bremsstrahlung and their
energy spectrum corresponds to that of the electrons.

X-ray diffraction is usually carried out using hard X-rays at energies around
10 keV. The energy spectrum of these X-rays is in a range of 2–10 keV. Suitable
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Fig. 8.4 Quantum emission. High-energy short-pulsed beams of electrons, ions and photons
(X-rays) generated from femtosecond intense laser field .>1016 W=cm2/

metal targets are copper, nickel, iron, and titanium. The contrast ratio between
characteristic X-rays and the white component is very high.

For the copper target, we obtained the copper K’ line at 8 keV and the copper K“

line at 9 keV.
The measured photon number for the copper K’ line was 6:5 � 1010 photons/

4� sr/pulse. This photon number per pulse is bigger than that from synchrotron
radiation. However, the X-rays are emitted isotropically from the point source, so
usable X-rays for diffraction measurement were limited. If we set the sample at
10 cm from the source point, then we can obtain about 105 photons for one pulse.

We typically use a laser wavelength around 800 nm with prepulse contrast ratio
of 10�6. The pulse widths of X-rays depend on the prepulse contrast ratio, so we
can generate a shorter pulse by using a smaller contrast ratio. The pulse width of
X-rays also depends on the thickness of the target.

It is important to measure the pulse width of the generated X-rays. We measure it
by using an X-ray streak camera. In the case of copper K’ X-rays, we have measured
a pulse width of 6 ps (Fig. 8.5, right-side spectrum). However, the actual pulse width
may be much shorter because the measured pulse width is limited by the time-
resolution of the X-ray steak camera. At least, our experiments have shown that
X-ray diffraction can be achieved with a time-resolution of 10 ps.

X-rays can also be generated from a gas target. We have used micro-meter-size
argon clusters and obtained their X-ray diffraction patterns. Figure 8.6 shows X-
ray lines from He-like, B-like, and C-like argon clusters. The photon number of the
X-rays from the cluster is about ten times less than that from solid target, but they
are also useful for X-ray diffraction experiments. There is no debris when we use
clusters.

8.3 Time-Resolved Imaging with Quantum Emission

Figure 8.7 is the setup for the electron energy measurement, which is installed in the
vacuum chamber. When the metal target is irradiated with a laser beam, electrons are
ejected. Their energy spectrum is measured by using a magnetic type spectrometer.
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Fig. 8.5 Femtosecond laser induced hard X-ray pulse .I D 1017 cm2/. The temporal profiles
obtained by the X-ray streak camera. The energy extends from 1 to 10 keV are accumulated.
I�1017 W=cm2 [1, 2]. (a) Energy spectra; Characteristic X-rays obtained by X-ray CCD camera
at power density of 3� 1016 W=cm2. (b) Pulse width of CuKa; 6:5� 1010 photons/4�sr/pulse
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X-ray 
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Fig. 8.6 Hard X-ray generation from micron-size Ar clusters and demonstration of X-ray
diffraction (done at JAERI; presently JAEA) [3]
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We have used a molybdenum disc target and an irradiated laser intensity of
330 PW=cm2 (Fig. 8.8). The maximum energy obtained in this case is approxi-
mately 800 keV and the electron energy distribution exhibits two effective electron
temperatures, at 110 and 230 keV. Using these high-energy electrons, we have
demonstrated electron radiography of the laser ablation process.
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Fig. 8.9 Experimental setup for electron imaging for laser ablation plasma. A picture (a), a
schematic drawing of the system (b) and a configuration between the electron source and the target
(c) are shown.

Figure 8.9 is a schematic of our experimental setup in which we used a pump-
probe method. A picosecond laser beam is divided in two beams. One beam is
directed to the pulse compressor and focused onto the metal target to generate elec-
tron pulses and the other beam is directed to the optical delay line and the metal
target.

Figure 8.10 shows some time-resolved images obtained for a copper film target.
When the laser beam was irradiated on the sample, ablation occurred. After 370 ps,
the plume could be seen. The plume expanded as the delay time increased and two
structures became apparent. These are seen as bright and dark parts in the images.
The bright part is the place where electrons concentrate and the dark part is the place
where electrons are blocked or absorbed.

The plume expansion was evaluated by using the distance between the edge of the
plume and the surface of the sample. Results are shown in Fig. 8.11. The expand-
ing speeds of the bright and dark parts were obtained as approximately 970 and
110 km/s, respectively. Simultaneously, we measured the velocity distribution of
the emitted ions by using the time-of-flight measurement. The mean velocity of the
ions was about 78 km/s. The expansion of the dark plume image is considered as the
expansion of the ions during the laser ablation process.

We suppose that the bright part corresponds to the plume of the expanding elec-
trons (Fig. 8.12) because electrons have a lighter mass than ions, so their expanding
speed is much higher than that of ions. When the laser beam is irradiated onto the
metal target, it causes a laser ablation and electrons are rapidly ejected from the
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Fig. 8.10 Time-resolved
electron shadow images for
laser ablation from a Cu film
target at laser intensity of
1TW=cm2. [4] Electron
images obtained by a single
shot (a) and X-ray image of
the target (b) are shown. Part
(a) is the “shadow” and (b) is
the bright plume

Velocity distribution of emitted ions

Expansion speed of plume edge

TOF spectrum

Fig. 8.11 Expanding speeds of plumes and ions. The ion velocity agrees well with the expansion
speed of the shadow plume. The shadow plume reflects ions

target, and after that, the ions and electrons undergo expansion. Neutral particles are
also generated and they undergo expansion. Usually, they have much lower speed.

This experiment is one demonstration of electron imaging.
As mentioned before, if the intense laser beam is irradiated onto the metal target,

high-energy protons are obtained. The protons are considered to be generated from
impurities such as water and hydrocarbons on the metal target. If protons are gener-
ated from these absorbed species, their amount and energy cannot be controlled. So
we examined a double-layered target, composed of PVME (polyvinyl methyl ether)
and metal, in order to control the proton amount. We were able to increase the
amount of the high-energy protons by 10 or 100 times by using the polymer-coated
target. The maximum energy of the protons was also increased.
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Fig. 8.12 Possible mechanism of electron imaging. “Bright” plume is due to focusing of deflected
electrons, and “Shadow” plume reflects ion plume, reflecting the charge-separated field. This is a
useful diagnostic tool for laser ablation

Fig. 8.13 A picture of the experimental system for laser plasma X-ray generation

High-energy protons can also be used for dynamic imaging such as imaging of
shock compression of laser-irradiated materials.

8.4 Time-Resolved X-Ray Diffraction

In the rest of this chapter, we discuss time-resolved X-ray diffraction (Fig. 8.13)
including some examples from laser-irradiated Si, Ge, and GaAs.

Our experiment setup has a table-top laser system with a maximum power of
8 TW. A schematic of the setup is given in Fig. 8.14. The 300-ps laser beam deliv-
ered from the amplifier is divided into two beams. One beam is pulse-compressed
to 50 fs in the vacuum chamber and focused onto the metal target to generate X-ray
pulses. The generated X-rays are extracted in air through a Be window and directed
to the sample. Using a symmetrical Bragg diffraction geometry, we detect the
diffracted X-rays with a liquid-nitrogen cooled X-ray CCD camera. The other beam
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Fig. 8.14 Time-resolved X-ray diffraction from laser-irradiated Si (111)
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Fig. 8.15 X-ray diffraction: single-shot experiment

is directed towards the delay line and focused onto the Si sample to get excitation
phenomena.

A typical example of an X-ray CCD camera image is shown in Fig. 8.15. Only
part of the sample is laser-irradiated. The two observed lines correspond to Cu-K’1

and K’2 lines. In the laser-irradiated area some deformation can be seen in the X-ray
diffraction patterns. These are rocking curves. There are some changes in the angle
component. In the symmetric Bragg diffraction geometry, 2d sin � D 
, where � is
the diffraction angle and 
 is the wavelength of the X-rays. So the changes to lower-
and higher-� angle components correspond to lattice expansion and compression,
respectively.

We performed two types of X-ray diffraction experiments on the laser-irradiated
Si (111) crystal: single-shot and the other multiple-shot. In the single-shot experi-
ment, seen in Fig. 8.16, the laser beam was irradiated on the silicon sample for one
shot and the X-rays were directed onto that sample at the same point. Then, in order
to avoid damage to the sample, we moved it for the next laser shot, and this point
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Fig. 8.16 Single-shot experiment. Picosecond time-resolved X-ray diffraction from Si (111)
crystal under 300-ps laser irradiation at 1 J=cm2. Time step is 50 ps and accumulation of 600
data [5]

was irradiated once with the X-rays. We moved the sample 600 times to accumulate
sufficient X-ray diffraction data.

The time-resolved X-ray diffraction was carried out every 50 ps after the laser
irradiation. When the laser beam was irradiated, the lower-angle component
increased. After 200 ps, three lines were observed and they merged into a broad sin-
gle line at 600 ps. The change in the spectrum continued and two lines were observed
which were shifted towards lower angles compared to the original positions. This
means that lattice expansion due to laser heating takes place, and transient lattice
deformation in laser heating process is directly observed.

We can explain the lattice expansion as follows using Fig. 8.17. The energy of
the 800-nm laser light is approximately 1.5 eV. This value is higher than the band
gap of Si (1.15 eV), and then electron-hole pairs are generated due to real photo-
absorption. Energy of the photo-excited carriers is transferred to kinetic energy of
other electrons by Auger recombination process. Then energy in the electronic sys-
tem is transferred to the lattice system, the temperature of the sample increases, and
the crystal lattice expands from the top surface.

These phenomena can be expressed by using the rate and diffusion equations for
carriers and hydrodynamic equation for lattice motion:
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From these equations, we can calculate the carrier density and the temperature at
the topmost surface.

When we irradiate the laser beam, the carrier density increases as the laser inten-
sity increases. Using the 300-ps laser beam, at a delay time of about 200 ps, Auger
recombination occurs and the temperature increases to 1,600 K at maximum. By
using the temperature distribution, we can calculate the strain profile inside the
materials (Fig. 8.18). Figure 8.19 shows the strain profile as a function of depth.
Depth zero corresponds to the topmost surface. The topmost surface expands to 0.3
and 0.8% at delay times of 50 and 550 ps, respectively. There is a boundary between
expansion and compression at approximately 4�m from the topmost surface. This
boundary travels inside the materials with the velocity of sound; in this case, it is
9 km/s.

After a very long delay, the strain profile looks like a single exponential curve,
which corresponds to the linear absorption of the laser light. By using this strain
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Fig. 8.18 Model of laser
heating and photon
generation
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Fig. 8.19 Carrier density and temperature at surface: 300 ps pulse 3GW=cm2

profile (Fig. 8.20), we can simulate X-ray diffraction using the dynamic X-ray
diffraction theory. The lines represent simulation results and the circles represent
experimental data. The simulations well explained the experimental data. Therefore,
we can directly observe the transient lattice deformation due to the acoustic phonon
propagation in that material by using picosecond time-resolved X-ray diffraction.
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Some findings of the second type of experiment, the multiple-shot experiment,
are shown in Fig. 8.21. In this case, 200 laser shots nwere irradiated at the same
point on average. In the case of the single-shot experiment, an increase in the
lower-� angle component was observed. However, the multiple-shot experiment had
a change in the higher-� angle component. There was a maximum change, and then
the higher-� angle component returned to its original position. An increase in the
higher-� angle component is related to lattice compression.

The compression is due to the shock compression induced by laser ablation
(Fig. 8.22). Usually, if we irradiate the pulse laser with a power density of
1010W=cm2, a high pressure (1 GPa) is induced inside the materials as a shock wave.

We also estimated the strain profile inside the material in order to represent
the time-resolved X-ray diffraction data. After a delay of 180 ps, the maximum
of the compression was approximately 1% and the shock wave front was located
at approximately 1:8 �m from the surface. This front traveled inside the materials
with the shock wave velocity of 9.4 km/s. The peak pressure corresponded to 2 GPa.
Therefore, we directly measured the transient lattice deformation by the shock wave
propagation (Fig. 8.23).

8.5 Summary

In summary, we have generated high-energy electrons or ions with energies higher
than 1 MeV and used them to carry out time-resolved electron radiography mea-
surements including detectionof the laser ablation process. By using picosecond
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X-ray diffraction, we were able to demonstrate direct measurement of transient lat-
tice deformation by shock wave propagation and acoustic phonon propagation. The
quantum emissions are useful for investigation of ultrafast materials dynamics.
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Chapter 9
Filamentation Nonlinear Optics

See Leang Chin

Abstract The physics and the characteristics of filamentation are described. This
discussion is followed by presenting a few applications that make use of the unique
properties of the filament core. These include nonlinear optics inside the fila-
ment (third harmonic generation and four-wave mixing), the feasibility of remotely
detect chemical and biological agents in air based upon the characteristic clean
fluorescence. Finally, the excitation of super-excited states of molecules is briefly
described.

9.1 Introduction

Filamentation is actually the same concept as self-focusing, which has been known
since the invention of the laser beam. However, with the advent of femtosecond laser
pulse systems, the concept of filamentation appears to have been modified. In fact,
the concepts of physics are always the same; it is just that the phenomenon appears
to change into something that was totally unexpected. (For recent comprehensive
reviews, see [1–4].)

9.2 Self-Focusing and Filamentation Physics

In the concept of filamentation (Fig. 9.1), we assume that a plane wavefront is
present where there is an intensity distribution that is Gaussian so that at the central
region, the intensity is high. If this wavefront propagates in any optical medium –
solid, liquid, or gas – that is transparent to this wavefront, then the index of refraction
will be n D n0Cn2I at the center where I is the intensity. This is nonlinear optics;
i.e., the nonlinear part of the index of refraction, n2I , plays an important role. The
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Laval University, Quebec, Canada

K. Yamanouchi (ed.), Lectures on Ultrafast Intense Laser Science 1, Springer Series
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Fig. 9.1 The beginning of
self-focusing of a wavefront
of an assumed Gaussian
beam. There is no guarantee
yet for filamentation if linear
diffraction is stronger than
weak self-focusing, giving
slowly diverging wave than
normal diffraction

velocity of propagation is c=n; the central part has a higher index of refraction when
n2 is positive. At the wings of the right propagating slice, the intensity is low; then
n D n0, the linear index of refraction. Hence, when this wavefront propagates in any
optical material, it will curve forward, the central part propagating slower than the
wing. The consequence is a concave (focusing) spherical wavefront if we assume
that the wavefront is part of a Gaussian beam. This is called self-focusing. We shall
analyze the consequence of this self-focusing by considering different intensities I
and peak powers.

If the intensity I is not high, filamentation cannot be generated immediately
because the wave will diverge itself by normal diffraction. In other words, linear
diffraction will compete with the self-focusing process. Therefore, in this self-
focusing process, if I is not very strong then it will be weaker than diffraction
in such a way that the object will slowly diverge and no filamentation occurs.
Divergence of this wavefront is slow and considerably slower than the normal
diffraction.

When we increase the intensity such that the linear diffraction and self-focusing
will balance each other in their diverging and converging processes, then we can
obtain the critical power Pc for self-focusing by solving the Maxwell equation for a
nonparaxial Gaussian beam as in [5]:

Pc D 3:77
2

8�n2n0

: (9.1)

It should be noted here that Pc is independent of intensity. This was achieved in the
1970s. Here, it should be noted that this critical power for self-focusing means that
the power of the laser itself is dependent on n2, which is the nonlinear index. The
linear index n0 does not depend on the intensity.

Recently, we have measured the critical power, which depends on the pulse dura-
tion [6] (Fig. 9.2). If the pulse is very short, then the interaction is basically with the
electrons. Thus, a rapid change of the index through the electronic polarization can
be observed. This gives a higher critical power for self-focusing. This means that
n2 is very small. However, when nuclear motion is also involved, a combination of
electronic (fast) and nuclear (slower) motions contributing to the critical power for
self-focusing is observed. This implies that n2 changes with pulse duration.
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Fig. 9.2 Experimental effective critical power for self-focsuing vs. pulse duration [7]

If the laser pulse is short, there are a lot of frequency components and each com-
ponent would propagate at different speeds. This is called group velocity dispersion
(GVD). Hence, pulse lengthening is attained after a certain distance of propagation;
thus, a lower peak power is obtained. If the peak power is low, it may fall below the
critical power for self-focusing and no more self-focusing takes place. However, if
the peak power of the pulse is slightly higher than the critical power, then it would
be slightly self-focusing. As mentioned before, sooner or later because of this GVD,
the peak power will become lower than Pc and it would not self-focus anymore and
the pulse would diffract like a linear pulse.

Therefore, no filamentation has occurred yet for the situations just described
above. Under all these conditions, the GVD and linear diffraction should be over-
come in such a way that it will result in real self-focusing, everything else remaining
the same. If we have a femtosecond laser pulse, its peak power should be higher than
Pc in order to have filamentation. In the case of condensed matter, a peak power a
few tens of percent higher than Pc is sufficient, as we found out many years ago in
our work [8]. This would immediately result in self-focusing.

After self-focusing starts, the process will continue until the pulse becomes a
very small spot. There is high intensity at this “hot” spot and any material con-
fronting such high intensity would sooner or later be ionized, thereby generating
free electrons.

Once free electrons are generated, the change of index .�n/p,

.�n/p D Ne.I.t//

2Ncrit
Š �4�e

2Ne.t/

2me!
2
0

; (9.2)
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Fig. 9.3 An illustration of the interplay between self-focusing and plasma defocusing through the
consideration of their contributions to the indices of refraction

for the free electrons inside the plasma is negative (Fig. 9.3). This means that if
plasma is generated, the index of refraction is less than 1 and some defocusing
effect takes place. .�n/p is obtained by dividing the electron density by the critical
density for the plasma. In this case, if Ncrit (from plasma physics) is substituted in
the equation, we obtain a result where Ne is the electron density, which is created
by the high-intensity point indicated in the drawing. The total index n is given by

n Š n0 C n2I � 4�e2Ne.t/

2me!
2
0

: (9.3)

One can see that there are two nonlinear terms acting against each other: the self-
focusing term and the plasma term, both depend on the intensity.

As an example, we consider air. In air the reaction will be unimolecular because
the time is very short. Thus, either tunnel ionization or multiphoton ionization takes
place; whichever occurs, the number of electrons generated is proportional to Im:

Ne.t/ / Im; (9.4)

where m is of the order of 8. This is not the multiphoton law, but an empirical
relationship from experiments and normally with femtosecond laser pulses, it is
tunnel ionization [9]. Therefore, self-focusing and self-defocusing compete with
each other. Initially, the focusing wavefront is obtained; however, because of the
negative sign in the equation:

n D n0 C n2I � 4�e2

2me!
2
0

kIm; (9.5)

this wavefront will spread out. That is, the wavefront is not curved so much any-
more; it becomes flatter (Fig. 9.4) in such a way that when I is increased further in
the propagation, the second and third terms in the right-hand side of (9.5) will be
equal, that is,
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Fig. 9.4 An illustration of
the balance between
self-focusing by the neutrals
and the self-defocusing by the
free electrons in the plasma,
resulting in the intensity
clamping

n2I D 4�e2

2me!
2
0

kIm: (9.6)

When they are equal, we are in the regime of balancing between self-focusing and
self-defocusing by the self-created plasma. Hence, in this case, we can obtain a
plane wavefront that diverges later.

This balance defines intensity clamping, which is one of the important phenom-
ena associated with filamentation. When intensity clamping takes place, it means
that at a particular position, the intensity is a maximum and later, the wavefront
diverges out and is less intense. Hence, whenever self-focusing takes place, inten-
sity increases first and later it does not increase anymore. Even if more energy is
added, only the size increases [10].

Intensity clamping depends on Im and m depends on the material. If gases are
used thenm depends on the ionization potential. In the case of solids or liquids, the
value of m depends on the band gap between the valence band and the conduction
band [11, 12].

When �n.I / of the neutral atom is equal to �n.I / of the free electron, that
is, when

�nneutral.I / D �n free e.I /; (9.7)

there is a balance of self-focusing and de-focusing [13]. We can calculate the critical
intensity or clamped intensity in the air by

n2Icrit Š Ne.I /=2Ncrit; (9.8)

and it is of the order of 4–5 � 1013 Watts=cm2 [13]. This result was based upon our
experimental value Ne.I / for the generation of free electrons:

Ncrit D "0m!
2=e2 D 1:7 � 1021cm�3.at 800 nm/: (9.9)

The term ionization (Fig. 9.5) refers to multiphoton absorption or tunnel ionization.
In gases with femtosecond laser pulses, this type of transition into the ionization
continuum is observed in which multiphoton absorption or tunneling takes place. In
condensed matter, very often it is proven that ionization is due to the transition from
the valence to conduction bands and following this transition, there would be some
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Fig. 9.5 Physical concept of
multiphoton/tunnel physics:
(a) Mechanism of free
electron generation differs
between condensed matters
and (b) atoms and molecules

Fig. 9.6 Some results on tunnel ionization of xenon and oxygen using a CO2 laser [14, 15]. First
experimental observation of tunnel ionization using a CO2 laser .
 D 10:6�m/ showing the
“Perfect” agreement with ADK theory

collisional ionization via inverse Bremsstrahlung. However, avalanche ionization
might not be attained because there is not enough time for a sufficient number of
collisions.

Today, tunnel ionization is popularly accepted as a physical process when using
femtosecond laser pulses. However, it was not so in the beginning of the laser era
when laser pulses are long (nanosecond). To prove the existence of tunnel ionization
with long nanosecond type pulses, it is necessary to use long wavelength pulses.

In 1985, we were the first to observe tunnel ionization by a CO2 laser pulse
(Fig. 9.6), the wavelength of which is in the infrared, 10:6 �m [14], but it had been
proposed theoretically in the 1960s by Keldysh [16]. In the 1960s and 1970s, tunnel
ionization was not accepted by the research community of multiphoton physics.
Hence, the KFR theory was not used unfortunately, because at that time nobody
believed that tunnel ionization could take place. Twenty-five years later, we have
found that the theory is working. We were the first to prove this convincingly [14].
A discussion on multiphoton and tunnel ionization can be found in [9].
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Fig. 9.7 Slice-by-slice self-focusing and intensity clamping. Critical intensity for clamping in air
is	5� 1013 W=cm2 [13]

Now let us come back to filamentation. When a slice of the laser pulse self-
focuses to a certain point generating ionization, this position is called the self-
focusing distance zf,

zf D 0:367ka2
0(��

P=Pc

�1=2 � 0:852
�2

� 0:0219
) 1=2

; (9.10)

and it has been calculated already [5]. This distance is explicitly dependent on the
peak power of the laser pulse of that slice. In this equation, a0 is the radius of the
laser beam and k is the wave vector of the electromagnetic field. Note that a0 is
defined as the radius at 1=e level of the peak intensity. That is to say, zf is implicitly
dependent on the intensity.

We assume that a pulse propagates in the direction z (Fig. 9.7). If we consider
one central slice similar to a wavefront, the pulse will self-focus at some point and
the higher the peak power, the shorter will be this distance in the direction z [see
(9.10)]. Other slices at the front part of the pulse will self-focus further and further
away in the direction z. Therefore, as long as all the slices have peak powers higher
than the critical power for self-focusing, they will self-focus. Each slice will stop
self-focusing when plasma is generated that defocuses the slice back into the main
body of the pulse (reservoir). The series of continuous plasma dots constitute a
perception of a thin line by us. This is thus called the filament. The back part of the
pulse undergoes the same type of self-focusing, except when a slice self-focuses, it
interacts with the plasma on its way before reaching its own self-focal point. When it
interacts with the plasma, it becomes a diverging object. However, it should be noted
that the complete pulse undergoes self-focusing and not only individual slices.

The plasma density in the filament is not very high; it is roughly of the order of
1015 cm3 [17].

9.3 Theoretical Model and Simulation

A lot of calculations have been done by solving the Maxwell equation by inserting
the nonlinear polarization and electron generation terms into it.

In the nonlinear optical model of femtosecond pulse interaction with air,
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Fig. 9.8 Numerical solution of the filamentation nonlinear equation. The figures are intensity
contours of the filamenting pulse at different positions of propagation in air [18]
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the material dispersion term is a nonlinear term. There are also terms for Kerr
nonlinearity, plasma nonlinearity, and ionization losses [18].

Initially, when z D 0, the laser pulse has a uniform distribution that is Gaus-
sian (Fig. 9.8). After a certain time and propagation distance, self-focusing can
be observed. The back part of the outer pulse interacts with the plasma. At any
instant, there is only one spot that is the self-focus and the pulse always changes its
shape [18].

When the pulse changes it shape, it will always have only one hot spot. This has
been demonstrated in calculations (Figs. 9.9 and 9.10).

Initially, a Gaussian pulse is observed and then the front part of the pulse
becomes narrower. This means that the self-focusing moves towards the front which
is the propagation direction and the peak intensity is almost the same over time as
Fig. 9.10 shows.
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Fig. 9.9 2D grayscale representation of the initial pulse’s intensity distribution [19]

Fig. 9.10 Simulation of filamentation similar to Fig. 9.9 but in 3D-plots. The vertical axis is the
intensity [20]: I0 D 1013 W=cm2; 
0 D 150 fs (FWHM), w0 D 250�m.1=e2/; z0 D �w20=
0

9.4 Background or Energy Reservoir

The concept of background reservoir is very important. Figure 9.11 shows this
schematically. The self-foci are generated because of the self-focusing of the slices
from the outside. This means that one slice comes after the other and all the
outside energy that comes into focus makes up the background reservoir. At any
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Fig. 9.11 Visualization of the ultrafast intense laser propagation in air. Every slice of light self-
focuses at a different position forms a continuous series of foci (filament). Most of the energy of
the pulse is outside the self-focus, i.e., the background reservoir [21]

Fig. 9.12 A real burn pattern
on a burn paper placed at an
arbitrary position inside the
filament zone. The central
dark spot is the filament spot
surrounded by the weaker
reservoir

one moment in time and one point in space, there is only one slice which is at the
self-focus. The others are in the background reservoir. Figure 9.12 shows a real burn
pattern on a burn paper placed at an arbitrary position inside the filament zone. The
central dark spot is the filament spot surrounded by the weaker reservoir. If we carry
out the Fourier transform of the field distribution in Fig. 9.8 or Fig. 9.10, a white
light chirped laser pulse is obtained with a very broad frequency spectrum.

We conducted a simple experiment to show the white light laser pulse (Figs. 9.13
and 9.14). The laser was shot into a long corridor (26 m length), which had a move-
able white screen. A camera was placed so that it is focused on the screen. The
camera and screen were moved along the pulse propagation axis and an image
was captured using the camera every 0.5 m. The obtained images are shown at four
different positions of the propagation [2].
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Fig. 9.13 An experiment showing the evolution of the transverse pattern of an intense fs laser
pulse propagating in air

Fig. 9.14 Single
filamentation [2]

Essentially, the background reservoir can be blocked using a pinhole. Thus, the
concept of filamentation cannot be explained as a filament (a sharp needle) that can
pierce through the material. That is to say, if the background reservoir is responsible
for the hotspots, there will be no more energy at the output of the pinhole when the
background is blocked (Fig. 9.14). Liu et al. [22, 23] carried out the experiment to
investigate this problem (Fig. 9.15). A laser beam was passed through a pinhole.
They could capture images of the filament using an ICCD camera. If the pinhole
is not used, a filament will be obtained (Fig. 9.16). This is because there is a large
amount of energy outside which is the background energy. When they changed the
size of the pinhole, the length of the filament behind the pinhole varied depending
on the size of the pinhole. When the pinhole is too small, there will be no filament
behind the pinhole.

The experimental images agreed with the simulation results as seen in Fig. 9.16.
This experimental verification of the background reservoir was important as the

reservoir is a very important concept with regard to filamentation. This background
reservoir and self-focusing can be found if a slice-by-slice self-focusing model is
used. This idea of background energy reservoir was theoretically proposed first by
Moloney’s group at the University of Arizona [7, 24] and was expanded later by
Kandidov’s group at Moscow State University [18].
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Fig. 9.15 Experimental setup to study the concept of energy reservoir [22, 23]

Fig. 9.16 Comparison of experimental and simulation results on the concept of reservoir. D is the
diameter of the pinhole [23]

9.5 Extraordinary Properties of Filaments

We can summarize the fundamental understanding of the filamentation process. A
filament in an optical medium has some extraordinary optical properties. The first
is the ability to cause self-remote projections at high intensity into the atmosphere.
The second is self-avoidance of breakdown in air, which implies that clean fluores-
cence can be obtained. The third and fourth are self-stabilization at high intensity
which refers to intensity clamping and self-transformation into the white light short
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laser pulse implying a supercontinuum. The fifth property is self-pulse compression
down to a single cycle level. The sixth is self-spatial filtering which implies that a
single spatial mode can be obtained in the filament core. The last is self-group phase
locking of other pulses inside a filament which is due to the high clamp intensity,
particularly in air. This high intensity would influence cross-phased modulation or
cross-phased interaction with any other laser pulse or electromagnetic pulse inside
the filament and would lead to dramatic changes.

9.6 Long-Distance Propagation in Air

One of the most recent developments in self-remote projection is to shoot the
laser pulse into air using the Teramobile, which is a joint system owned by sci-
entists from Germany and France (Fig. 9.17). In one application, they have obtained
images of scattering from a cloud layer approximately 1–2 km above the earth. Self-
avoidance of breakdown in air to obtain clean fluorescence is very important in such
an application.

Fig. 9.17 An image of the scattering from a cloud layer approximately 1–2 km above the earth
when a 5TW femtosecond laser pulse was shot into air early in the morning in Jena, Germany.
Courtesy of Roland Sauerbrey Teramobile group (France, Germany)
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9.7 Clean Fluorescence

We wanted to conduct some experiments inside the laboratory rather than in a long
corridor, so we used a lens of long focal length (5 m) for the focusing. The filament
can be seen in the image of Fig. 9.18. There are some dark sections in this long
filament, which is an indication of refocusing. Finally, this is not breakdown, but
the fluorescence coming from nitrogen.

The Moscow State University group (Figs. 9.19 and 9.20) has done calculations
showing the same phenomenon. That is, when a transform-limited pulse is propa-
gated through air a long fluence distribution can be obtained and if the pulse is short,
then longer sections can be obtained.

In laser-induced breakdown, a spark is obtained; even if an energy of 700 mJ is
used in 10-ns pulses, pure white scattered light will be generated from the plasma
(Fig. 9.21).

Figure 9.22 reproduces two spectra obtained with different pulse lengths. A dis-
tinct difference can be observed between them. There are atomic lines from neutral

Fig. 9.18 A filament in air with refocusing. Fluorescence from N2 and NC
2 is observed. Ti-

sapphire laser, 800 nm, 45 fs, 10 Hz, 13 mJ/pulse, UG11 filter, ICCD gain D 200, 10 ns gate width,
100 shots averaged

Fig. 9.19 Simulated fluence distribution during filamentation of a 42 fs transform-limited laser
pulse in air. Pules energy: Ti-S laser, 60 mJ, 42 fs, I0 � 1013 W=cm2 (transform-limited pulse) [25]
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Fig. 9.20 Same as Fig. 9.19 using a 1,200 fs negatively chirped pulse. Pulse energy: Ti-S laser,
60 mJ, 1,200 fs, negative chirp, I0 D 1013 W=cm2 [25]. Note the longer filament than in Fig. 9.19

Fig. 9.21 A breakdown spark in air induced by a focused 10-ns, 700-mJ pulse. 
 D 532 nm,
700mJ=10 ns; f D 50 cm

atoms, NC, and OC and the white light plasma from air when a long pulse is used.
But for the short pulse, molecular lines are obtained from NC2 and N2. In this latter
case, since there is no measurable plasma white light, we call this “clean fluores-
cence,” which means that if we generate any filament in air, the intensity will be very
high and it will ionize and dissociate any molecule inside the filament core. Some
of them will undergo or emit clean fluorescence. No breakdown can occur because
the pulse is too short to allow any collisional absorption of the light through inverse
Bremsstrahlung.
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Fig. 9.22 Comparison of the spectrum of the breakdown in air induced by a long (200-ps)
Ti-sapphire laser pulse and the spectrum of the filament induced by a short (42 fs) pulse. A clean
fluorescence emission spectrum in the lower figure shows that no breakdown occurs in air with fs
laser pulses

9.8 Self-Pulse Compression

During filamentation, the pulse becomes narrower and narrower in time; i.e., self-
compression occurs. Initially, the self-compression of the pulse was carried out by
Midorikawa’s group in Japan [26]. They were able to compress the pulse up to ten
times. Recently, in some studies, the pulse has been shortened to a few cycles of
about 6 fs [27].

Shortening the pulses to even single cycle pulses is the current challenge for
experimentalists so that these types of pulses can be used to create high-order
harmonics. These high-order harmonics could be used to create single intense
attosecond pulses (Fig. 9.23).

Researchers have attempted to obtain a single short pulse as noted earlier in the
discussion with Fig. 9.10, by using a diaphragm or a pinhole. But some amount
of background will be associated with it, which cannot be eliminated. So a way to
clean up the pulse is needed.
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Two successive steps of
filamentation in Argon

Fig. 9.23 Self-pulse compression during filamentation. By the compression, it became possible
to shorten the pulse down to 6 fs (few cycle laser pulses) from 43 fs by two successive steps of
filamentation in Ar [27]. The first detailed experiment carried out by Midorikawa’s group in 2000
demonstrated 30-fs pulses were obtained by the ten time compression [26]

Fig. 9.24 A simulation of self-spatial filtering obtained by solving a nonlinear Schroedinger equa-
tion and cw propagation in air: Gaussian .diam: D 1mm .1=e2// C 10 random perturbations
.200�m diam:); self-focus at 32 cm, I D 5� 1013 W=cm2, clamped intensity in air)

9.9 Self-Spatial Filtering

During filamentation, a single mode can be obtained in the core; the reason for this
was analyzed by Liu in simulations and confirmed through an experiment [28]. For
a simulation (Fig. 9.24), it can be assumed that there is a wave front with several
special modes that are propagating in air. The wavefront is allowed to propagate
till the self-focusing distance of 32 cm. The simulation result shows the distribution
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of the final propagation modes. The mode at the center is the fundamental mode.
Hence, if we have many spatial modes that are trying to self-focus at one point, the
lowest order mode having the smallest diameter will self-focus first.

After the lowest-order mode self-focuses, at one point generating the plasma,
then it is going to diverge out. Around the core of a filament, some “fluctuation”
is generated. These fluctuations due to the higher-order spatial modes were two or
three orders of magnitude lower; hence they can be neglected in the experiment (see
also [29, 30]).

9.10 Self-Group Phase Locking

In another experiment, the last optical property, self-group phase locking, was exam-
ined. Because of intensity clamping, this locking can take place in the third harmonic
generation and higher-order harmonics generation.

For instance, Aközbek et al. [19] have done the calculation for the third harmonic
generation. The transformation of a fundamental in the propagation and the third
harmonic generation will take place together at the same speed. This means that the
third harmonic has the same propagation velocity as the fundamental even though
the wavelengths are totally different. The third harmonic and the fundamental are
shown in Fig. 9.25 at three different propagation distances.

Normally, the third harmonic will go out of phase very quickly but it is not the
case here. This is because the fundamental has a higher intensity that will influence
the index of refraction. This means that when the third harmonics is propagating,
it can see a crossed interaction with this intensity. This high-intensity results in a
nonlinear term that will control the third harmonic pulse.

Fig. 9.25 Self-group phase locking: the fundamental and the third harmonic pulses propagate
together at the same speed [19]
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The calculation by Aközbek et al. [19] is summarized as follows: Qualitatively,
this is applicable to all parametric processes as long as there is cross field influence
of the pump. The pump field is considerably stronger than the new field. Under
typical conditions,Nneutral air � 3� 1019 cm�3 and Ne � 1015 cm�3, Plasma effect,
and the following equations are obtained:

k!
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When the refractive indices are represented as:

n! D n0! C�n! ; (9.16)

n3! D n0:3! C�n3! ; (9.17)

the plasma effect in the change in the refractive index �n! ,

�n! D �n!.netural air/C�n!.weak plasma in filament/; (9.18)

can be neglected, and

�n! Š �n!.natural air/ Š n2I!.clamped/ (9.19)

is obtained. By assuming that I!.clamped/ � 5 � 1013 W=cm2 and I3! �
1012 W=cm2, the calculation and analysis were done in such a way that n! in air,
including the nonlinear term, was approximately 1.00029. The value of n3! was
also 1.00029.

n! D n0! C�n!.nonlinear/ D : : : : Š 1:00029004 (9.20)

n3! D n0;3! C�n3!.nonlinear/ D : : : : Š 1:00029174: (9.21)
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This means that during the self-group phase locking, the indices of refraction of the
fundamental and the third harmonic are almost the same; i.e., n! D n3! , hence, the
speeds of propagation are the same.

This is because there is a nonlinear term in the expression for n3! which involves
the amplitude A! of the pump pulse. This term is considered to control everything.
This is self group phase locking. Everything else will be similar if any pulse other
than the third harmonic is propagating inside the filament. In such a case, this type
of phase locking would still be valid.

9.11 Nonlinear Optics Inside the Filament Core

The above experiments and calculations have demonstrated the unique optical prop-
erties of the filament, including self-projection very far into the atmosphere by
self-avoidance of breakdown in air resulting in clean fluorescence; self-stabilization
of high intensity; self-compression into almost a single cycle; self-spatial filtering
to obtain a single mode in the core; and self-group phase locking of other pulses.
It should be noted that all these processes take place inside the core of the filament
and not outside.

In order to take advantage of the filament core, some interaction should be carried
out inside it. But if a linear interaction is carried out with the filament core, signals
with high quality are not obtained because interaction takes place with the reservoir
also. Therefore, in order to obtain good quality in the central core, some nonlinear
sampling has to be carried out. Luckily, such nonlinear sampling can be achieved
easily because the intensity inside the central core is much higher than that in the
reservoir. This nonlinear sampling results in a stable signal because of intensity
clamping. In intensity clamping, a chemical or physical reaction has to be carried
out inside the filament core. Because of the stable intensity, the interaction rate will
be constant. This means that a stable output signal is obtained. Stable self-spatial
filtering renders excellent beam quality in terms of the third harmonic or four-wave
mixing because of the high clamping intensity.

Normally, nonlinear and nonresonant processes are unstable, fluctuating, and
inefficient but these do not happen inside the filament core. We call this filamen-
tation nonlinear optics [29].

9.12 Four-Wave Mixing Inside the Filament Core

An example of this filamentation nonlinear optics has been studied by Théberge
et al. [30] (Fig. 9.26). Four-wave mixing was conducted inside the filament in air
and argon. A beam splitter was used to separate the pulse into two parts; one part
propagated freely and the other was used to pump an OPA, thereby resulting in
infrared pulses tunable from 1.2 to 2:4 �m. This latter was continuously tunable.
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Fig. 9.26 Experimental setup for the four-wave mixing occurring inside the filament core,
resulting in tunable short visible pulses [30]

The pump pulse duration was 45 fs. Here, the OPA pulse duration was approxi-
mately 30 fs. These were mixed together and passed through the dichroic mirror.
The beam was then focused by the concave mirror into the filament zone. One
pulse was superimposed onto the other and then four-wave mixing was done as
!4 WM D 2!800 nm � !IR. The visible pulse obtained was passed through the prism
compressor and then auto correlated and the spectrometer was used to measure the
spectra.

With our experimental setup, spectra obtained were continuously tunable from
approximately 475 to 650 nm (Fig. 9.27). The conversion efficiency was defined as
the energy of the four-wave mixing (4WM) pulse divided by the infrared energy and
could be as high as�30% in air and�60% in argon (1.5 atm). This is very efficient;
if we estimate the conversion efficiency without the filament, it is only in the range
of 10�5.

We have also done both experiments and calculations regarding the self-
compression property and obtained good agreement between them (Fig. 9.28).

Figure 9.29 shows our results to confirm the self-stability of the laser pulse in the
filament core generated with our setup. We obtained a root mean square fluctuation
of 4.8% theoretically and 5.2% experimentally of the 4WM pulse when there is no
filamentation:

RMS4WM � 2 � RMS800nm C RMSIR D 4:8%: (9.22)

This is in very good agreement with the prediction of statistics. However, when
there is filamentation, the root mean square fluctuation of the 4WM pulse RMS4WM

becomes 1.8%:

RMS4WM � 2 � RMS800nm C RMSIR D 1:8%: (9.23)
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Fig. 9.27 Tunable output in the visible region as a result of four-wave mixing inside the filament
core in air and in argon [31]

Fig. 9.28 Self-compression of the pump pulse leading to compression of the 4WM pulse [17].
Comparison between experimental and theoretical results
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Fig. 9.29 The self-stabilization of the pump pulse inside the filament core due to intensity
clamping [17]

Fig. 9.30 Self-spatial filtering of the 4WM pulse [17]

A calculation using RMSIR D 1:6% and RMS4WM D 1:8% shows that the root
mean square fluctuation of the filament core of fundamental pulse is less than 0.1%,
i.e., self-stabilization. This is because of intensity clamping.

We also have observed self-spatial-filtering during 4WM (Fig. 9.30). We started
with a laser pulse distribution, where M 2 D 1:2. We generated the four-wave mix-
ing pulse. We modified this spatial distribution by inserting a square opening and
generating an interference pattern so that M 2 D 1:3. Both of the cases result in a
4WM pulse with M2 less than 1.01.

We concluded that generating pulses at high efficiency with wavelength tunabil-
ity has been achieved. We confirmed that it was possible to generate pulses of a few
cycles and that there was self-stabilization of energy. Finally, we confirmed excellent
beam quality for the 4WM pulse because of the self-spatial-filtering property.
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9.13 Detection of Chemical and Biological Agents in Air
Based on Clean Fluorescence

In what follows, we shall apply the property of clean fluorescence from molecules
inside a filament to study the feasibility of remote sensing chemical and biologi-
cal agents in air. It is assumed by the author, based upon his experience in intense
laser interaction with atoms and molecules, that all molecules interacting with the
strong laser field inside the filament in air will be ionized, broken up and some of
the resultant particles will fluoresce with distinctive fluorescence spectra. The lat-
ter finger print fluorescence could be identified experimentally. Many samples have
been tested. The following gives some examples. A more detailed discussion can be
found in [32].

9.13.1 Halocarbons

Gravel et al. [33] (our group) conducted an experiment by exploiting the high inten-
sity inside the filament core. Some results are reproduced in Fig. 9.31.This kind of
fingerprint fluorescence is distinctive from molecule to molecule, even though the
molecules can have the same spectra. However, other bands are also observed.

9.13.2 CH4

All the molecules studied thus far have distinctive fingerprint fluorescence. For
instance, in CH4 we can measure all the CH bands. The C-band, B-band, and A-band
can be seen and even the hydrogen ’ Balmer line is observed (Fig. 9.32).

Fig. 9.31 Fluorescence spectra from some halocarbons inside the filament in air. Only CF2
Fluorescence was detected by temporary gating out N2 fluorescence [33]
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Fig. 9.32 Finger-print fluorescence from CH4. The spectrum was obtained with a Ti:sapphire laser
(800 nm, 42 fs). The laser intensity is 2� 1014 W=cm2 and the gaseous pressure is 3 torr

Fig. 9.33 Measurement of the fluorescence of ethanol molecules inside a filament in air from a
distance of 30m using the technique of LIDAR. Back-scattered fluorescence is detected [34]

9.13.3 Ethanol Vapor

Using ethanol, we attempted a long-distance experiment. The laser (Fig. 9.33) was
shot using a focusing telescope, which controlled the filament intensity. The filament
was 1 cm above the ethanol cell inside the corridor. A large amount of vapor was
generated. We estimated the concentration to be 6.8%, and we used a LIDAR tech-
nique to collect all the generated fluorescence that was directed into the spectrometer
from a distance of 30 m.
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Fig. 9.34 Estimation of the
detection limit assuming a
20-m long interaction region
by integrated signal intensity
IS, which is proportional to
L=R2, where L is the length
of the interaction region and
R is the distance (horizontal
line: 3� level). The
extrapolation of the result in
Fig. 9.33 to a distance of
more than 1 km

We extrapolated our measurements down to approximately 1 km. The � is the
standard deviation of the background noise level in our experiment. This type of
signal can be detected at approximately 1.3 km, where the signal intensities are the
same as the 3� noise level (Fig. 9.34).

9.13.4 CH4 in air

When we could not perform the experiment in the corridor, we performed it inside
a pipe in the lab (Fig. 9.35). A short LIDAR technique was used to measure the
maximum scattered fluorescence and all these bands can be seen in Figs. 9.36 and
9.37.

By extrapolating all these concentrations (Fig. 9.38), the signal was obtained as
a function of concentration and it reduced to approximately 50 ppm inside the lab.

9.13.5 Bio-agents: Egg White and Yeast Powders

Figure 9.39 is the setup we used for measurements of a biological model of egg
white and yeast. The laser is shot onto the powdered surface, and breakdown takes
place inside the material; this is called femtosecond breakdown and the phenomenon
is femtosecond laser-induced breakdown spectroscopy, or FIBS [31, 35]. This type
of breakdown is very different from the nanosecond-induced breakdown. The for-
mer is not very strong; we can distinguish the signal soon after the laser pulse is
gone, whereas when a nanosecond laser pulse is used, to distinguish the signal,
microsecond or millisecond delays have to be used before distinctive signals are
observed.
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Fig. 9.35 Measurement of CH4 fluorescence mixed with air inside a pipe. Experimental setup
for the back-scattered fluorescence detection of CH4: M1, M2:dielectric mirrors (diam. 76.2 mm),
with high reflectivity at 800 nm and high transmission for UV light [36]

Fig. 9.36 Measurement of CH4 fluorescence mixed with air inside a pipe. Fluorescence spectra
(a) Methane at 20 Torr. (b) Air at atmospheric pressure. Laser: 45 fs and 5 mJ [36]

We placed the filament onto the sample, which then undergoes an explosion; the
detailed theory behind this explosion is not known yet.

Fluorescence is emitted (Fig. 9.40) and the fluorescence signal is obtained by
integrating all the light that returns. In this case, no discernable signal can be found
because of the strong plasma light.
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Fig. 9.37 Measurement of CH4 fluorescence mixed with air inside a pipe. Spectra of mixture of
CH4 and air (total pressure: 1 atm, laser: 5 mJ, CH4: 2.6%) [13]

Fig. 9.38 The signal intensities as a function of concentration of CH4 obtained by subtracting
air background. Extrapolation of the result in Figs. 9.34–9.36 to obtain the detection limit CH4

concentration in air
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Fig. 9.39 Detection of bio-agents from a distance [37]

Fig. 9.40 All the fluorescence signals were recorded giving rise to a huge continuum [37]

However, using the known delayed detection technique, we could see the distinc-
tive fluorescence spectra. For example, if we use t D 10 ns, i.e., capturing the signal
10 ns after the laser pulse has passed, we can observe the signal that returns. Egg
white and yeast have distinctively different clean spectra (Fig. 9.41).

We can also observe the molecular CN spectrum and distinctive signals from
yeast powder from even a distance of 50 m away (Fig. 9.42).

With this type of experiment, which is a remote sensing experiment, we can
extrapolate to all the signals that are 1 km away.

9.13.6 Summary of Remote Sensing Feasibility
Using Only One Laser

In fingerprint fluorescence, there is no measurable plasma signal and it is clean.
Some other features are summarized as follows:

1. Finger print fluorescence;
2. “Clean” (in gases, almost free of plasma continuum because of self-avoidance of

breakdown);
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Fig. 9.41 Time-delayed detection of the fluorescence signals from egg white and yeast powders.
Laser pulse arrives on the target at t D 0 [37]

Fig. 9.42 Temporal evolution of delayed fluorescence from yeast powder up to a distance of
50 m [37]

3. Remotely detectable from km range (extrapolation of lab results);
4. Applicable to gases, vapors, bio-target, metals, etc.;
5. fs LIBS in cases of solids

In remote sensing, the filamentation and the ionization in the filament lead to clean
fingerprint fluorescence of chemical and biological agents. So this is a valuable
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Table 9.1 Comparison of the fluorescence spectra of CH4 excited by synchrotron radiation and
by intense femtosecond laser pulses [38]

Molecule Synchrotron radiation Intense laser

Products Excitation Ref Products Ref
energy

CH4 CH (A, B! X) H 14.5–29 eV a CH (A, B! X) b

(Balmer-’; “; ”; •) H (Balmer-’)

property. We could conclude that, in principle, one laser can detect all pollutants
from a distance.

9.14 Super-Excited States of Molecules Inside a Filament

Kong [38] has proposed that the excited molecular states of gaseous molecules giv-
ing rise to clean fluorescence are super-excited states. His group observed this with
methane molecule in a synchrotron radiation experiment (Table 9.1). We also made
a similar observation (cf. Fig. 9.32).

We have attempted to define the super-excited state using the diagram in Fig. 9.43.
The super-excited state is an electronic excited state of the molecule that is embed-
ded in the continuum and it is very similar to the auto ionizing state of an atom. This
definition is valid for big molecules because it can be assumed that many of the elec-
trons can be simultaneously excited into certain quantum states in such a way that
the total energy state is inside the continuum. Once they are inside the continuum,
results of studies conducted in synchrotron radiation have suggested that the UV or
XUV photon can be used to excite the molecules to this super-excited state. When
excited, they have the probability of dissociating into neutral products and some of
them may generate fluorescence. We call this phenomenon neutral explosion, but it
is also known as neutral fragmentation.

This kind of fluorescence is similar to that generated when using a strong field
laser (Fig. 9.44). If we are using the laser, the states undergo excitation by absorbing
many photons by multiphoton absorption or tunneling. If these excited states are
attained, neutral fragmentation is obtained.

From the molecular analysis, it was found that the super-excited CH4 was
roughly situated in all these positions shown in Fig. 9.45. Some of them decayed
into the hydrogen line, the others decayed into the CH, C-, B-, and A-bands.

The MPQ group, particularly Schroeder, has proposed this same idea to explain
multiphoton ionization and tunneling ionization experiments (Fig. 9.46). They gen-
erated a correspondence with similar excited states by using a particular wavelength
or photon energy. By making a statistical calculation of all combinations using the
absorption cross section of the synchrotron radiation, they found that these com-
binations corresponded exactly to the cross section of the multiphoton and tunnel
ionizations.
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Fig. 9.43 Diagrammatic definition of super-excited states through interaction with XUV light
from synchrotron radiation [39]

Fig. 9.44 Excitation of super-excited states by an intense femtoseocnd laser pulse. Strong field
excitation of super-excited states: equivalent to multiple VUV photons excitation

9.15 Looking Ahead and Conclusion

There are other possibilities that can be explored. We can consider the superposition
of one or more pulses with a filamenting pulse and self-phase locking high-quality
sources that can be produced from the UV to radio frequencies. If we consider four-
wave mixing, the infrared source can be changed into any other tunable source and
terahertz pulses can be obtained. Already, tetrahertz pulses have been used in other
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Fig. 9.45 Energy diagram illustrating the pathways of excitation of CH4 into various super-excited
states [38]

Fig. 9.46 The
correspondence between
XUV ionization and
multiphoton and tunnel
ionization [40]

studies; for example, second harmonic and 800-nm pulses were mixed together to
generate very efficient tetrahertz pulses.

The interaction rate should remain constant during the stable interaction of the
molecules inside the filament with or without the superposition of other pulses due
to intensity clamping. In the case of high harmonic generation, for instance, the
intensity-dependent phase is present. If clamped intensity is present, then the phase
will be constant inside the filament for high harmonics generation.

As a general conclusion, we can say that filamentation nonlinear optics is a new
method to study high-quality ultrafast nonlinear optical physics.
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Chapter 10
Diagnosing Intense and Ultra-intense
Laser–Matter Interactions: Status and Future
Requirements

Leonida A. Gizzi

Abstract In this chapter we describe experimental techniques for investigating
laser–matter interactions that have been developed in recent years within the frame-
work of international collaborations. We introduce phenomena observed in the wide
range of interaction regimes and plasma conditions, including long-scale-length
plasmas, laser–plasma coupling in inertial fusion studies, and electron accelera-
tion driven by ultrashort pluses. We focus on laser–matter interactions, particularly
laser–solid interactions and laser–gas jet interactions. We also discuss in details the
temporal and spatial features of laser pulses amplified by the chirped pulse amplifi-
cation (CPA) technique (Strickland and Mourou, Opt. Commun. 56:212, 1986) with
special attention to the properties that play an important role in laser–solid interac-
tions, including pulse duration, contrast, prepulses and focusing configurations.

We investigate plasma formation and plasma density evolution by optical inter-
ferometry techniques. We also discuss techniques for recovering information on
plasma density evolution when optical interferometry with ultrashort pulses is
adopted. Further, we introduce time-resolved X-ray spectroscopy of plasmas gen-
erated by ultrashort laser pulses, then we describe recent measurements of fast
electron transport in solids conducted by using a novel monochromatic imaging
technique. Finally, we briefly analyze some future instrumentation requirements for
investigating laser–matter interaction when femtosecond laser pulses are adopted.

10.1 Introduction on Ultra-Intense Laser–Matter Interactions

When an intense, short laser pulse is focused on a solid target, several features of the
pulse have to be considered because there are many mechanisms that can take place,
and the dominating ones need to be identified. Among others, consideration needs
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to be given to the prepulse features, long pulse to short pulse contrast, prepulses, and
so on. As discussed later in the chapter, one of the key applications of intense, short
laser pulses is the fast ignition (FI) approach [1, 2] to inertial confinement fusion
(ICF) where ultrahigh intensity interaction is used to generate energetic (MeV) elec-
trons that propagate in the compressed core and initiate the nuclear fusion reactions.
In these circumstances, there is a great interest in understanding how fast electrons
are produced, how they propagate in the target substrate, how they transfer their
energy to the compressed material, what is the production efficiency, and what frac-
tion of their energy can be dumped in the target. All these features depend strongly
on the conditions that the laser pulse finds on the target surface; and after genera-
tion of the electrons begins, their transport will be affected by several mechanisms,
including the electron beam parameters and the resistivity of the material.
This leads us to take a close look at CPA lasers. In typical CPA systems based
upon Ti:Sa, a nJ-level femtosecond, ultrashort laser pulse, generated by an oscil-
lator, is stretched in a dispersive medium (e.g., optical fiber, gratings) to reach the
sub-ns pulse duration. As shown in Fig. 10.1 for the case of the ILIL laser system
at INO-CNR, in these systems a stretched seed pulse is preamplified by a high-gain
preamplifier, typically a so-called regenerative amplifier. The mJ level pulse thus
generated is further amplified in a multipass configuration and then optically com-
pressed, typically using a grating compressor. A view of the multipass amplifier
(right) and of the vacuum compressor of the femtosecond laser system at ILIL taken
during test operations using a remotely controlled camera is shown in Fig. 10.2.

In general, such lasers are characterized by the so-called pedestal, due to ampli-
fied spontaneous emission (ASE), which is characterized by a nanosecond temporal
duration. Then, there are some features of the pulse that arise from limitations in the
optical compression of the stretched, amplified laser pulse due to grating imperfec-
tions. Finally there are low energy pre- and postpulses and, of course, the main pulse.

Compressor

6-pass
Amplifier

(TiSa)

High-power
vacuum

compressor

pump laser (PROPULSE)
Nd: YAG, 10 Hz, 1 J

pump laser
(QuantaRAY)

Nd: YAG - 10 Hz - 0.25 J

2 TW, 67 fs, 10 Hz

“PROBE BEAM”
0.1 TW, <65 fs

10 %

2-pass
Amplifier (TiSa)

90 %
Regenerative

amplifier (TiSa)

Stretcher

FS oscillator
TiSa

CW pump laser
(MILLENNIA)

Nd: YVO

pu
m

p 
la

se
r

N
d:

 Y
A

G

Fig. 10.1 Schematic layout of the FIXER femtosecond laser system at ILIL, showing the front-end
and the power amplifier
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Fig. 10.2 Images of Ti:Sa femtosecond FIXER laser system at the ILIL lab at INO-CNR, Pisa. On
the right is a view of the 6-pass amplifier showing the pumping beams (green) and the fluorescence
of the Ti:Sa crystal (red). On the left is a view of the inside of the vacuum compressor showing
one of the gratings with the patterns of the forward- and backward-propagating 800 nm beam

The most important feature to be considered in CPA laser–target interactions is
indeed the ASE that can deliver a significant amount of energy on target before
arrival of the main short pulse, at intensity that can lead to premature plasma for-
mation [3]. The temporal profile of a typical CPA pulse appears as seen in Fig. 10.3
with the ASE contrast, i.e., the ratio of the peak intensity to the ASE intensity rang-
ing from 105 to a best performance of 1010 in recent, contrast enhanced systems.
For high focused intensities of up to 1020 W=cm2, the ASE level will range approx-
imately from a minimum of 1011 to a maximum of 1015 W=cm2. In the case of
interactions with solid targets, these intensities generate a precursor plasma on the
target. If no measures are taken to prevent this, the CPA pulse will interact with the
preformed plasma generated by the ASE rather than with the solid target surface.

Recently, effective techniques have been developed to suppress precursor radi-
ation and prepulses to increase the contrast. With regard to ASE, one of these
techniques is the plasma mirror, the effectiveness of which has been established
by recent experiments with ultrathin foil targets [4]. Presently, the only drawback of
this technique is the limited repetition rate because the surface on which the plasma
mirror is generated has to be replaced at every shot.

Figure 10.4 shows an example of a more realistic temporal profile obtained from
a third-order cross-correlation measurements of the front end (10 mJ) output of the
FIXER (Femtosecond Interaction X-ray Emitter) laser system. In this case the pulse
is compressed after a two-stage amplifier including the regenerative amplifier and
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Fig. 10.3 Schematic profile of laser pulse power on a linear scale (left). The same laser pulse tem-
poral profile plotted on a log scale (right) shows low power features due to amplified spontaneous
emission in the amplifier chain and spurious light due to imperfections in the optical compres-
sion. These components, depending on the experimental configuration, can give rise to premature
plasma formation on the target with a consequent change of interaction conditions

N
or

m
al

is
ed

 O
ut

pu
t

Time (fs)

–2  10–10 –1.5  10–10 –1  10–10 –5  10–11 0
10–11

10–10

10–9

10–8

10–7

10–6

10–5

10–4

10–3

10–2

10–1

10–0

Fig. 10.4 Laser pulse contrast measurement obtained from third-order cross-correlation trace of
the ILIL FIXER laser pulse after a two-stage amplification (10 mJ). Measurement by Amplitude
Tech using a SEQUOIA cross-correlator

a two-pass amplifier that works in a relatively low-gain (3X) regime. According to
this profile, the FIXER laser system has a contrast between 108 and 109.

The cross-correlation trace also shows low-intensity short pulses preceding the
main pulse. These pulses are unlikely to play a crucial role in the interaction, even
in the case of solid targets, because of their short duration that, in the worst case,
will lead to generation of a very small, cold plasma. Clearly visible in the plot is the
main pulse appearing at about time zero, followed by post pulses.
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To study the effect of such complex structure of femtosecond pulse profiles,
experiments have been performed using thin plastic foils as targets. A range of exper-
iments performed in the past two decades used this technique for generating test
plasmas with long-scale-length plasmas. In fact, when the laser intensity on a foil
target is higher than the damage threshold of the foil, the foil explodes and is then
heated by the laser radiation. This method was used to create conditions that are
similar [5] to ICF coronal plasmas where the fuel pellet is heated and a plasma
is created all around. The use of exploding-foil targets was found to be effective
to achieve coronal-like plasmas for laser–plasma coupling studies. In the case of
irradiation by long pulses, a simple analytical model [6] can be used to obtain the
expected values of density and temperature scale lengths of these plasmas in a self-
similar expansion model. Alternatively, numerical codes [7,8] can be used to obtain
full description of the expected hydrodynamics of the plasma produced by laser
irradiation of such foils.

In the case of irradiation with femtosecond CPA pulses, thin foil plastic targets
have peculiar properties owing to their higher damage threshold (in comparison with
metallic targets) and remain therefore undamaged up to relatively high intensities,
typically between 1011 and 1012 W=cm2.

Since thin plastic foils are optically transparent, if the laser intensity is increased
starting from well below the damage threshold, the electric field of the electromag-
netic (e.m.) wave will be allowed inside the target. Thus, interaction with the volume
of the target (rather than with the surface) will take place. In general, if the inten-
sity of ASE on target is below the damage threshold for the thin foil, one may have
a condition in which no precursor plasma is generated and interaction of the main
pulse with a steep density gradient on the target may be achieved. When preplasma
free conditions have been achieved at very high peak intensity, anomalous prop-
agation effects have been observed showing unexpectedly high transmissivity and
large ionization blue shift [9]. Absorption of the laser energy by the target will occur
mainly at the critical density due to resonance absorption or the Brunel effect [10]
and fast electrons will be generated directly or by the collision-less dumping of the
resonantly excited electron plasma waves. As discussed below, these circumstances
can be verified by investigating the polarization dependence of secondary radiation
like X-rays and/or laser harmonics [11].

In contrast, at sufficiently high ASE levels, the thin foil will be exploded by
the ASE prior to the arrival of the main pulse. In these circumstances, the above-
cited analytical and numerical models can be used to estimate the conditions of the
precursor plasma generated by the ASE, so that CPA pulses interact with known
plasma conditions. A similar scheme has been used to successfully perform laser–
plasma electron acceleration experiments [12].

In the following we present a few examples of the use of thin foils and how to
diagnose the interactions. The first is a simple experiment in which a femtosecond
laser pulse is focused on the target and X-ray and optical emission is detected to
characterize the interaction in different linear polarization conditions. In fact, if the
interaction does not suffer from excessive precursor plasma, then the pulse can reach
the critical density. In this case, the absorption mechanisms, which are expected to
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Fig. 10.5 Typical density
profile of a plasma produced
by interaction of an intense,
short pulse with a solid target,
for a relatively low level of
ASE precursor radiation. A
key role is played by the
critical density layer where
laser absorption takes place

take place, will be polarization dependent. Indeed, the experiment [11] shows that
a strong dependence on the polarization is observed by looking at both the X-ray
emission and the second harmonic emission from the specular reflection direction.
These measurements show that polarization studies provide an effective method to
identify the interaction mechanisms. On the other hand, when femtosecond laser
target interactions are used as X-ray sources [13] this method can possibly be used
to control the intensity of X-rays.

A possible scenario for the observed results is that energy absorption is domi-
nated by resonant [14] or not-so resonant absorption [10] as schematically described
in Fig. 10.5. Here we assume a relatively steep profile because of the expected low
level of ASE. Therefore, the plasma is generated either by the CPA pulse itself or
by picosecond-level prepulses shown in Fig. 10.3 (right). In either case, the gradient
will have a scale length of the order of a micrometer or less. If the incident laser
light is p-polarized, i.e., with the electric field in the plane of incidence, then at
the turning point the electric field points in the direction of the density gradient in
the target. In this way the laser field resonantly excite electron plasma waves at the
laser frequency [14]. Then the plasma waves undergo noncollisional damping pro-
cesses, thereby generating the so-called fast electrons, i.e., a population of electrons
with an energy significantly higher than the energy of the electrons in the rest of
the plasma. These fast electrons were observed many years ago in quite different
experimental conditions as described in [15] (and references therein) and are now
gaining importance, due to their potential role in the ICF FI scheme [1].

If metal targets are used instead of plastic (dielectric) targets, than even low levels
of ASE can generate a large preplasma that can change the interaction conditions,
making collisional absorption more effective [14].

However, at sufficiently high intensities, collisional absorption is suppressed due
to the high velocity of electrons quivering in the laser electric field [14]. In these
circumstances, even though there is a large plasma in front of the target, little energy
of the laser is transferred to the plasma until the laser radiation reaches the critical
density. Hence, the critical density is reached and the dependence on the polarization
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can still be observed. This is not the case when a long pulse or a low-intensity short
pulse with the precursor plasma are used.

Relatively thick targets are instead used for the generation of K’ radiation as an
X-ray sources for applications [13] and for the study of fast electron transport [16].
The basic idea here is to focus intense ultrashort laser pulses on a solid targets to
generate fast electrons as described above. These fast electrons propagate through
the cold target substrate and generate fluorescence K’ radiation that escapes from
the target. For an efficient production of K’ radiation, the target thickness is large
compared to the interaction processes, but is comparable with or smaller than the
range of the fast electrons. In fact, the requirement for an efficient, short pulse emis-
sion of K’ radiation is that electrons release the maximum possible energy in the
target and at the same time K’ radiation can escape from the target.

Also, in order to keep the duration of the K’ emission as short as possible, the
extension of the K’ emitting region should be small to limit collection of radia-
tion from regions where multiple scattering of electrons takes place, which would
increase the duration of X-ray emission. Hence, the thickness of the target should be
carefully matched to preserve the quality of the output X-ray pulse. Since the early
works on K’ sources [13], an extensive cross-disciplinary literature is available
demonstrating that laser-driven K’ sources are now commonly used for applications
in which short and ultrashort pulses are needed [17–21].

As discussed above, laser radiation may still reach the critical density provided
its intensity exceeds 1017 W=cm2 for one micron wavelength, which is the limit for
suppression of collisional absorption due to nonlinear effects. Under these condi-
tions, half-integer harmonic emission occurs as one of the signature features of this
regime. This emission originates from propagation of the laser light in the long-
scale-length plasma at the quarter critical density region where either two-plasmon
decay [22] or Raman instability [23] can develop generating longitudinal electron
plasma waves at half of the laser frequency. Nonlinear coupling of these plasma
oscillations with the e.m. wave of the laser at the fundamental laser frequency gen-
erates the 3/2 harmonic emission. If the critical density layer is reached, second
harmonic emission can still take place, mainly in the direction of specular reflec-
tion, provided that the critical density surface is not significantly distorted. From an
experimental viewpoint, the scattering of optical radiation in the specular direction
can be used to monitor the interaction in order to locate the regions where the most
effective laser–plasma coupling takes place.

An example of optical scattering for the .3=2/! emission is shown in Fig. 10.6.
This data was taken using the femtosecond laser system of the Laboratoire d’Optique
Appliquée (LOA) (in Palaiseau, France). Here, the optical spectrum was obtained
by collecting the radiation emitted in the specular direction, and by spatially resolv-
ing it in the direction perpendicular to the spectral dispersion axis. Space resolved
spectra like this can be used to identify the quarter critical density layer, provided
that electron plasma waves generated by SRS or TPD couple with the laser field
before significant propagation takes place [24]. An important conclusion of the
entire experiment in which this measurement was taken was that the emission at
.3=2/! was strongly correlated with the presence of a large preplasma. In other
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Fig. 10.6 Space resolved spectrum of specular .3=2/! emission from the interaction of a 35 fs
laser pulse at an intensity of 1019 W=cm2 with a 1-�m thick plastic target. The intensity of the
ASE was 1012 W=cm2, i.e., sufficiently high to lead to premature plasma formation. The spectrum
shows a very broad emission that is spatially localized on the position of the laser spot on target.
Both red and blue components are present

words, this emission could be used as a marker of premature plasma formation by
the ASE.

In the case of 2!, a similar situation takes place. In this case, the emission orig-
inates from the critical density layer and the structure of the emission can be used
to diagnose the interaction and to detect where the interaction is generated and
what are the main mechanism for the energy exchange between the laser and the
plasma wave.

An example of emission at 2! is shown in Fig. 10.7, where a space-resolved
spectrum of specular emission is displayed. The spectrum shows complementary
blue and red shifted components where the shift is likely to originate from a combi-
nation of propagation and ionization effects. We also observe that the pattern shown
in Fig. 10.7 is not reproducible from shot to shot, indicating that the regions from
which the emission originates change. This variability may also depends on the
laser beam stability and quality. In fact, if hot spots are present in the laser focal
spot, some of these hot spots may activate emission.

In the general case of laser interaction with solids, when second harmonic emis-
sion occurs, in general it is generated by interaction at the critical density region.
Another example of this emission is given in the plot of Fig. 10.8. It shows the
emission from the interaction of the JETI laser system at the Institute of Optics and
Quantum Electronics (IOQ) (Jena, Germany) with a 12-�m thick titanium foil. The
laser pulse in this case was 60 fs FWHM and the intensity was 1019 W=cm2. Visible
in the spectrum of Fig. 10.8 are both the 2! and the .3=2/! emission indicating non-
linear coupling of the laser light at the critical density layer as well as with electron
plasma waves at !=2.

A much similar situation is found also when significantly longer laser pulses are
used. The plot of Fig. 10.9 shows the spectrum obtained from interaction of a 500-fs
laser pulse using the TITAN laser at the Lawrence Livermore National Laboratory.
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Fig. 10.7 Space-resolved spectrum of specular 2! emission from the interaction of a 35 fs laser
pulse at an intensity of 5� 1018 W=cm2 with a 1-�m thick plastic target. The intensity of the ASE
was 1012 W=cm2, i.e., sufficiently high to lead to premature plasma formation. The spectrum shows
a very broad (spectrally) and large (spatially) emission with complementary red- and blue-shifted
components

Fig. 10.8 Spectrum of optical scattering from laser interaction of a 60 fs laser pulse at an intensity
of 1019 W=cm2 with a 12-�m thick solid target. The spectrum was taken with a spectrometer capa-
ble of resolving the entire visible range, showing simultaneously the 2! and the .3=2/! emission
components

In this case, a solid steel target was irradiated at an intensity exceeding 1019 W=cm2.
Clearly visible in the spectra are the second harmonic and .3=2/! emissions. In this
case, the 5=2! emission is also visible, indicating a stronger nonlinear coupling of
the laser e.m. field with the plasma waves.

Additional measurements performed with the same experimental also show that
the second harmonic emission spectrum obtained from the steel target is broader
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Fig. 10.9 Spectrum of the radiation emitted from interaction of a 500-fs laser pulse at 1019 W=cm2

with a solid (steel) target. The spectrometer was set to detect the radiation emitted in the specular
direction

than the similar spectrum obtained from irradiation of a plastic target suggesting
that stronger spectral modifications of the laser radiation occur in the case of the
steel target, while propagating towards the critical density layer. In this case, due to
the fact that metal targets are more sensitive to the precursor radiation, longer-scale-
length plasmas are generated compared to dielectric plastic targets. Therefore, in the
case of metals, the laser light has to propagate over a longer plasma before reaching
the critical density layer, thus undergoing stronger spectral modifications, possibly
due to ionization. Although deconvolution of this information is not straightforward
without a detailed modeling of propagation and ionization, it can be immediately
used to provide a qualitative assessment of the regime of interaction occurring in a
given experimental configuration. In particular, the use of this technique is highly
recommended to monitor the interaction in experiments in which solid targets are
used to activate K’ generation [25,26]. In these circumstances, optical spectroscopy
of the scattered radiation from the target (e.g., in the reflection direction) can be used
as an monitor for the control of laser–target interaction for K’ sources, to stabilize
the source intensity.

An example of a possible drift of long term behavior of the second harmonic
and .3=2/! emissions in laser–target interaction for K’ generation is shown in
Fig. 10.10 where the spectra obtained from a sequence of 800 shots obtained in
similar conditions as in the spectrum of Fig. 10.8 is shown. The image consists of
a sequence of individual spectra displayed as 1D false color images placed next
to each other to form a single image. The sequence was sorted from left to right
according to the increasing order of the corresponding yield of X-ray emission,
including K’ fluorescence, as measured from a separate CCD detector. The plot
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Fig. 10.10 Multi-shot spectra of optical emission from laser interaction of a 60 fs laser pulse at
an intensity of 1019 W=cm2 with a 12-�m thick solid target. The image consists of a sequence of
spectra as that of Fig. 10.9, displayed as a false color image. The sequence is sorted from left to
right according to increasing yield of X-rays as measured from a separate detector

shows that there is a region of high .3=2/! emission corresponding to low X-ray
emission yield. As the X-ray yield increases, optical emission is characterized by a
weaker .3=2/! emission and a brighter 2! emission. Finally, at higher X-ray yield,
lower 2! emission and brighter .3=2/! emission occur, with the .3=2/! showing a
broadened and spectrally modulated emission.

A possible explanation of the behavior at higher X-ray yield is that a strong
interaction occurs in the lower-density plasma region, reducing the laser energy that
reaches the critical density. Hence, efficient coupling occurs at the quarter criti-
cal density, likely producing higher-energy electrons as discussed above. These
high-energy electrons escape and pass through the target producing Bremsstrahlung
emission with little K’ emission. In contrast, the high second harmonic emission
occurring for the shot number range from 150 to 500 suggests that more efficient
coupling occurs at the critical density region, and the condition becomes more rel-
evant to efficient generation of K’ X-rays. In summary, these measurements show
simple spectroscopic measurements can be used to monitor, and, possibly, control
laser–plasma X-ray sources.

10.2 Optical Interferometry and Propagation Issues

If the temporal evolution and detailed spatial features of the plasma have to be inves-
tigated during propagation, additional techniques like plasma probing should be
used. In fact, there are several reasons for studying the propagation of intense laser
pulses in gases and most of them are related to the laser acceleration of electrons
in gas-jets [27] or in capillaries for which energy up to the GeV range has already
been demonstrated [28]. However, there are still significant concerns for the stabil-
ity and reproducibility of the main parameters of the accelerated electron bunches.
Recent experiments based upon counter-propagating laser pulses have shown that
some control of the electron bunch energy can be achieved [29]. However, it is clear
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that reproducibility and stability are strictly related to laser propagation issues and
a lot remains to be investigated.

Presently, a significant effort is being made worldwide to establish the technique
from the viewpoint of the high-energy physics (HEP) community, presently facing
difficulties due to the gigantism of conventional accelerators. However, the need of
the HEP community is focused on reliable ways of accelerating particles with high-
quality parameters, including very small energy spread. In order to generate interest
from that viewpoint, the laser–plasma acceleration technique must establish itself in
terms of quality and stability. This is the focus of the effort of many groups world-
wide. In Italy, the laser–plasma acceleration community and the HEP community
are now entering this arena with an entirely new project [30–32] based upon the
FLAME laser [27], a 20-fs, 300-TW Ti:Sa 10-Hz system specifically designed to
investigate the full potential of laser-driven acceleration.

To illustrate the basic issues in laser–plasma acceleration, in the following we
explore a series of experiments aimed at studying propagation of an ultra-intense
laser pulse in a gas-jet using optical probing and interferometry. The techniques
are the same used in the past to diagnose plasmas produced by long laser pulses.
However, special attention is dedicated here to highlight new effects arising from
the use of ultrashort pulses to probe plasmas. In fact, several issues arise including
ionization front smoothing due to finite probe pulse transit time [33] and loss of
fringe visibility [34].

The basic experimental setup for the study of laser propagation in a gas is shown
in Fig. 10.11. In this set up the laser pulse is focused on a target consisting of a gas-
jet capable of producing a slab of gas with steep edges and peak density exceeding
1019 el=cm3. The probe pulse propagates along the direction perpendicular to the
propagation direction of the main laser pulse to detect changes of refractive index
induced by ionization.

Figure 10.11 also shows the phase shift map of a He gas-jet. The image shows
a positive phase shift due to the small refractive index of neutral He atoms. As
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Fig. 10.11 Typical schematic experimental setup for study of propagation of an intense ultrashort
laser pulse in a gas-jet target. The focal spot position can be moved relative to the gas-jet and the
probe beam (gray circle) is set to propagate perpendicular to the main laser pulse. Also visible on
the right is the map of the phase shift induced by neutral helium gas on the probe pulse as measured
by the interferometer
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Fig. 10.12 Interferogram of the laser–plasma interaction region in a gas-jet experiment as that
schematically shown in Fig. 10.11. The interferogram was taken with a short pulse probe timed to
reach the interaction region 5 ps after propagation of the main pulse

discussed in [5], numerical techniques are used for the fringe pattern analysis to
extract the small phase-shift information that was of the order of a small fraction of
wavelength. The pattern is noisy because of the numerical noise, however, the shape
of the gas-jet is clearly visible.

Figure 10.12 shows an interferogram taken 5 ps after the arrival of the main laser
pulse on the gas-jet. Clearly visible is the effect of a short pulse propagating in the
gas. It also shows the effect of the ASE that, in this case, gives rise to premature gas
breakdown with a shockwave propagating radially as visible on the right-hand side
of the image. This premature plasma formation is the reason why ASE is regarded
as one of the sources of nonreproducibility of the interaction due to its strong level
fluctuations from shot to shot. Because of this, several techniques are being imple-
mented to reduce the level of ASE. Also visible in the image is second harmonic
emission. This emission is due to a different mechanism [35] than the specular
second harmonic emission from the critical density layer discussed above since
the former is being observed at 90ı. Finally, in the left-hand side of the image of
Fig. 10.12, a third region is visible in which the laser has ionized the medium and
this plasma region is opaque to the probe radiation, hence, no fringes are visible.

Under these conditions, electrons are still accelerated as shown in Fig. 10.13, but
acceleration conditions are strongly affected by the presence of the ASE precur-
sor plasma that prevents the main pulse to be properly focused due to uncontrolled
refraction and defocusing effect. Measurements of accelerated electrons were per-
formed using a technique [36] developed to detect the electrons and measure their
energy. The technique uses a stack of layers of radiochromic films to measure the
dose released by the electrons in the layers. By using some known stopping mate-
rials in between the layers, the energy of the incoming beam can be reconstructed.
The angular distribution of these electrons can also be determined. In this case, a
particular sequence of aluminum layers and radiochromic films was used as shown
in the layout of Fig. 10.13. Actual raw data are reproduced in the figure, enhanced
in terms of contrast for the purpose of displaying the shot-to-shot change. As one
can see, strong fluctuations from shot to shot occur with the electron beam being
produced by approximately only 30% of the shots. The initial plasma conditions
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Fig. 10.13 Energetic electron production from a sequence of 12 laser interaction events with a
gas-jet, in the presence of precursor plasma due to ASE. Measurement of angular and energy
distribution using stack of radio chromic films show strong fluctuations from shot to shot

Probe pulse

fringe pattern

phase difference

electron density

Plasma

Δt

Fig. 10.14 Conceptual layout of a laser plasma interferometer showing the sequence of steps
required to retrieve the map of electron density distribution from the detection of fringe shift
induced by the plasma via its refractive index

(at the time of arrival of the main short pulse) are most likely the reasons for this
behavior as displayed by plasma probing via interferometry.

As anticipated above, special attention requires the use of very short probe pulses
in laser plasma interferometry. In view of this discussion, it is useful to recall the
basic principles of plasma interferometry. Figure 10.14 shows a typical Michelson-
type interferometer. The beam is split and the resulting two beams are made to
interfere, after one of them has propagated through the plasma. Once the fringes
are obtained, the phase difference can be retrieved and, by the deconvolution of the
phase difference assuming a cylindrical symmetry, the electron density is finally
obtained. A number of papers have been published on laser plasma interferometry
and deconvolution techniques as discussed in [5], with the latest advances being
in the use of wavelet transform, where a different technique is used to decon-
volute the fringe pattern [37] as an alternative to the standard FFT technique.
Special algorithms can also be used to account for a small degree of asymmetry
in deconvolution [38].
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If short pulses are used, then there are several limitations that should be taken into
account when deconvolution is done. One is the probe transit time that occurs when
the probe pulse is very short in comparison to the time taken by the probe-pulse to
cross the evolving interaction region. A second limitation is related to the visibility
of the fringes, which suffers from the usual losses well known [5] in the case of long
pulse probing techniques, plus additional mechanisms of fringe visibility depletion
due to fast evolution of the electron density due to fast ionisation.

To explain these circumstances we consider here a simple case in which the
change of the refractive index is due to a glass cylinder moving in the field of view
of our interferometer. This situation is somewhat similar to probing a very sharp
change in the refractive index as we would expect from an intense short pulse prop-
agating in a gas jet and generating a sharp ionization front. We consider the case of a
short probe pulse with duration that is short compared to the time taken by the pulse
to cross the cylinder, and the cylinder is moving while the probe pulse propagates
through it. This motion limits the spatial resolution of the interferometry and, as a
result, a sharp edge will be smeared out. In a similar way, if we probe the ionization
front generated by an ultrashort pulse propagating in the gas, the longitudinal (along
the laser propagation axis) extent of the ionization front will appear broader due to
the probe transit time.

Figure 10.15 shows a typical situation in which an ionization front generated by
a femtosecond laser pulse in a gas propagates from right to left. The fringes that
are shifting and being displaced due to the change of refractive index in the laser
ionized region. The displacement ranges from zero to the maximum. However, it
is not sharp; any sharp change of the refractive index will be seen as a smooth
change in the phase shift. This is a very complex problem and deconvolution is a
rather difficult task. In some circumstances this analysis leads to the identification
of picosecond prepulse effects as discussed in [39].

In terms of fringe visibility, the typical losses are due to absorption and refraction.
Whenever a probe pulse propagates through the plasma, it will be either refracted
or absorbed. Under this condition, one of the two beams that undergoes interference
makes the fringe pattern disappear by decreasing its intensity and typically, the aver-
age intensity integrated over a period of the fringes is less than the average intensity
of the unperturbed fringe pattern (without plasma). Fringe visibility is affected in
this case and so are phase shift measurements.

There is another reason why the fringes disappear in the case of short pulses.
In ultrashort interactions the changes in the refractive index are on a temporal scale
that is fast compared to the probe pulse duration. Basically, if the plasma is changing
while it is being probed, the instantaneous fringes will shift at the detector plane and
this shift will appear as a loss of visibility due to the time integration of the detector
recording the fringe pattern. An example is shown in the sequence of interferogram
of Fig. 10.16 taken 1.34, 2.33, and 4.67 ps after arrival of the main pulse at the
focal region, when the beam is out of the best focus region. As time goes and the
main laser pulse propagates, ionization occurs and plasma is generated. The sudden
ionization occurring at the leading edge of the laser pulse induces fringe motion
and lower visibility. Behind this region, the density of the plasma is stationary (on
the time scale of the probe pulse), and is relatively low, allowing the probe pulse
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Fig. 10.15 Example of interferogram of ionization front propagating in a gas showing the smear-
ing most likely due to the smoothing effect discussed in [39]. In this case a 30-fs laser pulse was
propagating in a gas-jet at an intensity exceeding 1018 W=cm2. The circle shows a smooth change
of refractive index where a sharp transition is expected due to the ionization front

to propagate without significant absorption and the fringes are observed again. As
indicated by the arrow, fringes are not visible in a region located at the leading front
of the pulse.

A signature of this effect is that the average intensity of the region of the fringe
pattern with low visibility becomes equal to the average intensity of the interfering
pattern. This is the case for the middle interferogram of Fig. 10.16, where the inten-
sity on the region of no fringe visibility is equal to the average intensity elsewhere.
This simple estimate based upon a measurement of the average intensity allows us
to distinguish between the different mechanisms of loss of fringe visibility driven
either by refraction and absorption or by transient ionisation as in this case.

According to this mechanism, the speed of a fringe shift is basically given by
the rate at which the density changes. A quantitative description of this has been
developed [33] and according to this model, for a given density of the plasma and
probe pulse duration and profile, the visibility can be estimated. For example, if
there is a change of density of 2% of the critical density, a 100-fs pulse will produce
a loss of fringe visibility of approximately 30%. This model has been used for a
semiquantitative interpretation of experimental measurements of fringe visibility
depletion [34] shown in the interferogram of Fig. 10.16.

In fact, a quantitative measurement of the loss in the fringe visibility can be
obtained by using the same FFT analysis technique [40] for the extraction of the
phase shift from the fringes. The whole analysis yields a complex result, the imagi-
nary part gives the phase shift and the real part gives the fringe visibility. As a final
result, the map of the fringe visibility is obtained in the range of 0–1. Figure 10.17
shows how the fringe visibility changes from frame-to-frame in a sequence obtained
with a pump-and-probe like approach, i.e., by taking measurements with several
shots at different probe pulse delay.
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Fig. 10.16 Example of
interferograms showing
propagation of a laser pulse
(from the right) in a gas.
Partial loss of fringe visibility
detected in the top
interferogram becomes total
in the middle interferogram,
discussed in details in [34]. In
this case a 30-fs laser pulse
was used at an intensity of
5� 1018 W=cm2. The arrow
shows the region where total
loss of fringe visibility occurs

This result was interpreted using the model discussed above to extract informa-
tion concerning the longitudinal extent of the ionization front, that was found to be
shorter than 70�m. Here the measurement is limited by the relatively long pulse
duration of the probe pulse (110 fs) as discussed in detail elsewhere [34].

10.3 Time-Resolved X-Ray Spectroscopy and Imaging

In this section we discuss X-ray-based diagnostics. First we show a few examples of
conventional X-ray techniques used to investigate the basic physics of laser–plasma
interaction. We start discussing time-resolved X-ray spectroscopy.

Figure 10.18 shows a typical set-up for X-ray spectroscopy in which we can
clearly identify the basic components, the laser beam, the target and the detection
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Fig. 10.17 Fringe visibility maps vs. time showing as the region where fringe visibility loss moves
as the laser pulse propagates (from left to right)

Fig. 10.18 Schematic setup for X-ray spectroscopy of laser-produced plasmas using a Bragg crys-
tal as a dispersive element. Also shown in the image are the detector and the shield that prevents
X-rays from the source to reach the detector directly. The filter is used to stop unwanted visible
and UV light

system. A crystal with a known separation of the lattice planes is used to create
Bragg-type diffraction. Because the source is very small, a spectrum is obtained
whose resolution is limited by the source size [41].

Figure 10.19 shows a typical spectrum obtained using the setup of Fig. 10.18
from a plasma produced by laser irradiation of a solid Al target. In this case, a
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Fig. 10.19 Example of spectrum obtained using the setup of Fig. 10.18 from a plasma produced
by laser irradiation of a solid Al target. Due to the small source size, the resolution is sufficiently
high to allow identification of K-shell emission from helium-like and hydrogen-like aluminum

3-ns laser pulse from a Nd:YLF laser was used, focused to an intensity exceeding
1013 W=cm2. In these experimental conditions, efficient transfer of laser energy to
the plasma occurs and a hot plasma is generated leading to ionization of Aluminum
up to the He-like and hydrogen-like configuration as demonstrated by the K-shell
emission visible in the spectrum.

In order to unfold the temporal evolution of the plasma, temporal change in our
spectra must be recorded on a very fast time scale, typically subnanosecond. The
information thus obtained can then modeled using a combination of hydrodynamics
and atomic physics modeling codes: the hydrodynamics provides the expected den-
sity distribution and atomic physics, the expected line intensity ratios. Then, these
line intensity ratios are compared with the measured ones.

In the case of plasmas generated with long nanosecond pulses, the temporal
resolution of the spectrum can be achieved by using an X-ray streak-camera to
reach the temporal resolution below 10 ps. In the following, we described an experi-
ment in which time-resolved X-ray spectroscopy is used to investigate the temporal
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Fig. 10.20 (left) Map of the electron temperature of the plasma produced [43] by laser irradiation
of a solid Al target at the peak of a 3-ns Gaussian laser pulse as predicted by POLLUX. The
intensity on target was 1E14W=cm2, the pulse duration was 3-ns Gaussian and the laser focal spot
was 8-�m FWHM. The target consisted of 50-�m thick Al. (right) X-ray emissivity at the He-’
emission line calculated from electron density and temperature maps given by POLLUX using the
code RATION/FLY

properties of X-ray emission in plasmas produced by nanosecond pulses [42]. In
particular, the aim of the experiment was to identify, through time resolved X-ray
spectroscopy, possible deviations of the plasma dynamics from the steady-state
behavior during early stages of the interaction. The first step is the modeling of
the interaction using the hydrodynamics code POLLUX [8] and we used the combi-
nation of RATION/FLY [42] and hydrodynamics results from POLLUX to calculate
the expected emission in the spectral range of our diagnostics. The plot of Fig. 10.20
(left) shows the calculated electron temperature from the hydrodynamic calcula-
tions. This information, combined with the density map, is postprocessed using the
code RATION/FLY to yield the expected emissivity at the required emission wave-
lengths. The plot of Fig. 10.20 (right) shows the result of this processing for a given
time and a give emission wavelength in the form of a 2D map of emission.

Similar plots have been obtained [43, 44] for the entire emission time and for
a set of emission lines. The ratio between ’ and “ lines was then calculated tak-
ing into account the opacity effect that are expected to be significant for ’ lines.
Figure 10.21 shows the final results in terms of comparison between measured and
expected line intensity ratios for the steady-state and time-dependant models. The
simulation predicts some changes in the nonstationary effect early in the pulse. After
approximately 500 ps, the system becomes stationary. However, before that, there is
a significant difference and the measurements were consistent with this separation.
It should be stressed here that this effect could only be detected using temporal
resolution.

In fact, since emission in the nonstationary regime only occurs early during
the emission, its contribution would be largely overcome by the emission in the
stationary regime and, therefore, be undetectable in time-integrated measurements.
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Fig. 10.21 Temporal evolution of Ly’ to He“ intensity ratio. Experiment vs. steady-state (SS) and
time-dependent (TD) modeling

Figure 10.22 presents another experiment that shows the need of time-dependant
X-ray spectroscopy. In this case, time-resolved spectroscopic techniques were used
[45] to detect the cooling process of a plasma for different atomic species of the
target.

The basic idea in this experiment was to measure the history of X-ray emission
for plasmas produced by different elements and consequently infer information on
radiation and cooling effects that may occur at a different rates depending on the
plasma composition. Hence, it would be possible to probe the radiation cooling
effects by using this X-ray spectroscopy. Figure 10.23 includes a comparison of
time-resolved spectra of fluorine emissions from plasmas produced by irradiation of
a range of targets containing fluorine, from the lighter LiF to the heavier SrF2.

The analysis of the spectra of Fig. 10.23 shows that the temporal evolution of the
electron temperature of this system depends on the charge state of the target. Indeed,
the data show that this effect of radiation cooling plays an important role in these
conditions ad discussed in details in [45].

Another interesting application of time-resolved spectroscopy concerns the study
of electron transport measurements. A layered target was used and measurements
were carried out to find the laser mass ablation rate, with a sufficiently short pulse
that could separate the layers [46]. Targets consisting of thin layers of different
materials were used to detect propagation of the heat front in the target as shown in
Fig. 10.24 (left). According to hydrodynamics codes, the temperature of the first and
third layers are expected to increase at different times as from the plots of Fig. 10.24
(right).
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Fig. 10.22 Experimental setup of the interaction chamber for time-resolved soft-X-ray spec-
troscopy of picosecond plasmas [45]. The plasma was generated by the interaction of a high-
contrast, 12-ps, 268-nm laser pulse with solid targets consisting of fluorine salts. The laser beam
was focused on the target by means of an off-axis parabola at an intensity of 1015 W=cm2 in a
30-�m diameter focal spot

Thus, if the X-ray emission from these layers occurs at different times, quanti-
tative information on the transport of energy through materials is retrieved. Time-
resolved measurements of X-ray emission from each of the layers was detected
using characteristic line emission as shown in Fig. 10.25, which shows carbon
emission from the first and third layers.

This measurement provide invaluable experimental data on the mass ablation rate
that is used to investigate the flux limiter parameter in the heat propagation that takes
place at a higher intensity as discussed in details in [46].

10.4 Fast Electron Production and Characterization

This section is devoted to fast electron propagation and to the description of novel
experimental techniques of X-ray imaging having simultaneously micrometer spe-
cial resolution and spectral resolution in the range of 1–10 keV. The motivation here
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Fig. 10.23 Time-resolved spectra of the X-ray emission from LiF (left) to SrF2 (right), in the range
from 10 to 22 Å, obtained with a spectrometer equipped with a flat-field grazing incidence grat-
ing (from [45]). The spectral and temporal resolution were 500 mÅ and 6 ps, respectively. Strong
emission from bound–bound and free–bound transitions in H-like and He-like ions is visible. Short-
lived continuum emission is also visible as a background emission due to Bremsstrahlung and
recombination

Fig. 10.24 (left) Target configuration for mass ablation rate measurements in intense laser–solid
interactions [from [46]). The aluminum tracer layer is used to detect propagation of the abla-
tion front. Numerical modeling (right) is used to calculate the expected evolution of the electron
temperature to be compared with experimental measurements via time-resolved spectroscopy

is to understand how fast electrons propagate, how far they can get into the mate-
rial, how much energy they have, and how much energy they release in the material.
These studies are of a great relevance to the FI scheme of ICF as discussed in the
introduction section.

There is no ideal experimental technique for this kind of measurements. There
are instead several methods that can be used to retrieve pieces of information. Then,
we need to use them together. In some cases optical probing can be used to image
out the profile of the rear side of a laser irradiated foil target as described in [47].
Here measurements show the presence of a bump that is probably due to the effect
of the fast electron currents.
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Fig. 10.25 Temporal evolution of X-UV emission line from irradiation of the target of Fig. 10.24
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In general, the most widely used techniques are based upon K’ fluorescence
emission measurements with imaging and spectroscopy using flat and curved crys-
tals. A new approach consists in the use a novel X-ray imaging technique with
a micron-scale resolution and spectral resolution of �100 eV based on the use of
multiple pin-hole imaging in the single photon (single-hit) detection regime.

Figure 10.26 summarizes the basic idea behind X-ray based techniques for the
study of fast electron transport. Fast electrons that impact the cold atoms give rise
to fluorescence emission. This process is described by curves like the one in this
figure [48] that shows the fluorescence cross section as a function of the electron
energy. According to this plot, the energy of electrons that we are most likely
probed with fluorescence measurements ranges from a few keV to a few hundred
keV. As shown in this plot, the cross-section peaks in the energy range between
10 and 100 keV. Similar behavior is found for different materials, making it pos-
sible to estimate the expected response of each target material to a given energy
of the fast electrons. However, the fast electrons generated in ultra-intense laser
interactions typically have a broad spectrum and fluorescence emission is generated
from all electrons, up to energies of�10MeV. Complementary measurements must
therefore be performed to unfold the fast electron transport problem.

The use [49] of a single-hit detection technique on a charge coupled device
(CCD) is based on a simple idea that was proposed around 15 years ago in X-ray
astronomy and later applied to ultra-intense laser–plasma interactions [11]. Each X-
ray photon impinging on the chip of a CCD produces a charge that is proportional
to the energy of the photon. Provided the X-ray flux is sufficiently low, the charge
induced by each photon can be measured and detected. The charge might be con-
fined on a single pixel or might be spreading on several pixels depending on the
energy of photons as well as on the depth of the CCD where the photon is absorbed.
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Fig. 10.26 Cross section of the fluorescence emission process in titanium (after [48]). The cross
section has a pronounced peak between 10 and 100 keV. Above this value, the cross section
decreases rapidly, reaching a minimum around 1 MeV and increases logarithmically for relativistic
energies

For a given photon there are two different populations of “events” generated on the
CCD: one is a single pixel and the other is a multipixel. Custom image processing
techniques were developed to decouple the information and obtain the spectrum of
the radiation [50]. Figure 10.27 shows a typical curve that gives the charge as a
function of the energy of the photon incident on the CCD.

In the following we show the results of experiments in which this technique was
applied to the measurement of the X-ray emission spectra from either single-layer
of multilayer targets. In these experiments, single-hit measurement were carried out
in a very noisy environment in which, typically, many photons and electrons scatter
all around the area inside the vacuum chamber, generating a strong radiation back-
ground. To minimize the noise, several measures must be taken including the use
of magnets to stop the electrons from streaming onto the CCD. In some circum-
stances it was also necessary to place the CCD outside the chamber to detect X-rays
through a transparent window. Figure 10.28 shows a simple experimental set-up
in which single-hit spectroscopy is used to study fluorescence emission from laser
interaction with a titanium foil.

Figure 10.29 shows a typical spectrum obtained with the single-hit technique.
As one can see from the plot, the technique allows the K’ emission to be easily
resolved from the rest of the emission, as expected from the 90-eV resolution that
was provided by the single-photon technique in our case.

The same technique shows its highest potential when dealing with multiple emis-
sion wavelengths as in the case of irradiation of multilayer targets. An experimental
campaign was carried out at the JETI laser system at the IOQ in which the target
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Fig. 10.28 A schematic experimental setup for the generation of fluorescence emission from inter-
action of intense femtosecond pulse of the ILIL FIXER laser system with a solid Ti target. The
intensity on target was 2� 1017 W=cm2 and the pulse duration was 67 fs

consisted of three layers of different metals characterized by different fluorescence
emission wavelength and shown in Fig. 10.30. In addition to the spectroscopic
measurements we also used a pin-hole camera equipped with a 5-�m diameter pin-
hole to obtain an image of the source [51]. The image is attenuated using filters,
down to a level required by the single-hit detection. A sufficient number of images
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Fig. 10.30 Irradiation and detection setup for the experimental campaign on fast electron transport
in solids carried out at using the JETI laser system. Imaging and spectroscopy based on single-hit
detection of X-ray photons were implemented to recover full information on the production and
transport for fast electrons

are captured resulting from respective laser shots, to obtain the number of photons
required to build the full image at a given photon energy. In this configuration, the
pin-hole camera acts as an energy-encoded imaging device (EEPHC) that can be
used to obtain spectrally resolved images with 5-�m resolution.
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layer Cr�Ni� Fe target of Fig. 10.30, irradiated at an intensity of 5� 1019 W=cm2. Note that the
relative intensities of the two spectra are not to scale

Figure 10.31 shows the spectrum of the front and the rear side emission in which
all the K’ lines from all the layers of the target can be identified. The spectrum was
obtained adding up all identified photon from the analysis of the low flux images
from 350 laser shots. The target was irradiated on the Cr side. The main K’ and K“
line emissions from the Cr layer are clearly visible on the front and rear side images.
The Ni K’ emission is also clearly visible from both sides of the target, while Fe
K’ and K“ are clearly visible only from the rear side.

Cu emission visible in both spectra is likely to arise from impurities in the Fe and
Ni substrates. We observe here that the difference in the line intensity between the
front and rear side spectra are also due to the filters and to the photon propagation
and attenuation through the different layers. Therefore a quantitative analysis of
these relative intensities will have to take into account this effect also. Measurement
like this immediately shows that the electrons propagate through the three layers
because the fluorescence emission peaks originating from all the three (cold) layers
are identified.

Finally, energy-resolved images of the source at any given energy can be obtained
by selecting the corresponding photons from the spectral distribution, by plotting
them according to their landing position on the CCD detector and by taking into
account the geometry of the pin-hole camera imaging system, including the magni-
fication. Figure 10.32 shows the energy-resolved full imaging of the X-ray source at
the K’ and K“ line energy of the three materials, as seen by the front and rear side
pin-hole cameras. In this case, a total of 1,600 single-shot images were used.

The upper side of Fig. 10.32 shows the images obtained selecting X-ray photons
in an energy window around each K’ line .˙230 eV/. The lower side of the figure
shows the images obtained selecting X-ray photons in a spectral region where no
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Fig. 10.32 Energy-resolved images of the K’ sources of Cr, Ni and Fe as seen from the rear (left)
and the front of the target obtained selecting all the photons within a spectral window of˙230 eV.
The lower part of the figure shows the images of the source obtained selecting the photons in two
regions where no or weak line emission is expected to occur and where the main contribution is
expected to be given by Bremsstrahlung emissions. The scale of the edge of each image window is
200�m

spectral lines are expected, i.e., below the Cr�K’ and above the Ni�K’. Therefore,
contribution to these images is expected to come from continuum radiation, possibly
arising from Bremsstrahlung emission.

Higher-energy photons are also present in the spectrum; however, for these ener-
getic photons the 2:5-�m thick, pinhole Pt substrate starts becoming transparent and
the contrast of the pinhole image consequently decreases.

From the spreading of electrons as visible fro the images of Fig. 10.32, the
dynamics of propagation of the electrons can be inferred. This is a complex task
that also requires a comparison with a detailed numerical modeling and additional
information on the analysis of these data can be found elsewhere [51]. Here the
potential of this diagnostic technique is outlined and how the experimental results
can be used to clarify the fast electron propagation dynamics.

The technique “as it is” has currently a “multishot” basis due to the need for
a statistically significant number of photons to be detected. The number of shots
can be reduced by using a higher magnification, which would enable to collect a
greater number of photons per shot, while satisfying the single-photon condition
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on the CCD detector. Another possibility is to exploit large area CCDs or similar
position sensitive devices in combination with a pin-hole array, to collect more than
one “single-photon image” on the same CCD detector.

10.5 Summary and Future Instrumentation Requirements

In summary, an overview was given of experimental techniques for the investiga-
tion and characterization of laser–plasma interactions via description of a number
of experimental studies carried out in the wide range of different experimental con-
figurations. It was shown that spectroscopy of optical radiation scattered during
the laser–solid interaction provides the detailed information on laser–plasma energy
coupling mechanisms. Optical probing of laser interaction with gases with the fem-
tosecond temporal resolution was shown to be sensitive to effects like the probe
transit time and the fringe visibility depletion that are likely to affect measurements
much more than in the case of long-pulse probing.

As for the application of X-ray spectroscopy and imaging, the potential of time-
resolved spectroscopy in laser–plasma experiments was demonstrated even when
using relatively long pulses to detect transient phenomena in the evolution of the
plasma.

Finally, we described the latest development of a powerful X-ray investigation
technique based on single X-ray photon measurements that promises to become a
complete tool for imaging and spectroscopy in the X-ray range, ideal for FI relevant
studies.

The experiments discussed here were also obtained through a number of collabo-
ration experiments carried out at the Intense Laser Irradiation Laboratory at Istituto
Nazionale di Ottica – CNR (Italy) and at several high-power laser facilities world-
wide including the Central Laser Facility at STFC (UK), the JETI laser facility at
IOQ, University of Jena (Germany), the SLIC facility at CEA (Saclay), the LOA
at Ecole Polytechnique (Palaiseau), the TITAN laser at LLNL (USA). The main
results of those experiments are the subject of several publications on international
journals as pointed out throughout the text. The reader interested in expanding the
topics presented here is encouraged to refer to those publications and references
therein.
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G. Cheriaux, J.P. Chambaret, G. Darpentigny, Phys. Rev. Lett. 79, 3194 (1997)
10. F. Brunel, Physical Review Letters 59, 52 (1987)
11. L.A. Gizzi, D. Giulietti, A. Giulietti, P. Audebert, S. Bastiani, J.P. Geindre, A. Mysyrovicz,

Phys. Rev. Lett. 76, 2278 (1996)
12. D. Giulietti, M. Galimberti, A. Giulietti, L.A. Gizzi, P. Tomassini, M. Borghesi, V. Malka,

S. Fritzler, M. Pittman, K. Taphouc, Letter on Phys. Plasmas 9, 3655 (2002)
13. A. Rousse et al., Phys. Rev. E 50, 2200 (1994)
14. W.L. Kruer, The Physics of Laser-Plasma Interactions (Addison-Wesley, New York, 1988)
15. L.A. Gizzi, D. Batani, V. Biancalana, A. Giulietti, D. Giulietti, Laser Part. Beams 10, 65 (1992)
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