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Mass and Motion in General Relativity�

From the infinitesimal scale of particle physics to the cosmic scale of the universe,
research is concerned with the nature of mass. While there have been spectacular
advances in physics during the past century, mass still remains a mysterious entity
at the forefront of current research. Particle accelerators in the quest for the Higgs
boson responsible for the mass of particles, laser interferometers that are sensitive
enough to respond to gravitational waves generated by the motion of astrophysi-
cal bodies, equivalence principle tests of the relationship between gravitational and
inertial mass are among the most ambitious and expensive experiments that funda-
mental physics has ever envisaged.

Our current perspective on gravitation has arisen over millennia, through falling
apples, lift thought experiments and stars spiraling into black holes. In this volume,
the world’s leading scientists offer a multifaceted approach to mass by giving a con-
cise and introductory presentation into their particular research on gravity. The main
theme is mass and its motion within general relativity and other theories of gravity,
particularly for compact bodies. Within this framework, all articles are tied together
coherently, covering post-Newtonian and related methods applied to in-spiraling
compact binaries, as well as the self-force approach to the analysis of motion.

All contributions reflect the fundamental role of mass in physics, from issues
related to Newton’s laws, via the effect of self-force and radiation reaction within
theories of gravitation, to the role of the Higgs boson in modern physics. Precision
measurements are described in detail; modified theories of gravity reproducing ex-
perimental data are investigated as alternatives to dark matter and the fundamental
problem of reconciling the theory of gravity with the physics of quantum fields is
addressed.

Radiation and motion have been hotly debated within general relativity from the
inception of the theory well beyond the theoretician’s arena. Mass and motion are
intimately intertwined as self-acceleration depends directly on the mass of the body

�Lectures from the School on Mass held at Orléans on 23–25 June 2008
Organised by the Observatoire des Sciences de l’Univers en région Centre OSUC, Université
d’Orléans UO, Centre National de la Recherche Scientifique CNRS
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experiencing it. Recent developments have shown that the computation of radiation
reaction is unavoidable for determining the gravitational waveforms emitted not
only by large bodies in binary formation but also from sources such as the capture
of stellar size objects by super-massive black holes.

The main theme of this volume is indeed mass and its motion within general
relativity (and other theories of gravity), particularly for compact bodies, to which
many articles directly refer.

Within this framework, after a presentation of the mass and momentum in gen-
eral relativity (Jaramillo and Gourgoulhon), there are chapters on post-Newtonian
(Blanchet, Schäfer), effective one-body (Damour and Nagar) methods as well as on
the self-force approach to the analysis of motion (Wald with Gralla, Detweiler, Pois-
son, Barack, Gal’tsov). post-Newtonian and self-force methods converge in their
common domain of applicability (Blanchet, Detweiler, Le Tiec and Whiting). A
snapshot on the state of the art of the self-force (Burko) and the historic devel-
opment of the field including future perspectives for the classic free fall problem
(Spallicci) conclude this central part.

Auxiliary chapters set the context for these theoretical contributions within a
wider context. The space mission LISA (Jennrich) has been designed to detect the
gravitational waves from EMRI captures. Motion in modern gravitation demands
an account of the relation between vacuum fluctuations and inertia (Jaekel and
Reynaud). A volume centred on the fundamental role of mass in physics should face
issues related to the basic laws of mechanics proposed by Newton (Lämmerzahl)
and precision measurements (Davis).

The role of the Higgs boson within physics is to give a mass to elementary parti-
cles (Djouadi), by interacting with all particles required to have a mass and thereby
experiencing inertia.

Motion of stars and of galaxies are explicable according to most researchers
by only evoking yet undetected matter and energy constituting around 95% of our
universe. A proposed alternative to dark matter theories is due to the modified theo-
ries of gravity (Esposito-Farèse) such as MOND (MOdified Newtonian Dynamics).
Even if general relativity does not explain gravity, there still remains the fundamen-
tal problem of reconciling any theory of gravity with the physics of quantum fields
(Noui), itself so well verified experimentally.

The book is based upon the lectures of the School on Mass held in Orléans,
France, in June 2008. The school was funded by CNRS Centre National de
la Recherche Scientifique, INSU Institut National des Sciences de l’Univers,
UO Université d’Orléans, Région Centre, Conseil Régional du Loiret, Observa-
toire de Paris and was organised by OSUC Observatoire des Sciences de l’Univers
en région Centre and its associated laboratory LPC2E Laboratoire de Physique et
Chimie de l’Environnement et de l’Espace.

The editors wish to thank the OSUC director (Elisabeth Vergès) for continuous
support and organisation of the school; the OSUC staff (S. Bouquet, T. Cantalupo,
L. Catherine, N. Rolland) who dealt with all issues related to the practical or-
ganisation and running of two international events (the School followed up by
the 11th Capra meeting on radiation reaction); the LPC2E director (M. Tagger)
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for suggestions and hosting the Capra workshop; the local CNRS delegation
(P. Letourneux) for assistance and support; M. Volkov (Univ. Tours) for suggestions
and all members of the scientific and organisation committees, especially S. Cordier
(MAPMO - Univ. Orléans).

Both events are shown on the OSUC web pages: http://www.cnrs-orleans.fr/osuc/
conf/

The contributions to this book have been anonymously refereed and revised by
the editors.

Luc Blanchet
Alessandro Spallicci

Bernard Whiting
Editors
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José Luis Jaramillo and Eric Gourgoulhon
1 Issues Around the Notion of Gravitational Energy in General Relativity . . . 88

1.1 Energy–Momentum Density for Matter Fields . . . . . . . . . . . . . . . . . . . . . . . 88
1.2 Problems when Defining a Gravitational Energy–Momentum .. . . . . . 90
1.3 Notation .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

2 Spacetimes with Killing Vectors: Komar Quantities . . . . . . . . . . . . . . . . . . . . . . . . . 94
2.1 Komar Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
2.2 Komar Angular Momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3 Total Mass of Isolated Systems in General Relativity. . . . . . . . . . . . . . . . . . . . . . . . 95
3.1 Asymptotic Flatness Characterization of Isolated Systems . . . . . . . . . . 95
3.2 Asymptotic Euclidean Slices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.3 ADM Quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.4 Bondi Energy and Linear Momentum .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .105

4 Notions of Mass for Bounded Regions: Quasi-Local Masses . . . . . . . . . . . . . . .108
4.1 Ingredients in the Quasi-Local Constructions. . . . . . . . . . . . . . . . . . . . . . . . .108
4.2 Some Relevant Quasi-Local Masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .109
4.3 Some Remarks on Quasi-Local Angular Momentum . . . . . . . . . . . . . . . .114
4.4 A Study Case: Quasi-Local Mass of Black Hole IHs. . . . . . . . . . . . . . . . .115

5 Global and Quasi-Local Quantities in Black Hole Physics . . . . . . . . . . . . . . . . . .118
5.1 Penrose Inequality: a Claim for an Improved Mass

Positivity Result for Black Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .119
5.2 Black Hole (Thermo-)dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .119
5.3 Black Hole Extremality: a Mass–Angular Momentum Inequality . . .121

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .121
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .123

Post-Newtonian Theory and the Two-Body Problem . . . . . . . . . . . . . . . . . . . . . . . . . .125
Luc Blanchet
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .125
2 Post-Newtonian Formalism.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .128

2.1 Einstein Field Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .128
2.2 Post-Newtonian Iteration in the Near Zone . . . . . . . . . . . . . . . . . . . . . . . . . . .131
2.3 Post-Newtonian Expansion Calculated by Matching .. . . . . . . . . . . . . . . .135
2.4 Multipole Moments of a Post-Newtonian Source . . . . . . . . . . . . . . . . . . . .139
2.5 Radiation Field and Polarization Waveforms . . . . . . . . . . . . . . . . . . . . . . . . .143
2.6 Radiative Moments Versus Source Moments . . . . . . . . . . . . . . . . . . . . . . . . .145



xii Contents

3 Inspiralling Compact Binaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .147
3.1 Stress–Energy Tensor of Spinning Particles . . . . . . . . . . . . . . . . . . . . . . . . . .147
3.2 Hadamard Regularization .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .150
3.3 Dimensional Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .153
3.4 Energy and Flux of Compact Binaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .156
3.5 Waveform of Compact Binaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .160
3.6 Spin–Orbit Contributions in the Energy and Flux . . . . . . . . . . . . . . . . . . . .162

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .164

Post-Newtonian Methods: Analytic Results on the Binary
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .167
Gerhard Schäfer
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The Higgs Mechanism and the Origin of Mass

Abdelhak Djouadi

Abstract The Higgs mechanism plays a key role in the physics of elementary
particles: in the context of the Standard Model, the theory which, describes in
a unified framework the electromagnetic, weak, and strong nuclear interactions,
it allows for the generation of particle masses while preserving the fundamen-
tal symmetries of the theory. This mechanism predicts the existence of a new
type of particle, the scalar Higgs boson, with unique characteristics. The detec-
tion of this particle and the study of its fundamental properties is a major goal of
high-energy particle colliders, such as the CERN Large Hadron Collider or LHC.

1 The Standard Model and the Generation
of Particle Masses

The end of the last millennium witnessed the triumph of the Standard Model
of elementary particles, the quantum and relativistic theory which describes in a
unified framework three of the four fundamental forces in Nature: the electromag-
netic, weak, and strong nuclear interactions. In particular, major progress has been
achieved in the last decade as, on the one hand, the discovery of the top quark has
finally allowed to fully reconstruct the puzzle formed by matter elementary particles
and, on the other hand, very high precision experiments have asserted the validity
of the model for describing the three particle interactions with an unprecedently
high degree of accuracy. Nevertheless, one cornerstone of the theory still remains to
be tested: the mechanism by which the particles acquire mass while preserving the
fundamental symmetries of the theory. This mechanism predicts the existence of a
new type of particle, the scalar Higgs boson, which is expected to be produced and
studied at the CERN Large Hadron Collider (LHC), which will soon start operation.

In this mini-review, I present a pedagogical introduction to the Standard Model
and the Higgs mechanism for mass generation. I then briefly describe the basic
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2 A. Djouadi

properties of the Higgs particle and discuss the prospects for producing it at the
LHC and for studying its basic properties. The Higgs sectors of some scenarios for
new physics beyond the Standard Model will be briefly commented upon.

1.1 The Elementary Particles and Their Interactions

Let us start by briefly summarizing the particle content of the Standard Model and
the basic interactions to which it is subject [1], also sketched in Figs. 1 and 2.
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Fig. 1 The elementary particles of the Standard Model, their spin, electric charges, and their
masses in Giga-Electron Volts (GeV) and in units where the speed of light c is equal to unity
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Fig. 2 Diagrams (called Feynman diagrams) illustrating the three fundamental interactions of the
Standard Model. (a) The electromagnetic interaction, where an electron emits a photon, continuing
with altered momentum; (b) the weak interaction responsible for the decay of a muon, via the
exchange of a W boson, into an electron and muonic and electronic antineutrinos; (c) the strong
interaction where the u,u,d quarks constituting the proton interact by exchanging or emitting gluons
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The particles that constitute the building blocks of matter have intrinsic magnetic
moment or spin equal to s D 1=2 and are called fermions as they obey to Fermi–
Dirac statistics.1 They appear in three families; see Fig. 1. The first family forms
ordinary matter: it consists of the electron and it associated neutrino, which are
called leptons, as well as the up and down quarks with fractional electric charges,
and which form nuclear matter, that is, the protons and neutrons. The two other
families are perfect replica of the former: the leptons and quarks that constitute
them have exactly the same quantum numbers but larger masses. They decay into the
fermions e, �e, and u of the first family which, in contrast, are absolutely stable. Note
that the top quark, discovered in 1995, is 330,000 times heavier than the electron,
observed by Thomson a century earlier. The latter is far heavier than the neutrinos,
which have very small masses that can be safely neglected in the present discussion.

To be complete, one should note that for each particle is associated an antiparticle
that has the same properties but opposite electric charge; these are usually noted with
a bar, Nf for the antifermion of the fermion f.

Besides, one has the force particles that mediate the fundamental interactions
between the various fermions. They have a spin equal to unity, s D 1, and are called
bosons as they obey to Bose–Einstein statistics.2 The photon, denoted � , is the mes-
senger of the electromagnetic interaction to which are subject charged particles, that
is, all fermions except neutrinos. The WC;W�, and Z0 bosons mediate the weak nu-
clear interaction responsible for the radioactive decay of heavy particles and which,
in principle, concerns all fermions. Finally, eight gluons are the messengers of the
strong nuclear force that binds the atomic nuclei, and which concerns only quarks.

Note that there is a fourth fundamental force in Nature, the gravitational
interaction for which the messenger is the hypothetical graviton of spin 2. It has a
magnitude that is far too weak to play a role at the energies that are being probed in
laboratory experiments. It is thus neglected, except in some cases discussed later.

1.2 The Standard Model of Particle Physics

The quantum and relativistic theory that describes in a unified framework the elec-
tromagnetic, weak, and strong forces of elementary particles is called the Standard
Model [2, 3]. It is based on a very powerful principle, local or gauge symmetry:
the fields corresponding to the particles,3 as well as the particle interactions, are
invariant with respect to local transformations (i.e., for any space–time point)
of a given internal symmetry group. The model is a generalization of Quantum

1 The exclusion principle, put forward by Wolfgang Pauli in 1925, forbids to two fermions to be in
the same quantum configuration.
2 In contrast to fermions, several bosons can occupy the same quantum configuration and, thus, can
aggregate.
3 In a quantum theory, to each particle is associated a field that has a given number of degrees
of freedom. For instance, the fields associated to a fermion or to the (massless) photon have two
degrees of freedom, while a real scalar field has a single degree of freedom.
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Electro-Dynamics (QED) [4], the quantum and relativistic theory of electromag-
netism which describes the interaction of electrically charged particles through the
exchange of photons. The latter is invariant under local phase transformations4 de-
scribed by a symmetry group noted U.1/Q and conserves the quantum number that
is the electric charge Q.

The symmetry group of the Standard Model is slightly more complicated and is
denoted by SU.3/C � SU.2/L � U.1/Y.

– For the strong interaction [3], based on the symmetry group SU.3/C, the quarks
appear in three different states differentiated by a quantum number called color
(which has nothing to do with the usual color) that they exchange via eight inter-
mediate massless gluons.5

– The electromagnetic and weak interactions are combined to form the electroweak
interaction [2], which is based on the symmetry group SU.2/L � U.1/Y. The
fermions appear in two quantum configurations called left- and right-handed
chiralities corresponding, for massless fermions, to the two possibilities for the
projection of spin onto the direction of motion (s = ˙1

2
). The fermions with left-

handed chiralities of each family are assembled in a doublet of weak isospin,
while the fermions with a right-handed chirality are in singlets of weak isospin.
In the case of first-family leptons, for instance, the left-handed electron and its
associated neutrino always appear in the form of a doublet .�eL

eL
/ of isospin (�eL

has isospin C1
2

while eL has isospin �1
2

), while the right-handed electron ap-
pears in a singlet eR (with isospin equal to 0); there is no right-handed neutrino
�eR. The same holds for quarks: the left-handed quarks form a doublet .uL

dL
/ and

the right-handed ones uR; dR are singlets.
– For a given particle, the quantum number of hypercharge Y is given by the elec-

tric charge and the isospin, Y D 2Q � 2I.

The electroweak interaction is mediated by the exchange of the gauge bosons6

W˙;Z0 and the photon � . While the photon, the messenger of the long range

4 In QED, the Lagrangian density that describes the theory is invariant under phase transformations
on the charged fermionic fields collectively denoted by  , .x�/ ! eiQ� .x�/;where x�D .x; t /
is the space–time four-vector and Q the electric charge of the fermion. These transformations are
called gauge or local transformations since the parameter � depends on the space–time four-vector.
The photon field mediating the interaction and described by the four-vector A� D .A; A0/, trans-
forms as: A�.x�/ ! A�.x�/� 1

Q
@��.x�/; where @� is the derivative with respect to x�. In fact,

the interaction of fermions via the exchange of photons can be induced in a minimal way in the
Lagrangian density of the free fermion and photon systems, by substituting the usual derivative @�
by what is called the covariant derivative: D� � @� � iQA�: The gauge transformation group is
noted U.1/Q for the group of unitary matrices of dimension one.
5 The transformations of the SU.3/C symmetry group of the strong interaction, called Quantum
Chromo-Dynamics or QCD, are generated by eight 3� 3 unitary matrices with determinant equal
to unity. The quarks are triplets of the group (they appear in three colors) while the gluons cor-
respond to the eight generators of the group (there are n2 � 1 generators for SU(n)) and are
non-massive.
6 The three generators of the SU.2/L group [n2�1D3 for nD2], which can be identified with the
three 2 � 2 Pauli matrices that generate spatial rotations, correspond to the three-vector bosons
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electromagnetic force, has zero-mass, the W˙;Z0 gauge bosons should be massive
since they mediate the weak force that has a short range.

The Standard Model combines esthetics, since gauge invariance provides a sym-
metry and is related to a geometrical principle, economy as the number of gauge
bosons is fixed and their interactions uniquely determined in a minimal way once
the symmetry group is chosen, mathematical coherence and, thus, the possibility of
predicting any phenomenon with infinite precision in principle. Last but not least, it
had a blatant experimental success as some of its predictions have been confirmed
at the permille level of accuracy [1, 5]. This makes the Standard Model one of the
most successful and most precisely verified theories in Physics.

1.3 The Higgs Mechanism for Mass Generation

A cornerstone of the Standard Model is the mechanism that generates the particle
masses while preserving the gauge invariance of the theory. Indeed, the direct in-
troduction of masses for the fermions and for the gauge bosons that mediate the
weak interaction violates the invariance with respect to the transformations of the
electroweak symmetry group. In principle, gauge bosons should remain massless to
preserve a local symmetry.7 This is for instance the case of the photon for which the
zero-mass ensures the invariance of electromagnetism with respect to phase trans-
formations. On the other hand, the fact that the left- and right-handed fermions do
not have the same isospin quantum numbers prevents them from acquiring a mass
in a gauge invariant way under isospin symmetry.8

It is the Higgs–Brout–Englert mechanism [6, 7], commonly called the Higgs
mechanism, which allows the generation of particle masses while preserving the
gauge symmetry of electroweak interactions.

The Higgs mechanism postulates the existence of a doublet (under isospin) of
complex scalar fields,

˚ D
�

Re˚CCi Im˚C
Re˚0Ci Im˚0

�
; (1)

W 1
� ;W

2
� ;W

3
� , the messengers of the interaction. The gauge boson associated with the unique

generator of the U.1/Y group is noted B�. The four gauge bosons of the electroweak group,
W 1
� ;W

2
� ;W

3
� , and B� are not the physical ones; the latter are linear combinations of the former:

W˙
� D 1p

2
.W 1

� � iW 2
� /; Z

0
� D cos �WW

3
� C sin �W B�; A� D � sin �WW

3
� C cos �W B�;

where �W is the electroweak mixing angle.
7 A mass term for the photon and thus a term that is bilinear in the fields, M2

AA�A
� (with the

notation A�A� DP
� A�A� DA20 � A � A/, will violate the invariance with the transformations

under the group U.1/Q since one would have: M2
AA�A

� ! M2
A.A� � 1

Q
@��/.A

� � 1
Q
@��/ ¤

M2
AA�A

�.
8 In the case of the first family of leptons for instance, since .�eLeL / forms an isospin doublet while
eR forms an isospin singlet, one cannot form a mass term for the electron (which is bilinear in the
electron field), me NeLeR, as this term violates SU.2/L symmetry.
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to which one associates a potential that is invariant under the transformations of the
SU.2/L � U.1/Y electroweak symmetry group,

V.˚/ D �2˚�˚ C �.˚�˚/2 : (2)

In this equation, �2 stands for the mass term of the field ˚ and � the (positive)
coupling constant of its self-interaction. For positive values of �2, the potential
V.˚/ has the usual form of an inverted bell in which the minimum of the field ˚ ,
corresponding to the state of vacuum which should be stable, has zero value. In this
case, we simply have four additional scalar fields corresponding to four new degrees
of freedom or scalar particles, which does not help much toward the solution of the
mass generation problem. The situation becomes much more interesting if the mass
squared term �2 is negative. In this case, the potential V.˚/ has the shape of a
bottle of Champagne bottom as shown in Fig. 3. The minimum of the potential is
not reached for a zero value of the field ˚ (or, rather, for its neutral component˚0)
as usual, but at the nonzero value v Dp��2=� that is called the nonzero vacuum
expectation value of the field ˚ .

When interpreting the field content of the theory starting from this nonsymmetric
(the small ball of Fig. 3 having chosen a given minimum) but physical vacuum, one
realizes that three degrees of freedom, among the four degrees of freedom of the
complex doublet field ˚ , have disappeared from the spectrum: they have been “ab-
sorbed” by three gauge bosons of the electroweak interaction. These spin-1 fields,
initially massless and with two components or degrees of freedom called transverse
components, will acquire an additional degree of freedom corresponding to their
longitudinal component, a characteristic signature of massive spin-1 fields.

The SU.2/L � U.1/Y symmetry is then still present but, since the vacuum is not
symmetric, it is not apparent: it is said to be spontaneously broken. Thus, it is the
spontaneous breaking of the electroweak symmetry that generates the masses of the
vector bosons W˙ and Z0 in a gauge invariant way. The photon remains massless as
it should be to explicitly preserve the gauge invariance of electromagnetism.9

Fig. 3 The potential of the
scalar field ˚ with its
minimum at the value v of the
field Re(φ)

Im(φ)

V(φ)

9 Some technical details of this mechanism are as follows. One first imposes to the Lagrangian den-

sity of the field ˚D
�
˚C
˚0

�
to be invariant under the local transformations of the SU.2/L � U.1/Y

symmetry group. The most general form of the Lagrangian is given by:
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Using the same scalar field ˚ , the masses of the Standard Model fermions can
also be generated in a gauge invariant manner by introducing, for each fermionic
field with left- and right-handed chiralities (and thus, not for the neutrinos which
have only left-handed chiralities) interaction terms with the scalar field. After spon-
taneous symmetry breaking, one identifies the magnitude of the various interaction
terms with the experimentally measured values of the fermion masses.10

L˚ D .D�˚/�.D�˚/�V .˚/; V .˚/D�2˚�˚ C �.˚�˚/2

where �2 is the mass term and � the self-coupling constant. The covariant derivative D� induces
the interactions of the field ˚ with the gauge boson fields W a

� ; B�:

D� D @� � ig2
�a
2
W a
� � ig1

Y
2
B�

with 1
2
�a and Y

2
the generators of the SU.2/L and U.1/Y groups with coupling constants g2 and g1.

For �2 < 0, the minimum of the potential is at the (vacuum expectation) value v D p��2=�. To
obtain the physical fields, one must describe the Lagrangian L˚ with the true and stable vacuum
and the various steps to follow are:

– Write the doublet field ˚ in terms of four real fields �1;2;3.x/ and H.x/ and use the expansion
series of an exponential, which to first order gives:

˚.x/ D
�

�2Ci�1
1p
2
.vCH/�i�3

�
' ei�a.x/�

a .x/=v 1p
2

�
0

vCH.x/

�
– Use the freedom to perform a gauge transformation on ˚ to eliminate the three fields �1;2;3

˚.x/ ! e�i�a.x/�
a .x/ ˚.x/ D 1p

2
. 0

vCH.x//

– Develop the kinetic term jD�˚ j2 of L˚ which, gives

1
2
.@�H/

2C g22
8
.vCH/2jW 1

� CiW 2
� j2C 1

8
.v CH/2jg2W 3

��g1B�j2:

After having defined the new fields W�̇ ;Z0
�, and A�, with sin �W D g1=

q
g21 C g22 , one

identifies the terms that are bilinear in these fields with the masses of the associated particles. One
realizes then that the �1;2;3 degrees of freedom have been absorbed by the fields W˙ and Z0 to
form their longitudinal components and thus their masses are given by:

MW D 1
2
vg2 ; MZ D 1

2
v
q
g22 C g21 ; MA D 0:

With the value v given by the Fermi constant of weak interaction, v D 1=.
p
2GF /

1=2 D 246
GeV, and the experimentally measured values of the coupling constant g2 and g1, one recovers the
correct masses for the W˙ and Z0 bosons. The photon, instead, remains massless, MA D 0, as it
should. For more details on the Higgs mechanism, see for instance the detailed review of Ref. [7].
10 To generate the fermion masses, one introduces a Lagrangian density describing the fermion–
Higgs interactions in an SU.2/L � U.1/Y gauge invariant way. In the case of the electron and
the neutrino for instance, and taking into account that the leptons with left-handed chirality are in
SU.2/L doublets while the electron with right-handed chirality is in a singlet, one would have:

LfDfe.Ne; N�/L˚eR ! fe.Nve ; NeL/ 1p
2
.0vCH /eR.

One then identifies the masses of the electron and the neutrino with the bilinear terms in the fields:

meDfev=
p
2 and m� D0.
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Finally, among the four initial degrees of freedom of the field ˚ and after three
have been absorbed by the W˙ and Z0 gauge bosons to acquire their masses, one
degree of freedom will be left over. This residual degree of freedom corresponds to
a physical particle,11 the Higgs boson H, the “Grail of particle physics.”

The Standard Model, despite all of its brilliant successes, will only be complete
and validated once this particle has been observed and its fundamental properties
determined. This is the major goal of high-energy colliders and, in particular, of the
CERN LHC which has recently started operation.

2 The Profile of the Higgs Particle

2.1 Characteristics of the Higgs Boson

The Higgs boson has remarkable characteristics, which means that it has a unique
status in the table of elementary particles given in Fig. 1.

First of all, in contrast to matter particles with spin 1/2 and to gauge particles
with spin 1, it has spin zero.12 It is therefore a boson, as it has integer spin, but it
does not mediate gauge interactions.

Another unique property of the Higgs particle is that it interacts with or couples to
elementary particles proportionally to their masses: the more massive is the particle,
the stronger is its interaction with the Higgs boson.13 Thus, the Higgs particle will
couple more strongly to the messengers of the weak interactions, the W˙ and Z0

bosons, the masses of which are of the order of hundred GeV. It couples also more
strongly to the top quark, the heaviest particle in the Standard Model, and, to a
lesser extent, the bottom quark and the � leptons, than to the fermions of the first
and second generations which have much smaller masses. Furthermore, it does not
couple to the neutrinos, which are considered as being massless.

The Higgs boson does not couple directly to photons and gluons as the lat-
ter have no mass (in the case of gluons, a direct coupling is also absent because

11 The mass of the Higgs boson can be simply deduced from the scalar Higgs potential by isolating
the terms that are bilinear in the H fields, 1

2
M2
HH

�H , and one obtains

MH Dp
2�v2:

12 Scalar or spin-zero particles also exist in Nature, but not at the fundamental level: the 	 mesons,
for instance, are spin-zero particles but they are bound states of spin 1/2 quarks.
13 The interactions of the Higgs boson with the other particles, that is, the terms in the density
Lagrangian involving the fields H and two fermionic fields or gauge bosonic fields are described
by the same terms giving the masses, since H always appears in the combination H C v. The
interaction of the Higgs boson to the particles is thus proportional to their masses:

LHff / mf =v; LHWCW � / g2MW ; LHZZ / g2MZ= cos �W :
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the Higgs boson does not carry color quantum numbers). However, couplings can
be induced in an indirect way through quantum fluctuations. Indeed, according to
Heisenberg’s uncertainty principle of Quantum Mechanics, the Higgs boson can
emit pairs of very heavy particles (such as top quarks for instance) and immediately
absorb them; but these virtual particles can, in the meantime, emit photons or gluons.
Higgs–photon–photon and Higgs–gluon–gluon couplings are then generated. How-
ever, they are expected to be rather small, as they imply intermediate interactions of
the virtual particles to photons and gluons, which have a small intensity.

Finally, the Higgs boson has also self-interactions, residual of those of the orig-
inal scalar field ˚ shown in the Higgs potential of Eq. 2; the magnitude of these
triple and quartic self-interactions are also proportional to the Higgs boson mass
(in fact, Higgs mass squared).14

2.2 Constraints on the Higgs Boson Mass

The Higgs boson mass MH is the only free and unknown parameter of the Stan-
dard Model, since the coupling constants of the three fundamental interactions that
it describes as well as the masses of the fermion and the gauge boson have been
experimentally determined. Once this parameter is fixed, the entire profile of the
Standard Model Higgs boson is uniquely determined. In particular, its couplings to
the other particles, its production and decay rates can be calculated.

Nonetheless, MH is not a completely free parameter as it is subject to some
experimental and theoretical constraints [8] that we briefly summarize.

The experimental constraints come mainly from the ancestor of the LHC, the
Large Electron Positron collider LEP, an electron–positron collider that has operated
in the 1990s with an energy ranging approximately from 90 to 210 GeV. Important
constraints come also from the Tevatron, the proton–antiproton collider of Fermilab
near Chicago with an energy of 2 TeV. The LEP experiment has first allowed a
comprehensive direct search for the Higgs boson and the absence of any signal
at LEP led to the lower bound of 114 GeV on its mass. Current results from the
Tevatron indicate that a Higgs particle with a mass comprised between 160 and 170
GeV is probably excluded. In addition, the high-precision measurement of some
electroweak observables – of the order of one permille for some of them – led to
indirect constraints on MH. Indeed, even if it is too heavy to be produced directly in
collider experiments, the Higgs boson appears in the small but measurable quantum
fluctuations of, for instance, the masses of the Z0 and W˙ bosons, which have been

14 The self interactions between three or four Higgs bosons can be readily obtained from the scalar
Higgs potential after electroweak symmetry breaking and read:

LHHH / 3M2
H=v; LHHHH / 3M2

H=v2:

The triple and quartic Higgs couplings are thus proportional to the Higgs mass squared.
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Fig. 4 Left: the preferred values of the Higgs boson mass in the Standard Model (the minima
of the curves) after a global fit of all electroweak precision data. The full curve in black repre-
sents the 68% confidence level result which leads to MH D 84C36

�26 GeV, the blue band includes
the theoretical uncertainties and the dotted curves are for the results when some experimental in-
puts are slightly changed. The domain in yellow represents the excluded region, MH � 114 GeV,
from direct Higgs searches at LEP; from Ref. [5]. Right: the triviality bound from the finiteness
of the Higgs self-coupling (upper curved in red) and the vacuum stability bound from the require-
ment of the positivity of the self-coupling (lower curved in green) on the Higgs boson mass as a
function of the new physics or cut-off scale 
; the allowed region lies between the bands and the
colored/shaded bands illustrate the impact of various uncertainties; from Ref. [9]

determined with high accuracy. A global analysis of all electroweak high-precision
data available today [5] allows the imposition of an upper bound, MH <� 180 GeV,
with a 95% confidence level or probability;15 see the left-hand side of Fig. 4.

Theoretical constraints on the Higgs boson mass can also be derived from consid-
erations on the energy scale for which the Standard Model is valid before some new
physics beyond the model manifests itself. A first constraint is obtained from the re-
quirement that the theory remains unitary, an important constraint that, in Quantum
Mechanics, is related to the conservation of probabilities. For a too heavy Higgs
particle, some processes such as the scattering of W˙ and Z0 bosons (in which a
Higgs particle can be exchanged) would have amplitudes that increase with energy
and would eventually violate unitarity at energies above 1 TeV. To preserve unitarity
in the context of the Standard Model, a Higgs particle with a mass below approxi-
mately 1 TeV is required.

Another constraint emerges from the fact that the self-coupling of the Higgs
boson, which is proportional to M2

H, evolves with energy by virtue of quantum fluc-
tuations (virtual fermions, gauge, and Higgs bosons are exchanged in the coupling

15 These constraints, being indirect, are however valid only in the context of the Standard Model
and could be less severe in some of its extensions in which new phenomena might also contribute
to the observables via quantum fluctuations; see later.
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among three or four Higgs particles). This evolution is rather strong and at some
stage, the coupling becomes extremely large and the theory completely looses its
predictability.16 If the energy scale up to which the coupling �/M 2

H remains small
enough, and the Standard Model effectively valid, is of the order of the Higgs mass
itself, MH should be less than approximately 1 TeV.17 On the other hand, for small
values of the self-coupling, and hence of the Higgs boson mass, the quantum fluctu-
ations tend to drive the coupling to negative values and, thus, completely destabilize
the scalar Higgs potential to the point where the minimum is not stable anymore (the
scalar potential of Fig. 3 is inverted and the minimum is reached when the field is at
�1). Requiring that the self-coupling stays positive and the minimum stable up to
energies of about 1 TeV implies that the Higgs boson should have a mass above ap-
proximately 70 GeV. However, if the Standard Model is to be extended to ultimate
scales, such as for instance the Planck scale MP � 1018 GeV, these requirements
on the self-coupling from finiteness and positivity become much more constraining
and the Higgs mass should lie in the range 120 GeV <� MH <� 180 GeV. This is a
rather narrow margin that is close to the one obtained from the direct and indirect
experimental constraints.

2.3 The Higgs Decay Modes and Their Rates

Since the Higgs boson couples to particles proportionally to their masses, it
will have the tendency to decay into the heaviest particle allowed by kinemat-
ics (of course, one needs that the sum of the masses of the final particles does not
exceed the mass of the decaying Higgs). For a mass of the order of 100 GeV, the
Higgs boson will prefer to decay into a pair of bottom quarks and, to a lesser extent,
a pair of charm quarks or � leptons, which have smaller masses. The hierarchy
of the decay rates is given by the mass squared of these particles. The probability
for these decays to occur, or the branching ratios, are shown in Fig. 5 (center) and
as can be seen, for Higgs masses below 130 GeV, the decays into bottom quark
final states are by far dominant with a probability of the order of 80%, while the
probability for decays into charm quarks and � lepton pairs is of the order of a few
percent.

16 In the Standard Model, and in particle physics in general, we do not know how to solve exactly
the equations of motion of the fields. The procedure is then to deal with a free field (noninteracting)
theory and to treat the interactions as small perturbations; this is possible as the coupling constants
of the electromagnetic and weak interactions, as well as the strong coupling constant at high energy,
are small enough. The system is thus expanded in series of the coupling constant and solved order
by order in the (perturbative) series. This approach fails if a coupling constant is too strong so that
the series is not convergent.
17 The exact value is MH <	 650 GeV when only the first terms of the perturbation series are
included. This value is remarkably close to the one obtained from numerical simulations in lattice
gauge theory where the theory can be solved exactly.
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Fig. 5 The dominant decay processes of the Higgs boson including the loop and three-body decays
(left) and the rates or branching ratios of these Higgs decays as a function of MH (center), together
with the total Higgs decay width as a function of MH (right); from Ref. [10]

Nevertheless, some decay channels that should normally not appear can be in-
duced by quantum fluctuations. This is for instance the case of Higgs decays into
two gluons, two photons, or a photon plus a Z0 boson. In particular, the decay rate
into two gluons, induced by a loop involving a virtual top quark which couples
strongly to the Higgs boson, can be comparable to the decay rates into charm quarks
and � leptons. Instead, the decay mode into two photons and into a photon plus a Z0

boson (which are induced mainly by top quark and W boson loops) are very rare, a
consequence of the fact that the electromagnetic coupling is much smaller than the
strong interaction coupling. For Higgs masses below 130 GeV, the probability for
these two decay modes to occur is at the few permille level.

In addition, the Higgs boson can decay into two rather massive particles, with
the sum of their masses larger than MH, but one of which is virtual and decays
into two real particles with smaller masses. This is the case, for example, of the
Higgs decay into two W˙ (or Z0/ bosons for masses below 2MW.2MZ/ and thus,
one of the W˙ .Z0/ bosons must be virtual and decays into a pair of rather light
fermions. In fact, for values of the Higgs mass above 130 GeV (and below 2MW),
the rate for the three-body Higgs decay into a real and a virtual W˙ boson becomes
comparable and even larger than the otherwise dominating two-body decay into a
pair of bottom–antibottom quarks. This is due to the fact that the virtuality of the
gauge boson is partially compensated by the stronger coupling of the Higgs boson
to the W˙ bosons compared to the Higgs coupling to bottom quarks.

For Higgs boson masses of the order of 180 GeV and beyond, the Higgs decays
into two pairs of real WCW� and Z0Z0 bosons largely dominate with branching
fractions of two to one in favor of the former channel. Even for a Higgs boson with
a mass larger than 350 GeV, for which the decay channel into pairs of top quarks
becomes kinematically open, these two channels remain dominant thanks to the lon-
gitudinal components of the W˙, Z0 bosons which significantly enhance the rates.
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Finally, one should note that the total decay width of the Higgs boson, the inverse
of its lifetime, is of the order of only a few MeV for Higgs masses close to 100
GeV but it considerably increases with the Higgs mass to reach the GeV range for
MH / 180 GeV and becomes of the same order of MH when the latter approaches
1 TeV; see the right-hand side of Fig. 5. Thus, the Higgs boson is a very narrow
resonance for small masses but the resonance becomes very wide for a very heavy
Higgs particle.

3 Higgs Production at the LHC

3.1 The Large Hadron Collider

The LHC, located at CERN near Geneva, forms a circular ring of length 27 km
buried 100 meters underground; see Fig. 6. It is the largest scientific instrument ever
built and its construction represented a major technological challenge. The LHC is a
proton–proton collider operating at an energy of 14 TeV in the center of mass. Since
the protons are formed by three quarks, the effective energy, that is, the energy in
the quark center of mass, is of the order of 5 TeV. This energy is largely sufficient
to probe in depth the TeV scale.

An important characteristic is the luminosity delivered by the machine, corre-
sponding to its ability to produce particle collisions. Integrated over time, it has the
inverse unit of a cross section, that is the probability of an interaction during the col-
lision; the product of the two quantities gives the expected number of events. The
usual unit of a cross section is cm2, but since the events are extremely rare the com-
monly used unit is the picobarn (pb), 1 pbD10�36 cm2, or femtobarn, 1 pb D 103 fb.
The luminosity expected at the LHC is of the order of 10 fb�1 per year in the early
operating stage and should increase to 100 fb�1 per year in the following years.

Fig. 6 The LHC tunnel and
the various associated
experiments including the
multipurpose experiments
ATLAS and CMS (courtesy
from CERN)
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The two multipurpose detectors ATLAS and CMS [11] (there are also other
detectors dedicated to, for instance, the physics of the bottom quark and that of
heavy ions) have been devised to deliver the maximal amount of information on the
interactions that occur in their inner part and to cover a large spectrum of possible
signatures from known and new physical phenomena. Their potential has particu-
larly been optimized to detect the Higgs particle for masses comprised between 100
GeV and 1 TeV, in the main production modes and in the most important decay
channels such as decays into charged or neutral leptons, photons, and heavy quarks.

3.2 The Production of the Higgs Boson

At the LHC, the Higgs particle could in principle be simply produced in the an-
nihilation of an up or down type quark that lies inside the initial protons and its
corresponding antiquark;18 however, since the masses of these first family quarks
are very small, the Higgs production rates turn out to be completely negligible. The
Higgs particle should therefore be produced via a radiation from a rather heavy
particle such as the massive gauge bosons W˙;Z0 or the top quark, exploiting the
large Higgs couplings to these particles. Four production processes are then at our
disposal for Higgs production at the LHC [7]; see the left-hand side of Fig. 7.
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Fig. 7 Left: Feynman diagrams for the dominant Higgs production mechanisms at the LHC. Right:
the Higgs production cross sections of these processes at the LHC (in pb) as a function of the Higgs
mass (the higher order corrections have been included); from Ref. [7]

18 While the quarks naturally appear inside the protons, antiquarks as well as gluons appear via
quantum fluctuations with a rather high probability.
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There is first Higgs production in association with a massive V D W˙ or Z0

boson, a quark and its antiquark partner from the initial protons annihilate to produce
a virtual gauge boson, which then immediately decays into a real gauge boson and
a Higgs particle. There is also the process in which the quarks inside the protons
radiate (virtual) massive gauge bosons which then annihilate to produce a Higgs
particle; the final state would then consist of a Higgs boson and two quarks with
a very characteristic kinematics. A third production process exploits the very large
Higgs coupling to top quarks: a pair of top and antitop quarks is created in the
annihilation of the quarks and antiquarks (as well as the gluons) of the initial protons
and a Higgs boson is then emitted from one of the heavy final state particles.

Finally, there is the process in which two gluons from the protons (which again
appear through the quantum fluctuations of the u and d quarks forming the protons)
annihilate and, via a loop of virtual heavy top quarks, produce a Higgs particle.
This process is the inverse of the one that allows to the Higgs boson to decay into
two gluons discussed above. It turns out that this gluon fusion process is by far the
dominant Higgs production mechanism at the LHC. Indeed, the smallness of the
Higgs coupling to gluons, that is generated through tiny quantum fluctuations, is
compensated by the large Higgs coupling to the top quark, the favorable kinematics
since only one heavy particle is produced in the final state and, also, by the high
probability of finding a gluon in the proton at the very high energies that come into
play at the LHC.

The cross sections or production rates for these various Higgs production pro-
cesses are shown in the right-hand side of Fig. 7, with a unit that is the pb, which
would correspond to 10; 000 events for the standard luminosity expected at the LHC.
For relatively small Higgs masses, say below 200 GeV, the gluon fusion mechanism
has a cross section of the order of several tens of pb while the other processes have
cross sections that are one or several order of magnitude below. More than one mil-
lion events involving a Higgs particle can be thus expected after several years of
collider running. The production rates rapidly decrease with the Higgs mass and
when MH approaches 1 TeV, the cross sections of the gluon fusion and W˙;Z0 vec-
tor boson fusion processes become comparable, of the order of a fraction of a pb,
corresponding to a thousand events containing a Higgs particle.

One should note that in the previous Higgs production processes, it is very impor-
tant to take into account the quantum corrections of (at least) the strong interaction,
that is, when additional gluons are exchanged in loops or emitted in the final states.
For instance, in the case of the gluon fusion process, these higher order correc-
tions lead to an increase of the Higgs production cross section by approximately a
factor two.

3.3 Detection of the Higgs Boson

Producing the Standard Model Higgs particle at the LHC is thus relatively easy,
thanks to the high energy of the collider and its expected luminosity. However,
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detecting the Higgs particle in a very complex environment is another story. Indeed,
as the protons are not elementary objects and since the colliding beams contain a
very large number of protons, in general, there is not one single collision in any
event, but several. This is shown in the left-hand side of Fig. 8 where a Higgs event,
as seen by one of the LHC detectors, has been simulated and where one can ob-
serve that several tracks (corresponding to particles) appear with only a few of them
corresponding to the decay products of the Higgs boson.

In addition, the production rates of all other known Standard Model particles,
which are viewed as uninteresting background events that one should get rid of, are
simply gigantic. This is also illustrated in the left-hand side of Fig. 8, where the
cross sections for several Standard Model processes are compared to that of Higgs
production in the gluon–gluon fusion process for MH D 150 GeV. For instance,
the total cross section for the production of hadrons, that is, light quarks and gluons
which are subject to strong interactions, is ten orders of magnitude larger than that of
a Higgs boson with a relatively low mass. Even the cross sections for the production
of W˙ and Z0 bosons are three to four orders of magnitude larger. Detecting the
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Higgs particle in this hostile environment resembles finding a needle in a haystack;
the challenges to be met are simply enormous.

To be able to detect a Higgs particle, one should take advantage in an optimal
manner of the kinematical characteristics of the signal events that are, in general,
quite different from those of the background events. In addition, one should focus on
the decay modes of the Higgs particles (and those of the particles that are produced
in association with it such as W˙;Z0 bosons or top quarks) that are easier to extract
from the background events. Pure hadronic modes such as Higgs decays into quarks
or gluons have to be discarded although much more frequent in most cases.

For a Higgs boson with a mass close to 100 GeV, an interesting signature would
be the decay into two very energetic photons, a configuration that is rarely mimicked
by the background events. Although this Higgs decay mode has a very small prob-
ability to occur, at most a few permille for a light Higgs boson as shown in Fig. 5,
the production rates are large enough to compensate and to allow for a significant
number of signal events which can be disentangled from the backgrounds.19

Another interesting signal configuration, valid for Higgs bosons with masses
larger than approximately 180 GeV, would be the decay into two Z0 bosons which
then decay into electron–positron or muon–antimuon pairs. This final state with four
charged leptons is a rather clean signature (often called the Higgs golden mode) with
little background,20 allowing for a relatively easy detection of the Higgs particle up
to rather large masses. At higher Higgs masses, when the production cross sections
become smaller, this four-charged lepton signature can be supplemented by final
states in which one of the Z0 bosons decays either into neutrinos or quark–antiquark
pairs, which occur more frequently and increase the statistics. In addition, the sig-
nature involving Higgs decays into WCW� pairs with the W˙ bosons decaying into
charged lepton and neutrino pairs (and, for higher Higgs mass, the more frequent
one with one of the W˙ bosons decaying into two quarks) could be used.21

A gigantic effort has been made by the experimental collaborations [11], with the
precious help of theorists in particle phenomenology, to determine with the highest
accuracy the Higgs discovery potential at the LHC in the most important production
channels and the experimentally interesting decay modes. Taken into account were
all the backgrounds from Standard Model processes and the expected experimental

19 A characteristic of the signal is that the square of the sum of the two photon four-momenta
(called invariant mass) should correspond (as a result of energy–momentum conservation) to the
four-momentum squared of the Higgs boson, which is equal to M2

H. Therefore, the Higgs signal
events “peak at an invariant mass MH,” while the background events should have a continuous
invariant mass spectrum with no particular peak.
20 Here again, one expects the two Z0 bosons (reconstructed from their leptonic decays) from the
Higgs decays to, “peak at an invariant mass MH,” while the background, from direct Z0 boson pair
production, for instance, should have a continuous invariant mass spectrum.
21 Here, there is no invariant mass peak as the neutrinos from W˙ boson decays escape detection
and only appear indirectly as missing energy momentum (however, some kinematical distributions
have a striking behavior that can be observed). In this case, the signal is a significant excess of
events compared to the background; both should therefore be determined with a high confidence.
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environment; the performance of the machine and the characteristics of the ATLAS
and CMS detectors have been simulated in the most precise way.

The end result is that with the integrated total luminosity expected at the LHC
and adding all the production and decay channels, the Higgs particle cannot escape
detection in the entire mass range that is allowed theoretically. The right-hand side
of Fig. 8 shows the result obtained from a simulation of the ATLAS experiment22

with a luminosity of 100 pb�1 for various Higgs decay signatures. As one can see,
the statistical significance of the Higgs signal events with respect to the sum of all
(irreducible) background events, � D Nsignal=

p
Nbackground, is for all values of MH,

much larger than � D 5, the value beyond which one can claim discovery with a
very high degree of confidence. The most difficult regions are the low Higgs mass
region MH � 120 GeV, where the main detection channel is the rare Higgs decays
into two photons, and the very high mass region, MH � 1 TeV, where the production
cross sections are small; the significance is, however, large enough for discovery.

3.4 Determination of the Higgs Boson Properties

Another goal of the LHC, which is as important as the Higgs discovery itself, would
be to determine the fundamental properties of the Higgs particle once it is observed.
This would allow a check that the Higgs mechanism is indeed responsible for the
spontaneous breaking of the electroweak symmetry and, hence, of the generation of
the weak gauge boson and fermion masses.

At the LHC, the Higgs boson mass could be measured in a very accurate way
(below the percent level) by exploiting the two very clean decay channels discussed
above: the two photon decay in the low mass range and the decay into four charged
leptons via Z0 bosons in the intermediate and high Higgs mass ranges. The latter
channel would also allow measurement of the total Higgs decay width for MH >� 200
GeV when it starts to be experimentally resolvable (for smaller Higgs masses, the
total Higgs decay width is too small to be resolved experimentally).

An indication on the spin of the Higgs boson would be provided by the observa-
tion of the decay into two photons: because of angular momentum conservation, a
spin-1 particle cannot decay into two spin-1 particles. However, this leaves the pos-
sibility for a higher (even and integer) spin such as, for instance, a spin-2 particle
as is the case for the graviton, the hypothetic messenger of the gravitational inter-
action. A more unambiguous way to determine the Higgs spin would be to take
advantage of the four charged lepton Higgs decay mode and to observe some corre-
lations between the angles formed by two of the final state leptons, which exhibit a
characteristic signature of an initially decaying spin-zero particle.

22 Similar results are obtained by the CMS experiment and in practice, one should combine the
results of the two experiments to increase the statistics and thus the significance of the signal.
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The determination of the Higgs couplings to gauge bosons and fermions is
possible at the LHC through the measurement of the cross sections times the branch-
ing ratios, given by the event rate in the various search channels. However, the
accuracy in this determination is rather limited because of the small statistics that
one obtains after applying the cuts that suppress the large backgrounds which are
often plagued with uncertainties, and the various systematical errors such as the
common uncertainty in the absolute luminosity. In addition, when one attempts
to interpret the measurements, theoretical uncertainties from the limited precision
on the quark/gluon densities in the proton and from the higher-order corrections
should be taken into account. Furthermore, the couplings that can be measured will
critically depend on the Higgs boson mass. For instance, in the mass range above
MH � 2MW, only the couplings to gauge bosons can be accessed directly and the
HtNt coupling can be probed indirectly in the gluon fusion mechanism.

Nevertheless, and as shown in the left-hand side of Fig. 9, a statistical precision
of the order of 10 to 30% can be achieved for some ratios of partial widths, which
are proportional to the Higgs couplings squared. Under some theoretical assump-
tions, these measurements can be translated into absolute Higgs partial widths in
the various decay channels and hence, into the square of the Higgs couplings to
gauge bosons and fermions (in fact, mainly top quarks), as shown in the right-hand
side of Fig. 9. The accuracies deteriorate when the systematical errors are added.

A precise measurement of the trilinear Higgs self-coupling, which is the first
nontrivial probe of the Higgs potential and, probably, the most decisive test of the
Higgs mechanism, is unfortunately not possible at the LHC. Indeed, to probe this
coupling, one needs to consider processes in which two Higgs particles are pro-
duced, the leading one being double Higgs production in the gluon–gluon fusion

a b

Fig. 9 Left: relative accuracy expected at the LHC with a luminosity of 200 fb�1 for the mea-
surement of various ratios of Higgs boson partial widths that are proportional to the square of the
Higgs couplings to the particles. Right: the relative accuracy expected in the indirect determination
of the partial and total widths �i and � with some theoretical assumptions. Only the statistical
errors have been included and no detector simulation has been made. From Ref. [13]
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mechanism: a virtual Higgs particle is produced in the usual gluon–gluon to Higgs
mechanism and then splits into two real Higgs particles. The cross sections for such
a process are rather tiny even for low values of MH and the corresponding back-
grounds are very large. Furthermore, the contribution of the diagram with the Higgs
self-coupling is diluted by another possibility for the same final state: the radiation
of both Higgs particles from the internal heavy top quarks.

Thus, the measurement of some Higgs couplings (such as the couplings to
W˙;Z0 and eventually top quarks) can be performed at the LHC only at the ten
percent level at most, while some couplings are not accessible (such as the cou-
plings to bottom and charm quarks, � leptons and muons, photons, as well as the
Higgs self-coupling that is essential to reconstruct the scalar potential responsible
for the breaking of electroweak symmetry) and will have to await for the successor
of the LHC. The latter will be, ideally, an electron–positron collider with a center of
mass energy ranging from 300 GeV to 1 TeV, a very high integrated luminosity and
a clear environment which would allow for high precision tests of the Higgs proper-
ties. An international project for such a machine, the International Linear Collider,
is under way and involves the major laboratories in high-energy physics [14].

4 The Higgs Beyond the Standard Model

Despite of its success in describing all data available today, the Standard Model is
far from being considered to be perfect in many respects. Indeed, it does not explain
the proliferation of fermions (why three fermion families?) and the large hierarchy
in their mass spectra (in particular, it does not say much about the observed small
masses for the neutrinos which are assumed to be massless) and does not unify in a
satisfactory way the electromagnetic, weak, and strong forces (as one has three dif-
ferent symmetry groups with three different coupling constants which, in addition,
almost fail to meet at a common value during their evolution with the energy scale)
and ignores the fourth force, the gravitational interaction. Furthermore, it does not
contain a massive, electrically neutral, weakly interacting, and absolutely stable par-
ticle that would account for dark matter which is expected to represent 25% of the
energy content of the Universe and fails to explain the baryon asymmetry in the
Universe: why there are (by far) more particles than antiparticles.

However, the main problem that makes particle physicists believe that the Stan-
dard Model is simply an effective theory, valid only at the energy scales that have
been explored so far, that is, much below 1 TeV, and should be replaced by a more
fundamental theory at the TeV scale, is related to the particular status of the Higgs
boson. Indeed, contrary to fermions and gauge bosons, the Higgs particle has a mass
that cannot be protected against quantum corrections (i.e., when the Higgs boson
emits and reabsorbs virtual particles). These corrections tend to drive the Higgs
mass to very large values, of the order of the scale of the underlying new physics
(which serves as a cutoff ) or the Planck scale (the ultimate scale), while we need it
to be close to the 100 GeV range. Thus, the Standard Model cannot be extrapolated
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up to energies higher than the TeV scale where some new physics should emerge.
This is the main reason which makes that particle physicists expect that something
new, in addition to the Higgs particle, should manifest itself at the LHC.

Among the many possibilities for this new physics beyond the Standard Model,
the option that emerges in the most natural way is Supersymmetry. Supersymme-
try combines internal gauge symmetries with space–time symmetries and relates
fermions and bosons: to each particle, it predicts the existence of a super-partner
(and thus, at least doubles the Standard Model particle spectrum) which should have
the same properties but with a spin different by a unit 1/2 and also a different mass
as Supersymmetry must be broken in Nature. The lightest of these new particles
is the ideal candidate for dark matter in the Universe. Supersymmetry protects the
Higgs mass from acquiring large values as the dominant quantum corrections from
standard particles are exactly compensated by the contributions of their supersym-
metric partners.23 These new particles should not be heavier than 1 TeV so as not to
spoil this compensation and, thus, they should be produced at the LHC.

In the minimal supersymmetric extension of the Standard Model, two doublets
of complex scalar fields are necessary to break the electroweak symmetry and to
give masses to gauge bosons and (separately) to isospin up and down fermions.
This leads to an extended Higgs sector compared to the Standard Model: rather than
one, one would have five Higgs particles, three neutral ones (noted h0;H0, and A0),
and two charged ones (noted H˙); for a detailed review, see Ref. [15]. The lightest
neutral Higgs particle h0 has, in general, the same properties as the standard Higgs
boson but, by virtue of Supersymmetry, a mass that is below 140 GeV. At least
this particle should be produced at the LHC; the other Higgs bosons, could also be
detected if they are not too heavy and their couplings to fermions not too tiny. This
is illustrated in Fig. 10, in which is shown the number of Higgs particles of this
minimal supersymmetric model, which can be observed by the ATLAS experiment
at the LHC (with a luminosity of 300 fb�1) in the plane formed by the two free
parameters (to first approximation) of the model: MA, the mass of one of the neutral
Higgs bosons and tanˇ, the ratio of the nonzero vacuum expectation values of the
two Higgs fields.

Other extensions of the Standard Model, such as non-minimal supersymmetric
theories for instance, predict an even richer Higgs spectrum.24 In contrast, some

23 In addition, the contribution of the supersymmetric particles to the energy evolution of the gauge
coupling constants means that the latter can indeed meet at a single point at a scale slightly below
the Planck scale; thus, the three interactions can be unified into one single interaction with one
coupling constant and hence, one symmetry group. Note also that Supersymmetry has many other
theoretical virtues: it is the first nontrivial extension of the Poincaré group in quantum field theory,
which, when made local, necessarily includes Einstein’s theory of gravity, and it appears naturally
in Superstring theories in which the elementary particles we observe are the excitation modes of
elementary strings with Planck length, 
 10�33 cm. These features may help to reach the ultimate
goal of particle physics: the unification of all fundamental forces including gravity.
24 For consistency reasons and to cope with experimental data, only singlets and (an even number
of) Higgs doublets can be added. In the most general supersymmetric extension with an arbitrary
Higgs content, the lightest Higgs should have a mass below 200 GeV and be observed at the LHC.
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Fig. 10 The number of
Higgs bosons of the minimal
supersymmetric model that
can be produced at the LHC
in the ATLAS experiment
with a luminosity of 300 fb�1

in the (MA; tanˇ) plane
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new physics models such as theories with extra space–time dimensions25 or models
inspired from the strong interactions but at the TeV scale, do not incorporate any
Higgs particle in their spectrum. However, to preserve the unitarity of the theory, a
new ingredient should appear in the scattering of the massive W˙ and Z0 bosons,
and its effects should be measurable at the LHC. Thus, even if no Higgs particle is
detected at the LHC some new phenomenon should be observed.

5 Conclusions

Thus, several scenarios for the generation of the elementary particle masses are
possible. In addition to the one of the Standard Model with only one Higgs particle
(and which has been discussed in some detail), there are scenarios with an extended
and richer Higgs sector as in supersymmetric theories and scenarios with no Higgs
boson at all as in some versions of extra space–time dimensional models. To the
question: which option Nature has chosen? the LHC will soon provide an answer.

25 For instance, if there is an extra-dimensional space where only gravitons can propagate, the
weakness of the gravity interaction can be attributed to the existence of large extra space di-
mensions. In this scenario, the four-dimensional Planck mass is a fictitious mass scale, and the
fundamental gravity mass scale in the higher dimension could be close to the TeV scale which then
technically solves the hierarchy problem of the Standard Model and brings gravity into the game.
In some models, the symmetry breaking is triggered by specific boundary conditions for the gauge
fields in the compactification of the extra space dimensions, giving rise to Higgsless models.
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Testing Basic Laws of Gravitation – Are Our
Postulates on Dynamics and Gravitation
Supported by Experimental Evidence?

Claus Lämmerzahl

Abstract Gravity is the most fundamental interaction; it not only describes a
particular interaction between matter, but also encompasses issues such as the notion
of space and time, the role of the observer, and the relativistic measurement pro-
cess. Gravity is geometry and, in consequence, allows the existence of horizons and
black holes, nontrivial topologies, a cosmological big bang, time-travel, warp drive,
and other phenomena unknown in nonrelativistic physics. Here we present the ex-
perimental basis of General Relativity, addressing its foundations encoded in the
Einstein Equivalence Principle and its predictions in the weak and strong gravity
regimes. We discuss several approaches in the search to reveal an influence of the
much sought-after quantum theory of gravity. We emphasize assumptions underly-
ing the dynamics – for example, Newton’s axioms and conservation laws – and the
current extent to which they are supported by experiment. We discuss conditions un-
der which gravity can be transformed away locally, and examine higher order time
derivatives in the equations of motion.

1 Introduction – Why Gravity Is So Exceptional

Gravity is the most fundamental interaction in physics: it is not only a very particular
interaction between particles, but also it is related to the notion of space and time,
the description of the observer, and the relativistic measurement process. Thus,
any issue related to gravity is also of concern for the description of all other
interactions.

Even by itself, General Relativity (GR), the relativistic theory of gravity, is highly
interesting. Since GR is related to the space–time geometry, the gravitational inter-
action modifies the structure of space–time and leads to surprising phenomena, such
as black holes. It is remarkable that we have a theory capable of predicting that a
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region of space–time can “disappear” and no longer be accessible to the observer.
Other unexpected effects, like lensing or cosmological implications such as the big
bang, have had a big impact on science, and even on the philosophy of science; in
particular, they have attracted very much the attention of the general public.

It is fascinating to follow the present observational exploration of black holes, for
example, in the center of our Milky Way [146]. In parallel, there are mathematical
studies of known black hole solutions of GR, and the search for new solutions of the
Einstein field equations, such as the solution for a disk of dust [127]. There are also
numerical studies of the merging of binary black holes which, when spinning, may
exhibit an unexpected acceleration [56].

GR in general, and solutions with black holes in particular, have lead to very
beautiful, highly interesting, and exceedingly stimulating mathematics studies. In
particular, these studies include questions about the geometry and the topology of
black holes and our universe. These issues have stimulated a veritable laboratory for
gedanken experiments, which have lead to consideration of the information paradox
[68], time travel [123] (for a recent discussion see, e.g., [88]), warp drive [5] (for a
more recent discussion see, e.g., [89]), etc.

In recent years, increasing effort has been spent on developing a quantum theory
of gravity. A large number of people have attempted to develop a unification
of quantum theory along the lines of string theory [111], loop quantum gravity
[81, 140] or noncommutative geometry [126] (see also references therein). While
string theory lays emphasis on the particle content of our physical world and ne-
glects somewhat the geometrical nature of gravity, loop quantum gravity starts
from gravity as space–time geometry and neglects the particle content. Within
string theory, higher dimensional theories are experiencing a renaissance and, for
example, black holes display even more unusual features than are known from four
dimensions [51, 82].

Gravity is one area in physics where something new is expected, which will un-
doubtedly lead to another revolution in the physics paradigm. Very unusual effects
are expected to arise in quantum gravity and there are both theoretical and exper-
imental efforts under way in the search for the new phenomena it should entail.
Until now all experiments are in agreement with standard GR. However, substan-
tial efforts are being made to find experimental signatures of quantum gravity. Any
experimental result in this direction will guide the development of the theory itself.
New experiments have been designed and new technologies have been developed to
improve available accuracy in the search for possible quantum gravity effects. It is
speculated that perhaps the LHC has the potential to see related phenomena.

Since gravity is such a fundamental interaction – it covers the notion of space–
time, the space–time geometry, the observer, the measurement process, etc. – it is
clear that thinking about gravity and questioning its underlying principles can open
up many unusual possibilities that should be tested by experiment. These range from
questioning Newton’s axioms, conservation laws, the time dependence of constants,
etc. One may also speculate whether under extreme situations, like extremely weak
gravity, small accelerations, large accelerations, highest energies, ultralow tempera-
tures etc., some of the principles underlying today’s physics lose their meaning.
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Similarly exciting is quantum theory. The experimental realization of the strange
behavior of quantum systems is always truly astonishing, as Bohr said: “If quantum
mechanics hasn’t profoundly shocked you, you haven’t understood it yet.” However,
since quantum theory is based on a scheme that is not directly related to experiments,
that is, there is no real operational approach to quantum theory, it is much more
difficult to systematically question various assumptions underlying quantum theory.
For a survey of experiments testing quantum theory see [102].

In this chapter, we first describe the remarkable features of GR and then present
its experimental basis. This basis consists in the principles underlying the fact that
today gravity is described by a metric tensor representing the space–time geometry.
This metric theory then predicts certain effects which, for Einstein’s GR, acquire
particular values. Then we give reasons why it is important to improve these exper-
iments and to perform new ones, and we also present a strategy for such new tests,
where emphasis is placed on tests of gravity and relativity in extreme situations.
Finally we focus on unusual questions related to possible effects rarely discussed in
the literature, like tests of Newton’s axioms and of conservation laws, etc. In fact, all
tests of gravity can be regarded as searches for “new physics”. This is a considerably
enlarged version of an earlier article [92].

2 Key Features of Gravity

Gravity is singled out and characterized by a set of universality principles that are
shared by no other interaction.

1. Universal presence of gravity

� Gravity is everywhere
� Gravity always can be transformed away locally

2. Universal action on masses

� Gravity acts on all bodies
� Gravity acts on all bodies in the same way

3. Universal action on clocks

� Gravity acts on all clocks
� Gravity acts on all clocks in the same way

4. Universal creation of gravitational field

� Each mass creates a gravitational field
� Each mass creates a gravitational field in the same way

The last of these features means that all, say, spherically symmetric masses of the
same weight create the same gravitational field. That means that a measurement
of a gravitational field of a spherically symmetric body only gives the mass of the
gravitating body and not its composition.
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3 Standard Tests of the Foundations of Special
and General Relativity

The basic structure of GR, and of all other physics, is encoded in the Einstein
Equivalence Principle (EEP). This principle states that (i) if all nongravitational
interactions are switched off, all pointlike particles move in a gravitational field in
the same way, (ii) all nongravitational clocks1 are influenced by the gravitational
field in the same way, and (iii) locally, Special Relativity is valid, in that all physical
laws are Lorentz covariant.

These principles are so important because they imply the following:

� The gravitational interaction is described by means of a metrical tensor. The
mathematical frame for that is a Riemannian geometry.

� The equations of motion for a point particle, for a spin-1
2

-particle, of the elec-
tromagnetic field, etc. have to be the geodesic equation, the Dirac equation, the
Maxwell equations in Riemannian space–times with a certain space–time metric.

� All these Riemannian metrics have to be the same.

Owing to their importance it is clear that these principles have to be confirmed with
the highest possible accuracy. We describe appropriate experiments below.

3.1 Tests of Special Relativity

Lorentz invariance, the symmetry of SR which also holds locally in GR, is based on
the constancy of the speed of light and the relativity principle. For recent reviews
see, e.g., [9, 116].

3.1.1 The Constancy of the Speed of Light

The constancy of the speed of light has many aspects:

1. The speed of light should not depend on the velocity of the source. Otherwise,
it would be possible to measure in one space–time event in one direction two
light rays with different velocities. This independence from the velocity of the
source has been confirmed in various experiments in the laboratory as well as
by astrophysical observations. If the velocity of light depends on the velocity of
the source, then this can be written as c0 D c C v, where v is the velocity of
the source (in some frame) and  some parameter. Within this model, it is possi-
ble that the light of a star in a binary system may overtake light that was emitted
earlier. Such a reversal of the chronological order has never been observed, allow-
ing the estimate  � 10�11 [27]. Laboratory experiments performed at CERN
used protons hitting a Beryllium target to create 	0 mesons with a velocity of

1 Pendula and hourglasses are not allowed.
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v D 0:99975 c. These moving mesons decay into photons whose velocity has
been measured and compared with the velocity of photons emitted from a source
at rest. No difference in the speed of the photons was found giving [7]  � 10�6
though, from a nonrelativistic point of view, one would expect almost 2c. The
constancy of c for photons appears to hold for all velocities of the source.

2. The speed of light does not depend on frequency or polarization. The best results
for this are from astrophysics. From radiation at frequencies 7:1 � 1018 Hz and
4:8 � 1019 Hz of Gamma Ray Burst GRB930229 one obtains�c=c � 6:3 � 10�21
[143]. In a theoretical model of a hypothetical photon rest mass the best re-
striction is m� � 10�47 kg from radiation from GRB980703 [143]. Anal-
ysis of the polarization of light from distant galaxies yields an estimate of
�c=c � 10�32 [84].

3. The speed of light is universal. This means that the velocity of all other massless
particles, as well as the limiting maximum velocity of all massive particles, coin-
cides with c. The maximum speed of electrons, neutrinos, and muons in vacuum
has been shown in various laboratory experiments to coincide with the velocity
of light at a level jc�cparticlej=c � 10�6 [6,29,58,80]. Astrophysical observations
of radiation from the supernova SN1987A yield an estimate for the comparison
of photons and neutrinos, which is two orders of magnitude better [109, 157].

4. The speed of light does not depend on the velocity of the laboratory. This can
be tested, for example, by comparing the frequency of an optical resonator that
depends on the speed of light and the frequencies of an atomic clock, in a modern
version of the corresponding Kennedy–Thorndike experiment. The best estimate
today yields �c=c � 10�16 [71].

5. The speed of light does not depend on the direction of propagation. This isotropy
of the speed of light has been confirmed, by modern Michelson–Morley exper-
iments using optical resonators, to a relative accuracy of �c=c � 10�17 [71].

These results mean that the speed of light is universal, so it can be interpreted as part
of the space–time geometry. The implied causal structure is an essential part of the
operational description of space–time proposed by Ehlers, Pirani, and Schild [50].

3.1.2 The Relativity Principle

The relativity principle states that the outcome of all experiments when performed
identically within a laboratory, that is, without reference to the external world, is
independent of the orientation and the velocity of the laboratory. This applies to
the photon sector as well as to the matter sector. For the photon sector this can
be tested with the Michelson–Morley and Kennedy–Thorndike type experiments
already discussed above.

Regarding the matter sector, the corresponding tests are Hughes–Drever type
experiments. In general, these are nuclear or electronic spectroscopy experi-
ments. Such effects can be modeled by an anomalous inertial mass tensor [67]
of the corresponding particle. For nuclei, one then gets estimates of the order
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ım=m � 10�30 [35, 103, 135]. Modeling with an anisotropic speed of light, as in
the TH"�-formalism [168], yields �c=c � 10�21. In addition to the possibility of
an anisotropic mass tensor, there is also the possibility of an anomalous coupling of
the spin to some given cosmological vector or tensor fields, which would destroy
Lorentz invariance. Recent tests have given no evidence for any anomalous spin
coupling either to the neutron [19,20], to the proton [74], or to the electron [69,72].
All anomalous spin couplings are absent to the order of 10�31 GeV (see also [165]
for a review). Similarly, higher order derivatives in the Dirac and Maxwell equations
generally lead to anisotropy effects [110].

A further consideration is that there could be intrinsic anisotropies in the
Coulomb or Newtonian potentials [83, 84]. Anisotropies in the Coulomb potential
should affect the lengths of optical cavities which, in turn, might influence the fre-
quency of light in the cavity, It has been shown that the influence of the anisotropies
of the Coulomb potential are smaller than the corresponding anisotropies in the
velocity of light [124]. Anisotropies in the Newtonian potential of the Earth have
recently been searched for using atomic interferometry [125], which has constrained
the anisotropies at the 10�8 level.

Future spectroscopy of anti-hydrogen may yield further information about the
validity of the PCT symmetry.

3.1.3 The Consequence

The consequence of the above experiments is that within the accuracy given by
these experiments, vectors transform with the Lorentz–transformations. The best
adapted mathematical framework thus introduces a four-dimensional space–time,
which, locally, is equipped with a Minkowski metric �ab D diag.C1;�1;�1;�1/.
More can be found in standard textbooks; for example, see [139, 149].

3.2 Tests of the Universality of Free Fall

The Universality of Free Fall (UFF) states that all neutral point-like particles move
in a gravitational field in the same way, that is, that the path of these bodies is
independent of the composition of the body. The corresponding tests are described
in terms of the acceleration of these particles in the reference frame of the gravitating
body: the Eötvös factor compares the normalized accelerations of two bodies � D
.a2 � a1/=Œ

1
2
.a2 C a1/� in the same gravitational field. In the frame of Newton’s

theory this can be expressed as � D .�2��1/=Œ12 .�2C�1/�, where � D mg=mi is
the ratio of the gravitational to inertial mass. Though there are no point particles, it
is possible experimentally to manufacture macroscopic bodies such that their higher
gravitational multipoles are either very small or very well controlled. In other cases,
a numerical integration yields the effective gravitational force on the extended body.
Both these methods are used in the various tests of the UFF.
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There are two principal schemes in which to perform tests of the UFF. The first
scheme uses the free fall of bodies. In this case the full gravitational attraction
toward the Earth can be exploited. However, these experiments suffer from the fact
that the time-of-flight is limited to roughly 1 s and that a repetition needs new ad-
justment. The other scheme uses a restricted motion confined to one dimension only,
namely a pendulum or a torsion balance. The big advantage is the periodicity of the
motion, which by far beats the disadvantage that only a fraction of the gravitational
attraction is used. In fact, the best test today of the UFF uses a torsion pendulum
and confirms it at the level of 2 � 10�13 [145]. Newly proposed tests in space, the
approved mission MICROSCOPE [160], and the proposal STEP [108] will combine
the full advantages of free fall and periodicity.

Quantum gravity inspired scenarios hint that the UFF might be violated below
the 10�13 level [39, 40]. From cosmology with a dynamical vacuum energy
(quintessence), a violation at the 10�14 level can also be derived [167]. If the validity
of the UFF holds, we can impose bounds on the time variability of various constants,
such as the fine structure constant and the electron-to-proton mass ratio [42].

According to GR, spinning particles couple to the space–time curvature [15, 70]
and, thus, violate the UFF. However, the effect is far beyond any current experimen-
tal reach. Testing the UFF for spinning matter amounts to a search for an anomalous
coupling of spin to gravity. Motivation for anomalous spin couplings came from the
search for the axion, a candidate for the dark matter in the universe initially intro-
duced to resolve the strong PC puzzle in QCD [122]. In these models, spin may
couple to the gradient of the gravitational potential or to gravitational fields gener-
ated by the spin of the gravitating body. Tests of the first case by weighing polarized
bodies show that, for polarized matter, the UFF is valid at a level of order 10�8 [73].

Charged particles, too, must couple to space–time curvature [44], again at a level
that is too small to be detectable. It is possible to introduce a charge-dependent
violation of the UFF by proposing a charge-dependent anomalous inertial and/or
gravitational mass. It is also possible to choose the model such that, for a neutral
atom, the UFF is fulfilled exactly while it is violated for isolated charges [45]. It has
been suggested that a corresponding experiment be carried out in space [45].

3.3 Tests of the Universality of the Gravitational Redshift

A test of the universal influence of the gravitational field on clocks based on dif-
ferent physical principles requires clock comparison during their common transport
through different gravitational potentials. There is a large variety of clocks that can
be compared:

1. Light clocks (optical resonators)
2. Atomic clocks based on

(a) Hyperfine transitions
(b) Fine structure transitions
(c) Principal transitions
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3. Molecular clocks based on

(a) Rotational transitions
(b) Vibrational transitions

4. Gravitational clocks based on revolution of planets or binary systems
5. The rotation of the Earth
6. Pulsar clocks based on the spin of stars
7. Clocks based on particle decay

At a phenomenological level, the comparison of two collocated clocks is given by

�clock 1.x1/

�clock 2.x1/
D
�
1 � .˛clock 2 � ˛clock 1/

U.x1/� U.x0/

c2

�
�clock 1.x0/

�clock 2.x0/
(1)

where ˛clock i are phenomenologically given clock-dependent parameters, U is the
Newtonian potential, and x0 and x1 are two positions. If this frequency ratio does not
depend on the gravitational potential then the gravitational redshift is universal. This
is a null-test of the quantity ˛clock 2 � ˛clock 1. It is obviously preferable to employ
a large difference in the gravitational potential, which clearly shows the need for
space experiments. In experiments today, the variation of the gravitational field is
induced by the motion of the Earth around the Sun and thus requires that the clocks
used have very good long-term stability.

The best test to date has been performed by comparing the frequency ratio of
the 282 nm 199HgC optical clock transition to the ground state hyperfine splitting
in 133Cs over 6 years. The result is j˛Hg � ˛Csj � 5 � 10�6 [14, 54]. Other tests
compare Cs clocks with the hydrogen maser, and Cs or electronic transitions in I2
with optical resonators. We are looking forward to ultrastable clocks on the ISS
and on satellites in Earth orbit, or even in deep space as proposed by SPACETIME,
OPTIS, and SAGAS [94, 113, 169], which should considerably improve the quality
of the scientific results.

So far there are no tests using anti-clocks, that is, clocks made of antimatter.
However, since the production of anti-hydrogen is a well established technique
today, attempts to perform high-precision spectroscopy of anti-hydrogen have been
proposed. These measurements should first test special relativistic CPT invariance
but, as a long-term measurement, could also be used to test the Universality of the
Gravitational Redshift for a clock based on anti-hydrogen.

3.4 The Consequence

A consequence of the validity of the EEP is that gravity can be described by a
Riemannian metric, g�� , a symmetric second rank tensor defined on a differen-
tiable manifold that is identified as the collection of all possible physical events.
The purpose of this metric is twofold: First, it governs the rate of clocks, that is,
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s D
Z
ds; ds D

q
g��dx�dx� (2)

is the time shown by clocks where the integration is along the world-line of those
clocks. Second, the metric gives the equation of motion for massive point particles
as well as for light rays,

0 D Dvv , 0 D d 2x�

ds2
C ˚

�
��

� dx�
ds

dx�

ds
(3)

whereDv is the covariant derivative along v and

˚
�
��

� D 1

2
g��

�
@�g�� C @�g�� � @�g��

�
is the Christoffel symbol. Here x D x.s/ is the world-line of the particle
parametrized by its proper time and v D dx=ds the tangent vector along this
world-line. While g.v; v/ D 1 for particles, we have g.v; v/ D 0 for light, so that we
must use some affine parameter to parametrize the world-line of a light ray. More
on that can be found in many textbooks on gravity; see, for example, [66,121,166].
It can be shown that this notion also describes the propagation of, for example, the
spin vector, DvS D 0, where S is a particle spin. (This is valid at first order in the
spin vector; in the case of spin–spin interactions as they appear for spinning binary
systems, terms of O.S2/ have to be added, see, e.g., [53].) In generalized theories
of gravity there might be additional terms in the equations of motion for v and for S .

For a general, static, spherically symmetric space–time metric, which we take to
have the form:

ds2 D gt tdt
2 � grrdr

2 � r2.d#2 C sin2 #d'2/; (4)

we obtain an effective equation of motion

1

2

�
dr

ds

�2
D 1

2

�
E2

gt tgrr
� 1

grr

�
1C L2

r2

��
; (5)

whereE and L are the conserved (specific) energy and angular momentum, respec-
tively. In the case of asymptotic flatness it is possible to uniquely define an effective
potential [79]

Ueff D 1

2

�
E2 � 1 � E2

gt tgrr
C 1

grr

�
1C L2

r2

��
; (6)

which completely governs the motion of the particle.
In order to solve the equations of motion one has to know the metric. The metric

is given by independent field equations

G�� D T�� ; (7)

where G is a prescribed differential operator acting on the metric and T is the
energy–momentum tensor of the matter creating the gravitational field.
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4 Tests of Predictions

Gravity can be explored only through its action on test particles (or test fields).
Accordingly, the gravitational interaction has been studied through the motion of
stars, planets, satellites, and light. There are only very few experiments that demon-
strate the effects of gravity on quantum fields.

Any metric theory of gravity leads to effects like the gravitational redshift, the
deflection of light, the perihelion precession, the Lense–Thirring effect, the Schiff
effect, etc. GR is singled out through certain values for these effects. In the case
of weak gravitational fields, such as occur in the Solar system, and of asymptotic
flatness, any deviation of a gravitational theory from GR can be parametrized by a
few constants, namely the PPN parameters [168]. Many astrophysical observations
and space experiments that probe fundamental physics are designed to make precise
measurement of these effects and, thus, to better ascertain the PPN parameters.

For Einsteins GR we have, in the left hand side of the field Eq. 7,

G�� D R�� � 1

2
Rg�� ; (8)

where R�� and R are the Ricci tensor and Ricci scalar, respectively. For a spheri-
cally symmetric gravitating body we obtain the Schwarzschild metric

ds2 D g��dx
�dx� D

�
1 � 2M

r

�
dt2 � 1

1 � 2M
r

dr2 � r2d#2 � r2 sin2 #d'2:

(9)

Use of this metric in the equation of motion yields an ordinary differential equation�
dr

d'

�2
D r4

L2

�
E2 � "C "

2M

r
� L2

r2
C 2

ML2

r3

�
; (10)

(" D 1 for massive particle, " D 0 for light), which can be solved in terms of the
Weierstrass }-function [65]

r.'/ D 2M

}.1
2
'Ig2; g3/C 1

3

; (11)

where the Weierstrass invariants given by

g2 D 4

 
1

3
� "

�
2M

L

�2!
(12)

g3 D 4

 
2

27
C 2

3
"

�
2M

L

�2
�E2

�
2M

L

�2!
(13)

depend on M , E , and L. This solution can be used to calculate most of the Solar
system effects.
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The Kerr metric is a vacuum solution of Einstein’s field equation that describes a
rotating black hole. This metric contains the product of d' dt , which appears also in
the metric of a rotating observer in Minkowski space–time. The gravitational field of
a rotating star is not given by the Kerr solution but, for weak fields, the Kerr solution
is a very good approximation to the solution for a rotating star (for which no exact
solution exists) so one can, in practice, use the Kerr solution when describing effects
related to the addition of rotation. In a weak field limit, the rotation of a star adds
to the Schwarzschild metric (9) a term proportional to Ji dt dxi , where Ji is the
angular momentum of the rotating star. The solutions of the geodesic equation in
the Kerr solution are quite complicated but are still given by elliptic integrals [34].

The situation in space–times with cosmological constant is much more compli-
cated. A spherically symmetric mass in a universe with a cosmological constant
is described by the Schwarzschild-de Sitter solution (see, e.g., [139]), and the
corresponding geodesic equation can be solved by means of hyperelliptic inte-
grals [62,63]. Also in Kerr–de Sitter space–times the geodesic equation can now be
solved analytically [61] (see also [64]), and even more generally in all Plebański–
Demiański space–times without acceleration [60].

4.1 The Gravitational Redshift

The gravitational redshift compares the frequencies of a light ray measured by two
different observers. The general situation is shown in Fig. 1. A light ray intersects
the world-lines O1 and O2 of two observers at the space–time events x1 and x2.
The measured frequency is given by ! D k.u/ D k�u�, where k is the 4-wave

Fig. 1 The geometry of the
gravitational redshift: a light
ray crosses the world-lines of
two observers that both
measure the frequency of the
light ray
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vector of the light ray and u the 4-velocity of an observer. Accordingly, the gravita-
tional redshift is given by the ratio

�2

�1
D k.u2/

k.u1/
; (14)

(! D 2	�). This relation gives the total redshift, consisting of the gravitational
redshift and the Doppler effect.

In a stationary gravitational field this ratio can be presented in a very simple
form. For a stationary gravitational field there exists a timelike Killing vector �, so
that k.�/ D !0 D const along the light ray. It then follows that

�2

�1
D
s
gt t .x1/

gt t .x2/
� 1 � GM

c2

�
1

r1
� 1

r2

�
; (15)

where r1 and r2 are the radial positions of the two observers. The right part of the
equation follows if we assume the validity of the Einstein theory of gravity.

This effect was observed first by Pound and Rebka [134] who confirmed the
predictions to within 1%. Later, in a space experiment where the time of a hydrogen
maser in a rocket was compared with the time of an identical hydrogen maser on
Earth, the confirmation has been improved to 1 part in 104 [164]. The gravitational
redshift also plays an important role in satellite navigation and positioning systems.
In the passage of one day the redshift will account for a distance of several km on
Earth.

A further aspect of the gravitational redshift is the coupling of gravity to the
Maxwell field. Assuming a stationary situation, that is, assuming a Killing vector
field � and an electromagnetic field strength F that is stationary, L�F D 0, it can
be shown [78] that there exists a generalized scalar electrostatic potential � so that
i�F D d� (i being the inner product). With the observer’s 4-velocity given by u D
e�'�, where ' is a gravitational potential (in a Newtonian approximation it ismgz),
we then have d� D e' iuF D e'E where E is the electric field measured by the
observer u. Since � is constant along the paths of charged particles, we have const.
D�� � E.1 C '/. As a consequence, the voltage between two identical batteries
depends on their position in the gravitational field. This has been experimentally
verified at the percent level [77]. This also confirms the universality of the coupling
of gravity to all forms of matter.

4.2 Light Deflection

The deflection of light was the first prediction of Einstein’s GR to be confirmed by
observation, which occurred only four years after the complete formulation of the
theory. With the exact solution of the geodesic equation for light given in Eq. 11,



Testing Basic Laws of Gravitation 37

the deflection angle is defined as the difference between the angles '1 and '2 for
which }.'

2
Ig2; g3/C 1

3
D 0. Explicitly,

ı' D 4p
e1 � e2F.˛; k/; sin˛ D

s
� e3 C 1

3

e2 � e3
; k2 D e2 � e3

e1 � e3
(16)

where

F.˛; k/ D
Z ˛

0

dx

1 � k2 sin2 x
(17)

is the elliptic integral of the first kind [2] and e1 > e2 > e3 are the three real zeros
of the polynomial 4x3 � g2x �g3 (in our light deflection scenario e3 < �1

3
). Here,

e2 D 2M
r2

� 1
3

where r2 is the radial coordinate of closest approach of the deflected
light ray. In an approximation for weak gravitational fields or small mass M this is
ı' D M=b, where b is the impact parameter. In the frame of the PPN formalism we
obtain�' D 1

2
.1C �/M=b.

Today’s observations use Very Long Baseline Interferometry (VLBI); this has
lead to a confirmation of Einstein’s theory at the 10�4 level [151].

4.3 Perihelion/Periastron Shift

The exact value of the perihelion shift is

ı' D 2p
e1 � e3

F
�	
2
; k
�

� 2	; (18)

where again k2 D e2�e3

e1�e3
and e1 > e2 > e3 are the real zeros of the corresponding

polynomial (the values of k, e1, e2, and e3 are here different from the corresponding
values in the previous subsection). Here e2 D 2M

r2
� 1
3

and e3 D 2M
r3

� 1
3

so that
we can relate e2 and e3 to the minimum and maximum radial distances, r2 and r3,
of the orbit. In a post-Newtonian approximation one obtains ı' D 6	M

a.1�e2/
, where a

is the semimajor axis and e the eccentricity of the orbit. In the PPN framework this
has to be multiplied with .2C 2� � ˇ/=3.

It was first observed by Le Verrier in the nineteenth century that the perihe-
lion shift of Mercury was larger than that calculated on a Newtonian basis from
the influence of other planets. Today this post-Newtonian perihelion shift has been
determined as 420098 per century, with an error of the order 10�3 [133].

Recently, a huge periastron shift of a candidate binary black hole system in
the quasar OJ287 has been observed, where one black hole is small compared to
the other [161]. The observed perihelion shift is approximately 39ı per revolution,
which takes 12 years.
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4.4 Gravitational Time Delay

In the vicinity of masses, electromagnetic signals move slower than in empty space.
This effect is referred to as the gravitational time delay, see Fig. 2, which has been
confirmed by observations and experiments. There are two ways to detect this effect:
(i) direct observation, that is, by comparing the time of flight of light signals in two
situations for fixed sender and receiver, and (ii) by observing the change in the
frequency induced by this gravitational time delay.

4.4.1 Direct Measurement

The gravitational time delay for signals that pass in the vicinity of a body of mass
M is given by [168]

ıt D 2.1C �/
GM

c3
ln
4xSatxEarth

b2
; (19)

where xSat and xEarth are the distances of the satellite and the Earth, respectively,
from the gravitating mass and b is the closest distance of the signal to the gravitat-
ing mass. If the gravitating body is the Sun and if we the take b to be the radius
of the Sun, then the effect would be of the order 10�4 s, which is clearly mea-
surable. Reflection of radar signals from the surface of Venus has confirmed this
effect [150]. An improved result is obtained by using Mars ranging data from the
Viking Mars mission [136]. GR, characterized by � D 1, has thus been confirmed
by j� � 1j � 10�4.

4.4.2 Measurement of Frequency Change

Though the time delay is comparatively small, the induced modification of the
received frequency can indeed be measured with higher precision, the reason be-
ing that clocks are very precise and can thus resolve frequencies very precisely.

The corresponding change in the frequency is easily derived. The emission
time of the first wave crest is ts1. This first wave crest will be received at

a b

Fig. 2 Gravitational time delay. A signal from the sender to the receiver passing the Sun (b) needs
a longer time than a signal in empty free space (a)
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tr1 D ts1 C�t.ts1/. Now, the second wave crest will be emitted at ts2 D ts1 C 1
�0

and received at tr2 D ts1 C�t.ts2/. The measured frequency then is given by

� D 1

tr2 � tr1
: (20)

With the result (19) one can easily derive the relative frequency shift

y.t/ D � � �0

�0
D 2.˛ C �/

GM

c3
1

b.t/

db.t/

dt
; (21)

where �0 is the emitted frequency. It should be noted that, in this formula, it is the
time dependence of the impact parameter that is responsible for the effect, which
has been measured by the Cassini mission. The associated mission scenario is shown
in Fig. 3. The calculated time dilation and frequency shifts are shown in Fig. 4. One
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Fig. 3 Cassini mission scenario: (a) top view, (b) sight-of-line view form Earth
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Fig. 4 (a) Calculated time delay, (b) relative frequency shift
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important feature of the actual measurement was that three different wavelengths for
the signals were used, which made it possible to eliminate dispersion effects near
the Sun and to verify this time delay with an accuracy of 10�5 [23].

4.4.3 Remarks

The theoretical description of the gravitational time delay requires some additional
remarks. In the above treatment – and this is the standard description of this effect –
we compared a measurement in the presence of a gravitational field with a mea-
surement without a gravitational field. However, within an exact framework for
gravitational effects there is no definition for the unique identification of points with
and without a gravitational field. Therefore, there is no definition of a gravitational
time delay; there is no situation that can be taken as reference with respect to which
the signal can be delayed.

Within an exact treatment there is only a combined effect due to the gravitational
time delay, redshift, kinematical time delay (Doppler effect), and light bending.
There is no way to isolate a gravitational time delay; this is only possible asymptot-
ically, in the weak field approximation.

4.5 Lense–Thirring Effect

The metric component Ji dt dxi that reflects the rotation of a gravitating body can
be regarded as representing a gravitomagnetic vector potential, the curl of which
gives a Lorentz type gravitational force acting on bodies. The influence of this field
on the trajectory of satellites results in a motion of the nodes (mathematically this
is related to a period of the analytical solution of the geodesic equation), which has
been measured by observing the LAGEOS satellites via laser ranging. Together with
new data of the Earth’s gravitational field obtained from the CHAMP and GRACE
satellites, the confirmation recently reached the 10% level [36].

The gravitomagnetic field also influences the rate of clocks. It is easily shown
that the geodesic equation for circular orbits in the equatorial plane reduces to

d'

dt
D ˙˝0 C˝Lense�Thirring; (22)

where ˝Lense�Thirring is the frame-dragging angular velocity that is proportional to
the angular momentum of the gravitating source. The ˙ is related to the two differ-
ent directions of the circular orbit. From this we obtain the difference of the proper
time of two counterpropagating clocks, see Fig. 5,

sC � s� D 4	
J

M
: (23)
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Fig. 5 Clocks tick differently
when orbiting a rotating mass
in opposite directions along
the same orbit

It should be remarked that this quantity does not depend on G and r . In principle,
this effect can be calculated for arbitrary orbits. It decreases with increasing incli-
nation and vanishes for polar orbits. For clocks in satellites orbiting the Earth, this
effect can be as large as 10�7 s [115].

4.6 Schiff Effect

The gravitational field of a rotating gravitating body also influences the rotation of
gyroscopes. This effect is currently being considered by the data analysis group of
the GP-B mission that flew in 2004. Analysis is expected to be complete in 2010.
Though the mission met all design requirements, a huge technological success, it
turned out after the mission that contrary to all expectations and requirements the
gyroscopes lost more energy than anticipated [57]. For updates of the data analysis
one may contact GP-B’s Web site [57]. Full analysis of the experiment requires the
determination of further constants characterizing this spinning down effect, which
affects the overall accuracy of the measurement of the Schiff effect that was ex-
pected to be of the order of 0.5%. Nevertheless, recent reports of the GP-B data
analysis group give at the moment an error of about 10% [52, 57].

It should be noted that although both effects within GR are related to the gravit-
omagnetic field of a rotating gravitational source, the Lense–Thirring effect and the
Schiff effect differ conceptually, even measuring different quantities, so they may
be regarded as independent tests of GR. In a generalized theory of gravity, spinning
objects may couple to different gravitational fields (like torsion) than the trajectory
of orbiting satellites. Moreover, the Lense–Thirring effect is a global effect related
to the whole orbit while the Schiff effect observes the Fermi-propagation of the spin
of a gyroscope.

4.7 The Strong Equivalence Principle

The gravitational field of a body contains energy that adds to the rest mass of the
gravitating body. The strong equivalence principle now states that EEP is also valid
for self gravitating systems, that is, that the UFF is valid for the gravitational energy,
too. This has been confirmed by Lunar Laser Ranging with an accuracy of 10�3
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[168] where the validity of the UFF had to be assumed. However, the latter has been
tested separately for bodies of the same composition as the Earth and Moon and
confirmed with an accuracy of 1:4 � 10�13 [16].

5 Why New Tests?

It is evident that the number of high precision tests relating to gravity has increased
considerably in the last decade. This is certainly not due to some impact from the
official Einstein year 2005, but is the consequence of (i) improved technology, (ii)
the quest for a quantum theory of gravity, and (iii) problems in the understanding of
observational data within standard GR.

5.1 Dark Clouds – Problems with GR

Despite all the confirmation catalogued above, some serious problems with GR may
exist. In most cases there is no doubt concerning the data. The main problem is the
interpretation of the observations and measurements. Each phenomenon that cannot
be explained within standard GR is, inevitably, motivation to propose new theories.
One should, nevertheless, spend considerable effort in searching for conventional
explanations. Below, besides the “standard” interpretation of the phenomena we
also mention activities regarding more conventional explanations.

5.1.1 Dark Matter

It was first observed by Zwicky in 1933 that in the Coma cluster of about 1,000
galaxies, the galaxies move with a velocity that is much higher than what is ex-
pected from the standard laws of gravity. This feature has since been confirmed for
many other galaxy clusters, and even for stars within galaxies; it has also been con-
firmed with gravitational lensing. The apparent gravitational field is too strong. In
order to keep the Einstein equations one introduces dark matter that accounts for
the observed strength of gravity [158]. Structure formation also appears to need this
dark matter. However, so far there is no single observational hint at which particles
might constitute this dark matter. Consequently, there are alternative attempts to de-
scribe the same effects by a modification [141] of the gravitational field equations,
for example, by a term of Yukawa form, or by a modification of the dynamics of
particles, as in the MOND ansatz [120, 142], which has recently been formulated
in a relativistic framework [21]. With the current lack of direct detection of Dark
Matter particles, all these attempts remain on an equal footing.
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Another attempt to solve the dark matter problem involves taking into account
the full nonlinear Einstein equation. There are suggestions that many of the obser-
vations that are usually “explained” by dark matter could be explained by a stronger
gravitational field which emerges from more fully taking the Einstein equations into
account [17, 37].

5.1.2 Dark Energy

Observations of type Ia supernovae indicate an accelerating expansion of the
universe and that 75% of the total energy density consists of a dark energy compo-
nent with negative pressure [131, 137]. Furthermore, WMAP measurements of the
cosmic microwave background [152], the galaxy power spectrum, and the Lyman-
alpha forest data lines [129,159,162] all support the existence of Dark Energy, rather
than a modification of the basic laws of gravitation [130]. However, in this case too,
there are attempts to give an explanation in terms of modified field equations; see,
for example, [128]. Recently it has been claimed that dark energy or, equivalently,
the observed acceleration of the universe can be explained by inhomogeneous
cosmological models, such as the spherically-symmetric Lemaitre–Tolman–Bondi
model, see, for example, [13, 33, 163].

Buchert and Ehlers [31] have shown, first in a Newtonian framework, that with a
spatial averaging of matter and the gravitational field, rotation, and shear of matter
can influence the properties of the averaged gravitational field as would be described
in effective Friedman equations. Their observation also holds in the relativistic case
[30]. Therefore, it is still an open question whether or not the need for dark energy
is just the result of an incorrect averaging procedure. An influence of the averaging
has certainly been found in the interpretation of existing data [106, 107].

5.1.3 Pioneer Anomaly

The Pioneer anomaly is an anomalous, unexplained acceleration of the Pioneer 10
and 11 spacecraft of

aPioneer D .8:74˙ 1:33/ � 10�10 m=s2 (24)

toward the Sun [11,12]. This acceleration seems to have been turned on after the last
flyby of Jupiter and Saturn, and has stayed constant within a 3% range. Until now,
no convincing explanation has been found. An anisotropy of the thermal radiation
might explain the acceleration. In particular, while the power provided by the pluto-
nium decays exponentially with a half life of 87:5 y (which would mean a decrease
of more than 10% during 10 years), the acceleration has stayed constant within
a margin of 3%. Presently, much further work is being done on a good thermal
modeling of the spacecraft [138], and a reanalysis of the early tracking data is still
underway. Improvements in ephemerides are also helping to eliminate various pro-
posed explanations and theories [154].
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5.1.4 Flyby Anomaly

It has been observed on several occasions that satellites after an Earth swing-by
possess a significant unexplained velocity increase of a few mm/s. This unexpected
and unexplained velocity increase is called the flyby anomaly. For a summary of
recent analyses, see [100]. In a recent article [10] a heuristic formula has been found,
which describes all flybys

�v D v
!R

c2
.cos ıin � cos ıout/ (25)

where R and ! are the radius and the angular velocity, respectively, of the Earth,
and ıin and ıout are the inclinations of the incoming and outgoing trajectory.

Although no explanation has been found so far, it is expected that the effect is
either (i) a mismodeling of the thermal influence of the Earth’s and the Sun’s radi-
ation on the satellite, (ii) a mismodeling of reference systems (this is supported by
the fact that all the flybys can be modeled by Eq. 25 containing geometrical terms
only), or (iii) a mismodeling of the satellite’s body by a point mass. There are also
more hypothetical considerations: in [118, 119] a model was introduced in which
the inertial mass experiences a modification that depends on the Hubble scale and
the acceleration of a body. Within this model, the additional term accounts for the
Pioneer anomaly and also gives a modification of the velocities of spacecraft during
a flyby. Another proposal [32] relates the flyby anomaly to an anisotropic speed of
light, which, however, only resorts to a non-understood early measurement reported
by D.C. Miller 75 years ago and neglects all new confirmations of the isotropy of
light at the level of 10�17. In [3], S. Adler discusses the possibility that the flyby
anomaly may be related to dark matter around the Earth. This proposal would lead
to severe restrictions on the dark matter model (e.g., a two component dark matter
model around the Earth is needed), which are unlikely to be consistent with other
observations. In [132] a modification of Special Relativity, based again on a viola-
tion of the relativity principle, has been used in a scheme for obtaining a modified
velocity. Within a certain five-dimensional theory of gravity [55] an additional accel-
eration occurs, which may be account for the flyby as well as the Pioneer anomaly.
An attempt to understand the flyby anomaly on a conventional level has been car-
ried forward by J.P. Mbelek [117], who claims that the observation was due to a
mismodeling of Special Relativity in the orbit determination.

5.1.5 Increase of Astronomical Unit

The analysis of radiometric distances measured between the Earth and the major
planets, and observations from Martian orbiters and landers from 1961 to 2003,
both lead to reports of a secular increase of the Astronomical Unit of approximately
10 m/cy [87] (see also the article [153] and the discussion therein). This increase
cannot be explained by a time-dependent gravitational constantG because the PG=G
needed is larger than the restrictions obtained from LLR. Such an increase might be
mimicked, though, by a long-term increase in the density of the solar plasma.
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5.1.6 Quadrupole and Octupole Anomaly

Recently, an anomalous behavior of the low-l contributions to the cosmic
microwave background has been reported. It has been shown that (i) there ex-
ists an alignment between the quadrupole and octupole with >99.87% C.L. [43],
and (ii) that the quadrupole and octupole are aligned to the Solar system ecliptic to
>99% C.L. [148]. No correlation with the galactic plane has been found.

The reason for this anomaly is totally unclear. One may speculate that an un-
known gravitational field within the Solar system slightly redirects the incoming
cosmic microwave radiation (in a similar way that motion with a certain velocity
with respect to the rest frame of the cosmological background redirects the cos-
mic background radiation and leads to modifications of the dipole and quadrupole
parts). Such a redirection should be more pronounced for low-l components of the
radiation. It should be possible to calculate the gravitational field needed for such a
redirection and then to compare that with the observational data of the Solar system
and the other observed anomalies.

5.2 The Search for Quantum Gravity

There are many experiments proving that matter must be quantized and, indeed,
all experiments in the quantum domain are in full agreement with quantum the-
ory, with all its seemingly strange postulates and consequences. Consistency of the
theory also requires that the fields to which quantized matter couples also have to be
quantized. Therefore, the gravitational interaction has to be quantized too. However,
though gravity is an interaction between particles, it also deforms the underlying ge-
ometry. This double role of gravity seems to prevent all quantization schemes from
being successful in the gravitational domain.

The incompatibility of quantum mechanics and GR is not only due to the fact that
it is not possible to quantize gravity according to known schemes, but also because
time plays a different role in quantum mechanics and in GR. Moreover, it is expected
that a quantum theory of gravity will solve the problem of the singularities appearing
within GR. It is also hoped that such a theory would lead to a true unification of all
interactions and, thus, to a better understanding of the physical world.

Any theory is characterized by its own set of constants. It is believed that the
Planck energy EPl � 1028 eV sets the scale for quantum gravity effects. All ex-
pected effects scale with this energy or the corresponding Planck length, Planck
time, etc.

5.3 Possible New Effects

The low energy limit of string theory, as well as some semiclassical limit of loop
quantum gravity and results from noncommutative geometry, suggest that many
of the standard laws of physics will suffer some modifications. At a basic level
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these modifications show up in the equations of the standard model (Dirac equation,
Maxwell equations, etc.) and in Einstein’s field equations. These modifications then
result in the following (see, e.g., [9, 38, 116]):

� Violation of Lorentz invariance

– Different limiting velocities of different particles
– Modified dispersion relations leading to birefringence in vacuum
– Modified dispersion relations leading to frequency-dependent velocity of light

in vacuum
– Orientation- and velocity-dependent effects

� Time and position dependence of constants (varying ˛, G, etc.)
� Modified Newtonian law at short and large distances

In recent years there have been increased efforts to search for these possible effects,
so far without success.

Besides these effects expected to result from quantum gravity, there are some
more “exotic” issues that are usually taken for granted but are also worth testing
experimentally. Such issues include:

� Violations of Newton’s inertial law F D m Rx.
� Violation of actio D reactio.
� Violation of charge conservation.
� Violation of mass or energy conservation.
� Questioning that gravity can be transformed away even if UFF is fulfilled.

In most cases there is no basic theory from which these effects can be derived, due
in part to the fact that equations of motions cannot normally be derived without an
action principle. Nevertheless, since these issues are at the very basis of our descrip-
tion of physical dynamics, they should be tested to the highest accuracy possible.

6 How to Search for “New Physics”

If one looks for “new physics” then one has to measure effects that have never
previously been measured. Strategies by which it might be possible to find new
things include (i) using more precise devices, (ii) exploring new parameter regions,
and (iii) testing “exotic” ideas.

6.1 Better Accuracy and Sensitivity

It is clear that in searching for tiny effects, better accuracy is always a good strategy.
It is amazing how the accuracy for testing Lorentz invariance, for example, has
increased over the years. It took more than 20 years to improve the results of the
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Brillet and Hall experiment of 1979 [28]; within another few years the accuracy
improved by two orders of magnitude and it is still improving further.

It would be of interest to find examples where present-day technologies have, at
least in principle, sensitivity to quantum gravity effects. One such example arises
with gravitational wave interferometers [8], which currently have a strain sensitiv-
ity of 10�21. With Advanced LIGO the sensitivity will become 10�24. Thus, for a
continuous gravitational wave with a frequency in the maximum sensitivity range
between 10 and 1,000 Hz a continuous observation over one year would reach a
sensitivity of slightly less than 10�28. This is the sensitivity needed for observing
Planck scale effects (1028 eV) by optical laboratory devices (which have an energy
scale of �1 eV). It is, thus, the level of sensitivity required to detect Planck-scale
modifications in the dispersion relation for photons [8].

6.2 Extreme Situations

Often, “new physics” is discovered when new situations are explored. We discuss
various scenarios of this kind.

6.2.1 Extreme High Energy

One possibility for exploring new physics is to probe physical processes at very high
energies. With the LHC, where energies of the order 1013 eV should be achievable,
it is hoped that signals of the Higgs particle and of supersymmetry will be found.
This energy range is still far away from the quantum gravity scale. The best that one
can do is to observe high energy cosmic rays that have energies of up to 1021 eV.
It has, in fact, been speculated that the observations of high energy cosmic rays –
which according to standard theories are forbidden owing to the GZK-cutoff – could
indicate a modified dispersion relation [9, 116].

6.2.2 Extreme Low Energy

The other extreme, very low temperatures, might also provide a tool for investigat-
ing possible signals of quantum gravity. One may speculate that the influence of
expected space–time fluctuations on the dynamics of quantum systems is more pro-
nounced at very low temperatures. One may even speculate that such space–time
fluctuations may give rise to a temperature threshold above absolute zero.

Very low temperatures may be achievable in BECs for which a long period of
free evolution is possible. Recently a free evolution time of more than 1 s has been
sustained at the Bremen drop tower where a BEC has been created during a period of
4.7 s of free fall [171]. These BECs may be used for novel investigations, including
a search for deviations from standard physics predictions.
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6.2.3 Large Distances

The unexplained phenomena, dark matter, dark energy, and the Pioneer anomaly
are related to large distances. It is questionable whether the ordinary laws of gravity
should be modified at large distances. Recently, some suggestions have been made:

� It has been examined whether a Yukawa modification of the Newtonian potential
may account for galactic rotation curves [141].

� In the context of higher dimensional braneworld theories, deviations from
Newton’s potential arise [48]. At large distances the potential behaves like
1=r2, as one would expect from the Poisson equation in five dimensions. A com-
parison with cosmological and astrophysical observations has been reviewed in
[112].

� From considering a running coupling constant, it has been suggested that the
spatial parts of the space–time metric possess a part that grows linearly with
distance [75]. This approach is in agreement with present solar system tests and
also describes the Pioneer anomaly [76].

6.2.4 Small Accelerations

An acceleration, a, being of physical dimension m s�2 can be related to a length
scale l0 D c2=a. Now, the largest length scale in our universe is the Hubble
length LH D c=H , where H is the Hubble constant. The corresponding acceler-
ation is cH , at an order of magnitude that remarkably coincides with the Pioneer
acceleration and the MOND acceleration scales. As a consequence, it really seems
mandatory to perform experiments that explore physics for such small accelerations
(see below).

6.2.5 Large Accelerations

Analogously, since the smallest length scale is the Planck length lPl, the
corresponding acceleration is a D 2 � 1051 m s�2, which, however, is far out-
side any experimental reach. For the smaller accelerations that might be reached by
electrons in the fields of strong lasers, one might be able to detect Unruh radiation
or to probe the physics near black holes [144, 147].

6.2.6 Strong Gravitational Fields

Most observations and tests of gravity are being performed in weak fields: the solar
system, galaxies, galaxy clusters. Recently, it became possible to observe phenom-
ena in strong gravitational fields: in binary systems and in the vicinity of black
holes.
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The observation of stars in the vicinity of black holes [146] may, in one or two
decades, give improved measurements of the perihelion shift and of the Lense–
Thirring effect. Binary systems present an even better laboratory for observing
strong field effects.

The inspiral of binary systems, which has been observed with very high preci-
sion, can be completely explained by the loss of energy through the radiation of
gravitational waves as calculated within GR [24]. The various data from such sys-
tems can be used to constrain hypothetical deviations from GR. As an example, such
data can be used for a test of the strong equivalence principle [41] and of preferred
frame effects and conservation laws [22] in the strong field regime.

Double pulsars have recently been detected and studied. These binary systems of-
fer possibilities for analyzing spin effects, thus, opening up an entirely new domain
for exploration of gravity in the strong field regime [85, 86]. Accordingly, the dy-
namics of spinning binary objects has been intensively analyzed [25, 53, 156].

6.3 Investigation of “Exotic” Issues

We describe several “unusual” questions which are rarely posed but that are worth
investigating both experimentally and theoretically. A class of these peculiarities
addresses Newton’s axioms, particularly their dynamical part related to forces:

1. Test of actio D reactio. Tests of this axiom can be encoded in a difference be-
tween active and passive charges (electric charge, masses, magnetic moments,
etc., generally, any quantity that creates a corresponding field).

2. Test of the inertial law m Rx D F where F is the force acting on a body. What
is being measured here? The measured acceleration together with the knowledge
of the mass (which can be determined, e.g., through elastic scattering) leads to
the exploration of the force. This can be illustrated with the Lorentz force. If one
sends charged particles through a condenser, their trajectory will be deflected in
response to the voltage applied to the condenser. The deflection gives the force
and the force defines the electric field E .
Therefore, the question of testing the inertial law may have at least two meanings:

(a) Why are there no higher time derivatives in the inertial law? (In fact, owing
to back reaction all equations of motion are of higher than second order. For
charged particles, for example, we have the third order Abraham–Lorentz
equation. This back reaction force can be calculated from the basic equations
of motion which are of second order only. Therefore, the question is why the
underlying basic equations of motion are of second order.)

(b) Does the inertial law hold for all forces, no matter how large or small? (in
our example, do we have m Rx D qE even if E becomes extremely large or
small?)

3. Test of the superposition of forces.
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7 Testing “Exotic” but Fundamental Issues

7.1 Active and Passive Mass

The notion of active and passive masses and their possible non-equality was first
introduced and discussed by Bondi [26]. The active mass ma is the source of the
gravitational field (here we restrict to the Newtonian case with the gravitational
potential U ) �U D 4	maı.x/, whereas the passive mass mp reacts to it

mi Rx D mprU.x/: (26)

Here, mi is the inertial mass and x the position of the particle. The equations of
motion for a gravitationally bound two-body system then are

m1i Rx1 D Gm1pm2a
x2 � x1

jx2 � x1j3 ; m2i Rx2 D Gm2pm1a
x1 � x2

jx1 � x2j3 ; (27)

where 1; 2 refer to the two particles and G is the gravitational constant.
For the equation of motion of the center of mass, X D .m1ix1 Cm2ix2/=Mi, we

find
RX D m1pm2p

Mi
C21

x

jxj3 with C21 D m2a

m2p
� m1a

m1p
(28)

whereMi D m1i Cm2i and x is the relative coordinate. Thus, if C21 ¤ 0 then active
and passive masses are different and the center of mass shows a self-acceleration
along the direction of x. This is a violation of Newton’s actio equals reactio. A limit
has been derived by Lunar Laser Ranging (LLR): no self-acceleration of the moon
has been observed yielding a limit of jCAl�Fej � 7 � 10�13 [18].

The dynamics of the relative coordinate

Rx D �Gm1pm2p

m1im2i

�
m1i

m1a

m1p
Cm2i

m2a

m2p

�
x

jxj3 : (29)

have been probed in a laboratory experiment by Kreuzer [90] with the result jC21j �
5 � 10�5.

The issue of the equality of active and passive gravitational mass is of the same
quality as the issue of the equality of inertial and passive gravitational mass. While
the UFF is an equivalence of all bodies reacting to the gravitational field, here we
have an equivalence of all masses creating a gravitional field: all (spherically sym-
metric) masses of the same weight create the same gravitational field, independent
of their internal composition. The equality of active and passive masses constitutes
a universality principle that we may call the Universality of the Gravitational Field.

It is interesting to note that there is no Lagrange function from which the
equations of motion (27) can be directly derived. As a consequence there is no
Hamiltonian, which means that there is no quantum version of this system. Only the
equation of motion for the relative distance can be quantized.
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7.2 Active and Passive Charge

Similarly, one can think of active and passive charges, which have been discussed
recently [98]. Though electric charges have no direct link to gravity, a discussion of
the similarities and differences to the gravitational case will underline the universal-
ity of this question and can lead to a better understanding of the gravitational case.
As an example, we will see that on the one hand the weakness of the gravitational in-
teraction helps in a search for a difference of active and passive masses, while on the
other hand the fact that negative charges are possible may help in circumventing the
short timescales present in the electromagnetic interaction, which at first sight are a
big obstacle in searching for a difference in active and passive electric charges. Fur-
thermore, since in the weak field approximation there are many similarities between
gravity and electromagnetism, a different active and passive charge would give a
strong indication of a possible difference of active and passive masses. Moreover, as
charged bodies also gravitate, a difference in active and passive charges would prob-
ably lead to a modified behavior for interacting charged black holes. This realization
has not yet been fully developed.

The resulting equations of an electrically bound system with different active and
passive charges are similar to the equations for a gravitationally bound system with
different active and passive masses. The only difficulty that arises here is that the
self acceleration of the center of mass cannot be observed, since within atoms the
timescale is too short so that, as a result, this effect averages out.

However, there is one substantial difference between this and the massive case:
there are positive and negative charges. This opens up the possibility of defining
active as well as passive neutrality. In order to exploit this possibility one has to
consider a bound system in an external electric field E

m1i Rx1 D q1pq2a
x2 � x1

jx2 � x1j3 Cq1pE.x1/; m2i Rx2 D q2pq1a
x1 � x2

jx1 � x2j3 Cq2pE.x2/;

(30)

where q1p, q1a, q2p, and q2a are the passive and active charges. The equations of
motion of the center of mass and the relative coordinate are

RX D q1pq2p

Mi

NC21 x

jxj3 C 1

Mi

�
q1p C q2p

�
E; Rx D � 1

mred
q1pq2p ND21 x

jxj3 ; (31)

where
NC21 D q2a

q2p
� q1a

q1p
; ND21 D m1i

Mi

q1a

q1p
C m2i

Mi

q2a

q2p
: (32)

Thus, if active and passive charges are different, the center of mass shows a self-
acceleration along the direction of x, in addition to the acceleration caused by the
external field E. Due to fast internal motion the self-acceleration of the center of
mass is not observable.

However, it is now possible to define active neutrality through 0 D qa1 C qa2 as
well as passive neutrality 0 D qp1 C qp2. We may now prepare an actively neutral
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system by the condition that it creates no electric field (which may be explored by
other test charges). This actively neutral system might be passively non-neutral and
may react on an external electric field. Also, a passively neutral field may actively
create an electric field. If actively neutral systems are also passively neutral, then the
active and passive charge are proportional. These procedures can be carried out with
high precision resulting in NC12 � 10�21 [98]. Atomic spectra represent a cleaner test
but yield only an estimate of the order NC12 � 10�9 [98].

7.3 Active and Passive Magnetic Moment

A similar analysis can be carried out for magnetic fields created by magnetic mo-
ments. If active and passive magnetic moments are different, then again we would
observe a self-acceleration of the center of mass. In this case atomic spectroscopy
is more useful and yields an (unsurpassed) estimate eC 12 � 10�5 [98].

7.4 Charge Conservation

Charge conservation is a very important feature of the ordinary Maxwell theory:

� It is basic for an interpretation of Maxwell-theory as a U.1/ gauge theory.
� It is necessary for the compatibility with standard quantum theory insofar as it

relates to the conservation of probability.

Recently, some models that allow for a violation of charge conservation have
been discussed. Within higher dimensional brane theories it has been argued that
charge may escape into other dimensions [46,47], leading to charge nonconservation
in four-dimensional space–time. Charge nonconservation may also occur in connec-
tion with variable-speed-of-light theories [104]. A very important aspect of charge
nonconservation is its relation to the EEP, which is at the basis of GR [105]. Charge
nonconservation necessarily appears if, phenomenologically, one introduces into the
Maxwell equations, in a gauge-independent way, a mass for the photon [95, 97].

The more important a particular feature of physics is, the more firmly this fea-
ture should be based on experimental facts. There seem to be only three classes of
experiments related to charge conservation:

1. Electron disappearing: Charge is not conserved if electrons spontaneously disap-
pear through e ! �e C � or, more generally, through e ! any neutral particles.
Decays of this kind have been searched for using high-energy storage rings but
they have not been observed [4,155]. For the general process, the probability for
such a process has been estimated to be 2 � 10�22 year�1 [155]; for two spe-
cific processes the probability is as low as 3 � 10�26 year�1 [4]. Even for a strict
non-disappearance of electrons, the charge of an electron may vary in time and
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thus may give rise to charge nonconservation. Thus, while charge-conservation
implies the non-disappearance of electrons, electron non-disappearance does not
imply charge conservation.

2. Equality of electron and proton charge: Another aspect of charge conservation
is the equality of the absolute value of the charge of elementary particles like
electrons and protons. Tests of the equality of qe and qp through the neutrality of
atoms [49] yield very precise estimates because a macroscopic number of atoms
can be observed. The result is j.qe � qp/=qej � 10�19.

3. Time-variation of ˛: The most direct test of charge conservation is implied by
the search for a time-dependence of the fine structure constant ˛ D qeqp=„c.
Since different hyperfine transitions depend in a different way on the fine struc-
ture constant, a comparison of various transitions is sensitive to a variation of
˛. Recent comparisons of different hyperfine transitions [114] lead to j P̨=˛j �
7:2 � 10�16 s�1. This may be translated into an estimate for charge conservation
j Pqe=qej � 3:6 � 10�16 s�1, provided „ and c are constant and qp D qe. However,
this direct translation does not hold within the framework of varying c theories.
An estimate that is more than one order of magnitude better comes from an analy-
sis of the natural OKLO reactor [38], but it requires some additional assumptions
on the ˛-dependence of various nuclear quantities.

Apparently, we have no dedicated direct experiment to test charge conservation.

7.5 Small Accelerations

Since the effect of gravity is observed by its influence on orbits of satellites and stars,
a modification of Newton’s first law, F D ma, will dramatically change the inter-
pretation of the orbits and, therefore, the relation between the observation and the
deduced gravitational field. This is, for example, the basis of the MOND (MOdified
Newtonian Dynamics) ansatz proposed by Milgrom [120] and put into a relativistic
formulation by Bekenstein [21].

The MOND ansatz replaces m Rx D F by

m Rx�.j Rxj=a0/ D F ; (33)

where �.x/ is a function that behaves as

�.x/ D
(
1 for jxj � 1

x for jxj 	 1:
(34)

For Newtonian gravity this means that from the equation F D mrU we obtain the
special cases

� For large accelerations: Rx D rU .
� For small accelerations: Rxj Rxj D a0rU ! jRxj D p

a0jrU j.
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This result for small accelerations, such as are present in the outer regions of
galaxies, describes many galactic rotation curves very well, and may also reproduce
dynamics of galactic clusters. The acceleration scale a0 is of the order 10�10 m s�2.

A recent laboratory experiment using a torsion balance tests the relation between
the force acting on a body and the resulting acceleration [59]. No deviation from
Newton’s inertial law has been found for accelerations down to 5 � 10�14 m s�2.
However, this does not mean that the MOND hypothesis is ruled out. Within
MOND it is required that the full acceleration should be smaller than approximately
10�10 m s�2, while in the above experiment only two components of the accelera-
tion were small while the acceleration due to the Earth’s attraction was still present.
This means that better tests must be performed in space. An earlier test [1] went
down to accelerations of 3 � 10�11 m s�2, though the applied force was nongravita-
tional. It might be questioned whether the MOND ansatz applies to all forces or to
the gravitational force only. There exists a short time and space window (of the order
1 s and 10 cm) for performing tests capable of such a distinction on Earth [170].

It has also been questioned whether the MOND ansatz can describe the Pioneer
anomaly [12, 120] but positive confirmation has not been convincingly demon-
strated. In any case, it is a very remarkable coincidence that the Pioneer acceleration,
the MOND characteristic acceleration, and the cosmological acceleration are all of
the same order of magnitude, aPioneer � a0 � cH , whereH is the Hubble constant.

What is the principal meaning of such tests? When we are testing m Rx D F

for small F , this at first sight means nothing. The only measured quantity in this
equation is x as function of time from which we can derive Rx. Such measurements of
Rx are used to define the force F and to explore the charge-to-mass ratio. Therefore,
this kind of measurement does not provide any kind of test.

The only way to give these experiments a meaning is if one has a model for the
force. If the force is given by, for example, a gravitating mass, F D mrU withU D
G
R
�.x0/=jx�x0jdV 0, then one may ask whether the acceleration decreases linearly

with decreasing gravitating mass. If the gravitating mass is spherically symmetric,
U D GM=r , then the question is whether Rx ! ˛ Rx for M ! ˛M , particularly in
the case of small M . This is an operationally well-defined question.

Since all components of the acceleration should be extremely small, it is neces-
sary to perform such tests in space. It has been suggested that such a test should be
carried out in a satellite located at a Lagrange point of the Earth–Sun system.

7.6 Test of the Inertial Law

The question we ask here is how one can test experimentally whether equations of
motion possess second or higher order time derivatives. If the equation of motion is
of nth order, then the solution for the path depends on n initial conditions. To enable
a theoretical description of such tests we set up equations of motion of higher order
where the higher order terms are characterized by some parameters which vanish
in the standard equations of motion. This means that, besides their mass, particles
are characterized by further parameters related to the additional higher order time
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derivatives. We solve these equations of motion and try to exploit already completed
experiments, or propose new ones in order to obtain estimates on the extra param-
eters. So as not to be too general, we use the Lagrange formalism, which, for our
purposes, is of higher order with a Lagrangian depending on higher derivatives.
A complete description of a particle’s dynamics requires the introduction of an in-
teraction with, for example, the electromagnetic field. The structure of this coupling
may differ from what we know in a more familiar, first order Lagrangian.

7.6.1 Higher Order Equation of Motion for Classical Particles

In order to get a feeling of what might happen we take for simplicity a (nonrela-
tivistic) second order LagrangianL D L.t; x; Px; Rx/, see [101] for more details. The
Euler–Lagrange equations read

0 D @L

@xi
� d

dt

@L

@ Pxi C d 2

dt2
@L

@ Rxi : (35)

It can be shown that these equations of motion remain the same if we add to the
Lagrangian a total time derivative of a function f .t; x; Px/,

d

dt
f .t; x; Px/ D @tf .t; x; Px/C Pxi @

@xi
f .t; x; Px/C Rxi @

@ Pxi f .t; x; Px/: (36)

According to the gauge principle, one should replace the derivatives @tf .t; x; Px/,
rf .t; x; Px/, and r Pxf .t; x; Px/ by gauge fields, which then yield gauge field
strengths. However, it makes no sense to have velocity-dependent gauge fields.
Therefore we assume that f is a polynomial in the velocities, f .t; x; Px/ D PN

kD0
fi1;:::ik .x/ Pxi1 � � � Pxik .

In the simplest case, N D 0 and L D 1
2
" Rx2 C m

2
Px2. In this case the gauged

Lagrange function readsL D 1
2
" Rx2C m

2
Px2Cq�Cq PxiAi that yields as an equation

of motion
"
::::
x Cm Rx D qE.x/C q Px � B.x/ D F .x/; (37)

where E and B are the electric and magnetic field derived as usual from the scalar
and vector potentials � and A. More general cases are discussed in [101].

This equation of motion may be solved in a first approximation by using, to begin
with, the substitution x D " Nx C x0 where x0 is assumed to solve the equation of
motion without the fourth order term. If we assume that the force is very smooth
and that the deviation " Nx is very small, that is, if Nx � rF .x0/ 	 m RNx and can be
neglected, then we obtain

::::
x0 C" ::::Nx Cm RNx D 0: (38)

This equation can be integrated twice

Rx0 C " RNx Cm Nx D at C b; (39)
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where a and b are two integration constants. Inserting the equation for Rx0 yields

RNx C m

"
Nx D � 1

m"
F .x0/C 1

"
at C 1

"
b: (40)

With a new variable Ox D Nx � 1
m
at C 1

m
b we have

ROx C m

"
Ox D � 1

m"
F .x0/: (41)

If " is small (andm large),2 thenm=" becomes large. Then the term m
"

Ox is dominant
compared with the term on the right-hand side. If, furthermore, we take " to be
positive, then Ox is a fast oscillating term (for negative " we have runaway solutions).
The total solution then is

x.t/ D x0.t/C "

�
Ox.t/C 1

m
at � 1

m
b

�
: (42)

This solution consists of the standard solution x0.t/, which is the main motion, a
small displacement, a small linearly growing term, and a small fast oscillating term,
a kind of zitterbewegung. From ordinary observations, a and b should be very small.
Neglecting these particular contributions, the standard solution of the standard sec-
ond order equation of motion seems to be rather robust against the addition of a
higher order term.

The question now is how to search for the deviations from the standard solution.
One way might be to look for the linearly growing term, which, however, requires a
long observation time. Another way might be to search for a fundamental variation
in the final position resulting from well-defined initial conditions. Some correspond-
ing proposals have been worked out in [101].

7.6.2 Higher Order Equation of Motion for Quantum Particles

It is easier to consider the question of the order of the time derivative at the quantum
level. If one adds, for example, a second time derivative to the Schrödinger equation,
then this will change the spacing between the energy levels. A comparison with
measurements yields an estimate on the strength of such a term [93]. A higher order
time derivative in the Maxwell equations would, for example, modify the dispersion
relation by adding cubic or higher order energy terms. Such additional terms could,
in principle, be observed in high energy cosmic radiation or in experiments with
gravitational wave interferometers, as described above in Section 6.1.

2 We assume that " is independent of m.



Testing Basic Laws of Gravitation 57

7.7 Can Gravity Be Transformed Away?

It might be thought that, with the validity of the UFF, it would be possible to elimi-
nate gravity from the equations of motion of a neutral point particle. This is not the
case. The UFF merely implies that the equation of motion should have the general
form Rx� C� �.x; Px/ D 0, where it is essential that no particle parameters enter this
equation. If gravity can be transformed away (Einstein elevator), then the second
term has to be bilinear in the velocity � �.x; Px/ D �

�
�� Px� Px� . This is not the case,

for example, in Finsler geometries or in the model presented in [100]. These are
examples where the UFF is valid but Einstein’s elevator fails to hold; they constitute
a gravity-induced violation of Lorentz invariance.

7.7.1 Finsler Geometry

An indefinite Finslerian geometry is given by

ds2 D F.x; dx/ with F.x; �dx/ D �2F.x; dx/; (43)

so that

ds2 D g��.x; dx/dx
�dx� with g��.x; y/ D 1

2

@2F.x; y/

@y�@y�
; (44)

where g��.x; dx/ is a kind of metric, which, however, depends on the vector it is
acting on. The motion of light rays and point particles is to be described by the
action principle 0 D ı

R
ds2.

There are two main consequences of such a Finslerian framework. (i) Since the
Christoffel connection depends on the 4-velocity, it cannot be transformed away,
so the equation of motion will not reduce to Rx� D 0 for all possible particle
4-velocities. Therefore, gravity cannot be transformed away in the whole tangent
space as it can be in GR. (ii) There is no coordinate transformation by which the
Finslerian metric could acquire a Minkowskian form. Therefore, a Finslerian metric
violates Lorentz invariance.

A very simple example of a Finslerian metric is given by

ds2 D F.dx�/ D dt2 �D.dxi /; D.�dxi / D �2D.dxi /; (45)

with

.D.dxi //r D Di1:::i2r
dxi1 � � �dxi2r D .ıijdx

idxj /r C �i1:::i2r
dxi1 � � �dxi2r ;

(46)

where i; j; ::: D 1; 2; 3. The anisotropy is encoded in the tensor field �i1:::i2r
,

which, by comparison with many experiments, can be assumed to be very small:
�i1:::i2r

	 1.
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7.7.2 Testing Finslerian Anisotropy in Tangent Space

In [96] this ansatz was used for describing tests of Finslerian models, in the photon
sector given by ds2 D 0, using Michelson–Morley experiments. From a comparison
with the best available optical data, see page 29 in Section 3.1.1, one deduces that
�i1:::i2r

� 10�16.
In the matter sector, within the nonrelativistic realm, one may start with a Hamil-

tonian of the form

H D H.p/ with H.�p/ D �2H.p/; (47)

where pi D �i„@i . For a “power-law” ansatz we have

H D 1

2m

�
gi1:::i2rpi1 � � �pi2r

� 1
r : (48)

The deviation from the standard case may again be parametrized as

H D 1

2m

�
�p C �i1:::i2rpi1 � � � @i2r

� 1
r � 1

2m
p2

 
1C 1

r

�i1:::i2rpi1 � � �pi2p

p2r

!
:

(49)

The second term is a nonlocal operator that has influence on, for example,

� The degeneracy of Zeeman levels given by Htot D H C � � B . If H0 deviates
from p2 then the Zeeman levels split, as can be explored in Hughes–Drever type
experiments, which lead to estimates �i1:::i2r � 10�30, see Section 3.1.2.

� On the phase shift in atomic interferometry. The atom–photon interaction leads
to a phase shift

ı� � H.pCk/�H.p/ � k2

2m
C 1

m

 
ıi l C 1

r

�i li3:::i2rpi3 � � �pi2r

p2.r�1/

!
pikl ; (50)

where we have used k 	 p. This is a modified Doppler term: while rotating the
whole apparatus we get different Doppler terms.

7.7.3 Finslerian Geodesic Equation

In Finslerian space–time gravity cannot, in general, be transformed away. In [99]
we discuss a Finslerian model of gravity by appropriately modifying the ansatz (45)
for a Finslerian metric function

ds2 D h00dt2 � �
.hi1i2 � � �hi2r�1i2r

C �i1:::i2r
/dxi1 � � � dxi2r

� 1
r ; (51)

which reduces to a Riemannian space–time for �i1:::i2r
D 0. For the case of a

spherically symmetric Finsler space–time, it is possible to calculate the geodesic
equation to first order in the Finslerian deviation �i1:::i2r

. We assumed for h�� the
Schwarzschild form and found, for circular orbits, a modified Kepler law
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r3

T 2
D
�
1 � A.r/

r4

�
GM

4	2
; (52)

where A.r/ is an arbitrary function, related to one component of the spherically
symmetric tensor �i1:::i2r

.
For a radial free fall we obtain

d 2r

d�2
D �

 
1 � B.r/

�
1 � 2GM

r

�2! GM

r2
; (53)

where � is the proper time and B.r/ another function related to another component
of the spherically symmetric tensor �i1:::i2r

. In the Newtonian approximation this
gives

d 2r

dt2
D � .1 � B.r//

GM

r2
: (54)

Comparison of (52) with (54) reveals that radial motion and circular motion “feel”
different gravitational constants, which, in general, may depend on the radial dis-
tance [99],

r3

T 2
D G1M

4	2
;

d 2r

dt2
D �G2M

r2
: (55)

The geodesic equation in Finsler space–time thus implies that the gravitational
attraction of a body falling vertically towards the center of the Earth is different
from the gravitational attraction that keeps a satellite on its bound orbit, see Fig. 6.
From the orbit of the Earth around the Sun one can determine GM of the Sun with
a relative accuracy of approximately 10�9. This mass can be taken to determine the
gravitational field of the Sun and the acceleration that bodies experience within stan-
dard theory. The acceleration of a satellite on a radial escape orbit can be measured
with an accuracy of the order 10�10 m=s2, which would allow a determination of
GM of the Sun with an accuracy of the order 10�8 (at a distance of approximately
1 AU). As for the Earth, the gravitational acceleration of a body falling on Earth can
be measured with an accuracy of 10�8 m=s2 [91] leading to a relative accuracy
of the determination of GM of the Earth of the order 10�9. So, if all observa-
tions and measurements are compatible within standard theory, then the equality of
the acceleration of horizontally moving satellites and planets and vertically falling

Fig. 6 A body falling toward the center of the Earth may feel a gravitation acceleration toward the
center of the Earth different from that of a body moving horizontally



60 C. Lämmerzahl

bodies is confirmed to within the order of 10�8. As a consequence, the functionsG1
and G2, or A=r4 and B , should differ by less than 10�8.

It is clear from the given formulae that Finsler geometry offers the possibility
of having different properties for escape and bound orbits (the gravitational attrac-
tion depends on the orbit) and, thus, is in the position to describe effects like the
Pioneer anomaly; for example, a very simple choice in this case might beA D 0 and
B D B0r

2 (assuming that the observed anomalous acceleration is of gravitational
origin and not a systematic error). Further studies on experimental and observational
consequences of Finsler gravity are in progress [99].

8 Summary

In this chapter, we have described the underlying principles of GR encoded in the
EEP, and their corresponding experimental verification. We have also described
observations relating to the predictions of GR, ranging from the weak field Solar
system to strong field effects in compact binary systems. Besides the standard prin-
ciples, we also focussed some attention on assumptions that are usually taken for
granted, even though their experimental basis is sometimes not strong, or the inter-
pretation of related experiments is not unique. These assumptions include charge
conservation, equality of active and passive mass, charge, and magnetic moment,
the order of the time derivative in classical and quantum equations of motion, and
the issue of whether gravity can be transformed away locally.
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144. G. Schäfer, R. Sauerbrey, arXiv:astro-ph/9805106v1 (1998)
145. S. Schlamminger, K.-Y. Choi, T.A. Wagner, H. Gundlach, E.A. Adelberger, Phys. Rev. Lett.

100, 041101 (2008)
146. R. Schoedel, A. Eckart, T. Alexander, D. Merritt, R. Genzel, A. Sternberg, L. Meyer, F. Kul,

J. Moultaka, T. Ott, C. Straubmeier, Astron. Astrophys. 469, 125 (2007)
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Mass Metrology and the International System
of Units (SI)

Richard S. Davis

Abstract The International System of Units (SI) is widely used in science,
industry, and commerce because it caters simultaneously to the needs of all. In
the early twenty-first century, this means defining the units of time, length, mass,
and electricity in terms of the fundamental constants of physics, and then “real-
izing” these definitions to sufficient accuracy on the human scale of the second,
meter, kilogram, and ampere. This program has already been successful except for
the kilogram, which is still defined in terms of an artifact constructed in the late
nineteenth century. Although quantum-based electrical standards are widely used,
the SI voltages or resistances produced by these standards depend on the values of
constants that are at present based on experimental values derived from the artifact
kilogram. This chapter presents the current state of affairs, which is unsatisfactory,
and proceeds to describe work that will lead to a redefinition of the kilogram,
probably in terms of a fixed value for the Planck constant.

1 Introduction

What does it mean to measure a mass? In this chapter we present two possibilities
that will be discussed in detail. The first has been used since antiquity: choose one
object as the standard, S, and then measure the ratio of the mass, m.X/, to m.S/
for any X. The mass of X is then said to be m.X/=m.S/ in units of m.S/. An
object known as the international prototype of the kilogram serves to define the
unit “kilogram” in the SI. Secondary mass standards used throughout the world are
ultimately traceable to the international prototype, which is conserved and used at
the International Bureau of Weights and Measures (BIPM). This system works to a
few parts in 108 at the 1 kg level. Experimental uncertainties generally increase if
mass determinations very different from 1 kg are required. It would be preferable if

R.S. Davis (�)
Bureau International des Poids et Mesures, Pavillon de Breteuil, 92312 Sèvres cedex, France
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m.S/ were an invariant, or “fundamental,” quantity such as the mass of the electron,
me. However, there is a mismatch of 30 orders of magnitude between 1 kg and me

and this presents practical challenges.
A second way to measure the mass of X is through its energy equivalent:m.X/ D

E=c20 . We might then make use of the relation E D hf to devise a nondestructive
measurement of the mass of X in terms of its Compton frequency:

m.X/ D .h=c20/ f: (1)

A variant of 1 has been tested experimentally to about 500 parts in 109 [37],
wherem.X/was the mass equivalent of a nuclear binding energy. However, if X is of
the order of 1 kg then f � 1050 Hz, which seems to be experimentally inaccessible.

The following describes how the world of metrology is meeting the challenge to
redefine the kilogram in terms of fundamental constants.

2 The SI

2.1 Base Units/Base Quantities

The SI has seven base units, each of which associated with a base quantity [3].
These are the second, s (time); the meter, m (length); the kilogram, kg (mass); the
ampere, A (electrical current); the kelvin, K (temperature); the mole, mol (amount
of substance); and the candela, cd (luminous intensity). The kelvin and the candela
will not be discussed further in this chapter. The SI has evolved from the meter,
kilogram, second, ampere (MKSA) system [3], and has a formal mechanism for
evolving as our knowledge grows. This has important practical consequences as
will be discussed below in Section 5.

It is obviously not the goal of the SI to define a minimal set of base units, for
clearly this has not been achieved [15]. Rather the SI attempts to be useful to the
greatest number of communities so that, for instance, merchants can measure bolts
of cloth and industries can source precision parts in the same units used by physicists
to measure the Bohr radius, and all can achieve an accuracy that is not limited by the
definition of the meter. Let us now look briefly at the current definitions of the five
base units of interest here. Each definition fixes the value of some physical property
or constant.

The present definition of the second, which dates from 1968, specifies an exact
frequency, �hfs.Cs/, for the hyperfine splitting in the ground state of a caesium-133
atom (it is understood that the atom is at rest at a temperature of 0 K). The definition
anticipates that the second will be “realized” using an atomic clock. The value of
the hyperfine splitting is indeed a constant of nature, although the theoretical model
for alkali atoms and ions is less well developed than for atomic hydrogen [33, 35].
Note that this definition is now more than 40 years old and technology has advanced
greatly. The hfs of Cs-133 is perhaps no longer the most judicious choice on which
to base the second, but such speculation is beyond the scope of this article.
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The present definition of the meter essentially defines a fixed value for c0,
the speed of light in vacuum. The definition states that the meter is the distance
traveled by light in a vacuum during a duration of .1=fc0g/Œs�. Here we use the
curly brackets of quantity calculus to indicate the numerical value of c0, devoid
of units; the unit itself is given in square brackets [12]. The definition anticipates
that high-accuracy length measurements will be performed using masers or lasers.
The present meter definition dates from 1983 and it is instructive to understand
why 15 years elapsed from the redefinition of the second to the redefinition of the
meter. It was necessary to demonstrate a practical way to “realize” the new def-
inition and to show that this realization leads to improved length measurements.
Essentially this meant measuring a laser frequency in units provided by an atomic
clock. Results from the key experiment, which reported an improved measurement
of c0, were published about 35 years ago [17]. The authors stated that “The main
limitation [to the determination of c0] is asymmetry of the krypton...line defin-
ing the meter.” The meter had been defined in 1960 to be a certain multiple of a
particular krypton emission line. Even though this definition relied on the prop-
erty of an atom, there was a technical limitation to the experimental determination
of a much more fundamental physical quantity. This was the principal motiva-
tion for the redefinition, which, for administrative reasons of the type outlined in
Section 6.1, came some years later. The long history of ever-improving measure-
ments of c0 was effectively brought to an end in 1983 by the present definition of the
meter.

The definition of the kilogram has not changed since the foundations of the SI
were laid in 1889. Since the SI unit “kilogram” and its related quantity “mass” are
the main subject of this chapter, the kilogram definition will be given in full [3]:

The kilogram is the unit of mass. It is equal to the mass of the international prototype of the
kilogram.

This is a quintessential artifact definition. In the 1880s a number of similar objects
were fashioned from a particular binary alloy (Pt90%/Ir10%) and one of these ob-
jects was selected to represent 1 kg, while maintaining historical continuity with the
previous artifact representation of the kilogram [10]. Whereas the definitions of the
second and the meter rely on fixed values for physical constants, an artifact defini-
tion cannot do this. All the definition of the kilogram can accomplish is to assign a
mass of exactly 1 kg to the mass of a particular object. If the mass of that artifact
changes (e.g., relative to the electron rest mass), its SI value nevertheless remains
exactly 1 kg. The mass of any object X is the ratio of its mass to the mass, m0, of
the international kilogram artifact:

mX D
	
mX

m0



Œkg�: (2)

The latter is assigned a value of exactly 1 kg in the SI.
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Two more SI base units, the ampere and the mole, also depend on the kilogram.
All definitions are quoted from [3]:

The ampere is that constant current which, if maintained in two straight parallel conductors
of infinite length, of negligible circular cross-section, and placed 1 m apart in vacuum,
would produce between these conductors a force equal to 2 � 10�7 newton per metre of
length.

The newton is the SI unit of force, derived from the kilogram, meter and second.
One may note that the ampere definition implicitly fixes the value of the magnetic
constant, �0, to be exactly 4	 � 10�7N=A2. Recall that

c20"0�0 D 1; (3)

where "0 is the electric constant that, by inspection, also has a fixed value in the
SI. The ampere definition essentially describes a Gedanken experiment, impossible
to realize in practice. Nevertheless, laboratory experiments can exploit well-known
physical principles to realize the ampere definition with a practical geometry. The
ampere definition ensures coherence between electrical and mechanical units by
assigning a fixed value to a unit with dimensions N=A2.

Finally the mole also relies on the kilogram:

The mole is the amount of substance of a system which contains as many elementary entities
as there are atoms in 0.012 kg of carbon 12.

It is understood that the definition refers to an atom that is free and at rest in its
ground state. The mole is principally of interest to chemists but it is indeed a base
unit of the SI and its present definition depends on the kilogram. The number of
elementary entities per mole referred to in the definition is of course the Avogadro
constant, NA:

NA D 0:012 kg=mol

m.12C/
: (4)

Thus the SI value of the Avogadro constant has the same relative uncertainty as the
mass of an atom of 12C. We will present much more on this issue in Section 2.
A useful history of the mole and its utility to chemistry can be found in [26].

2.2 Gaussian Units

The SI defines units only. Their associated quantities are defined through standard
physics. Nevertheless, the equations of physics – especially those of electro-
dynamics – take different forms in different unit systems. An analysis of the
differences between the SI and other commonly used systems of units, most no-
tably the cgs-Gaussian units, is given by J.D. Jackson in his deservedly well-known
textbook [20]. Jackson has chosen to use SI in all but the final chapters of his latest
edition, and his reasons for this choice are instructive. He concludes that “the reality
is that scientists must be conversant in many languages....”
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2.3 Planck Units, Natural Units, and Atomic Units

The Planck units are perhaps the best known of the natural unit systems, and for
this reason provide a useful contrast to the SI. In usual formulations, the Planck
units correspond to the quantities mass, length, time, and temperature. The sizes of
the Planck units, relative to their respective SI counterparts, are thought by some
to be insightful. Best values of the Planck units are periodically tabulated by the
CODATA Task Group on Fundamental Constants [31,32]. In addition, Planck units
provide a useful context for viewing proposals to update the SI. We recall that Planck
units are constructed from the following physical constants: Newtonian constant of
gravitation (G), Planck constant (h) divided by 2	 , the Boltzmann constant (k),
and c0. If �0 is added to this list, one can also derive a Planck unit of electrical
charge. We will see that the proposals for a new SI go a long way to defining units
in terms of fixed values for certain fundamental constants, some of them already in
the Planck set. This will be discussed further in Section 6.2.

Other unit systems based on fundamental constants are also used, in particular
the so-called natural units and the atomic units [31]. In both of these systems, the
electron mass, me, serves to define the unit of mass.

3 Practical Reasons for Redefining the Kilogram

As discussed above, there are excellent reasons in principle for basing a unit system
on physical constants rather than artifacts. In this section we discuss practical rea-
sons for redefining the kilogram as soon as possible. Such motivation comes from
three major areas: internal evidence from mass comparisons among 1 kg standards,
possible confusion in the analysis and use of fundamental constants, and adoption
of conventional units for electrical metrology (which is now based on quantum stan-
dards) and chemistry (which relies heavily on the 12C atom as a unit of mass). We
now examine each of these in detail.

3.1 Internal Evidence Among 1 kg Artifact Mass Standards

When the international prototype was put into service in 1889, some 40 additional
copies had also been manufactured, each of the same material, shape, surface finish,
and mass (to within a manufacturing tolerance of ˙1 mg). Later, additional copies
were manufactured and the number is now approaching 100. Six of these are offi-
cial copies that are stored at the BIPM along with the international prototype itself.
Most of the others have become national 1–kg prototypes of the Member States of
the BIPM. In the SI, all mass values are traceable to the international prototype.
In practice, the set of the oldest prototypes has been calibrated just three times:
the first during the years just prior to adoption of the kilogram definition in 1889,
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the second over several years roughly centered around 1950, and the third from 1989
to 1991. The latter two campaigns are known as the second and third verifications.
The history of this work is reviewed in [10]. Additional prototypes maintained at
the BIPM are used to maintain traceability to the international prototype between
verifications.

Comparisons to the international prototype can be made directly or indirectly
by means of sensitive balances known as mass comparators. These already existed
in the 1880s although their standard deviations and convenience of use are now
much improved. Nevertheless, 100 years ago metrologists were prepared to make
hundreds of painstaking measurements in order to reduce the random uncertainty
of the final result to about 5�g, or 5 parts in 109 (5 ppb) of 1 kg. Essentially, a
comparator can be used to determine mass ratios. The smallest uncertainties are
obtained when the physical properties of the artifacts being compared are as close
to identical as possible. Rather than using Eq. 2, traceability to the international
prototype is obtained through a chain that is more or less long depending on the
requirements of the end user:

fmXgŒkg� D
	
mX

mn



�
	
mn

mn�1



� � � � �

	
m2

m1



�
	
m1

m0



Œkg�: (5)

Simply put, mass metrology consists of minimizing the uncertainty of the ratio
measurements shown on the right-hand side of Eq. 5 and ensuring that the masses of
the artifacts that appear in both numerator and denominator (known as transfer stan-
dards) are stable. The uncertainties to which national metrology institutes adhering
to the CIPM Mutual Recognition Arrangement can disseminate the unit of mass can
be found on the BIPM Web site [4]. Secondary laboratories can be traceable to the
SI through these laboratories. A system of laboratory accreditation is available, for
example, through the International Laboratory Accreditation Cooperation [21].

Although m0 is by definition 1 kg, we know that its mass could change with
respect to a fundamental constant such as the electron mass. However, we have as yet
no experimental evidence for a change in mass of m0 with respect to a fundamental
constant [11], which is another way of saying that it is difficult to determine with
sufficient accuracy the ratio of m0 to the mass of a fundamental constant.

Nevertheless, we have ample internal evidence that the masses of the set of pro-
totypes are slightly unstable among themselves. This was suspected from the results
of the second verification and confirmed by the third verification. Results for the
oldest national prototypes having a complete calibration history over 100 years are
shown in Fig. 1. The x-axis represents the mass of the international prototype and
the straight lines represent the changes in calibration of each prototype from the time
of its initial calibration through the third verification. The three experimental points
are connected by straight lines to help visibility. Thus each of the three calibrations
of a prototype X is plotted in Fig. 1 as��

mX

m0

�
t

�
�
mX

m0

�
tD0

��
10�9; (6)

where t is the number of years since 1889. All prototypes were cleaned and
washed prior to calibration. One sees a general trend for the masses of the national
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Fig. 1 Changes in mass since their initial calibration of the oldest national prototypes with respect
to the international prototype. The y-axis is in ppb (�g=kg)

prototypes to increase by about 0.5 ppb/year with respect to the international
prototype. Does this mean that the international prototype is losing mass (as one
can read in the mass media)? Perhaps the national prototypes are generally gain-
ing mass; or perhaps none of these objects are stable with respect to a fundamental
constant of mass. By 1991, after the results of the third verification were known,
it was suggested that experiments to link the mass of the international prototype to
an atomic mass or a physical constant should be pursued with a goal of achieving
an uncertainty of 20 ppb in order to monitor the stability of the international proto-
type [36]. This suggestion was then endorsed by the relevant international bodies,
see Section 5. However, advances in quantum physics have more recently led to a
call from other areas of metrology for a major overhaul of the SI, including – and
especially – a redefinition of the kilogram.

3.2 Fundamental Constants

In presenting the Planck units, natural units, and atomic units, it has been assumed
that there are certain physical quantities that are fundamental and, therefore, ideal
standards from which to create a SI. An often-quoted statement by James Clerk
Maxwell makes a prescient and eloquent argument for basing units on the physical
constants:

The dimensions of our earth and its time of rotation, though relative to our present means of
comparison very permanent, are not so by physical necessity. The earth might contract by
cooling, or it might be enlarged by a layer of meteorites falling on it, or its rate of revolution
might slowly slacken, and yet it would continue to be as much a planet as before.
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But a molecule, say of hydrogen, if either its mass or its time of vibration were to be altered
in the least, would no longer be a molecule of hydrogen.

If, then, we wish to obtain standards of length, time and mass which shall be absolutely per-
manent, we must seek them not in the dimensions, or the motion, or the mass of our planet,
but in the wavelength, the period of vibration, and the absolute mass of these imperishable
and unalterable and perfectly similar molecules [25].

Maxwell was, of course, criticizing the original metric system, which based
the meter on a specified fraction of the earth’s circumference and the kilogram on
the mass of a cubic decimeter of water at its temperature of maximum density. The
ghost of this system is seen in our present kilogram, which agrees with this earlier
definition to within about 3 parts in 105. However, “water” is not a well-defined
substance and the original definition was replaced by one based on a single, solid
artifact: first the kilogramme des Archives, and then the present international pro-
totype [10]. In some sense the density maximum of a well-characterized sample
of water is a physical constant but we no longer consider it to be “fundamental.”
This is because its properties are influenced by a number of effects that are diffi-
cult to model to arbitrarily high accuracy: isotopic abundances, dissolved gases and
other impurities, thermal expansion, compressibility, etc. The maximum density of
a particular isotopic mix of water has been determined to a relative uncertainty of
about 10�6 and this limit is not due to shortcomings of the present definition of the
kilogram.

Our understanding of which quantities in nature are fundamental constants
evolves with our knowledge. For instance, the fine-structure constant, ˛, which
today is determined by an experiment whose results are analyzed using QED per-
turbation theory [18], may one day be calculable from first principles. A possible
analogy to the value of 	 , which in antiquity was determined by measurement,
is sometimes cited. We may one day find that ˛, or other constants, are time -
dependent (and thus not really constant) [24, 35]. It may be that string theories will
lead us to revise our notions of “fundamental” constants. This paper will not enter
the debate over which constants are the most fundamental. In the following, we will
assume that the fundamental constants at our disposal are those that are listed in the
CODATA 2006 recommendation [31].

In any case, the values of all fundamental constants containing the kilogram in
their dimension must be traceable to the international prototype. How this situa-
tion is best remedied will be the subject of this chapter. Of course at some level of
precision the mass of the international prototype must be less stable than the val-
ues of the constants that are traceable to it. However, this phenomenon has not
yet been observed. A more practical concern is the experimental uncertainty in
determining such constants with respect to the present definition of the kilogram.
Thus, for instance, every time there is an improved experimental determination of
the Planck constant, its SI value changes (within the previously accepted uncer-
tainty, one hopes) and the uncertainty of the new value is improved. We will see
below that the recommended relative uncertainty of h is approximately 5 � 10�8.
The relative uncertainty of the electron rest mass, me, is also about 5� 10�8 but the
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Table 1 The variances, covariances, and correlation coefficients of the values of a selected
group of constants based on the 2006 CODATA adjustment. The numbers in bold above the
main diagonal are 1016 times the numerical values of the relative covariances; the numbers in
bold on the main diagonal are 1016 times the numerical values of the relative variances; and the
numbers in italics below the main diagonal are the correlation coefficientsa (Table L of [31],
used with permission)

˛ h e me NA me=m� F

˛ 0:0047 0:0002 0:0024 �0:0092 0:0092 �0:0092 0:0116
h 0:0005 24:8614 12:4308 24:8611 �24:8610 �0:0003 �12:4302
e 0:0142 0:9999 6:2166 12:4259 �12:4259 �0:0048 �6:2093
me �0:0269 0:9996 0:9992 24:8795 �24:8794 0:0180 �12:4535
NA 0:0269 �0:9996 �0:9991 �1:0000 24:8811 �0:0180 12:4552
me=m� �0:0528 0:0000 �0:0008 0:0014 �0:0014 6:4296 �0:0227
F 0:0679 �0:9975 �0:9965 �0:9990 0:9991 �0:0036 6:2459
aThe relative covariance is ur.xi ; xj / D u.xi ; xj /=.xi xj /, where u.xi ; xj / is the covariance
of xi and xj ; the relative variance is u2r .xi / D ur.xi ; xi /; and the correlation coefficient is
r.xi ; xj / D u.xi ; xj /=Œu.xi /u.xj /�.

relative uncertainty of h=me is orders of magnitude lower than either of these. Why?
Dimensionally, h=me is independent of the unit of mass and thus the definition of
the kilogram is irrelevant to this ratio.

In addition to a list of fundamental constants with recommended values and
uncertainties, the authors of CODATA 2006 also provide a covariance matrix to
handle the uncertainties of combinations of constants whose values are correlated –
chiefly by their traceability to a macroscopic kilogram artifact. The relevant table
in CODATA 2006 is reproduced below as Table 1. The correlation coefficients that
are nearly C1 or �1 are due to traceability to the artifact kilogram. Mills et al.
[28] point out that redefining the kilogram in terms of fixed values for h, c0; and
�hfs.Cs/ would help create a quantum SI, in accord with currently accepted physics
and would thus lead to dramatic changes in Table 1. The same authors also propose
defining the ampere in terms of fixed values for e and �hfs.Cs/, the mole in terms
of a fixed number of entities with no reference to the kilogram, and the kelvin in
terms of a fixed value of the Boltzmann constant. Mohr et al. [31] conclude that
such redefinitions would represent “a significant advance in our knowledge of the
values of the constants.” Although the meaning of knowledge in this context might
be debated by epistemologists, the ideas of Mills et al. have undoubtedly been a
motor for change.

3.3 Electrical Metrology

In the second half of the last century, the precise measurement of electrical quan-
tities was revolutionized by two quantum mechanical effects. The first of these
was discovered by Brian Josephson, who in due course received the Nobel Prize.
Voltage standards based on the Josephson effect are known as Josephson junc-
tions or Josephson arrays [19]. In essence, such devices are frequency-to-voltage
transducers:
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V.n/ D nf

KJ
; (7)

where f is a microwave frequency andKJ is the “Josephson constant.” The voltage
characteristic of the device is quantized in discrete steps. In Eq. 7 n is the integer
value of the nth step. A remarkable feature of these devices is that KJ depends only
on fundamental constants:

KJ D 2e

h
: (8)

Over the years since Josephson’s theoretical prediction, there has been neither
theory nor experiment to suggest that Eq. 8 is an approximation or that there is
some missing, device-dependent correction. On the contrary, the relative difference
in voltage between two Josephson devices illuminated by the same frequency and
biased to the same step has been measured to be less than 10�18 and this consti-
tutes an excellent experimental test of the strong equivalence principle as applied to
charged particles in a gravitational field [22].

In a second development, Klaus von Klitzing discovered the quantized Hall effect
(QHE) in semiconductors at very low cryogenic temperature and very high mag-
netic induction. In the conventional Hall effect, an electric current, I , passes along
a sample in the presence of an external magnetic induction perpendicular to the cur-
rent. A voltage, VH (the Hall voltage), appears perpendicular to both the current and
the induction.

The classical Hall probe is used as a transducer that converts magnetic induction
to resistance VH=I , with a proportionality constant that is material dependent.

The QHE is quite different [19, 41]. Without going into detail, it is sufficient to
state that the quantum Hall (QH) resistance, RH, for any QH device is given by

RH.i/ D RK

i
; (9)

where i is a small integer and RK is known as the von Klitzing constant:

RK D h

e2
: (10)

There are two remarkable points to be made about Eq. 10 and von Klitzing made
them both in his Nobel lecture. The first is that RK is device independent: “...one
may come to the conclusion that such a complicated system like a semiconductor
is not useful for very fundamental discoveries. Indeed, most of the experimental
data in solid state physics are analyzed on the basis of simplified theories...” [40].
In subsequent years, different QH devices made of different semiconductors have
been found to agree within relative uncertainties of some parts in 109 [13].

A second remarkable point, which is a manifestation of the fundamental nature
of the QHE, is the relation of RK to ˛:

˛ D �0c0

2RK
: (11)
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The quantity �0c0 is sometimes referred to as the impedance of vacuum, Z0,
which in the present SI has a fixed value of approximately 377 �. Therefore an in-
dependent measurement ofRK provides a value for the fine-structure constant. Such
a measurement is possible by comparing the quantized Hall resistance of a device
to the impedance of a “calculable capacitor,” which is determined by measuring a
single length. Within the uncertainty of these measurements, the resulting value of
˛ is consistent with much more precise QED determinations [31]. As an exercise,
one can use Table 1 to show that the variance of RK as defined in Eq. 10 equals the
variance of ˛.

Electrical metrology has thus been in a situation where the most precise mea-
surements of voltage and resistance are derived from quantum standards based on
fundamental constants but SI values of these constants are currently traceable to the
artifact definition of the kilogram.

Quantum standards for voltage and resistance can, of course, be combined using
Ohm’s law to produce a quantum standard for electrical current. However, an in-
dependent quantum standard based on single-electron tunnelling (SET) would close
the so-called quantum metrology triangle and thus provide robustness to the existing
system [19]. Keller has reviewed progress in this area [23].

In 1990, electrical metrologists adopted “conventional” values for KJ and RK,
known as KJ�90 and RK�90. The conventional values have, by definition, no uncer-
tainty. Thus they are not SI values although they are based on the CODATA 1989
recommended SI values.

The community of electrical metrologists, represented by the Consultative Com-
mittee for Electricity and Magnetism (CCEM) of the International Committee for
Weights and Measures (CIPM), recommend that SI values of both h and e be fixed
as soon as possible and these values should be based on the best available SI values
of h and e (and not on the conventional values adopted in 1990) [6]. Consequences
of this recommendation are:

� Fixing a value for either h or e redefines the kilogram, see Table 1 and [11].
� Supposing that fixing a value for h is used to redefine the kilogram, then fixing a

value for e redefines the ampere.
� Fixing values for both h and e overdetermines the new unit system, one man-

ifestation of which would be a value of ˛ defined by a committee. In order
for ˛ to remain an experimentally determined quantity that is independent of
unit systems, the proposal is that the value of �0 would no longer be exactly
4	 � 10�7N=A2, see Eqs. 10 and 11. Instead the magnetic constant would ac-
quire the same relative uncertainty as ˛. Within that uncertainty, the value of �0
could change with improved measures of ˛.

3.4 Relative Atomic Masses

The field of chemistry has long ago solved its kilogram problem by listing atomic
masses relative to m.12C/, the mass of an atom of carbon-12. This is accomplished
by defining the atomic mass unit, u (also referred to as the dalton, Da), as
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u D 1

12
m.12C/ D Mu

NA
; (12)

where Mu is the molar mass constant, currently defined as exactly 10�3kg=mol.
Except for the notation given to the molar mass constant, we have already seen this
relation in Eq. 4. The mass in kilogram of any atomic or subatomic particle X is
given by

m.X/ D Ar.X/u; (13)

and, obviously, Ar.
12C/ D 12 (exactly).

Ar.X/ is known as the relative atomic mass of X. Returning to Table 1, we see
that the correlation coefficient between me and NA is �1:0000; but it is not exactly
�1 (the correlation coefficient betweenm.12C/ andNA is exactly �1). In fact, else-
where in CODATA 2006 we learn that the uncertainty of Ar.electron/ is two orders
of magnitude smaller than the uncertainty of me.

One might think that the chemical community, as represented by the Consulta-
tive Committee for Amount of Substance: Metrology in Chemistry (CCQM), would
wish to fix a value forNA – yet another way to redefine the kilogram. However, their
current thinking is more nuanced: redefine the mole based on a fixed value for the
Avogadro constant, with no reference to the kilogram [8] (in broad agreement with
[28], but with additional details attended to). See [29] for further discussion.

4 Routes to a New Kilogram

There are several relations among the fundamental constants that are needed to dis-
cuss the redefinition of the kilogram in sufficient detail. The first is the Compton
frequency, fm, of a mass, m:

fm D mc20
h
: (14)

This is a well-known relationship in particle physics. Thus the kilogram could
formally be redefined by fixing a value for h and then specifying the defining fre-
quency fm0

, which would, however, be enormous – of order 1050Hz:

fm0
D m0 c

2
0

h
: (15)

In the present SI, m0 is the mass of the international prototype (1 kg exactly), c0
has a fixed value, and so an experimental determination of fm0

, assuming this were
possible, yields the SI value of h. We leave to the next section a description of how
fm0

is determined using devices known as watt balances. Obviously, if h were to
have a fixed value in a new SI, the same measurement of fm0

would determine
the mass of the artifact kilogram. The experimental uncertainty could no longer be
assigned to h and would instead be associated with m0.
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In this new SI, a practical realization of 1 kg could also be made via the electron
mass, me. We can rewrite the SI definition of the Rydberg constant, R1 [31], as
follows:

me c
2
0

h
D 2R1 c0

˛2
: (16)

The value of R1 is known to a relative uncertainty of about 7 � 10�12 from
measurements of the atomic spectra of hydrogen and deuterium. The relative un-
certainty of ˛2 is about 1:4 � 10�9, according to CODATA, but the recommended
value of ˛ may change by about seven times this uncertainty due to the correction of
previously published QED calculations of the anomalous magnetic moment of the
electron [1]. With this caveat in mind, the dominant uncertainty in me still comes
from the experimental determination of h. This can be verified from Eq. 16 and
the correlations shown in Table 1. Conversely, an experimental value for h would
be available through an accurate determination of me. The relative atomic mass of
the electron, Ar.e/, is known from experiment to a relative uncertainty of about
5 � 10�10.

By definition, the mass in kg of a 12C atom is the ratio of its mass to the interna-
tional prototype, as shown in Eq. 2. Therefore, making use of Eqs. 12, 13, and 16:

fm0
D
	

m0

m.12C/



2

˛2

�
12R1 c0

Ar.e/

�
D NAm0

Mu

2

˛2

�
R1 c0

Ar.e/

�
: (17)

Thus an accurate measurement of the mass of an atom of carbon-12 or, equivalently,
a determination of the Avogadro constant, will serve as a check on measurements of
fm0

obtained directly from Eq. 15.

5 Realizing a New Kilogram Definition in Practice

If the kilogram is redefined as a consequence of fixing a value for h, then the present
uncertainty assigned to the Planck constant, currently about 50 � 10�9, would in-
evitably be attached to the value of the international prototype of the kilogram. The
community of mass metrologists, represented by the Consultative Committee for
Mass and Related Quantities (CCM) of the CIPM have recommended that a number
of conditions be met [7] prior to redefinition. These involve reducing the present
uncertainty of experimental determinations of the Planck constant, maintaining ap-
paratus and expertise that will allow measurements of 1-kg artifacts in terms of h
into the future, and accounting for present discrepancies among experimental deter-
minations of h (e.g., [11]).

Below, we examine how the Planck constant is currently determined with respect
to the kilogram using devices known as watt balances. The experiment is usually
analyzed as a variant of Eq. 14. This interpretation is made especially well in [5].
We also discuss below how the Planck constant may be determined through a mea-
surement of the Avogadro constant by means of the method of silicon X-ray crystal
density (XRCD).
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5.1 Watt Balances

Watt balances designed to operate at an accuracy level of parts in 108 are
complicated devices and several detailed papers discuss their design features in
much greater detail than can be done here; see, for example [16, 39]. This type of
measurement was first proposed in 1975 by Bryan Kibble of the National Physical
Laboratory (UK), prior to the discovery of the QHE. Now that voltage and resis-
tance measurements can both be made traceable to quantum standards, the watt
balance is generally presented as a determination of h in SI units. The experiment
consists of two parts. In the first part, the gravitational force, mg, on a test mass,
m, is balanced by an equal and opposite force produced by a linear electromagnetic
motor. The required force,F , developed by the motor is proportional to an electrical
current, I , such that

F D IK D mg; (18)

where K is an instrumental constant that depends on the induction of the stator
magnet as well as on complicated geometrical terms.

In the second part of the experiment, the same motor is configured as voltage
generator. The moving element of the motor, the “coil,” is forced to travel vertically
at a velocity, v. This induces a voltage U across the ends of the coil. Under ideal
conditions,

U D vK: (19)

The constant,K , is common to both modes and can therefore be eliminated:

mgv D IU; (20)

hence the name “watt balance.” It was Kibble’s insight that although Eq. 20 equates
mechanical and electrical power, there is no parasitic loss due to power dissipated in
the experiment. Equation 20 equates virtual power. Assuming that current is mea-
sured as U 0=R and that voltages and resistance are measured using Josephson and
quantized Hall devices, Eqs. 7–9, 10, then the final equation (somewhat simplified)
becomes:

mc20
h

D nfn0f 0
c20

4igv
; (21)

where v and g are ultimately measured in terms of Doppler shifts, clock times,
and phase changes [5]. The Josephson effect is used in both the determination of
the voltage and current (the latter via Ohm’s law) and this accounts for the primed
quantities in Eq. 21. Formally, the right-hand side of Eq. 21 is the experimental
determination of the de Broglie–Compton frequency of a macroscopic body of mass
m, where the value ofm is traceable to the mass of the international prototype shown
schematically in Eq. 5. As a practical matter, results of watt balance experiments are
reported as measured SI values of h.
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5.2 Silicon X-Ray Crystal Density (XRCD)

Based on Eq. 17, it will be sufficient to show how the ratio m0=m.
12C/ is

determined experimentally. The experiment is a worldwide collaborative effort,
which is described in several excellent review papers; see, for example [2]. Here we
will describe the experiment schematically.

The XRCD is fundamentally a counting experiment, designed to link the atomic
and macroscopic domains. Note, for instance, that the ratio m0=m.12C/, which ap-
pears in Eq. 17, is the number of 12C atoms in 1 kg – a very large number.

The “trick” behind silicon XRCD is the following: a 1 kg perfect crystal of 28Si
is manufactured in the shape of a sphere. Silicon is chosen to take advantage of the
prodigious amount of research and development already available from the semi-
conductor industry. The volume V of the sphere can be measured to high accuracy
by means of optical interferometry. Since the sphere is subject to thermal expansion
and compressibility, V is determined at a specified reference temperature (22.5ıC)
and pressure (0 Pa). The interatomic spacing of crystal samples that were adjacent
to the sphere prior to its fabrication is determined by X-ray interferometry, under
the same reference conditions. One may then deduce the volume a30 of a unit cell
of the crystal. A perfect silicon crystal has eight atoms per unit cell, and thus the
number of atoms, n, within the sphere is known:

n D 8
V

a30
: (22)

The same number can also be determined as the ratio of the mass of the sphere,
m.sph/, to the mass of a single atom of 28Si:

n D m.sph/

m.28Si/
; (23)

which we now rewrite to express experimental operations in terms of dimensionless
ratios:

n D m.sph/

m0

m.12C/

m.28Si/

m0

m.12C/
: (24)

The first ratio on the right-hand side of Eq. 24 represents a determination of the
mass of the sphere (nominally 1 kg) with respect to the mass of the international
prototype [34]. The second ratio represents a comparison of atomic masses, which
has already been determined to very high accuracy [14]. The last ratio, the one
actually needed for Eq. 17, can now be found by eliminating n from Eqs. 22 and 24:

m0

m.12C/
D m0

m.sph/

m.28Si/

m.12C/

8V

a30
: (25)

Equation 25 shows the explicit role of m0 in this determination. However, the
relation is more frequently written in terms of the Avogadro constant (thought to be
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more fundamental than the mass of a carbon-12 atom) and the density, �.28Si/, of a
macroscopic sample of silicon-28 at the reference conditions (a quantity which will
be the same for all perfect crystals):

NA D Ar.
28Si/Mu

�.28Si/

8

a30
; (26)

where the relation

m.sph/ D
	
m.sph/

m0



Œkg� (27)

is implicit.
In concluding this section, we emphasize that corrections to the simple view of

XRCD presented here should not be overlooked. For example, crystal dislocations
must be controlled, chemical purity must be known, and relative abundances of the
three naturally occurring silicon isotopes must be known. (In [2], plans are described
to produce crystals of highly enriched 28Si. This has already been accomplished and
measurements with the enriched material are progressing well.) Many corrections
to Eqs. 25 and 26 are thus required in order to describe real materials of the highest
quality. A more fundamental correction, for the mass equivalent of the crystal bind-
ing energy, is still negligible compared to present experimental uncertainties.

5.3 Experimental Results

CODATA 2006 has collected all relevant experimental results up to publication and
has discussed them as determinations of h. As always, the CODATA Task Group on
Fundamental Constants has been scrupulous in taking correlations among the inputs
into account. At the time of publication, the recommended value for h had a relative
uncertainty of about 50 � 10�9, based on a weighted mean of all available input
data. The value of h is largely determined by the experimental result from NIST
(USA) watt balance, which has by far the lowest uncertainty (all uncertainties are
first calculated a priori). Even with its larger uncertainty, the XRCD result is incon-
sistent with the NIST result, and so the CODATA Task Group decided to enlarge the
a priori uncertainties of these input data a posteriori by a factor of 1.5, which does
not change the value of the weighted mean but does improve statistical consistency
based on a �-squared test [31].

Subsequent to the cutoff date for data considered for the CODATA 2006, a new
value of h became available from researchers at the NPL [38]. This result, referred
to as “preliminary” by the authors, is statistically different from the CODATA 2006
recommendation. The recent data are summarized in Table 2, which also shows
previously published results from both the NIST and the NPL. Except for the last
line, all information in Table 2 can be found in Tables XXXV and XLVII of [31].

Thus the most recent watt balance result is 300(83) ppb above the CODATA 2006
recommended value for h. One must always search carefully to make sure that, for
example, differences between results from watt balances and XRCD are not due to
new physics. This point is examined in [31].
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Table 2 Results in chronological order since 1990. The NPL-07 result [38] was
published after the deadline for CODATA 2006. All other results are discussed in [31]

Type Relative
of experiment Identification h=.J s/ standard uncertainty

Watt Balance NPL-90 6:6260682.13/ � 10�34 200� 10�9

Watt Balance NIST-98 6:62606891.58/ � 10�34 87� 10�9

Silicon XRCD 2005 6:6260745.19/ � 10�34 290� 10�9

Watt Balance NIST-07 6:62606891.24/ � 10�34 36� 10�9

CODATA 2006 Combined 6:62606896.33/ � 10�34 50� 10�9

Watt Balance NPL-07 6:62607095.44/ � 10�34 66� 10�9

Recall from Fig. 1 that the set of prototype kilograms seems to be diverging in
mass from the international prototype by only about 0.5 ppb/year and one can under-
stand why some mass metrologists view the immediate redefinition of the kilogram
in terms of the Planck constant as premature. The chosen value of h will, of course,
ensure that the mass of m0 and all mass values derived from m0 will be unchanged
on the day the redefinition takes effect. Thus challenges for the mass community will
be: (1) to deal with the significant additional uncertainty, which will be common to
all macroscopic mass standards (and thus will not affect current uncertainties for
differences between mass standards); and (2) to keep the ensemble of artifact mass
standards and macroscopic quantities such as force and pressure, which are derived
from such mass standards, closely linked to the SI.

6 Proposals for a New SI

6.1 Consensus Building and Formal Approval

The Consultative Committee for Units (CCU) of the CIPM is responsible for editing
the SI brochure [3], the definitive SI documentation. The CCU also serves as a forum
for proposals to redefine SI units. It receives such proposals principally from other
Consultative Committees (CCs) and from scientific unions. The CIPM may place a
formal resolution before the General Conference of Weights and Measures (CGPM),
which takes place every four years. Ultimately the CGPM must approve significant
changes to the SI on behalf of the 54 member states of the BIPM. The 23rd meeting
of the CGPM took place in November 2007, and the next meeting, the 24th, will be
held in October 2011.

At the 2007 CGPM meeting, the President of the CCU presented a progress
report that summarized a broad consensus of all interested parties. This presenta-
tion is publicly available on the Internet [27].

For its part, the 2007 meeting of the CGPM passed Resolution 12, On the possible
redefinition of certain base units of the SI [9]. Resolution 12 notes the desirability
that new definitions of the base units “should be easily understood” and requests the
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CIPM “to take whatever preparations are necessary so that, if the results of experi-
ments are found to be satisfactory and the needs of users met, formal proposals for
changes in the definitions of the kilogram, ampere, kelvin and mole can be put to
the 24th General Conference.”

Given the pace of research, it is possible that the 2011 deadline may be met.
The chief obstacle is a satisfactory realization of 1 kg by means of the experiments
represented schematically by Eqs. 21 and 25.

A final concern is how to word a definition of the kilogram based on a fixed
value for h in a way that is “easily understood.” A definition that specifies the
de Broglie–Compton frequency, fm0

, of 1 kg is problematic for two reasons: rel-
atively few members of the public will understand this definition and those who do
may be concerned that 1=fm0

is seven orders of magnitude smaller than the Planck
time, .„G=c50/1=2. Regarding the issue of public comprehension, we may note that
the definition of the second already refers to “hyperfine levels of the ground state of
the caesium 133 atom” [3], and this illustrates that public comprehension, although
important, is not an overriding issue.

6.2 An SI Based on Defined Values of a Set of Constants

Mohr [30] has recently demonstrated how a new SI could be defined by choosing a
basis set of constants (above we have been concerned with �hfs, c0, h, e) the values
of which would then be chosen to adjust the sizes of the base units seamlessly to
their traditional values. There is no need to specify which of the constants defines
the unit of mass, just as there is no necessity to say which of the Planck set defines
the Planck mass. The choice is unique. Mohr’s publication and its references should
be consulted by anyone with a serious interest in unit systems.

7 Conclusion

The SI is moving to a system entirely based on fixed values for a selected set of
physical constants that appear in QED. The present artifact definition of the kilo-
gram will be replaced as part of this program. The remaining issues are how to
determine the masses of macroscopic artifacts, which will still be used in conven-
tional mass metrology, in terms of the new definition. At present, the most promising
experimental methods are based on watt balance and silicon XRCD technologies.
Unfortunately, the results of such measurements are not yet as consistent as one
would wish. However, work is progressing relatively quickly and technical prob-
lems may be resolved (and some expectations may be reassessed) in time for formal
approval of a new kilogram definition by the next meeting of the CGPM in late
2011, or the following in 2015.
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Mass and Angular Momentum in General
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Abstract We present an introduction to mass and angular momentum in General
Relativity. After briefly reviewing energy–momentum for matter fields, first in the
flat Minkowski case (Special Relativity) and then in curved spacetimes with or
without symmetries, we focus on the discussion of energy–momentum for the grav-
itational field. We illustrate the difficulties rooted in the Equivalence Principle for
defining a local energy–momentum density for the gravitational field. This leads to
the understanding of gravitational energy–momentum and angular momentum as
nonlocal observables that make sense, at best, for extended domains of spacetime.
After introducing Komar quantities associated with spacetime symmetries, it is
shown how total energy–momentum can be unambiguously defined for isolated sys-
tems, providing fundamental tests for the internal consistency of General Relativity
as well as setting the conceptual basis for the understanding of energy loss by gravi-
tational radiation. Finally, several attempts to formulate quasi-local notions of mass
and angular momentum associated with extended but finite spacetime domains are
presented, together with some illustrations of the relations between total and quasi-
local quantities in the particular context of black hole spacetimes. This article is
not intended to be a rigorous and exhaustive review of the subject, but rather an
invitation to the topic for nonexperts.
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1 Issues Around the Notion of Gravitational Energy
in General Relativity

1.1 Energy–Momentum Density for Matter Fields

Let us first consider mass and angular momentum associated with matter in the ab-
sence of gravity, in a flat Minkowski spacetime. The density of energy and linear
momentum associated with a distribution of matter are encoded in the energy–
momentum tensor T�� , corresponding to the Noether current conserved under
infinitesimal spacetime translations in a Lagrangian framework. This general con-
servation property, namely @�T �� D 0 in inertial Minkowski coordinates, plays
a key role in our discussion. Indeed, together with the presence of symmetries, it
permits the introduction of conserved quantities or charges. Given a space-like hy-
persurface ˙ and considering the unit time-like vector n� normal to it, we can
define the conserved quantity associated with the symmetry k� and the domain D
(
 ˙) as

QDŒk
�� D

Z
D

k�T��n
�p� d 3x; (1)

where
p
� d 3x denotes the induced volume element in D. The conservation of

T�� and the characterisation of k� as a symmetry imply the conservation of the
vector T ��k� , that is, @� .T ��k�/ D 0. Applying then the Stokes theorem, it fol-
lows the equality between the change in time of QDŒk

�� and the flux of ���T
��k�

through the boundary of D (where ��� is the projector on D). Minkowski space-
time symmetries are given by Poincaré transformations. Therefore, we can associate
conserved quantities with the infinitesimal generators corresponding to translations
T�a, rotations J�i , and boosts K�i (here the label a for translation generators runs
in f0; 1; 2; 3g, whereas i is a space-like index in f1; 2; 3g). In this manner, a 4-
momentumPaŒD� and an angular momentum Ji ŒD� associated with the distribution
of matter in D 
 ˙ can be defined as

PaŒD� D
Z
D

T��T�an
�p

� d 3x; Ji ŒD� D
Z
D

T��J�i n
�p

� d 3x: (2)

More generally, we can combine together the rotation and boost generators J�i and

K�i into a vector-field-valued antisymmetric matrix M�

Œab

(where J�i D 3�i

jk
M�

Œjk


and K�i D M�

Œ0i

) and write the conserved quantities

JŒab
ŒD� D
Z
D

T��M�
Œab
n

�p
� d 3x: (3)

The mass and (Pauli–Lubanski) spin are constructed as

m2ŒD� WD ��abPaŒD�Pb ŒD�; S
aŒD� WD 1

2
4�abcdPb ŒD�JŒcd
ŒD�; (4)

in terms of which Poincaré Casimirs (invariant under Poincaré transformations) can
be expressed.
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In the non-flat case, (matter) energy–momentum tensor acts as the source of
gravity through the Einstein equation and, consistently with Bianchi identities, sat-
isfies the divergence-free condition analogous to the flat conservation law:

G�� WD 4R�� � 1

2
4R g�� D 8	T�� ; r�T �� D 0: (5)

The same strategy employed in the flat case for defining physical quantities associ-
ated with matter, that is, using conserved currents corresponding to some symmetry,
can be followed in non-flat spacetimes .M; g��/ presenting Killing vectors k�.
The vector T ��k� is conserved, that is, r� .T ��k�/ D 0, and provides a current
density for the conserved quantity QDŒk

�� defined by expression (1). The physical
interpretation of QDŒk

�� depends of course on the nature of the Killing vector k�.
Actually,QDŒk

�� does not actually depend on the slice˙ in the sense that its value
is the same in the domain of dependence of D (this precisely corresponds to the
conserved nature of this charge).

In a general spacetime with no symmetries the previous strategy ceases to work,
and ambiguities in the definition of mass and angular momentum enter into scene.
One can still calculate the flux of T ���� for a given vector �� , and define the as-
sociated quantity QDŒ�

��. However, the latter will now depend on the slice ˙ and,
in addition, its explicit dependence on �� introduces some degree of arbitrariness
in the discussion. In this context, given a space-like 3 C 1 foliation f˙t g of the
spacetime with time-like normal vector n�, the current P� WD �T ��n� can be in-
terpreted as the energy–momentum density associated with (Eulerian) observers at
rest with respect to˙t . That is, E WD T ��n�n� stands as the matter energy density
and p� WD ����T ��n� as the momentum density, where ��� is the induced metric
on˙t (see Eq. 12 below for the complete 3C1 decomposition of T��). In particular,
we can calculate the (matter) energy associated with observers n� over the spatial
regionD by direct integration

EŒD� D
Z
D

E
p
� d 3x D

Z
D

T ��n�n�
p
� d 3x: (6)

By imposing the dominant energy condition on the matter energy–momentum ten-
sor (see Section 3.3), the vector �T ��n� is future directed and non-space-like. Its
Lorentzian norm is therefore non-positive and an associated (matter) mass density
m can be given asm2 WD �P�P� D �.�T ��n�/.�T ��n� /g�� D E2�pipi � 0.
The corresponding mass MŒD� in the extended regionD would be

MŒD� WD
Z
D

q
E2 � pipi

p
� d 3x: (7)

Note the difference between the construction of MŒD� and that of mŒD� in the
Minkowskian case: for the latter one first integrates to obtain the charges and then
calculates a Minkowskian norm, whereas for constructing MŒD� that order is re-
versed; in addition, different metrics are employed in each case (cf. Section 2.2
in [85]).
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1.2 Problems when Defining a Gravitational Energy–Momentum

In the characterization of the physical properties of the gravitational field, in partic-
ular its energy–momentum and angular momentum, we could try to follow a similar
strategy to that employed for the matter fields. This would amount to identify ap-
propriate local densities that would then be integrated over finite spacetime regions.
However, such an approach rapidly meets important conceptual difficulties.

A local (point-like) density of energy associated with the gravitational field
cannot be defined in General Relativity. Reasons for this can be tracked to the Equiv-
alence Principle. Illustrated in a heuristic manner, this principle can be used to get
rid of the gravitational field on a given point of spacetime. Namely, a free falling
point-like particle does not feel any gravitational field so that, in particular, no grav-
itational energy density can be identified at spacetime points.

In a Lagrangian setting, these basic conceptual difficulties are reflected in the
attempts to construct a gravitational energy–momentum tensor, when mimicking
the methodological steps followed in the matter field case. We can write generically
the gravitational-matter action as

S D SEH C Sm D 1

16	

Z
M

4R
p�g d 4x C

Z
M
Lm.g�� ; ˚i ;r�˚i ; :::/p�g d 4x:

(8)

where SEH denotes the Einstein–Hilbert action and ˚i in the matter Lagrangian
Lm account for the matter fields. The symmetric energy–momentum for matter is
obtained from the variation of the matter action Sm with respect to the metric

T�� WD �2p�g
ıSm

ıg��
; (9)

whereas the field equations for the matter fields follow from the variation with re-
spect to the matter fields ˚i . On the contrary, the gravitational action SEH only
depends on the gravitational field, since any further background structure would
be precluded by diffeomorphism invariance (a feature closely tied to the physical
Equivalence Principle). Einstein equation for the gravitational field follows from
the variation of the total action with respect to the metric field g�� , with no gravi-
tational analogue of the symmetric matter energy–momentum tensor T�� . Attempts
to construct a symmetric energy–momentum tensor for the gravitational field either
recover the Einstein tensor G�� or can only be related to higher-order gravitational
energy–momentum objects, such as the Bel–Robinson tensor (see, e.g., [84]). Again,
the absence of a tensorial (i.e., point-like geometric) quantity representing energy–
momentum for the gravitational field is consistent with, and actually a consequence
of, the Equivalence Principle.

The natural interpretation of the symmetric matter energy–momentum tensor
T�� as introduced in Eq. 9 is that of the current source for the gravitational field,
obtained as a conserved current associated with spacetime translations. Alternative,
in terms of the Noether theorem [75] it is natural to introduce a (nonsymmetric)
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canonical energy–momentum tensor for matter from which a symmetric one can be
constructed through the Belinfante–Rosenfeld procedure [15, 16, 47]. The applica-
tion of this construction to the gravitational field naturally leads to the discussion of
gravitational energy–momentum pseudo-tensors [85]. The underlying idea consists
in decomposing the Einstein tensor G�� into a part that can be identified with the
energy–momentum and a second piece that can be expressed in terms of a pseudo-
potential. That is [25]

G�
� WD �8	 t�� C 1

2
p�g@�.H�

��/; (10)

where t�� is the gravitational energy–momentum pseudo-tensor and H��� is the
superpotential. Einstein’s equation is then written as

@�.H�
��/ D 16	

p�g �t�� C T�
�
� DW 16	T�� : (11)

Objects t�� and H��� are not tensorial quantities. This means that their value at a
given spacetime point is not a well-defined notion. Moreover, their very definition
needs the introduction of some additional background structure and some choice
of preferred coordinates is naturally involved. Different pseudo-tensors exist in the
literature, for example, those introduced by Einstein, Papapetrou, Bergmann, Lan-
dau and Lifshitz, Møller, or Weinberg (e.g. see references in [25]).

As an alternative to the pseudo-tensor approach, there also exist attempts in the
literature aiming at constructing truly tensorial energy–momentum quantities. How-
ever they also involve the introduction of some additional structure, either in the
form of a background object or by fixing a gauge in some given formulation of
General Relativity (cf. comments on the tetrad formalism approach in [85]).

1.2.1 Nonlocal Character of the Gravitational Energy

As illustrated above, crucial conceptual and practical caveats are involved in the as-
sociation of energy and angular momentum with the gravitational field. For these
reasons, one might legitimately consider gravitational energy and angular momen-
tum in General Relativity as intrinsically meaningless notions in generic situations,
in such a way that the effort to derive explicit general local expressions actually rep-
resents an ill-defined problem (cf. remarks in [73] referring to the quest for a local
expression of energy in General Relativity). Having said this and after accepting the
nonexistence of a local (point-like) notion of energy density for the gravitational
field, one may also consider gravitational energy–momentum and angular momen-
tum as notions intrinsically associated with extended domains of the spacetime and
then look for restricted settings or appropriate limits where they can be properly
defined.

In fact, making a sense of the energy and angular momentum for the grav-
itational field in given regions of spacetime is extremely important in different
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contexts of gravitational physics, as it can be illustrated with examples coming from
mathematical relativity, black hole physics, lines of research in Quantum Gravity,
or relativistic astrophysics. From a structural point of view, having a well-defined
mass positivity result is crucial for the internal consistency of the theory, as well as
for the discussion of the solutions stability. Moreover, the possibility of introduc-
ing appropriate positive-definite (energy) quantities is often a key step in different
developments in mathematical relativity, in particular when using variational prin-
ciples. In the study of the physical picture of black holes, appropriate notions of
mass and angular momentum are employed. In particular, they play a key role in
the formulation of black hole thermodynamics (e.g., [88]), a cornerstone in differ-
ent approaches to Quantum Gravity. In the context of relativistic astrophysics and
numerical relativity, the study of relativistic binary mergers, gravitational collapse,
and the associated generation/propagation of gravitational radiation also requires
appropriate notions of energy and angular momentum (see e.g., [64] for a further
discussion on the intersection between numerical and mathematical relativity).

Once the nonlocal nature of the gravitational energy–momentum and angular
momentum is realized, the conceptual challenge is translated into the manner of
determining the appropriate physical parameters associated with the gravitational
field in an extended region of spacetime. An unambiguous answer has been given
in the case of the total mass of an isolated system. However, the situation is much
less clear in the case of extended but finite spacetime domains. In a broad sense, ex-
isting attempts either enforce some additional structure that restricts the study to an
appropriate subset of the solution space of General Relativity, or alternatively they
look for a genuinely geometric characterization aiming at fulfilling some expected
physical requirements. In this article we present an overview of some of the relevant
existing attempts and illustrate the kind of additional structures they involve. We do
not aim here at an exhaustive review of the subject, but rather we intend to provide
an introduction to the topic for nonexperts. In this sense we follow essentially the
expositions in [43,79,85,87] and refer the reader interested in further developments
to the existing literature, in particular to the excellent and comprehensive review by
Szabados [85].

1.3 Notation

Before proceeding further, we set the notation, some of whose elements have al-
ready been anticipated above. The signature of spacetime .M; g��/ is chosen to
be diagŒ� 1; 1; 1; 1� and Greek letters are used for spacetime indices in f0; 1; 2; 3g.
We denote the Levi–Civita connection by r� and the volume element by 4� Dp�g dx0 ^ dx1 ^ dx2 ^ dx3. We make G D c D 1 throughout.

1.3.1 3 C 1 Decompositions

In our presentation of the subject, 3C1 foliations of spacetime .M; g��/ by space-
like 3-slices f˙t g will play an important role. Given a height-function t , the
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time-like unit normal to ˙t will be denoted by n� and the 3C1 decomposition of
the evolution vector field by t� D Nn� C ˇ�, where N is the lapse function and
ˇ� is the shift vector. The induced metric on the space-like 3-slice ˙t is expressed
as ��� D g�� C n�n� , with D� the associated Levi–Civita connection and volume
element 3� D p

�dx1 ^ dx2 ^ dx3, so that 3���� D n� 4����� . The extrinsic curva-
ture of .˙t ; ���/ in .M; g��/ is defined as K�� WD �1

2
Ln��� D ����r�n� . The

3 C 1 decomposition of the (matter) stress–energy tensor, in terms of an Eulerian
observer n� in rest with respect to the foliation f˙t g, is

T�� D E n�n� C p.�n�/ C S�� ; (12)

where the matter energy and momentum densities are given by E WD T��n
�n�

and p� WD �T��n����, respectively, whereas the matter stress tensor is S�� WD
T���

�
��

�
� . Latin indices running in f1; 2; 3g will be employed in expressions only

involving objects intrinsic to space-like ˙t slices.

1.3.2 Closed 2-Surfaces

Closed 2-surfaces S, namely topological spheres in our discussion, will also be
relevant in the following. The normal bundle T ?S can be spanned by a time-like
unit vector field n� and a space-like unit vector field s�, which we choose to satisfy
the orthogonality condition n�s� D 0. When consideringS as embedded in a space-
like 3-surface˙ , n� can be identified with the time-like normal to˙ and s� with the
normal to S tangent to˙ . In the generic case, n� and s� can be defined up to a boost
transformation: n0� D cosh.�/n� C sinh.�/s� and s0� D sinh.�/n� C cosh.�/s�,
with � a real parameter. Alternatively, one can span T ?

pS at p 2 S in terms of the
null normals defined by the intersection between the normal plane to S and the light-
cone at the spacetime point p. The directions defined by the outgoing `� and the
ingoing k� null normals (satisfying k�`� D �1) are uniquely determined, though
it remains a boost-normalization freedom: `0� D f � `�, k0� D 1

f
� k�. The induced

metric on S is given by: q�� D g�� C k�`� C `�k� D g�� C n�n� � s�s� D
��� � s�s� , the latter expression applying when S is embedded in .˙; ���/. The
Levi–Civita connection associated with q�� will be denoted by 2D� and the volume
element by 2� D p

qdx1 ^ dx2, that is, 2��� D n�s� 4����� . When integrating
tensors on S with components normal to the sphere, it is convenient to express the
volume element as dS�� D .s�n� �n�s�/pqd 2x (this is just a convenient manner
of reexpressing 4����� for integrating over S after a contraction with the appropriate
tensor; cf., e.g., Eq. 13).

The second fundamental tensor of .S; q��/ in .M; g��/ is defined as K˛�� WD
q��q

�
�r�q˛� , that can be expressed as K˛�� D n˛�

.n/
�� C s˛�

.s/
�� D k˛�

.`/
�� C

`˛�
.k/
�� , where the deformation tensor �.v/�� associated with a vector v� normal to S

is defined as �.v/�� D q��q
�
�r�v� . We set a specific notation for the cases corre-

sponding to s� and n�, namely, H�� WD �
.s/
�� , the extrinsic curvature of .S; q��/

inside a 3-slice .˙; ���/, and L�� WD ��.n/�� .
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Information about the extrinsic curvature of .S; q��/ in .M; g��/ is completed
by the normal fundamental forms associated with normal vectors v�. In particular,
we define the 1-form˝

.`/
� WD k�q��r�`�. This form is not invariant under a boost

transformation, and transforms as ˝.`0/
� D ˝

.`/
� C 2D�lnf in the notation above.

Other normal fundamental forms can be defined in terms of normals k�; n�, and
s�, but they are all related up to total derivatives.

2 Spacetimes with Killing Vectors: Komar Quantities

As commented above, some additional structure is needed to introduce meaning-
ful notions of gravitational energy and angular momentum. Let us first consider
spacetimes admitting isometries. This represents the most straightforward gener-
alization of the definition of physical parameters as conserved quantities under
existing symmetries. Requiring the presence of Killing vectors represents our first
example of the enforcement of an additional structure on the considered spacetime.

Given a Killing vector field k� in the spacetime .M; g��/ and S a space-like
closed 2-surface, let us define the Komar quantity [67] kK as

kK WD � 1

8	

I
S

r�k� dS�� (13)

(see previous section for the notation dS�� for the volume element on S). Let us
consider S as embedded in a space-like 3-slice ˙ and let us take a second closed
2-surface S 0 such that either S 0 is completely contained in S or vice versa, and let
us denote by V the region in˙ contained between S and S 0. The previously defined
Komar quantity kK is then conserved in the sense that its value does not depend on
the chosen 2-surface as long as no matter is present in the intermediate region V

kSK D 2

Z
V

�
T�� � 1

2
Tg��

�
n�k�

p
� d 3x C kS

0
K ; (14)

where T D T��g
�� .

Remark 1. Two important points must be stressed: (a) the definition of kK is geo-
metric and therefore coordinate independent, and (b) kK is associated with a closed
2-surface with no need to refer to any particular embedding in a 3-slice ˙ (in the
discussion above the latter has been only introduced for pedagogical reasons).

2.1 Komar Mass

Stationary spacetimes admit a time-like Killing vector field k�. The associated con-
served Komar quantity is known as the Komar mass

MK WD � 1

8	

I
S

r�k� dS�� : (15)
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This represents our first notion of mass in General Relativity. It is instructive to write
the Komar mass in terms of 3 C 1 quantities. Given a 3-slicing f˙t g and choosing
the evolution vector t� D Nn� C ˇ� to coincide with the time-like Killing sym-
metry, we find

MK D 1

4	

I
S

�
siDiN �Kij siˇj

�p
q d 2x: (16)

2.2 Komar Angular Momentum

Let us consider now an axisymmetric spacetime, where the axial Killing vector is
denoted by ��. That is, �� is a space-like Killing vector whose action on M has
compact orbits, two stationary points (the poles), and is normalized so that its natural
affine parameter takes values in Œ0; 2	/. The Komar angular momentum is defined as

JK WD 1

16	

I
St

r��� dS��: (17)

Note (apart from the sign choice) the factor 1=2 with respect to the Komar quan-
tity �K, known as the Komar anomalous factor (it can be explained in the context
of a bimetric formalism by writing the conserved quantities in terms of an Einstein
energy–momentum flux density that can be expressed as the sum of half the Komar
contribution plus a second term: in the angular momentum case this second piece
vanishes, whereas for the mass case it equals half the Komar term; cf. [65]). Adopt-
ing a 3-slicing adapted to axisymmetry, that is, n��� D 0, we have:

JK D 1

8	

I
S
Kij s

i�j
p
q d 2x D 1

8	

I
S
˝.`/
� ��

p
q d 2x: (18)

3 Total Mass of Isolated Systems in General Relativity

3.1 Asymptotic Flatness Characterization of Isolated Systems

The characterization of an isolated system in General Relativity aims at capturing
the idea that spacetime becomes flat when we move sufficiently far from the system,
so that spacetime approaches that of Minkowski. However, the very notion of far
away becomes problematic due to the absence of an a priori background spacetime.
In addition, we must consider different kinds of infinities, since we can move away
from the system in space-like and also in null directions. Different strategies exist
in the literature for the formalization of this asymptotic flatness idea, and not all
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of them are mathematically equivalent. Traditional approaches attempt to specify
the adequate falloff conditions of the curvature in appropriate coordinate systems at
infinity. These approaches have the advantage of embodying the weakest versions
of asymptotic flatness. We will illustrate their use in the discussion of spatial infin-
ity in Section 3.2. However, the use of coordinate expressions in this strategy also
introduces the need of verifying the intrinsic nature of the obtained results, some-
thing that it is not always straightforward. For this reason, a geometric manner of
describing asymptotic flatness is also desirable, without relying on specific coor-
dinates. This has led to the conformal compactification picture, where infinity is
brought to a finite distance by an appropriate spacetime conformal transformation.
More concretely, one works with an unphysical spacetime . QM; Qg��/with boundary,
such that the physical spacetime .M; g��/ is conformally equivalent to the interior
of . QM; Qg��/, that is, Qg�� D ˝2g�� . Infinity is captured by the boundary @ QM and is
characterized by the vanishing of the conformal factor,˝ D 0. The whole picture is
inspired in the structure of the conformal compactification of Minkowski spacetime.
The conformal boundary is the union of different pieces, which are classified accord-
ing to the metric type of the geodesics reaching their points. This defines (past and
future) null infinity I ˙, spatial infinity i0, and (past and future) time-like infinity
i˙, that is, @ QM D I ˙ [ i0[ i˙. The conformal spacetime is represented in the so-
called Carter–Penrose diagram. Falloff conditions for the characterization of asymp-
totic flatness are substituted by differentiability conditions on the fields at null and
spatial infinity (isolated systems do not require flatness conditions on time-like in-
finity). Null infinity was introduced in the conformal picture by Penrose [77,78], the
discussion of asymptotic flatness at spatial infinity was developed by Geroch [39],
and a unified treatment was presented in [5, 8] (see also [11, 56]). We will briefly
illustrate the different approaches to asymptotic flatness in the following sections,
but we refer the reader to the existing bibliography (e.g., [37,87]) for further details.

3.2 Asymptotic Euclidean Slices

The following two sections are devoted to the discussion of conserved quantities
at spatial infinity, but they also illustrate the coordinate-based approach to asymp-
totic flatness. A slice ˙ endowed with a space-like 3-metric �ij is asymptotically
Euclidean (flat), if there exists a Riemannian background metric fij such that:

(i) fij is flat, except possibly on a compact domain D of ˙ .
(ii) There exists a coordinate system .xi / D .x; y; z/ such that outside D,

fij D diag.1; 1; 1/ (Cartesian-type coordinates) and the variable r WDp
x2 C y2 C z2 can take arbitrarily large values on ˙ .

(iii) When r ! C1

�ij D fij CO.r�1/;
@�ij

@xk
D O.r�2/;

Kij D O.r�2/;
@Kij

@xk
D O.r�3/: (19)
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Given an asymptotically flat spacetime foliated by asymptotically Euclidean slices
f˙tg, spatial infinity is defined by r ! C1 and denoted as i0.

3.2.1 Asymptotic Symmetries at Spatial Infinity

As commented in the discussion of the Komar quantities, the existence of
symmetries provides a natural manner of defining physical parameters as con-
served quantities. In the context of spatial infinity, the spacetime diffeomorphisms
preserving the asymptotic Euclidean structure (19) are referred to as asymptotic
symmetries. Asymptotic symmetries close a Lie group. Since the spacetime is
asymptotically flat, one would expect this group to be isomorphic to the Poincaré
group. However, the set of diffeomorphisms .x�/ D .t; xi / ! .x0�/ D .t 0; x0i /
preserving conditions (19) is given by

x0� D 
��x
� C c�.�; '/CO.r�1/; (20)

where 
�� is a Lorentz matrix and the c�’s are four functions of the angles
.�; '/ related to coordinates .xi / D .x; y; z/ by the standard spherical formu-
las: x D r sin � cos'; yD r sin � sin'; z D r cos � . This group indeed contains the
Poincaré symmetry, but it is actually much larger due to the presence of angle-
dependent translations. The latter are known as supertranslations and are defined by
c�.�; '/ 6D const and
�� D ı

�
� in the group representation (20). The corresponding

abstract infinite-dimensional symmetry preserving the structure of spatial infinity
(Spi) is referred to as the Spi group [5,8]. The existence of this (infinite-dimensional)
Lie structure of asymptotic symmetries has implications in the definition of a global
physical mass, linear, and angular momentum at spatial infinity (see below).

3.3 ADM Quantities

Hamiltonian techniques are particularly powerful for the systematic study of phys-
ical parameters, considered as conserved quantities under symmetries acting as
canonical transformations in the solution (phase) space of a theory. In this sense,
the Hamiltonian formulation of General Relativity provides a natural framework for
the discussion of global quantities at spatial infinity. This was the original approach
adopted by Arnowitt, Deser, and Misner in [4] and we outline here the basic steps.

First, a variational problem for the class of spacetimes we are considering must
be set. For a correct formulation we need to specify: (a) the dynamical fields we
are varying, (b) the domain V over which these fields are varied together with the
prescribed value of their variations at the boundary @V , and (c) the action functional
S compatible with the field equations. As integration domain V we consider the
region bounded by two space-like 3-slices ˙t1 and ˙t2 and an outer time-like tube
B. ˙t1 and ˙t2 can be seen as part of a 3-slicing f˙tg with metric and extrinsic
curvature given by (�ij ; K ij ), whereas B has (��� ; P�� ) as induced metric and
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extrinsic curvature. That is, ��� D g�� � u�u� and P�� D � ���r�u� , where u� is
the unit space-like normal to B. The dynamical field whose variation we consider is
the spacetime metric g�� , under boundary conditions ıg�� j@V D 0 (note that we im-
pose nothing on variations of the derivatives of g��). The appropriate gravitational
Einstein–Hilbert action then reads (cf., e.g., [79]; the discussion has a straightfor-
ward extension to incorporate matter)

S D 1

16	

Z
V
4R

p�g d 4x C 1

8	

(
�
Z
˙t2

.K �K0/p� d 3x

C
Z
˙t1

.K �K0/
p
� d 3x C

Z
B
.P � P0/p��d 3x

)
; (21)

where K and P are the traces of the extrinsic curvatures of the hypersurfaces ˙ti
and B, respectively, as embedded in .M; g��/. The subindex 0 corresponds to their
extrinsic curvatures as embedded in .M; ���/. The boundary term guarantees the
well-posedness of the variational principle, that is, the functional differentiability of
the action and the recovery of the correct Einstein field equation, under the assumed
boundary conditions for the dynamical fields.

Making use of the 3 C 1 fields decompositions, and considering the intersections
St WD B \˙t between space-like 3-slices˙t and the time-like hypersurface B, we
can express the action (21) as

S D 1

16	

Z t2

t1

	Z
˙t

N
�
3RCKijK

ij �K2
�p

� d 3x

C 2

I
St

.H �H0/p
q d 2x



dt (22)

where H and H0 denote the trace of the extrinsic curvature of the 2-surface St as
embedded in .˙t ; �ij / and .˙t ; fij /, respectively. The Lagrangian density L can be
read from the form of the action (22). The 3-metric �ij plays the role of the dynam-
ical variable and the dependence of L on P�ij follows from the explicit expression of
the extrinsic curvatureKij in terms of the lapse and the shift, that is,

Kij D 1

2N

�
�ikDjˇ

k C �jkDiˇ
k � P�ij

�
: (23)

In particular no derivatives of N and ˇi appear in (22), indicating that the lapse
function and the shift vector are not dynamical variables. The Hamiltonian descrip-
tion is obtained by performing a Legendre transformation from variables .�ij ; P�ij /
to canonical ones .�ij ; 	 ij /, where

	 ij WD ıL

ı P�ij D 1

16	

p
�
�
K� ij �K ij

�
: (24)
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The Hamiltonian density H is then given by

H D 	 ij P�ij �L; (25)

and the Hamiltonian follows from an integration over a 3-slice, resulting in (cf.
[43, 79] for details)

H D 1

16	

	
�
Z
˙t

�
NC0 C 2ˇiCi

�p
� d 3x

�2
I
St

�
N.H �H0/� ˇi .Kij �K�ij /sj

p
q d 2x



; (26)

where

C0 WD 3RCK2 �KijK
ij ;

Ci WD DjK
j
i �DiK: (27)

Functionals C0 and Ci vanish on solutions of the Einstein equation (in vacuum).
More specifically, equationsC0 D 0 andCi D 0, respectively, represent the Hamilto-
nian and momentum constraints of General Relativity, corresponding to the contrac-
tion of the Einstein equation (5) with n�. From a geometric point of view, they are
referred to as the Gauss–Codazzi relations and represent conditions for the embed-
ding of .˙t ; �ij / as a submanifold of a spacetime .M; g��/ with vanishing n�G�� .
The evaluation of the gravitational Hamiltonian (26) on solutions to the Einstein
equation yields

Hsolution D � 1

8	

I
St

�
N.H �H0/� ˇi .Kij �K�ij /sj

p
q d 2x: (28)

Remark 2. Note that in the absence of boundaries the gravitational Hamiltonian
vanishes on physical solutions. This is a feature of diffeomorphism invariant theo-
ries [58] and reflects the fact that the Hamiltonian, considered as the generator of a
canonical transformation, does not move points in the solution space of the theory.
In other words, it is a generator of gauge transformations, something consistent with
the interpretation of the Hamiltonian as the generator of diffeomorphisms. Note also
that the situation changes in the presence of boundaries, where diffeomorphisms not
preserving boundary conditions do not correspond to gauge transformations, indi-
cating the presence of residual degrees of freedom (this is of relevance, for instance,
in certain aspects of the quantum theory).

3.3.1 ADM Energy

We focus on solutions corresponding to isolated systems and consider 3-slices ˙t
that are asymptotically Euclidean in the sense of conditions (19) (we refer the reader
to [1] for a discussion of the total energy in cosmological asymptotically Anti-de
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Sitter spacetimes and to [34] for its discussion in higher curvature gravity theories).
We choose the lapse and the shift so that the evolution vector t� is associated with
some asymptotically inertial observer for which N D 1 and ˇi D 0 at spatial
infinity. In particular, this flow vector t� generates asymptotic time translations that,
in this asymptotically flat context, constitute actual (asymptotic) symmetries. Con-
served quantities under time translations have the physical meaning of an energy.
In the present case, the conserved quantity is referred to as the ADM energy. The
latter is obtained from expression (28) by making N D 1 and ˇi D 0 and taking
the limit to spatial infinity, namely r ! 1 in the well-defined sense of Section 3.2.
That is,

EADM WD � 1

8	
lim

S.t;r!1/

I
St

.H �H0/
p
q d 2x: (29)

This ADM energy represents the total energy contained in the slice ˙t . Using the
explicit expression of the extrinsic curvature in terms of metric components, the
ADM energy can be written as

EADM D 1

16	
lim

S.t;r!1/

I
St

h
Dj �ij � Di .f kl�kl/

i
si

p
q d 2x; (30)

where Di stands for the connection associated with the metric fij and, consistently
with notation in Section 1.3, si corresponds to the unit normal to St tangent to ˙t
and oriented toward the exterior of St (note that when r ! 1 the normalization
with respect to �ij and fij are equivalent). In particular, if we use the Cartesian-like
coordinates employed in (19) we recover the standard form (see, e.g., [87])

EADM D 1

16	
lim

S.t;r!1/

I
St

�
@�ij

@xj
� @�jj

@xi

�
si

p
q d 2x: (31)

Remark 3. We note that asymptotic flatness conditions (19) guarantee the finite
value of the integral since the O.r2/ part of the measure

p
q d 2x is compensated

by theO.r�2/ parts of @�ij =@xj and @�jj =@xi . It is very important to point out that
finiteness of the ADM energy relies on the subtraction of the reference value H0
in Eq. 29.

Conformal Decomposition Expression of the ADM Energy

A useful expression for the ADM energy in certain formulations of the Einstein
equation is given in terms of a conformal decomposition of the 3-metric

�ij D �4 Q�ij : (32)

Choosing the representative Q�ij of the conformal class by the unimodular condition
det. Q�ij / D det.fij / D 1, conditions (19) translate into
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� D 1CO.r�1/;
@�

@xk
D O.r�2/;

Q�ij D fij CO.r�1/;
@ Q�ij
@xk

D O.r�2/; (33)

for the conformal factor and the conformal metric. Then it follows [43]

EADM D � 1

2	
lim

S.t;r!1/

I
St

si
�
Di� � 1

8
Dj Q�ij

�p
q d 2x: (34)

Note that whereas in the time-symmetric (K�� D 0) conformally flat case the
Komar mass is given in terms of the monopolar term in the asymptotic expansion of
the (adapted) lapse N [cf. Eq. 16], the ADM energy is given by the monopolar term
in  (the latter holds more generally under a vanishing Dirac-like gauge condition
on Dj Q�ij ).

Example 1 (Newtonian Limit). As an application of expression (34) we check that
the ADM energy recovers the standard result in the Newtonian limit. For this we
assume that the gravitational field is weak and static. In this setting it is always
possible to find a coordinate system .x�/D .x0 D ct; xi / such that the metric com-
ponents take the form

�d�2 D g��dx
�dx� D � .1C 2˚/ dt2 C .1 � 2˚/ fij dxidxj ; (35)

where again fij is the flat Euclidean metric in the 3-dimensional slice and ˚ is
the Newtonian gravitational potential, solution of the Poisson equation �˚ D 4	�

where � is the mass density (we recall that we use units in which the Newton’s
gravitational constant G and the light velocity c are unity). Then, using � D .1 �
2˚/1=4 � 1 � 1

2
˚ , Eq. 34 translates into

EADM D 1

4	
lim

S.t;r!1/

I
St

siDi˚
p
q d 2x D 1

4	

Z
˙t

�˚
p
f d 3x (36)

where in the second step we have assumed that˙t has the topology of R3 and have
applied the Gauss–Ostrogradsky theorem (with � D DiDi ). Using now that ˚ is a
solution of the Poisson equation, we can write

EADM D
Z
˙t

�
p
f d 3x; (37)

and we recover the standard expression for the total mass of the system at the
Newtonian limit (as it will be seen in next section, in a non-boosted slice like this,
mass is directly given by the energy expression).



102 J.L. Jaramillo and E. Gourgoulhon

3.3.2 ADM 4-Momentum and ADM Mass

ADM Linear Momentum

Linear momentum corresponds to the conserved quantity associated with an invari-
ance under spatial translations. In the asymptotically flat case, the ADM momentum
is associated with space translations preserving the falloff conditions (19) expressed
in terms of the Cartesian-type coordinates .xi /. Given one of such coordinate sys-
tems, the three vectors .@i /i2f1;2;3g represent asymptotic symmetries generating
asymptotic spatial translations that correspond to a choice ND 0 and ˇi

.@j /
D ıij

in the evolution vector t�. Substituting these values for the lapse and shift in the
Hamiltonian expression evaluated on solutions (28), we obtain the conserved quan-
tity under the infinitesimal translation @i :

Pi WD 1

8	
lim

S.t;r!1/

I
St

.Kik �K�ik/ skp
q d 2x: (38)

Remark 4. Asymptotic falloff conditions (19) guarantee the finiteness of expression
(38) for Pi .

The ADM momentum associated with the hypersurface ˙t is defined as the linear
form .Pi / D .P1; P2; P3/. Its components actually transform as those of a linear
form under changes of Cartesian coordinates .xi / ! .x0i /, which asymptotically
correspond to a rotation and/or a translation. For discussing transformations under
the full Poincaré group, we must introduce the ADM 4-momentum defined as�

P ADM
�

� WD .�EADM; P1; P2; P3/: (39)

Under a coordinate change .x�/ D .t; xi / ! .x0�/ D .t 0; x0i / which preserves
the asymptotic conditions (19), that is, any coordinate change of the form (20),
components P ADM

� transform under the vector linear representation of the Lorentz
group

P 0ADM
� D .
�1/�� P ADM

� ; (40)

as first shown by Arnowitt, Deser, and Misner in [4]. Therefore .P ADM
� / can be

seen as a linear form acting on vectors at spatial infinity i0 and is called the ADM
4-momentum.

ADM Mass

Having introduced the ADM 4-momentum, its Minkowskian length provides a no-
tion of mass. The ADM mass is therefore defined as

M 2
ADM WD �P ADM

� P
�
ADM; MADM D

q
E2ADM � PiP i : (41)
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Remark 5. In the literature, references are found where the term ADM mass actually
refers to this length of the ADM 4-momentum and other references where it refers
to its time component that we have named here as the ADM energy. These differ-
ences somehow reflect traditional usages in Special Relativity where the term mass
is sometimes reserved to refer to the Poincaré invariant (rest-mass) quantity, and
in other occasions is used to denote the boost-dependent time component of the
energy–momentum.

The ADM mass is a time independent quantity. Time evolution is generated by the
Hamiltonian in expression (26). The time variation of a given quantity F defined
on the phase space is expressed as the sum of its Poisson bracket with the Hamilto-
nian (accounting for the implicit time dependence through the time variation of the
phase space variables) and the partial derivative of F with respect to time. Since in
expression (26) there is no explicit time dependence, constancy of the ADM mass
follows:

d

dt
MADM D 0: (42)

As a consequence of this, the ADM mass is a property of the whole (asymptotically
flat) spacetime.

Remark 6 (Relation Between ADM and Komar Masses). Komar mass is defined
only in the presence of a time-like Killing vector k� (more generally, cf. [71] for
an early critical account of its physical properties). However, in the asymptotically
flat case we can discuss the relation between the ADM mass and the Komar mass
associated with an asymptotic inertial observer. Though the relation is not straight-
forward from explicit expressions (18) and (30), it can be shown [11, 14] that for
any foliation f˙tg such that the associated unit normal n� coincides with the time-
like Killing vector k� at infinity (i.e., N ! 1 and ˇi ! 0) we have

MK D MADM: (43)

As a practical application, this relation has been used as a quasi-equilibrium con-
dition in the construction of initial data for compact objects in quasi-circular orbits
(e.g., [46]).

Positivity of the ADM Mass

One of the most important results in General Relativity is the proof of the positivity
of the ADM mass under appropriate energy conditions for the matter energy–
momentum tensor. This is important first on conceptual grounds, since it represents
a crucial test of the internal consistency of the theory. A violation of this result would
evidence an essential instability of the solutions of the theory. It is also relevant on
a practical level, since this theorem (and/or related results) pervades the everyday
practice of (mathematical) relativists.
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The theorem states that, under the dominant energy condition, the ADM mass
cannot be negative, that is, MADM � 0. Moreover, MADM D 0 if and only if the
spacetime is Minkowski. This result was first obtained by Schoen and Yau [81, 82]
and then recovered using spinorial techniques by Witten [92] (see in this sense [33]
for a previous related mass positivity result in supergravity).

The dominant energy condition essentially states that the local energy measured
by a given observer is always positive, and that the flow of energy associated with
this observer cannot travel faster than light. More precisely, given a future-directed
time-like vector v�, this condition states that the vector �T ��v� is a future-oriented
causal vector. Vector �T ��v� represents the energy–momentum 4-current density
as seen by the observer associated with v�, in an analogous decomposition to that in
Eq. 12. From the dominant energy condition it follows E WD T��v�v� � 0, that is,
the local density cannot be negative (weak energy condition) and, more generally,
E �

p
P iPi .

3.3.3 ADM Angular Momentum

Pushing forward the strategy followed for defining the ADM mass and linear
momentum, one would attempt to introduce total angular momentum as the con-
served quantity associated with rotations at spatial infinity. More specifically, in the
Cartesian-type coordinates used for characterizing asymptotically Euclidean slices
(19), infinitesimal generators .�i /i2f1;2;3g for rotations around the three spatial
axes are

�x D �z@y C y@z; �y D �x@z C z@x ; �z D �y@x C x@y ; (44)

which constitute Killing symmetries of the asymptotically flat metric. When using
the associated lapse functions and shift vectors in the Hamiltonian expression (28),
namely,N D 0 and ˇi

.�j /
D .�j /

i , the following three quantities result

Ji WD 1

8	
lim

S.t;r!1/

I
St

�
Kjk �K�jk

�
.�i /

j sk
p
q d 2x; i 2 f1; 2; 3g: (45)

However, the interpretation of Ji as the components of an angular momentum faces
two problems:

1. First, asymptotic falloff conditions (19) are not sufficient to guarantee the finite-
ness of expressions (45).

2. Second, in contrast with the linear momentum case, the quantity .Ji /D .J1;

J2; J3/ does not transform appropriately under transformations (20) preserving
(19). This can be tracked to the existence of supertranslations. In particular, the
so-defined angular-momentum vector .Ji / depends non-covariantly on the par-
ticular coordinates we have chosen.
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For this reason, it is not appropriate to refer to an ADM angular momentum
in the same sense that we use the ADM term for mass and linear momentum
quantities. A manner of removing the above-commented ambiguities consists in
identifying an appropriate subclass of Cartesian-type coordinates where, first, the
Ji components are finite and, second, they transform as the components of a lin-
ear form. Among the different strategies proposed in the literature, we comment
here on the one proposed by York [94] in terms of further conditions on the con-
formal metric Q�ij introduced in Eq. 32 and the trace of the extrinsic curvature K .
Namely,

@ Q�ij
@xj

D O.r�3/; K D O.r�3/; (46)

representing asymptotic gauge conditions. That is, they actually impose restric-
tions on the choice of coordinates but not on the geometric properties of space-
time at spatial infinity. First condition in Eq. 46 is known as the quasi-isotropic
gauge, whereas the second one is referred to as the asymptotic maximal gauge.

Remark 7. Note that, in contrast with the total angular momentum defined at spatial
infinity, no ambiguity shows up in the definition of the Komar angular momentum
in Eq. 17.

3.4 Bondi Energy and Linear Momentum

We could introduce Bondi (or Trautman–Bondi–Sachs) energy at null infinity fol-
lowing the same approach we have employed for the ADM energy, that is, by taking
the appropriate limit of Eq. 28 with N D 1 and ˇi D 0. In the present case, instead
of keeping t constant and making r ! 1 as we did in Eq. 29, we should introduce
retarded and advanced time coordinates (respectively, u D t � r and v D t C r) and
consider the limit

EBS WD � 1

8	
lim

S.u;v!1/

I
Su

.H �H0/pq d 2x: (47)

The full discussion of this limit would require the introduction of the appropriate

falloff conditions for the metric components in a special class of coordinate sys-
tem adapted to null infinity (Bondi coordinates). This is in the spirit of the original
discussion on the energy flux of gravitational radiation from an isolated system by
Bondi, Van der Burg, and Metzner [18], and Sachs [80]. However, aiming at provid-
ing some flavor of the geometric approach to asymptotic flatness, we rather outline
here a discussion in the setting of the conformal compactification approach.
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3.4.1 Null Infinity

A smooth spacetime .M; g/ is asymptotically simple [76] (see e.g., also [37]) if
there exists another (unphysical) smooth Lorentz manifold . QM; Qg/ such that

(i) M is an open submanifold of QM with (smooth) boundary @ QM.
(ii) There is a smooth scalar field ˝ on QM, such that ˝ > 0, Qg�� D ˝2g�� on

M, and ˝ D 0, @�˝ ¤ 0 on @ QM.
(iii) Every null geodesic in M begins and ends on @ QM.

An asymptotically simple spacetime is asymptotically flat (at null infinity) if, in ad-
dition, the Einstein vacuum equation is satisfied in a neighbourhood of @ QM (or the
energy–momentum decreases sufficiently fast in the matter case). In this case the
boundary @ QM consists, at least, of a null hypersurface with two connected compo-
nents I D I � [I C, each one with topology S2�R (note that in Minkowski @ QM
also contains the points i0; i˙). Boundaries I � and I C represent past and future
null infinity, respectively.

3.4.2 Symmetries at Null Infinity

In order to characterize a vector �� in M as an infinitesimal asymptotic symme-
try at (future) null infinity I C, we must assess the vanishing of L�g�� as one
gets to I C. For this, we require first that ��, considered as a vector field in the
unphysical spacetime (i.e., under the immersion of M into QM), can be smoothly
extended to I C. Then �� is characterized as an asymptotic symmetry by demand-
ing that˝2L�g�� can also be smoothly extended to I C and vanishes there, that is,� Qr��� C Qr��� � 2˝�1�� Qr�˝ Qg��

�ˇ̌̌
I C D 0: (48)

Two vector fields �� and � 0� are considered to generate the same infinitesimal
asymptotic symmetry if their extensions to I C coincide. The equivalence class
of such vector fields, which we will still denote by ��, generates the asymptotic
symmetry group at I C. This is known as the Bondi–Metzner–Sachs (BMS) group
and is universal in the sense that it is same for every asymptotically flat space-
time. The BMS group is infinite-dimensional, as it was the case of the Spi group
at spatial infinity. It does not only contain the Poincaré group, but actually is a
semi-direct product of the Lorentz group and the infinite-dimensional group of
angle dependent supertranslations (see details in, e.g., [87]). The key point for
the present discussion is that it possesses a unique canonical set of asymptotic
4-translations characterized as the only 4-parameter subgroup of the supertransla-
tions that is a normal subgroup of the BMS group. This leads us to the Bondi–Sachs
4-momentum.
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3.4.3 Bondi–Sachs 4-Momentum

As mentioned above, the original introduction of the Bondi energy was based in
the identification of certain expansion coefficients in the line element of radiative
spacetimes in adapted (Bondi) coordinates [18]. A Hamiltonian analysis, counter-
part of the approach adopted in Section 3.3 for introducing the ADM mass, can be
found in [89]. Here we rather follow a construction based on the Komar mass ex-
pression. Though Eq. 13 only defines a conserved quantity for a Killing vector k�,
the vector fields ��a (a 2 f0; 1; 2; 3g) corresponding to the 4-translations at I C get
closer to an infinitesimal symmetry as one approaches I C. Therefore, one can ex-
pect that a Komar-like expression makes sense for a given cross section Su of I C.
This is indeed the case and the evaluation of the integral does not depend on how we
get to Su. However, the integral does depend on the representative �� in the class
of vectors corresponding to the asymptotic symmetry. This is cured by imposing a
divergence-free condition on �� [41]. Bondi–Sachs 4-momentum at Su 
 I C is
then defined as

P BS
a WD � 1

8	
lim

.S!Su/

I
S

r���adS��; r���a D 0: (49)

Alternatively, ambiguities in the Komar integral can be solved by dropping the con-
dition on the divergence and adding a term ˛r���a to the surface integral. When
˛ D 1 the resulting integral is called the linkage [91]. The discussion of Bondi–
Sachs angular momentum is more delicate. We refer the reader to the discussion in
Section 3.2.4 of [85].

Bondi Energy and Positivity of Gravitational Radiation Energy

Bondi energy EBS (the zero component of the Bondi–Sachs 4-momentum) is a de-
creasing function of the retarded time. More concretely, Bondi energy satisfies a
loss equation

dEBS

du
D �

Z
Su

F
p
q d 2x; (50)

where F � 0 can be expressed in terms of the squares of the so-called news func-
tions. In [11] it is shown that if the news tensor satisfies the appropriate conditions,
then Bondi mass coincides initially with the ADM mass (see also [56]). Bondi en-
ergy is interpreted as the remaining of the ADM energy in the process of energy
extraction by gravitational radiation. As for the ADM mass, a positivity result holds
for the Bondi mass [61, 83]. These properties constitute the underlying concep-
tual/structural justification of our understanding of energy radiation by gravitational
waves: gravitational radiation carries positive energy away from isolated radiating
systems, and the total radiated energy cannot be bigger than the original total ADM
energy.
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4 Notions of Mass for Bounded Regions: Quasi-Local Masses

As commented in Section 1.2, the convenience of associating energy–momentum
with the gravitational field in given regions of the spacetime is manifest in very
different contexts of gravity physics. More specifically, mathematical and numeri-
cal General Relativity or approaches to Quantum Gravity provide examples where
we need to associate such an energy–momentum with a finite region of spacetime.
This can be either motivated by the need to define appropriate physical/astrophysical
quantities, or by the convenience of finding quasi-local quantities with certain de-
sirable mathematical properties (e.g., positivity, monotonicity, etc.) in the study of a
specific problem.

There exist many different approaches for introducing quasi-local prescrip-
tions for the mass and angular momentum. Some of them can be seen as quasi-
localizations of successful notions for the physical parameters of the total system,
such as the ADM mass, whereas other attempts constitute genuine ab initio method-
ological constructions, mainly based on Lagrangian or Hamiltonian approaches.
An important drawback of most of them in the context of the present article is
that, typically, they involve constructions that are difficult to capture in short math-
ematical definitions without losing the underlying physical/geometrical insights.
An excellent and comprehensive review is reference [85] by Szabados.

4.1 Ingredients in the Quasi-Local Constructions

First, the relevant bounded spacetime domain must be identified. Typically, these
are compact space-like domains D with a boundary given by a closed 2-surface S.
Explicit expressions, such as relevant associated integrals, are formulated in terms
of either the (3-dimensional) domain D itself or on its boundary S. In particu-
lar, conserved-current strategies permit to pass from the 3-volume integral to a
conserved-charge-like 2-surface integral. In other cases, 2-surface integrals are
a consequence of the need of including boundary terms for having a correct
variational formulation (as it was the case in the Hamiltonian formulation of
Section 3.3).

We have already presented an example of quasi-local quantity in Section 2,
namely the Komar quantities. Since symmetries will be absent in the generic
case, an important ingredient in most quasi-local constructions is the prescrip-
tion of some vector field that plays the role that infinitesimal symmetries had
played in case of being present. In connection with this, one usually needs to
introduce some background structure that can be interpreted as a kind of gauge
choice.

Finally, different plausibility criteria for the assessment of the proposed quasi-
local expressions (e.g., positivity, monotonicity, recovery of known limits, etc.),
need to be considered (see [85]).
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4.2 Some Relevant Quasi-Local Masses

4.2.1 Round Spheres: Misner–Sharp Energy

In some special situations, as it is the case of isolated systems above and some
exact solutions, there is agreement on the form of the gravitational field energy–
momentum. Another interesting case is that of spherically symmetric spacetimes,
where the rotation group SO.3/ acts transitively as an isometry. Orbits under this
rotation group are round spheres S. Then, using the areal radius rA as a coordi-
nate (4	r2A D A), an appropriate notion of mass/energy was given by Misner and
Sharp [72]

E.S/ WD 1

8
r3AR����

2��� 2��� ; (51)

where 2��� D n�s�4����� (cf. Section 1.3) is the volume element on S. This
expression is related to the so-called Kodama vector K�, which can be defined
in spherically symmetric spacetimes and such that r�.G��K�/D 0. The current
S� DG��K� is thus conserved and, taking D as a solid ball of radius rA, the flux
of S� through the round boundary @D actually equals the change in time of the
mass expression (51). Misner–Sharp proposal is considered as the standard form of
quasi-local mass for round spheres.

4.2.2 Brown–York Energy

The rationale of the approach in Ref. [23] to quasi-local energy strongly relies on
the well-posedness of a variational problem for the gravitational action. The adopted
variational formulation is essentially the one outlined in Section 3.3 (where the dis-
cussion was in fact based in the treatment in [79] adapted from [23]). However, if
the main interest is placed in the expressions of quasi-local parameters and not in
the details of the symplectic geometry of the system phase space, a full Hamiltonian
analysis does not need to be undertaken and one can rather follow a Hamilton–
Jacobi one. The latter starts from action (21) defined on the spacetime domain V .
We recall that the boundary @V is given by two space-like hypersurfaces˙1 and˙2
and a time-like tube B, such that the 2-spheres Si are the intersections between ˙i
andB. The metric and extrinsic curvatures on˙i are given by ��� andK�� , whereas
those on B are denoted by ��� and P�� . A Hamilton–Jacobi principal function can
then be introduced by evaluating the action S on classical trajectories. An arbitrary
function S0 of the data on the boundaries can be added to S [it is the responsible
of the reference terms with subindex 0 in expression (21)]. The principal function is
given by SCl WD �

S � S0� jCl and Hamilton–Jacobi equations are obtained from its
variation with respect to the data at the final slice ˙2. One of the Hamilton–Jacobi
equations leads to the definition of a surface stress–energy–momentum tensor as

��� WD �2p��
ıSCl

ı���
D 1

8	

˚
.P��� � P��/ � .P0��� � P��0 /

�
: (52)
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This tensor satisfies a conservation-like equation with a source given in terms of the
matter energy–momentum tensor T �� . This motivates the definition of the charge
QS.��/ associated with a vector �� as

QS.��/ WD
I
S
���

��n�
p
q d 2x; (53)

whose change along the tube B is given by a matter flux. This expression is analo-
gous to Eq. 1 in the matter case (here S 
 B and n� is the time-like unit normal to
S and tangent to B).

Using the 2 C 1 decomposition induced by a 3 C 1 space-like slicing f˙t g, we
can decompose the tensor ��� as we did for the matter energy–momentum tensor
T �� in Eq. 12. Writing explicitly the time-like components, it results

" WD n�n��
�� D � 1

8	
.H �H 0/;

j� WD �q��n���� D 1

8	
q��s� .K�

�� �K��/jCl
0 : (54)

Expressing the vector �� in the 3C1 decomposition �� D �n�C��? and considering
a 2-surface S lying in a slice of f˙tg, we have

QS.��/ D
I
S
���

��n�
p
q d 2x D

I
S

�
�" � ��?j�

�p
q d 2x: (55)

The Brown–York energy is then [cf. with the ADM mass expression (41)]

EBY.S; n�/ WD QS.n�/ D � 1

8	

I
S
.H �H0/

p
q d 2x: (56)

Note that this expression explicitly depends on the manner in which S is inserted in
some space-like 3-slice. In this sense, it corresponds to an energy (depending on a
boost) rather than a mass.

Kijowski, Epp, Liu-Yau, and Kijowski-Liu-Yau Expressions

We briefly comment on some expressions that can be related to the Brown–York
energy. Studying more general boundary conditions than the ones in [23], Kijowski
proposed the following quasi-local expression for the mass [66]

EKij WD 1

16	

I
S

.H0/
2 � .H 2 � L2/

H0

p
q d 2x; (57)

where H DH��q
�� and LDL��q

�� are the traces of the extrinsic curvatures
of S with respect to unit orthogonal space-like s� and time-like n� vectors, that
is, n�s� D 0 (cf. notation in Section 1.3). Apart from the choice of the back-
ground terms H0, this expression only depends on S, and not in the manner of
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embedding it into some space-like hypersurface. Using a different set of bound-
ary conditions, another quasi-local quantity was introduced by Kijowski (referred
to as a free energy). The same quantity was later derived by Liu and Yau, using
a different approach [69]. We will refer to the resulting quasi-local energy as the
Kijowski-Liu-Yau energy, having the form

EKLY WD 1

8	

I
S

�
H 0 �

p
H 2 � L2

�
: (58)

On the other hand, aiming at removing the dependence of Brown–York energy on
the space-like hypersurface, Epp [36] proposed the following boost-invariant ex-
pression

EE WD 1

8	

I
S

�p
.H 0/2 � .L0/2 �

p
H 2 �L2

�
: (59)

Note that Brown–York energy can be seen as a gravitational field version of the
quasi-local matter energy (6), whereas Epp’s expression rather corresponds to the
matter mass (7). For further recent work along this approach to quasi-local mass,
see [74, 90].

4.2.3 Hawking, Geroch, and Hayward Energies

Hawking Energy

Given a topological sphere S, its Hawking energy is defined as [49]

EH.S/ D
r
A.S/
16	

�
1C 1

8	

I
S
�C��

�p
q d 2x; (60)

where �C D q���
.`/
�� and �� D q���

.k/
�� are the expansions associated with out-

going and ingoing null normals (cf. notation in Section 1.3). It can be motivated by
understanding the mass surrounded by the 2-sphere S as an estimate of the bending
of ingoing at outgoing light rays from S. An average, boost-independent measure of
this convergence-divergence behaviour of light rays is given by

H
S �C��2�. Then,

from the Ansatz A C B
H
S �C��2�, the constants A and B are fixed from round

spheres in Minkowski and from the horizon sections in Schwarzschild spacetime.
Hawking energy depends only on the surface S and not on any particular embed-

ding of it in a space-like hypersurface. In the spherically symmetric case it recovers
the standard Misner–Sharp energy (51). For apparent horizons, or more generally
for marginally trapped surfaces, it reduces to the irreducible mass accounting for
the energy that cannot be extracted from a black hole by a Penrose process and that
is given entirely in terms of the area. Hawking energy does not satisfy a positivity
criterion, since it can be negative even in Minkowski spacetime. However, for large
spheres approaching null infinity,EH.S/ recovers Bondi–Sachs energy, whereas for
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spheres approaching spatial infinity it tends to the ADM energy. Though it is not
monotonic in the generic case, monotonicity can be proved for sequences of spheres
obtained from appropriate geometric flows. This has a direct interest for the exten-
sion of Huisken & Ilmanen proof [62] of the Riemannian Penrose inequality to the
general case.

Geroch Energy

For a surface S embedded in a space-like hypersurface ˙ , Geroch energy [40] is
defined as

EG.S/ WD 1

16	

r
A.S/
16	

I
S

�
2 2R �H 2

�p
q d 2x; (61)

where H is again the trace of the extrinsic curvature of S inside ˙ . Geroch energy
is never larger than Hawking energy, but it can be proved that it also tends to the
ADM mass for spheres approaching spatial infinity.

The relevance of Geroch energy lies on its key role in the first proof of the
Riemannian Penrose, by Huisken & Ilmanen [62] (see also Section 5.1). In par-
ticular, use is made of the monotonicity properties of EG under an inverse mean
curvature flow in ˙ .

Hayward Energy

Some generalizations of Hawking energy exist. A vanishing expression for flat
spacetimes can be obtained by considering the modified expression

E 0
H.S/ D

r
A.S/
16	

�
1C 1

8	

I
S
�C�� � 1

2
�C
���

���
�p

q d 2x; (62)

where the shears �C
�� and ��

�� are the traceless parts of �.`/�� and �.k/�� , respectively.
E 0

H still asymptotes to the ADM energy at spatial infinity, but does not recover
Bondi–Sachs energy at null infinity (but rather Newman–Unti one; cf. references
in [85]). Related to this modified Hawking energy, Hayward has proposed [55] an-
other quasi-local energy expression by taking into account the anholonomicity form
˝�, one of the normal fundamental 1-forms introduced in Section 1.3

EHay.S/ D
r
A.S/
16	

�
1C 1

8	

I
S
�C�� � 1

2
�C
���

��� � 2˝�˝�

�p
q d 2x: (63)

Though the divergence-free part of ˝� can be related to angular momentum (see
below), this 1-form is a gauge-dependent object changing by a total differential
under a boost transformation. Therefore, some natural gauge for fixing the boost
freedom is needed.
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4.2.4 Bartnik Mass

Bartnik quasi-local mass is an example of quasi-localization of a global quantity,
in particular the ADM mass. In very rough terms, the idea in Bartnik’s construction
consists in defining the mass of a compact space-like 3-domainD as the ADM mass
of that asymptotically Euclidean slice˙ that containsD without any other source of
energy. The strategy to address this absence of further energy is to consider all plau-
sible extensions of D into Euclidean slices, calculate the ADM mass for all them,
and then consider the infimum of this set of ADM masses. In more precise terms, let
us consider a compact, connected 3-hypersurfaceD in spacetime, with boundary S
and induced metric �ij . Bartnik’s construction actually focuses on time-symmetric
Kij D 0 domains D. Let us also assume that a dominant energy condition (though
the original formulation in [13] makes use of a weak-energy-constraint condition)
is satisfied. In a time-symmetric context this amounts to the positivity of the Ricci
scalar, 3R � 0. One can then define P.D/ as the set of Euclidean time-symmetric
initial data sets .˙; �ij / satisfying the dominant energy condition, with a single
asymptotic end, finite ADM massMADM.˙/, not containing horizons (minimal sur-
faces in this context) and extendingD through its boundaryS. Then, Bartnik’s mass
[13] is defined as

MB.D/ WD inf fMADM.˙/; such that ˙ 2 P.D/g : (64)

The no-horizon condition is needed to avoid extensions .˙; �ij / with arbitrarily
small ADM mass. There is also a spacetime version of Bartnik’s construction, not
relying on an initial data set on D but only on the geometry of 2-surfaces S. Let us
define P.S/ as the set of globally hyperbolic spacetimes .M; g��/ satisfying the
dominant energy condition, admitting an asymptotically Euclidean Cauchy hyper-
surface ˙ with finite ADM mass, not presenting an event horizon and such that S
is embedded (i.e., both its intrinsic and extrinsic geometry) in .M; g��/. Then, one
defines

MB.S/ WD inf fMADM.M/; such that M 2 P.S/g : (65)

The comparison between MB.D/ and MB.@D/ is not straightforward, due to is-
sues regarding the horizon characterization. From the positivity of the ADM mass it
follows the nonnegativity of the Bartnik mass MB.D/. In fact, MB.D/ D 0 charac-
terizesD as locally flat. From the definition (64) it also follows the monotonicity of
MB.D/, i.e. ifD1 
 D2 thenMB.D1/ � MB.D2/. Bartnik mass tends to the ADM
mass, as domains D tend to Euclidean slices (the proof makes use of the Hawking
energy introduced above). Another interesting feature, consequence of the proof of
the Riemannian Penrose conjecture [62], is that Bartnik mass reduces to the stan-
dard formE.S/ in Eq. 51 for round spheres. However, the explicit calculation of the
Bartnik mass is problematic. An approach to its practical computability is provided
by Bartnik’s conjecture stating that the infimum in Eq. 64 is actually a minimum
realized by an element in P.D/ characterized by its stationarity outside D. Further
developments of these ideas have been proposed by Bray (cf. [22]).
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Before concluding this subsection, we mention the explicit construction in [93] of
quantum analogs for some of the previous quasi-local gravitational energies (specifi-
cally for Brown–York, Liu-Yau, Hawking, and Geroch energies), as operators acting
on the appropriate representation Hilbert space in a particular approach to quantum
gravity (namely, loop quantum gravity).

4.3 Some Remarks on Quasi-Local Angular Momentum

Spinorial techniques provide a natural setting for the discussion of angular mo-
mentum. This does not only apply to angular momentum, since spinorial and also
twistor techniques define a framework where further quasi-local mass notions can be
introduced (e.g., Penrose mass), and known results can be reformulated in particu-
larly powerful formulations (e.g., the discussion of positive mass theorems using the
Nester–Witten form). However, in this article we will not discuss these approaches
and we refer the reader to the relevant sections in Ref. [85]. We will focus on certain
aspects of quasi-local expressions for angular momentum of Komar-like type. As it
was shown in Section 2.2, choosing a two-sphere S in a 3-slice adapted to the axial
symmetry ��, a 1-form L� can be found such that the Komar angular momentum
is expressed as

J.��/ D 1

8	

I
S
L��

�pq d 2x: (66)

In particular, in the Komar expression (18) we have L� D q�
�K��s

� , whereas in
the spatial infinity expression (45) this is modified by a term proportional to the trace
K of the extrinsic curvature. The same applies for an angular momentum defined
from the Brown–York charge (53) when plugging the expression for j� in Eq. 54
into Eq. 55, where �� does not need to be a symmetry. The normal fundamental
1-forms ˝� on S (cf. Section 1.3) provide another avenue to L�. In this section
we assume the form in Eq. 66 for the angular momentum and comment on some
approaches to the determination of the (quasi-symmetry) axial vector ��.

Divergence-Free and Quasi-Killing Axial Vectors

No ambiguity for �� is present when an axial symmetry exists on S: �� is taken
as the corresponding Killing vector. In the absence of such a symmetry, we must
address two issues. First, expression (66) depends on the space-like 3-slice in which
S is embedded. This follows from the modification of the 1-form L� by a total dif-
ferential under a boost transformation:L� ! L� C 2D�f (cf. boost/normalization

transformation of ˝.`/
� in Section 1.3). Angular momentum can be associated

with S, independently of any hypersurface ˙ , by demanding the axial vector to
be divergence-free: 2D��� D 0. Then, the boost-induced modification vanishes
under integration. Second, the physical meaning of J.��/ is unclear if references
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to a symmetry notion are completely dropped. In this sense, different approaches
exist aiming at defining appropriate quasi-Killing notions. We simply mention here
some recent works along these lines. In the context of isolated horizons (IH) (see
next subsection) a prescription for the determination of a quasi-Killing axial vector
on black hole horizons has been proposed in [35], though the divergence-free char-
acter is not guaranteed. Ref. [29] presents an approach for finding an approximate
Killing vector by means of a minimization variational prescription that respects the
divergence-free character of ��. In the context of dynamical or trapping horizons
[9, 10, 54], a unique divergence-free vector �� can be chosen such that it is pre-
served by the unique slicing of the (space-like) horizon worldtube by marginally
outer trapped surfaces [57]. Also in the context of dynamical horizons, a proposal
for �� has been made in [68] relying on a conformal decomposition of the metric
q�� on S. See Ref. [86] for a discussion of the divergence-free character of vector
fields associated with quasi-local observables on S.

Equation 66 only provides the expression for the component of the angular
momentum vector that is associated with the vector ��. If we are interested in deter-
mining the total angular momentum vector, a sensible prescription for the other two
components is needed. This is an important practical issue in numerical simulations
(see e.g., [24]).

4.4 A Study Case: Quasi-Local Mass of Black Hole IHs

The need of introducing some additional structure has been discussed above in dif-
ferent settings (e.g., symmetries for Komar quantities and asymptotic flatness for
ADM and Bondi masses). We illustrate now this issue in a quasi-local context re-
lated to equilibrium black hole horizons.

4.4.1 A Brief Review of IHs

The IH framework introduced by Ashtekar and collaborators [10] provides a quasi-
local setting for characterizing black hole horizons in quasi-equilibrium inside an
otherwise dynamical spacetime. It presents a hierarchical structure with different
quasi-equilibrium levels. The minimal notion of quasi-equilibrium is provided by
the so-called non-expanding horizons (NEH). Given a Lorentzian manifold, a NEH
is a hypersurface H such that:

(i) H is a null hypersurface of topology S2�R that is sliced by marginally (outer)
trapped surfaces, that is, the expansion of the null congruence associated with
the null generator `� vanishes on H: � .`/ D q���

.`/
�� D 0.

(ii) Einstein equation is satisfied on H.
(iii) The vector �T ��`� is future directed.
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The geometry of a NEH is characterized by the pair .q��; Or�/, where q�� is the
induced null metric on H and Or� is the unique connection (not a Levi–Civita one)
induced from the ambient spacetime connection. Or� characterizes the extrinsic ge-
ometry of the NEH. A certain combination of components in Or� can be put together
to define an intrinsic object on H, namely the 1-form !� characterized by

Or�`� D !�`
� : (67)

Defining a surface gravity as .`/ WD `�!�, the acceleration expression for `� is
given by: Or``� D .`/`

�. On the other hand, the projection of !� on S recovers

the fundamental normal 1-form: ˝.`/
� D q�

�!�. The quasi-equilibrium hierarchy
is introduced by demanding the invariance of the null hypersurface geometry under
the `� (evolution) flow in a progressive manner:

1. A NEH is characterized by the time-invariance of the intrinsic geometry q�� :
LH
`
q�� D 0.

2. A weakly isolated horizon (WIH) is a NEH, together with an equivalence class of
null normals Œ`��, for which the 1-form !� is time-invariant: LH

`
!� D 0. This is

equivalent to the (time and angular) constancy of the surface gravity: Or�.`/ D 0.
3. An IH is a WIH on which the whole extrinsic geometry is time-invariant:
ŒLH
`
; Or�� D 0.

The NEH and IH quasi-equilibrium levels represent genuine restrictions on the ge-
ometry of H as a hypersurface in the ambient spacetime. On the contrary, a WIH
structure can always be implemented on a NEH by an appropriate choice of the null
normal `� normalization. In this sense, a WIH does not represent a higher level of
quasi-equilibrium than a NEH. However, from the point of view of the Hamiltonian
analysis of spacetimes with a black hole in quasi-equilibrium as an inner boundary,
the WIH notion proves to be crucial for the correct definition of the phase space
symplectic structure and, more concretely, for the sound formulation of the quasi-
local mass and angular momentum of the horizon.

4.4.2 An Overview of the Hamiltonian Analysis of IHs

Conserved Quantities Under Horizon Symmetries

As in the presentation of ADM quantities in Section 3.3, mass and angular momen-
tum of IHs are introduced as conserved quantities under appropriate symmetries
(see [6, 7] and the outline in Appendix C of [44] for further details on the fol-
lowing discussion). One starts from a symmetry of the horizon structure in the
Lorentzian spacetime manifold and then constructs an associated canonical transfor-
mation in the phase or solution space of the system. The conserved quantity under
this canonical transformation provides the relevant physical quantity. In view of the



Mass and Angular Momentum in General Relativity 117

variational problem (see below), a WIH is the relevant horizon structure to be con-
sidered in this context. A vector field W � preserves the WIH structure (W � is a
WIH-symmetry) if

LH
W `

� D const � `�; LH
W q�� D 0; LH

W !� D 0: (68)

WIH-symmetries are of the form W � D cW `
� C bW S

�, where cW and bW are
constants on H and S� is a Killing vector of any spatial section S of H.

Variational Problem for Spacetimes Containing WIHs

In order to set up the Hamiltonian treatment, we need first to define a well-posed
variational problem. Here we are interested in the variational problem for asymptot-
ically flat spacetimes containing a WIH. We will furthermore demand this WIH to
contain an axial Killing vector ��. The variational problem is then set in the region
contained between two asymptotically Euclidean slices ˙� and˙C, spatial infinity
i0, and the part of H between an initial horizon slice S� D H \˙� and a final one
SC D H \ ˙C. The action, as in Eq. 21, can be written [6, 7] as the sum of a bulk
and a boundary term at spatial infinity, and the variation of the dynamical fields is
set to vanish on the slices ˙� and ˙C. No boundary term associated with the inner
boundary H is introduced. The variational problem is well-posed, in particular the
Einstein equation is recovered, as long as the conditionZ

H
ı! ^ 2� D 0; (69)

holds, where !� has been introduced in Eq. 67 and 2��� is the volume 2-form on
sections S of H. The crucial ingredient in the well-posedness of the problem is
precisely the WIH structure. This is the additional structure needed in order to guar-
antee the vanishing of Eq. 69, so that the variational problem is correctly posed and
quasi-local quantities can be defined.

Phase Space, Canonical Transformations, and Physical Quantities

The phase space is defined by the couple .�; J/ where � is an infinite-dimensional
manifold where each point represents a solution to the Einstein equation containing
a WIH, and J is a symplectic form (a closed 2-form) on � in terms of which the
Poisson bracket is defined. In particular, a vector field X on � generates a canon-
ical transformation if it leaves the symplectic form invariant: LXJ D 0. Using the
closedness of J this is locally equivalent to the exactness of the 1-form iXJ , that is,
to the (local) existence of a functionHX such that iXJ D ıHX (where ı denotes the
differential in � ). In particular, the quantity HX defined on the phase space is pre-
served along the flow ofX . In this context, first, the symplectic form can be obtained
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from the action by using the conserved symplectic current method [30] and, second,
a vector field XW on � can be constructed from a WIH-symmetry W � on H (cf.
[6, 7] for details). For the correct definition of a physical parameter associated with
a given WIH-symmetryW �, we must assess if the correspondingXW preserves the
canonical form, that is, if iXW

J is locally exact. If this is the case, the conserved
quantity is simply read from the associated explicit expression of the Hamiltonian
HXW

. When this scheme is applied to the axial symmetry �� on H, the correspond-
ing X� turns out to be automatically an infinitesimal canonical transformation and
the conserved quantity has the form

JH WD X� D 1

8	

I
St

!��
�p

q d 2x D 1

8	

I
St

˝.`/
� ��

p
q d 2x; (70)

where St is any spatial section of H. This prescription for JH exactly coincides
with the Komar expression (18). The mass discussion is more subtle. In this case
the WIH-symmetry t� associated with time evolution is chosen as an appropriate
linear combination of the null normal `� and the axial vector ��. It is then found

iXt
J D ıEADM �

�.t/
8	

ıAH C˝.t/ ıJH
�
; (71)

where .t/ and˝.t/ are functions on � and AH and JH correspond, respectively, to
the area of any section of H and to the horizon angular momentum in Eq. 70. The
right-hand-side expression is (locally) exact if functions .t/ and ˝.t/ depend only

onAH and JH, and satisfy: @�.t/

@JH
D 8	

@˝.t/

@AH
. A functionE tH only depending on AH

and JH then exists, such that we can write

ıE tH D .t/.AH; JH/
8	

ıAH C˝.t/.AH; JH/ ıJH: (72)

To finally determine the quasi-local massMH, the functional form of E tH.AH; JH/
is normalized to the one in the stationary Kerr family in � . Note that this is only
justified onceE tH has been shown to depend only onAH and JH, a nontrivial result.
In sum, for IHsMH.AH; JH/ WD MKerr.AH; JH/, given by the Christodoulou mass
expression [26].

Remark 8 (Quasi-local first law of black hole dynamics). Expression (72) extends
the first law of black hole dynamics (see Section 5.2) from the stationary setting to
dynamical spacetimes where only the black hole horizon is in equilibrium.

5 Global and Quasi-Local Quantities in Black Hole Physics

As an application, we briefly comment on some relevant issues concerning mass and
angular momentum in the particular case of black hole spacetimes.
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5.1 Penrose Inequality: a Claim for an Improved Mass Positivity
Result for Black Holes

In the context of the established gravitational collapse picture, Penrose [78] pro-
posed an inequality providing an upper bound for the area of the spatial sections of
black hole event horizons in terms of the square of the ADM mass. This conjecture
followed from a heuristic chain of arguments including rigorous results (singular-
ity and black hole uniqueness theorems), together with conjectures such as weak
cosmic censorship and the stationarity of the final state of the evolution of a black
hole spacetime. A local-in-time version of the Penrose inequality can be formulated
in terms of data on a Euclidean slice. In this version Penrose conjecture states that
given an asymptotically Euclidean slice ˙ containing a black hole under the domi-
nant energy condition, the following inequality should be satisfied

Amin � 16	M 2
ADM; (73)

whereAmin is the minimal area enclosing the apparent horizon. In addition, equality
is only attained by a slice of Schwarzschild spacetime. Though this was originally
proposed in an attempt to construct counter-examples to the weak cosmic censor-
ship conjecture, growing evidence has accumulated supporting its generic validity.
Beyond spherical symmetry [70], a formal proof only exists in the Riemannian case,
K�� D 0, where the original derivation [62] (see also [21]) makes use of some of
the quasi-local expressions presented in Section 4 (cf. discussion about Geroch and
Hawking energies that coincide in this time-symmetric case K�� D 0). The intrin-
sic geometric relevance of the Penrose inequality is reflected in its alternative name
as the isoperimetric inequality for black holes [42].

Penrose inequality can also be seen as strengthening the positive ADM mass
theorem in Section 3.3, for the case of black hole spacetimes: the ADM mass is not
only positive but must be larger than a certain positive-definite quantity. Though it
is tempting to identify this positive quantity with some quasi-local mass associated
with the black hole, for example, with its irreducible mass A DW 16	M 2

irr related
to the Hawking mass (60), a caveat follows from the fact that the relevant minimal
surface of area Amin does not necessarily coincide with the apparent horizon, as
examples in [17] show. In any case, this geometric inequality represents a bridge
between global and quasi-local properties in black hole spacetimes and has become
one of the current geometric and physical/conceptual main challenges in General
Relativity.

5.2 Black Hole (Thermo-)dynamics

A set of four laws was established in [12] for stationary black holes. These black
hole laws are analogous in form to the standard thermodynamical laws. Though
this analogy is compelling, the fundamental nature of such relation was only
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acknowledged under the light of Hawking’s discovery [52] of the (semiclassical)
thermal emission of particles from the event horizon (Hawking radiation). Given a
stationary black hole spacetime with stationary Killing vector t�, black hole rigid-
ity theorems [53] imply the existence of a second Killing vector k� that coincides
with the null generators `� on the horizon. We can write k� D t� C ˝H�

�,
where �� is an axial Killing vector and ˝H is a constant referred to as the an-
gular velocity of the horizon (see also [87]). We can write k�r�k� D k� on
the horizon, which defines the surface gravity function . The zeroth law of black
hole mechanics then states the constancy of the surface gravity on the event hori-
zon. The second law, namely, Hawking’s area theorem [50, 51], guarantees that
the area of the event horizon never decreases, whereas the third law states that
the surface gravity  cannot be reduced to zero in a finite (advanced) time (see
[63] for a precise statement). In the present context, we are particularly inter-
ested in the first law, since it relates the variations of some of the quasi-local and
global quantities we have introduced in the text, in the particular black hole con-
text. First law provides an expression for the change of the total mass M of the
black hole (a well-defined notion since we deal with asymptotically flat space-
times) under a small stationary and axisymmetric change in the solution space

ıM D 1

8	
ıAC˝HJH ; (74)

where A is the area of a spatial section of the horizon, and JH is the Komar angular
momentum associated with the axial Killing ��. Equation 74 relates the variation
of a global quantity M D MADM at spatial infinity on the left-hand-side, to the
variation of quantities locally defined at the horizon, on the right-hand-side. In par-
ticular, we could express the variation of the horizon area in terms of the variation of
the irreducible local mass Mirr, as ıA D 32	MirrıMirr. Such a formulation actually
plays a role in the criterion for constructing sequences of binary black hole initial
data corresponding to quasi-circular adiabatic inspirals (cf. [46] and the first law
of binary black holes in [38]). Derivation of Eq. 74 involves the notions of ADM
mass, as well as the generalization to stationarity of the Smarr formula for Kerr
mass [stating M D 2˝HJH C A=.4	/] by using the Komar mass expression.
Result (72) in Section 4.4 provides an extension of this law to black hole space-
times non-necessarily stationary, but containing an IH for which an unambiguous
notion of black hole mass can be introduced. Quasi-local attempts to extend the
first law to the fully dynamical case have been explored in the dynamical and trap-
ping horizon framework [9,10,19,54]. However, the lack of a general unambiguous
notion of quasi-local mass prevents the derivation of a result analogous to Eq. 74
or 72, that is, the equality between the variation of two independent well-defined
quantities. In the quasi-local dynamical context, an unambiguous law for the area
evolution can be determined (see, e.g., [20, 45] and references therein). The latter
can then be used to define a flux of energy through the horizon by comparison with
Eq. 74.
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5.3 Black Hole Extremality: a Mass–Angular Momentum
Inequality

Subextremal Kerr black holes are characterized by presenting angular momenta
bounded by their total masses. Keeping axisymmetry, it has been recently shown
[27, 28, 31] (see also [32]) that the inequality

jJKj � M 2
ADM; (75)

holds also for vacuum, maximal (K = 0), axisymmetric Euclidean data. Moreover,
equality only holds for slices of extremal Kerr. Inequality (75) provides a nontrivial
relation for black hole spacetimes between precisely the two physical quantities we
are focusing on in this review. It is natural to explore if some analogous inequality
holds when moving away from axisymmetry and when considering only the local
region around the black hole. Attempts have been done in this sense, but they all
must face the ambiguities resulting from the absence of canonical expressions for
quasi-local masses and angular momenta. In order to illustrate the caveats to keep
in mind when undertaking this kind of discussion, one can consider the case in
which Komar quantities are used for constructing a truly quasi-local analogue of
expression (75) for axisymmetric stationary data: initial data have been constructed
[2] where the quotient jJKj=M 2

K on the black hole horizon can become arbitrarily
large. Interestingly, these studies have led to the formulation [3] in axisymmetry
of the related conjecture 8	jJKj � A, only involving intrinsic quantities on the
horizon. This inequality has been proved to hold in the stationary axisymmetric
case [59], as well as in a generalization including the electromagnetic field and the
associated electric charge on the horizon [60].

6 Conclusions

The problem of characterizing the energy–momentum and angular momentum as-
sociated with the gravitational field in General Relativity has been present since the
birth of the theory and controversies have plagued its already long-standing history.
Understanding that no local density of energy–momentum can be identified for the
gravitational field has challenged the validity of the mass and angular momentum
cherished notions from nongravitational physics, when trying to perform a straight-
forward extension of these concepts to the gravitational field in a general relativistic
setting.

The study of specific problems suggests concrete and/or partial solutions. In this
spirit, at low velocities and weak self-gravities post-Newtonian approaches handle
consistent notions of mass and angular momentum and the same holds in per-
turbative approaches around exact solutions, for which physical quantities can be
identified unambiguously. In the same line, a (quasi-local) notion of the energy car-
ried by a gravitational wave can be introduced as an average along the wavelength,
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proving to provide a useful notion in practical applications. A particular setting of
singular conceptual importance is that of isolated systems in General Relativity,
specifically through their characterization as asymptotically flat spacetimes. The
notions of total ADM and Bondi–Sachs energy–momentum provide well-defined
quantities that, on the one hand, have clarified important conceptual issues such as
the capability of gravitational waves to actually carry energy away from a system
and, on the other hand, they also represent inestimable tools in practical applications
due to their intrinsic/geometric character. Positivity theorems for the total mass rep-
resent without any doubt some of the most important and profound results in General
Relativity. The combination of the success in isolated systems, together with the
absence of a gravitational local energy–momentum density, has led to the consider-
ation that the whole effort for the search of a local expression for the gravitational
energy represents an ill-posed or pseudo-problem (see, e.g., [73]). But at the same
time, and motivated by practical needs and/or fundamental physical reasons (cf. in
this sense [48] for a related discussion on quasi-local issues regarding observables in
Quantum Field Theory), important efforts have been devoted to the introduction of
quasi-local notions of gravitational energy–momentum associated with extended but
finite regions of the spacetime. In this respect, significant insights into the structure
of the gravitational field have been achieved, with applications in diverse conceptual
and practical contexts. But it must be acknowledged, as it is referred in [85], that
the status of the quasi-local mass studies is in a kind of post-modern situation in
which the devoted intensive efforts have resulted in a plethora of proposals with no
obvious definitive and entirely satisfying candidate.

A moderate (intermediate) position that avoids radical skepticism against the
quasi-local approach would consist in assuming that mass and (in a more restricted
sense) angular momentum can be unambiguously defined only as global quantities
for isolated systems. But accepting, at the same time, that quasi-local expressions
provide meaningful and insightful quantities that are inextricably subject to the need
of making systematically explicit the specific setting in which they are defined (one
can make the analogy with the notion of effective mass in solid state physics, where
different masses can be simultaneously employed for the same particle as long as
their specific purposes are clearly stated1). The moral of the whole discussion in this
article is that the formulation of meaningful global or quasi-local mass and angu-
lar momentum notions in General Relativity always needs the introduction of some
additional structure in the form of symmetries, quasi-symmetries, or some other
background structure. This point must be explicitly kept in mind whenever employ-
ing the so-defined physical quantities, specially when extrapolating or performing
compared analysis.
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Mass and Angular Momentum in General Relativity 123

References

1. L.F. Abbott, S. Deser, Nucl. Phys. B 195, 76 (1982)
2. M. Ansorg, D. Petroff, Class. Q. Grav. 23, L81 (2006)
3. M. Ansorg, H. Pfister, Class. Q. Grav. 25, 035009 (2008)
4. R. Arnowitt, S. Deser, C.W. Misner, in Gravitation: an Introduction to Current Research, ed.

by L. Witten (Wiley, New York, 1962), pp. 227–265
5. A. Ashtekar, in General Relativity and Gravitation, One Hundred Years After the Birth of

Albert Einstein, ed. by A. Held, vol. 2 (Plenum, New York, 1980), p. 37
6. A. Ashtekar, C. Beetle, J. Lewandowski, Phys. Rev. D 64, 044016 (2001)
7. A. Ashtekar, S. Fairhurst, B. Krishnan, Phys. Rev. D 62, 104025 (2000)
8. A. Ashtekar, R.O. Hansen, J. Math. Phys. 19, 1542 (1978)
9. A. Ashtekar, B. Krishnan, Phys. Rev. Lett. 89, 261101 (2002)

10. A. Ashtekar, B. Krishnan, Living Rev. Rel. 7, URL (cited on 8 May 2009): http://www.
livingreviews.org/lrr-2004-10

11. A. Ashtekar, A. Magnon-Ashtekar, J. Math. Phys. 20, 793 (1979)
12. J.M. Bardeen, B. Carter, S.W. Hawking, Commun. Math. Phys. 31, 161 (1973)
13. R. Bartnik, Phys. Rev. Lett. 62, 2346 (1989)
14. R. Beig, Phys. Lett. A 69, 153 (1978)
15. J. Belinfante, Physica 6, 887 (1939)
16. J. Belinfante, Physica 7, 449 (1940)
17. I. Ben-Dov, Phys. Rev. D 70, 124031 (2004)
18. H. Bondi, M.G.J. van der Burg, A.W.K. Metzner, Proc. R. Soc. Lond. A 269, 21 (1962)
19. I. Booth, S. Fairhurst, Phys. Rev. Lett. 92, 011102 (2004)
20. I. Booth, S. Fairhurst, Phys. Rev. D 75, 084019 (2007)
21. H. Bray, J. Diff. Geom. 59, 177 (2001)
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Post-Newtonian Theory and the Two-Body
Problem

Luc Blanchet

Abstract Reliable predictions of general relativity theory are extracted using
approximation methods. Among these, the powerful post-Newtonian approximation
provides us with our best insights into the problems of motion and gravitational radi-
ation of systems of compact objects. This approximation has reached an impressive
mature status, because of important progress regarding its theoretical foundations,
and the successful construction of templates of gravitational waves emitted by
inspiralling compact binaries. The post-Newtonian predictions are routinely used
for searching and analyzing the very weak signals of gravitational waves in current
generations of detectors. High-accuracy comparisons with the results of numerical
simulations for the merger and ring-down of binary black holes are going on. In this
article we give an overview on the general formulation of the post-Newtonian
approximation and present up-to-date results for the templates of compact binary
inspiral.

1 Introduction

Although relativists admire the mathematical coherence – and therefore beauty – of
Einstein’s general relativity, this theory is not easy to manage when drawing firm
predictions for the outcome of laboratory experiments and astronomical observa-
tions. Indeed only few exact solutions of the Einstein field equations are known,
and one is obliged in most cases to resort to approximation methods. It is beyond
question that approximation methods in general relativity do work, and in some
cases with some incredible precision. Many of the great successes of general rel-
ativity were in fact obtained using approximation methods. However, because of
the complexity of the field equations, such methods become awfully intricate at
high approximation orders. On the other hand it is difficult to set up a formalism
in which the approximation method would be perfectly well defined and based on
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clear premises. Sometimes it is impossible to relate the approximation method to
the exact framework of the theory. In this case the only thing one can do is to rely
on the approximation method as the only representation of real phenomena, and to
discover “empirically” that the approximation works well.

The most important approximation scheme in general relativity is the post-
Newtonian expansion, which can be viewed as an expansion when the speed of
light c tends to infinity, and is physically valid under the assumptions of weak grav-
itational field inside the source and of slow internal motion. The post-Newtonian
approximation makes sense only in the near zone of an isolated matter source,
defined as r 	�, where �� c T is the wavelength of the emitted gravitational
radiation, with T being a characteristic time scale of variation of the source. The ap-
proximation has been formalized in the early days of general relativity by Einstein
[51], de Sitter [47, 48], and Lorentz and Droste [71]. It was subsequently devel-
oped notably by Einstein, Infeld and Hoffmann [52], Fock [55, 56], Plebanski and
Bazanski [80], Chandrasekhar and collaborators [32–34], Ehlers and his school
[50, 61, 62], and Papapetrou and coworkers [74, 76].

Several long-standing problems with the post-Newtonian approximation for gen-
eral isolated slowly-moving systems have hindered progress untill recently. At
high post-Newtonian orders some divergent Poisson-type integrals appear, casting
a doubt on the physical soundness of the approximation. Linked to that, the domain
of validity of the post-Newtonian approximation is limited to the near zone of the
source, making it a priori difficult to incorporate into the scheme the condition of
no-incoming radiation, to be imposed at past null infinity from an isolated source.
In addition, from a mathematical point of view, we do not know what the “reliabil-
ity” of the post-Newtonian series is, that is, if it comes from the Taylor expansion
of a family of exact solutions.

The post-Newtonian approximation gives wonderful answers to the problems of
motion and gravitational radiation, two of general relativity’s corner stones. Three
crucial applications are:

1. The motion of N point-like objects at the first post-Newtonian level [52], that is,
1PN,1 is taken into account to describe the Solar System dynamics (motion of
the centers of mass of planets).

2. The gravitational radiation-reaction force, which appears in the equations of
motion at the 2.5PN order [39–42], has been experimentally verified by the
observation of the secular acceleration of the orbital motion of the Hulse–Taylor
binary pulsar PSR 1913C16 [90–92].

3. The analysis of gravitational waves emitted by inspiralling compact binaries –
two neutron stars or black holes driven into coalescence by emission of gravita-
tional radiation – necessitate the prior knowledge of the equations of motion and
radiation field up to high post-Newtonian order.

1 As usual, we refer to nPN as the order equivalent to terms 	(v=c)2n in the equations of motion be-
yond the Newtonian acceleration, and in the asymptotic waveform beyond the Einstein quadrupole
formula, where v denotes the binary’s orbital velocity and c is the speed of light.
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Strategies to detect and analyze the very weak signals from inspiralling compact
binaries involve matched filtering of a set of accurate theoretical template wave-
forms against the output of the detectors. Measurement-accuracy analyses have
shown that in order to get sufficiently accurate theoretical templates, one must at
least include conservative post-Newtonian effects up to the 3PN level, and radiation-
reaction effects up to 5.5PN order, that is 3PN beyond the leading order of radiation
reaction, which is 2.5PN [36–38, 54, 81, 86].

The appropriate description of inspiralling compact binaries is by two structure-
less point-particles, characterized solely by their masses m1 or m2 (and possibly
their spins). Indeed, most of the nongravitational effects usually plaguing the
dynamics of binary star systems, such as the effects of a magnetic field, of an
interstellar medium, the influence of the internal structure of the compact bodies,
are dominated by purely gravitational effects. Inspiralling compact binaries are very
clean systems which can essentially be described in pure general relativity.

Although point-particles are ill defined in the exact theory, they are admissible
in post-Newtonian approximations. Furthermore the model of point particles can
be pushed to high post-Newtonian order, where an a priori more realistic model
involving the internal structure of compact bodies would fail through becoming
intractable. However there is an important worry: a process of regularization to deal
with the infinite self-field of point particles is crucially needed. The regularization
should be carefully defined to be implemented at high orders. It should hopefully be
followed by a renormalization.

The orbit of inspiralling compact binaries can be considered to be circular, apart
from the gradual inspiral, with an excellent approximation. Indeed, gravitational
radiation-reaction forces tend to circularize rapidly the orbital motion. At each in-
stant during the gradual inspiral, the eccentricity e of the orbit is related to the
instantaneous frequency !� 2	=P by [79]

e2 ' const!�19=9 (for e 	 1): (1)

For instance one can check that the eccentricity of a system like the binary pul-
sar PSR 1913+16 will be e' 5 10�6 when the gravitational waves become visible
by the detectors, that is, when the signal frequency after its long chirp reaches
f �!=	 ' 10Hz. Only systems formed very late, near their final coalescence,
could have a non-negligible residual eccentricity.

The intrinsic rotations or spins of the compact bodies could play an impor-
tant role, yielding some relativistic spin–orbit and spin–spin couplings, both in the
binary’s equations of motion and radiation field. The spin of a rotating body is of the
order of S �ma vspin, where m and a denote the mass and typical size of the body,
and where vspin represents the velocity of the body’s surface. In the case of compact
bodies we have a�Gm=c2, and for maximal rotation vspin � c; for such objects the
magnitude of the spin is roughly S �Gm2=c. It is thus customary to introduce a
dimensionless spin parameter, generally denoted by �, defined by

S D Gm2

c
�: (2)
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We have � � 1 for black holes, and � . 0:63 � 0:74 for neutron stars (depending
on the equation of state of nuclear matter inside the neutron star). For binary pulsars
such as PSR 1913 C 16, we have � . 5 10�3. Considering models of evolution of
observed binary pulsar systems when they become close to the coalescence we ex-
pect that the spins will make a negligible contribution to the accumulated phase in
this case. However, astrophysical observations suggest that black holes can have
non-negligible spins, due to spin up driven by accretion from a companion during
some earlier phase of the binary evolution. For a few black holes surrounded by mat-
ter, observations indicate a significant intrinsic angular momentum and the spin may
even be close to its maximal value. However, very little is known about the black-
hole spin magnitudes in binary systems. For black holes rotating near the maximal
value the templates of gravitational waves need to take into account the effects of
spins, both for a successful detection and an accurate parameter estimation.

We devote Section 2 of this article, including Sections 2.1–2.6, to a general
overview of the formulation of the post-Newtonian approximation for isolated
sources. We emphasize that the approximation can be carried out up to any post-
Newtonian order, without the aforesaid problem of divergences. The main technique
used is the matching of asymptotic expansions, which permits to obtain a complete
post-Newtonian solution incorporating the correct boundary conditions at infinity.
Then Section 3, that is, Sections 3.1–3.6, will deal with the application to systems
composed of compact objects. The subtle issues linked with the self-field regular-
ization of point-particles are discussed in some details. The results for the two-body
equations of motion and radiation field at the state-of-the-art 3PN level are presented
in the case of circular orbits appropriate to inspiralling compact binaries. We put the
accent on the description of spinning particles and particularly on the spin–orbit
coupling effect on the binary’s internal energy and gravitational-wave flux.

2 Post-Newtonian Formalism

2.1 Einstein Field Equations

General relativity is based on two independent tenets, the first one concerned with
the dynamics of the gravitational field, the second one dealing with the coupling of
all the matter fields with the gravitational field. Accordingly the action of general
relativity is made of two terms,

S D c3

16	G

Z
d4x

p�g RC Smatter
�
�; g˛ˇ


: (3)

The first term represents the kinetic Einstein–Hilbert action for gravity and tells that
the gravitational field g˛ˇ propagates like a pure spin-2 field. Here R is the Ricci
scalar and g D det.g˛ˇ / is the determinant of the metric. The second term expresses
the fact that all matter fields (collectively denoted by � ) are minimally coupled to
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the metric g˛ˇ , which defines the physical lengths and times as measured in local
laboratory experiments. The field equations are obtained by varying the action with
respect to the metric (such that ıg˛ˇ D 0 when jx�j ! 1) and form a system of
ten differential equations of second order,

G˛ˇ Œg; @g; @2g� D 8	G

c4
T ˛ˇ Œg�: (4)

The Einstein tensorG˛ˇ � R˛ˇ � 1
2
Rg˛ˇ is generated by the matter stress–energy

tensor T ˛ˇ � .2=
p�g/.ıSmatter=ıg˛ˇ /. Four equations give, via the contracted

Bianchi identity, the conservation equation for the matter system as

r�G˛� � 0 H) r�T ˛� D 0; (5)

which must be solved conjointly with the Einstein field equations for the gravita-
tional field. The matter Eq. 5 reads also

@�
�p�g T �˛

� D 1

2

p�g T ��@˛g�� : (6)

Let us introduce an asymptotically Minkowskian coordinate system such that the
gravitational-wave amplitude, defined by h˛ˇ � p�g g˛ˇ � �˛ˇ ,2 is divergence-
less, that is, satisfies the de Donder or harmonic gauge condition

@�h
˛� D 0: (7)

With this coordinate choice the Einstein field equations can be recast into the
d’Alembertian equation

�h˛ˇ D 16	G

c4
�˛ˇ : (8)

Here � D ���@�@� is the usual (flat-spacetime) d’Alembertian operator. The source
term �˛ˇ can rightly be interpreted as the “effective” stress–energy distribution of
the matter and gravitational fields in harmonic coordinates; note that �˛ˇ is not a
tensor and we shall often call it a pseudo-tensor. It is conserved in the sense that

@��
˛� D 0: (9)

This is equivalent to the condition of harmonic coordinates (7) and to the covariant
conservation (5) of the matter tensor. The pseudo-tensor is made of the contribution
of matter fields described by T ˛ˇ , and of the gravitational contribution
˛ˇ that is a

2 Here, g˛ˇ denotes the contravariant metric, inverse of the covariant metric g˛ˇ , and �˛ˇ repre-
sents an auxiliary Minkowski metric. We assume that our spatial coordinates are Cartesian so that
.�˛ˇ/ D .�˛ˇ/ D diag.�1; 1; 1; 1/.
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complicated function of the gravitational field variable h�� and its first and second
derivatives. Thus,

�˛ˇ D jgjT ˛ˇ C c4

16	G

˛ˇ Œh; @h; @2h�: (10)

The point is that
˛ˇ is at least quadratic in the field strength h�� , so the field equa-
tions (8) are naturally amenable to a perturbative nonlinear treatment. The general
expression is


˛ˇ D � h��@�@�h
˛ˇ C @�h

˛�@�h
ˇ� C 1

2
g˛ˇg��@�h

��@�h
��

� g˛�g��@�h
ˇ�@�h

�� � gˇ�g��@�h˛�@�h�� C g��g
��@�h

˛�@�h
ˇ�

C 1

4

�
2g˛�gˇ� � g˛ˇg����g��g�	 � 1

2
g��g�	

�
@�h

�	@�h
�� : (11)

To select a physically sensible solution of the field equations in the case of a
bounded matter system, we must impose a boundary condition at infinity, namely,
the famous no-incoming radiation condition, which ensures that the system is truly
isolated from other bodies in the Universe. In principle the no-incoming radiation
condition is to be formulated at past null infinity I �. Here, we can simplify the
formulation by taking advantage of the presence of the Minkowski background �˛ˇ
to define the no-incoming radiation condition with respect to Minkowskian past null
infinity say I �

� . Within approximate methods this is legitimate as we can view the
gravitational field as propagating on the flat background �˛ˇ ; indeed �˛ˇ does exist
at any finite order of approximation.

The no-incoming radiation condition should be such that it suppresses any ho-
mogeneous (regular in R4) solution of the d’Alembertian equation �hhom D 0 in a
neighborhood of I �

� . We have at our disposal the Kirchhoff formula that expresses
hhom at some field point .x0; t 0/ in terms of its values and its derivatives on a sphere
centered on x0 with radius �� jx0 � xj and at retarded time t � t 0 � �=c,

hhom.x0; t 0/ D
Z

d˝

4	

�
@

@�
.�hhom/C 1

c

@

@t
.�hhom/

�
.x; t/; (12)

where d˝ is the solid angle spanned by the unit direction N � .x � x0/=�. From
this formula we deduce the no-incoming radiation condition as the following limit
at I �

� , that is, when r � jxj ! C1 with t C r=c D const,3

lim
I �

�

�
@

@r
.rh˛ˇ /C 1

c

@

@t
.rh˛ˇ /

�
D 0: (13)

3 In fact we obtain also the auxiliary condition that r@�h˛ˇ should be bounded near I �
� . This

comes from the fact that � differs from r and we have � D r � x0 � n C O.1=r/ with n D x=r .
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Now if h˛ˇ satisfies (13), so does the pseudo-tensor �˛ˇ built on it, and then it is
clear that the retarded integral of �˛ˇ does satisfy the same condition. Thus we infer
that the unique solution of the Einstein equation (8) reads

h˛ˇ D 16	G

c4
��1

R �˛ˇ ; (14)

where the retarded integral takes the standard form

.��1
R �˛ˇ /.x; t/ � � 1

4	

Z
d3x0

jx � x0j�
˛ˇ
�
x0; t � jx � x0j=c� : (15)

Notice that since �˛ˇ depends on h�� and its derivatives, Eq. 14 is to be viewed
as an integro-differential equation equivalent to the Einstein equation (8) with no-
incoming radiation condition.

2.2 Post-Newtonian Iteration in the Near Zone

In this section we proceed with the post-Newtonian iteration of the field equations
in harmonic coordinates in the near zone of an isolated matter distribution. We have
in mind a general hydrodynamical fluid, whose stress–energy tensor is smooth, that
is, T ˛ˇ 2 C1.R4/. Thus the scheme a priori excludes the presence of singularities;
these will be dealt with in later sections.

Let us remind that the post-Newtonian approximation in “standard” form (e.g.,
[1, 61, 62]) is plagued with some apparently inherent difficulties, which crop up
at some high post-Newtonian order like 3PN. Up to the 2.5PN order the approx-
imation can be worked out without problems, and at the 3PN order the problems
can generally be solved for each case at hand; but the problems worsen at higher
orders. Historically these difficulties, even appearing at higher approximations, have
cast a doubt on the actual soundness, from a theoretical point of view, of the post-
Newtonian expansion. Practically speaking, they posed the question of the reliability
of the approximation, when comparing the theory’s predictions with very precise
experimental results. In this section and the next one we assess the nature of these
difficulties – are they purely technical or linked with some fundamental drawback
of the approximation scheme? – and eventually resolve them.

We first distinguish the problem of divergences in the post-Newtonian expan-
sion: in higher approximations some divergent Poisson-type integrals appear. Recall
that the post-Newtonian expansion replaces the resolution of an hyperbolic-like
d’Alembertian equation by a perturbatively equivalent hierarchy of elliptic-like
Poisson equations. Rapidly it is found during the post-Newtonian iteration that
the right-hand-sides of the Poisson equations acquire a non-compact support (it is
distributed all over space), and that the standard Poisson integral diverges because of
the bound of the integral at spatial infinity, that is r � jxj ! C1, with t D const.
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The divergencies are linked to the fact that the post-Newtonian expansion is
actually a singular perturbation, in the sense that the coefficients of the succes-
sive powers of 1=c are not uniformly valid in space, typically blowing up at
spatial infinity like some positive powers of r . We know for instance that the post-
Newtonian expansion cannot be “asymptotically flat” starting at the 2PN or 3PN
level, depending on the adopted coordinate system [83]. The result is that the stan-
dard Poisson integrals are in general badly behaving at infinity. Trying to solve the
post-Newtonian equations by means of the Poisson integral does not a priori make
sense. This does not mean that there are no solutions to the problem, but simply that
the Poisson integral does not constitute the good solution of the Poisson equation in
the context of post-Newtonian expansions. So the difficulty is purely of a technical
nature, and will be solved once we succeed in finding the appropriate solution to the
Poisson equation.

We shall now prove (following [82]) that the post-Newtonian expansion can be
indefinitely iterated without divergences.4 Let us denote by means of an overline
the formal (infinite) post-Newtonian expansion of the field inside the source’s near
zone, which is of the form

h
˛ˇ
.x; t; c/ D

C1X
nD2

1

cn
h
n

˛ˇ .x; t; ln c/: (16)

The n-th post-Newtonian coefficient is naturally the factor of the n-th power
of 1=c; however, we know [14] that the post-Newtonian expansion also involves
some logarithms of c, included for convenience here into the definition of the co-
efficients hn. For the stress–energy pseudo-tensor (10) we have the same type of
expansion,

�˛ˇ .x; t; c/ D
C1X
nD�2

1

cn
�
n

˛ˇ .x; t; ln c/: (17)

The expansion starts with a term of order c2 corresponding to the rest mass–
energy (�˛ˇ has the dimension of an energy density). Here we shall always under-
stand the infinite sums such as (16)–(17) in the sense of formal series, that is, merely
as an ordered collection of coefficients. Because of our consideration of regular
extended matter distributions the post-Newtonian coefficients are smooth functions
of space-time.

Inserting the post-Newtonian ansatz into the Einstein field equation (8) and
equating together the powers of 1=c results is an infinite set of Poisson-type equa-
tions (8n � 2),

�h
n

˛ˇ D 16	G �
n�4

˛ˇ C @2t h
n�2

˛ˇ : (18)

4 An alternative solution to the problem of divergencies, proposed in [57,58], is based on an initial-
value formalism, which avoids the appearance of divergencies because of the finiteness of the
integration region.
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The second term comes from the split of the d’Alembertian into a Laplacian and
a second time derivative: � D� � 1

c2 @
2
t . This term is zero when nD 2 and 3. We

proceed by induction, that is, fix some post-Newtonian order n, assume that we
succeeded in constructing the sequence of previous coefficients ph for p�n � 1,
and from this show how to infer the next-order coefficient nh.

To cure the problem of divergencies we introduce a generalized solution of the
Poisson equation with non-compact support source, in the form of an appropriate
finite part of the usual Poisson integral obtained by regularization of the bound at
infinity by means of a specific process of analytic continuation. For any source term
like n� , we multiply it by the “regularization” factor

jexjB �
ˇ̌̌̌

x
r0

ˇ̌̌̌B
; (19)

where B 2 C is a complex number and r0 denotes an arbitrary length scale. Only
then do we apply the Poisson integral, which therefore defines a certain function
of B . The well definedness of that integral heavily relies on the behavior of the
integrand at the bound at infinity. There is no problem with the vicinity of the ori-
gin inside the source because of the smoothness of the pseudo-tensor. Then one
can prove [82] that the latter function of B generates a (unique) analytic continua-
tion down to a neighborhood of the value of interest B D 0, except at B D 0 itself,
at which value it admits a Laurent expansion with multiple poles up to some finite
order. Then, we consider the Laurent expansion of that function when B ! 0 and
pick up the finite part, or coefficient of the zero-th power of B , of that expansion.
This defines our generalized Poisson integral:

��1� �
n

˛ˇ

.x; t/ � � 1

4	
FP
BD0

Z
d3x0

jx � x0j jex0jB �
n

˛ˇ .x0; t/: (20)

The integral extends over all three-dimensional space but with the latter finite-
part regularization at infinity denoted FPBD0. The main properties of our general-
ized Poisson operator is that it does solve the Poisson equation, namely,

�
�
��1� �

n

˛ˇ
� D �

n

˛ˇ ; (21)

and that the so-defined solution ��1
n� owns the same properties as its source n� ,

that is, the smoothness and the same type of behavior at infinity.
The most general solution of the Poisson equation (18) will be obtained by appli-

cation of the previous generalized Poisson operator to the right-hand-side of Eq. 18,
and augmented by the most general homogeneous solution of the Poisson equation.
Thus, we can write

h
n

˛ˇ D 16	G��1� �
n�4

˛ˇ
C @2t �

�1� h
n�2

˛ˇ
C

C1X
`D0

B
n

˛ˇ
L .t/ OxL: (22)
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The last term represents the general solution of the Laplace equation, which is
regular at the origin r � jxj D 0. It can be written, using the symmetric-trace-free
(STF) language, as a multipolar series of terms of the type OxL,5 and multiplied by
some STF-tensorial functions of time nBL.t/. These functions will be associated
with the radiation reaction of the field onto the source; they will depend on which
boundary conditions are to be imposed on the gravitational field at infinity from
the source.

It is now trivial to iterate the process. We substitute for n�2h in the right-hand-
side of Eq. 22 the same expression but with n replaced by n� 2, and similarly come
down until we stop at either one of the coefficients 0h D 0 or 1h D 0. At this
point nh is expressed in terms of the “previous” p�’s and pBL’s with p � n � 2.
To finalize the process we introduce what we call the operator of the “instantaneous”
potentials ��1

I . Our notation is chosen to contrast with the standard operators of the
retarded and advanced potentials ��1

R and ��1
A , see Eq. 15. However, beware of

the fact that unlike ��1
R;A the operator ��1

I will be defined only when acting on a
post-Newtonian series such as � . Indeed, we pose

��1
I

�
�˛ˇ

 �
C1X
kD0

�
@

c@t

�2k
��k�1� �˛ˇ ; (23)

where ��k�1 is the k-th iteration of the operator (20). It is readily checked that in
this way we have a solution of the source-free d’Alembertian equation,

�
�
��1

I

�
�˛ˇ

� D �˛ˇ : (24)

On the other hand, the homogeneous solution in Eq. 22 will yield by iteration
an homogeneous solution of the d’Alembertian equation, which is necessarily reg-
ular at the origin. Hence it should be of the anti-symmetric type, that is, be made of
the difference between a retarded multipolar wave and the corresponding advanced
wave. We shall therefore introduce a new definition for some STF-tensorial func-
tions AL.t/ parametrizing those advanced-minus-retarded free waves. It will not be
difficult to relate the post-Newtonian expansion of AL.t/ to the functions nBL.t/,
which were introduced in Eq. 22. Finally the most general post-Newtonian solution,
iterated ad infinitum and without any divergences, is obtained into the form

h
˛ˇ D 16	G

c4
��1

I

�
�˛ˇ

 � 4G

c4

C1X
`D0

.�/`
`Š

O@L
(
A
˛ˇ
L .t � r=c/ � A

˛ˇ
L .t C r=c/

2r

)
:

(25)

5 Here L D i1 � � � i` denotes a multi-index composed of ` multipolar spatial indices i1; : : : ; i`
(ranging from 1 to 3); xL � xi1 � � � xi` is the product of ` spatial vectors xi ; @L D @i1 � � � @i` is the
product of ` partial derivatives @i D @=@xi ; in the case of summed-up (dummy) multi-indices L,
we do not write the ` summations from 1 to 3 over their indices; the STF projection is indicated
with a hat, that is, OxL � STFŒxL� and similarly O@L � STFŒ@L�, or sometimes using brackets
surrounding the indices, x<L> � OxL.
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We shall refer to the AL.t/’s as the radiation-reaction functions. If we stay at
the level of the post-Newtonian iteration, which is confined into the near zone, we
cannot do more than Eq. 25; there is no means to compute the radiation-reaction
functions AL.t/. We are here touching the second problem faced by the standard
post-Newtonian approximation.

2.3 Post-Newtonian Expansion Calculated by Matching

As we now understand this problem is that of the limitation to the near zone. Indeed
the post-Newtonian expansion assumes that all retardations r=c are small, so it can
be viewed as a formal near-zone expansion when r ! 0, valid only in the region
surrounding the source that is of small extent with respect to the wavelength of
the emitted radiation: r 	 �. As we have seen, a consequence is that the post-
Newtonian coefficients blow up at infinity, when r ! C1. It is thus not possible,
a priori, to implement within the post-Newtonian scheme the physical information
that the matter system is isolated from the rest of the Universe. The no-incoming
radiation condition imposed at past null infinity I �

� cannot be taken into account, a
priori, within the scheme.

The near-zone limitation can be circumvented to the lowest post-Newtonian
orders by considering retarded integrals that are formally expanded when c ! C1
as series of “instantaneous” Poisson-like integrals [1]. This procedure works
well up to the 2.5PN level and has been shown to correctly fix the dominant
radiation-reaction term at the 2.5PN order [61, 62]. Unfortunately such a procedure
assumes fundamentally that the gravitational field, after expansion of all retardations
r=c ! 0, depends on the state of the source at a single time t , in keeping with the
instantaneous character of the Newtonian interaction. However, we know that the
post-Newtonian field (as well as the source’s dynamics) will cease at some stage to
be given by a functional of the source–parameters at a single time, because of the
imprint of gravitational-wave tails in the near-zone field, in the form of some modi-
fication of the radiation reaction-force at the 1.5PN relative order [10,15]. Since the
reaction force is itself of order 2.5PN this means that the formal post-Newtonian
expansion of retarded Green functions is no longer valid starting at the 4PN order.

The solution of the problem resides in the matching of the near-zone field to the
exterior field, a solution of the vacuum equations outside the source, which has been
developed in previous works using some post-Minkowskian and multipolar expan-
sions [14, 17]. In the case of post-Newtonian sources, the near zone, that is r 	�,
covers entirely the source, because the source’s radius itself is such that a	�.
Thus the near-zone overlaps with the exterior zone where the multipole expansion
is valid. Matching together the post-Newtonian and multipolar-post-Minkowskian
solutions in this overlapping region is an application of the method of matched
asymptotic expansions, which has frequently been applied in the present context,
both for radiation-reaction [10,15,30,31] and wave-generation [11,16,43] problems.
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In the previous section we obtained the most general solution (25) for the
post-Newtonian expansion, as parametrized by the set of unknown radiation-
reaction functions AL.t/. We shall now impose the matching condition

M .h
˛ˇ
/ � M .h˛ˇ /; (26)

telling that the multipole decomposition of the post-Newtonian expansion h of the
inner field, agrees with the near-zone expansion of the multipole expansion M .h/

of the external field. Here the calligraphic letter M stands for the multipole de-
composition or far-zone expansion, while the overbar denotes the post-Newtonian
or near-zone expansion. The matching equation results from the numerical equality
h D M .h/, clearly verified in the exterior part of the near -zone, namely, our over-
lapping region a < r 	 �. The left-hand-side is expanded when r ! C1 yielding
M .h/ while the right-hand-side is expanded when r ! 0 leading to M .h/. The
matching equation is thus physically justified only for post-Newtonian sources, for
which the exterior near zone exists. It is actually a functional identity; it identifies,
term-by-term, two asymptotic expansions, each of them being formally taken out-
side its own domain of validity. In the present context, the matching equation insists
that the infinite far-zone expansion (r ! 1) of the inner post-Newtonian field is
identical to the infinite near-zone expansion (r ! 0) of the exterior multipolar field.
Let us now state that Eq. 26, plus the condition of no-incoming radiation, permits
determining all the unknowns of the problem: that is, at once, the external multi-
polar decomposition M .h/ and the radiation-reaction functions AL and hence the
inner post-Newtonian expansion h.

When applied to a multipole expansion such as that of the pseudo-tensor, that
is, M .�˛ˇ /, we have to define a special type of generalized inverse d’Alembertian
operator, built on the standard retarded integral (15), viz

��1
R

�
M .�˛ˇ /


.x; t/ � � 1

4	
FP
BD0

Z
d3x0

jx � x0j jex0jBM .�˛ˇ /.x0; t � jx � x0j=c/:
(27)

Like Eq. 15 this integral extends over the whole three-dimensional space, but
a regularization factor jex0jB given by Eq. 19 has been “artificially” introduced for
application of the finite part operation FPBD0. The reason for introducing such regu-
larization is to cure the divergencies of the integral when jx0j ! 0; these are coming
from the fact that the multipolar expansion is singular at the origin. We notice that
this regularization factor is the same as the one entering the generalized Poisson
integral (20), however, its role is different, as it takes care of the bound at jx0j D 0

rather than at infinity. We easily find that this new object is a particular retarded
solution of the wave equation

�
�
��1

R

�
M .�˛ˇ /

� D M .�˛ˇ /: (28)
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Therefore M .h˛ˇ / should be given by that solution plus a retarded homogeneous
solution of the d’Alembertian equation (imposing the no-incoming radiation condi-
tion), that is, be of the type

M .h˛ˇ / D 16	G

c4
��1

R

�
M .�˛ˇ /

 � 4G

c4

C1X
`D0

.�/`
`Š

O@L
(
F
˛ˇ
L .t � r=c/

r

)
: (29)

Now the matching equation (26) will determine both the AL’s in Eq. 25 and the
FL’s in Eq. 29. We summarize the results that have been obtained in [82].

The functions FL.t/ will play an important role in the following, because they
appear as the multipole moments of a general post-Newtonian source as seen from
its exterior near zone. Their closed-form expression obtained by matching reads

F
˛ˇ
L .t/ D FP

BD0

Z
d3x jexjB OxL

Z C1

�1
dz ı`.z/ �

˛ˇ .x; t � zjxj=c/ : (30)

Again the integral extends over all space but the bound at infinity (where the
post-Newtonian expansion becomes singular) is regularized by means of the same
finite part. The z-integration involves a weighting function ı`.z/ defined by

ı`.z/ D .2`C 1/ŠŠ

2`C1`Š
.1 � z2/`: (31)

The integral of that function is normalized to one:
R C1

�1 dz ı`.z/ D 1. Furthermore
it approaches the Dirac function in the limit of large multipoles: lim`!1 ı`.z/ D
ı.z/. The multipole moments (30) are physically valid only for post-Newtonian
sources. As such, they must be considered only in a perturbative post-Newtonian
sense. With the result (30) the multipole expansion (29) is fully determined and will
be exploited in the next section.

Concerning the near-zone field (25) we find that the radiation-reaction functions
AL are composed of the multipole moments FL that will also characterize “linear-
order” radiation reaction effects starting at 2.5PN order, and of an extra contribution
RL, which will be due to nonlinear effects in the radiation reaction and turn out to
arise at 4PN order. Thus,

A
˛ˇ
L D F

˛ˇ
L CR

˛ˇ
L ; (32)

where FL is given by Eq. 30 and whereRL is defined from the multipole expansion
of the pseudo-tensor as

R
˛ˇ
L .t/ D FP

BD0

Z
d3x jexjB OxL

Z C1

1

dz �`.z/M .�˛ˇ / .x; t � zjxj=c/ : (33)

Here the regularization deals with the bound of the integral at jxj D 0. Since
the variable z extends up to infinity these functions truly depend on the whole
past history of the source. The weighting function therein is simply given by
�`.z/ � �2ı`.z/, this definition being motivated by the fact that the integral of that
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function is normalized to one:
R C1
1

dz �`.z/ D 1.6 The specific contributions due
to RL in the post-Newtonian metric (25) are associated with tails of waves [10,15].
The fact that the external multipolar expansion M .�/ is the source term for the
function RL, and therefore will enter the expression of the near-zone metric (25),
is a result of the matching condition (26) and reflects of course the no-incoming
radiation condition imposed at I �

� .
The post-Newtonian metric (25) is now fully determined. However, let us now

derive an interesting alternative formulation of it [24]. To this end we introduce still
another object that will be made of the expansion of the standard retarded integral
(15) when c ! 1, but acting on a post-Newtonian source term � ,

��1
R

�
�˛ˇ


.x; t/ �� 1

4	

C1X
nD0

.�/n
nŠ

�
@

c @t

�n
FP
BD0

Z
d3x0 jex0jB jx�x0jn�1 �˛ˇ .x0; t/:

(34)

Each of the terms is regularized by means of the finite part to deal with the bound
at infinity where the post-Newtonian expansion is singular. This regularization is
crucial and the object should carefully be distinguished from the “global” solution
��1

R Œ� � defined by Eq. 14 and in which the pseudo-tensor is not expanded in post-
Newtonian fashion. We emphasize that Eq. 34 constitutes merely the definition of a
(formal) post-Newtonian expansion, each term of which being built from the post-
Newtonian expansion of the pseudo-tensor. Such a definition is of interest because it
corresponds to what one would intuitively think as the “natural” way of performing
the post-Newtonian iteration, that is, by Taylor expanding the retardations as in [1].
Moreover, each of the terms of the series (34) is mathematically well defined thanks
to the finite part, and can therefore be implemented in practical computations. The
point is that Eq. 34 solves, in a post-Newtonian sense, the wave equation,

�
�
��1

R

�
�˛ˇ

� D �˛ˇ ; (35)

so constitutes a good prescription for a particular solution of the wave equation –
as legitimate a prescription as Eq. 23. Therefore Eqs. 23 and 34 should differ by
an homogeneous solution of the wave equation, which is necessarily of the anti-
symmetric type. Detailed investigations yield
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4	

C1X
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O@L
(
F
˛ˇ
L .t � r=c/ � F

˛ˇ
L .t C r=c/

2r

)
;

(36)

in which the homogeneous solution is parametrized precisely by the multipole-
moment functions FL.t/. This formula is the basis of our writing of the new

6 This integral is a priori divergent, however, its value can be obtained by invoking complex analytic
continuation in ` 2 C.
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form of the post-Newtonian expansion. Indeed, by combining Eqs. 25 and 36, we
nicely get

h
˛ˇ D 16	G

c4
��1

R

�
�˛ˇ

 � 4G

c4
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`D0

.�/`
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O@L
(
R
˛ˇ
L .t � r=c/ �R˛ˇL .t C r=c/

2r

)
;

(37)

which is our final expression for the general solution of the post-Newtonian field in
the near-zone of any isolated matter distribution. This expression is probably most
convenient and fruitful when doing practical applications.

We recognize in the first term of Eq. 37 (notwithstanding the finite part therein)
the old way of performing the post-Newtonian expansion as it was advocated by
Anderson and DeCanio [1]. For computations limited to the 3.5PN order, that is, up
to the level of the 1PN correction to the radiation-reaction force, such a first term
is sufficient. However, at the 4PN order there is a fundamental breakdown of this
scheme and it becomes necessary to take into account the second term in Eq. 37,
which corresponds to nonlinear radiation-reaction effects associated with tails.

Note that the post-Newtonian solution, in either form Eq. 25 or Eq. 37, has
been obtained without imposing the condition of harmonic coordinates in an ex-
plicit way, see Eq. 7. We have simply matched together the post-Newtonian and
multipolar expansions, satisfying the “relaxed” Einstein field equations (8) in their
respective domains, and found that the matching determines uniquely the solution.
An important check (carried out in [24, 82]) is therefore to verify that the harmonic
coordinate condition (7) is indeed satisfied as a consequence of the conservation of
the pseudo-tensor (9), so that we really grasp a solution of the full Einstein field
equations.

2.4 Multipole Moments of a Post-Newtonian Source

The multipole expansion of the field outside a general post-Newtonian source has
been obtained in the previous section as7

M .h˛ˇ / D �4G
c4

C1X
`D0

.�/`
`Š

O@L
(
F
˛ˇ
L .t � r=c/

r

)
C u˛ˇ ; (38)

where the multipole moments are explicitly given by Eq. 30, and the second piece
reflects the nonlinearities of the Einstein field equations and reads

u˛ˇ D ��1
R

�
M .
˛ˇ /


: (39)

7 An alternative formulation of the multipole expansion for a post-Newtonian source, with non-STF
multipole moments, has been developed by Will and collaborators [77, 78, 99].
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To write the latter expression we have used the fact that since the matter tensor T ˛ˇ

has a spatially compact support we have M .T ˛ˇ /D 0. Thus u˛ˇ is indeed generated
by the nonlinear gravitational source term (11). We notice that the divergence of this
piece, say w˛ � @�u˛�, is a retarded homogeneous solution of the wave equation,
that is, of the same type as the first term in Eq. 38. Now from w˛ we can construct
a secondary object v˛ˇ , which is also a retarded homogeneous solution of the wave
equation, and furthermore whose divergence satisfies @�v˛� D � w˛, so that it will
cancel the divergence of u˛ˇ (see [11] for details). With the above construction of
v˛ˇ we are able to define the following combination,

G h
˛ˇ

.1/
� �4G

c4

C1X
`D0

.�/`
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O@L
(
F
˛ˇ
L .t � r=c/

r

)
� v˛ˇ ; (40)

which will constitute the linearized approximation to the multipolar expansion
M .h˛ˇ / outside the source. Then we have

M .h˛ˇ / D G h
˛ˇ

.1/
C u˛ˇ C v˛ˇ : (41)

Having singled out such linearized part, it is clear that the sum of the second
and third terms should represent the nonlinearities in the external field. If we in-
dex those nonlinearities by Newton’s constant G, then we can prove indeed that
u˛ˇ C v˛ˇ D O.G2/. More precisely we can decompose u˛ˇ C v˛ˇ as a complete
nonlinearity or “post-Minkowskian” expansion of the type

u˛ˇ C v˛ˇ D
C1X
mD2

Gm h
˛ˇ

.m/
: (42)

One can effectively define a post-Minkowskian “algorithm” [11, 14] able to
construct the nonlinear series up to any postMinkowskian order m. The post-
Minkowskian expansion represents the most general solution of the Einstein field
equations in harmonic coordinates valid in the vacuum region outside an isolated
source.

The above linearized approximation h.1/ solves the linearized vacuum Einstein
field equations in harmonic coordinates and it can be decomposed into multipole
moments in a standard way [94]. Modulo an infinitesimal gauge transformation pre-
serving the harmonic gauge, namely,

h
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.1/
D k

˛ˇ

.1/
C @˛'

ˇ

.1/
C @ˇ'˛.1/ � �˛ˇ@�'�.1/; (43)

where the infinitesimal gauge vector '˛
.1/

satisfies �'˛
.1/

D 0, we can decompose8

8 The superscript .k/ refers to k time derivatives of the moments; "abc is the Levi–Civita antisym-
metric symbol such that "123 D 1. From here on the spatial indices such as i , j ,: : : will be raised
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k00.1/ D � 4
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(44c)

This decomposition defines two types of multipole moments, both assumed to be
STF: the mass-type IL.u/ and the current-type JL.u/. These moments can be arbi-
trary functions of the retarded time u � t�r=c, except that the monopole and dipole
moments (having ` � 1) satisfy standard conservation laws, namely,

I.1/ D I.2/i D J.1/i D 0: (45)

The gauge transformation vector admits a decomposition in similar fashion,
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(46c)

The six sets of STF multipole moments IL, JL, WL, XL, YL, and ZL will collec-
tively be called the multipole moments of the source. They contain the full physical
information about any isolated source as seen from its exterior near zone. Actually
it should be clear that the main moments are IL and JL because the other moments
WL, : : : , ZL parametrize a linear gauge transformation and thus have no physical
implications at the linearized order. However, because the theory is covariant with
respect to nonlinear diffeomorphisms and not merely with respect to linear gauge
transformations, the moments WL, : : : , ZL do play a physical role starting at the
nonlinear level. We shall occasionally refer to the moments WL, XL, YL, and ZL
as the gauge moments.

and lowered with the Kronecker metric ıij . They will be located lower or upper depending on
context.
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To express in the best way the source multipole moments, we introduce the
following notation for combinations of components of the pseudo-tensor �˛ˇ ,

˙ ��00 C � i i

c2
; (47a)

˙ i ��0i

c
; (47b)

˙ ij �� ij ; (47c)

where � i i � ıij �
ij . Here the overbar reminds us that we are exclusively dealing with

post-Newtonian-expanded expressions, that is, formal series of the type (17). Then
the general expressions of the “main” source multipole moments IL and JL in the
case of the time-varying moments for which ` � 2, are

IL.u/ D FP
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d3x jexjB
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:

(48b)

The integrands are computed at the spatial point x and at time uCzjxj=c, where u D
t�r=c is the retarded time at which are evaluated the moments. We recall that z is the
argument of the function ı` defined in Eq. 31. Similarly we can write the expressions
of the gauge-type moments WL, : : : , ZL. Notice that the source multipole moments
(48) have no invariant meaning; they are defined for the harmonic coordinate system
we have chosen.

Of what use are these results for the multipole moments IL and JL? From Eq. 44
these moments parametrize the linearized metric h.1/, which is the “seed” of an infi-
nite post-Minkowskian algorithm symbolized by Eq. 42. For a specific application,
that is, for a specific choice of matter tensor like the one we shall describe in Sec-
tion 3.1, the expressions (48) have to be worked out up to a given post-Newtonian
order. The moments should then be inserted into the post-Minkowskian series (42)
for the computation of the nonlinearities. The result will be in the form of a nonlin-
ear multipole decomposition depending on the source moments IL, JL, : : : , ZL, say

M .h˛ˇ / D
C1X
mD1

Gm h
˛ˇ

.m/
ŒIL; JL; : : :�: (49)

In the next section we shall expand this metric at (retarded) infinity from the source
in order to obtain the observables of the gravitational radiation field.
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2.5 Radiation Field and Polarization Waveforms

The asymptotic waveform at future null infinity from an isolated source is the
transverse-traceless (TT) projection of the metric deviation at the leading order
1=R in the distance R D jXj to the source, in a radiative coordinate system
X� D .c T;X/.9 The waveform can be uniquely decomposed [94] into radiative
multipole components parametrized by mass-type moments UL and current-type
ones VL. We shall define the radiative moments in such a way thay they agree with
the `-th time derivatives of the source moments IL and JL at the linear level, that is,

UL D I.`/L C O.G/; (50a)

VL D J.`/L C O.G/: (50b)

At the nonlinear level the radiative moments will crucially differ from the source
moments; the relations between these two types of moments will be discussed in
the next section. The radiative moments UL.U / and VL.U / are functions of the
retarded time U � T � R=c in radiative coordinates.

The asymptotic waveform at distance R and retarded time U is then given by

hTT
ij D 4G

c2R
Pijkl

C1X
`D2

1

c``Š

	
NL�2 UklL�2 � 2`

c.`C 1/
NaL�2 "ab.k Vl/bL�2



:

(51)

We denote by N D X=R D .Ni / the unit vector pointing from the source to the far-
away detector. The TT projection operator reads Pijkl D PikPjl � 1

2
PijPkl

where Pij D ıij � NiNj is the projector orthogonal to the unit direction N. We
project out the asymptotic waveform (51) on polarization directions in a standard
way. We denote the two unit polarization vectors by P and Q, which are orthogonal
and transverse to the direction of propagation N (hence Pij D PiPj CQiQj ). Our
conventions and choice for P and Q will be specified in Section 3.5. Then the two
“plus” and “cross” polarization states of the waveform are

hC � PiPj �QiQj

2
hTT
ij ; (52a)

h� � PiQj C PjQi

2
hTT
ij : (52b)

9 Radiative coordinates T and X, also called Bondi-type coordinates [28], are such that the metric
coefficients admit an expansion when R ! C1 with U � T � R=c being constant, in simple
powers of 1=R, without the logarithms of R plaguing the harmonic coordinate system. Here U is
a null or asymptotically null characteristic. It is known that the “far-zone” logarithms in harmonic
coordinates can be removed order-by-order by going to radiative coordinates [9].
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Although the multipole decomposition (51) entirely describes the waveform,
it is also important, especially having in mind the comparison between the post-
Newtonian results and numerical relativity [29], to consider separately the modes
.`;m/ of the waveform as defined with respect to a basis of spin-weighted spherical
harmonics. To this end we decompose hC and h� as (see, e.g., [29, 64])

hC � ih� D
C1X
`D2

X̀
mD�`

h`m Y `m�2 .�;˚/; (53)

where the spin-weighted spherical harmonics of weight �2 is a function of the
spherical angles .�;˚/ defining the direction of propagation N and reads

Y `m�2 D
r
2`C 1

4	
d `m.�/ eim˚ ; (54a)

d `m �
k2X
kDk1

D `m
k

�
cos

�

2

�2`Cm�2k�2�
sin

�

2

�2k�mC2
; (54b)

D `m
k � .�/k

kŠ

p
.`Cm/Š.` �m/Š.`C 2/Š.` � 2/Š

.k �mC 2/Š.`Cm � k/Š.` � k � 2/Š
: (54c)

Here k1 D max.0;m � 2/ and k2 D min.`Cm; ` � 2/. Using the orthonormality
properties of these harmonics we obtain the separate modes h`m from the surface
integral (with the overline denoting the complex conjugate)

h`m D
Z

d˝
h
hC � ih�

i
Y
`m

�2 .�;˚/: (55)

On the other hand, we can also write h`m directly in terms of the radiative multipole
moments UL and VL, with result

h`m D � Gp
2R c`C2

�
U`m � i

c
V`m

�
; (56)

where U`m and V`m are the radiative mass and current moments in non-STF guise.
These are given in terms of the STF moments by

U`m D 4

`Š

s
.`C 1/.`C 2/

2`.` � 1/ ˛`mL UL; (57a)

V`m D � 8

`Š

s
`.`C 2/

2.`C 1/.` � 1/
˛`mL VL: (57b)
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Here ˛`mL denotes the STF tensor connecting together the usual basis of spherical
harmonics Y `m to the set of STF tensors ONL � STF.NL/, recalling that Y `m and
ONL represent two basis of an irreducible representation of weight ` of the rotation

group. They are related by

ONL.�;˚/ D
X̀
mD�`

˛`mL Y `m.�;˚/; (58a)

Y `m.�;˚/ D .2`C 1/ŠŠ

4	`Š
˛`mL

ONL.�;˚/; (58b)

with the STF tensorial coefficient being

˛`mL D
Z

d˝ ONL Y `m
: (59)

The decomposition in spherical harmonic modes is especially useful if some of the
radiative moments are known to higher post-Newtonian order than others. In this
case the comparison with the numerical calculation [29, 64] can be made for these
individual modes with higher post-Newtonian accuracy.

2.6 Radiative Moments Versus Source Moments

The basis of our computation is the general solution of the Einstein field equa-
tions outside an isolated matter system computed iteratively in the form of a
post-Minkowskian or nonlinearity expansion (49) (see details in [14, 17]). Here
we give some results concerning the relation between the set of radiative mo-
ments fUL;VLg and the sets of source moments fIL; JLg and gauge moments
fWL; : : : ;ZLg. Complete results up to 3PN order are available and have recently
been used to control the 3PN waveform of compact binaries [23].

Armed with definitions for all those moments, we proceed in a modular way. We
express the radiative moments fUL;VLg in terms of some convenient intermediate
constructs fML;SLg called the canonical moments. Essentially these canonical mo-
ments take into account the effect of the gauge transformation present in Eq. 43.
Therefore they differ from the source moments fIL; JLg only at nonlinear order.
We shall see that in terms of a post-Newtonian expansion the canonical and source
moments agree with each other up to 2PN order. The canonical moments are then
connected to the actual source multipole moments fIL; JLg and fWL; : : : ;ZLg. The
point of the above strategy is that the source moments (including gauge moments)
admit closed-form expressions as integrals over the stress–energy distribution of
matter and gravitational fields in the source, as shown in Eq. 48.

The mass quadrupole moment Uij (having ` D 2) is known up to the 3PN order
[12]. At that order it is made of quadratic and cubic nonlinearities, and we have
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Uij .U / D M.2/
ij .U /C 2GM
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�
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�
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�
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�
C 124627

44100

�
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ij .u/

C O

�
1

c7

�
: (60)

Notice the quadratic tail integral at 1.5PN order, the cubic tail-of-tail integral at 3PN
order, and the nonlinear memory integral at 2.5PN order [17,35,95,100]. The tail is
composed of the coupling between the mass quadrupole moment Mij and the mass
monopole moment or total mass M; the tail-of-tail is a coupling between Mij and
two monopoles M � M; the nonlinear memory is a coupling Mij � Mkl . All these
“hereditary” integrals imply a dependence of the waveform on the complete history
of the source, from infinite past up to the current retarded time U � T � R=c. The
constant u0 in the tail integrals is defined by u0 � r0=c, where r0 is the arbitrary
length scale introduced in Eq. 19.

Note that the dominant hereditary integral is the tail arising at 1.5PN order in all
radiative moments. For general ` we have at that order

UL D M.`/
L C 2GM

c3

Z U

�1
du

�
ln

�
U � u

2u0

�
C `

�
M.`C2/
L .u/C O

�
1

c5

�
; (61a)

VL D S.`/L C 2GM

c3

Z U

�1
du

�
ln

�
U � u

2u0

�
C 	`

�
S.`C2/L .u/C O

�
1

c5

�
; (61b)

where the constants ` and 	` are given by

` D 2`2 C 5`C 4

`.`C 1/.`C 2/
C

`�2X
kD1

1

k
; (62a)

	` D ` � 1

`.`C 1/
C

`�1X
kD1

1

k
: (62b)

Now it can be proved that the retarded time U in radiative coordinates reads

U D t � r

c
� 2GM

c3
ln

�
r

r0

�
C O

�
1

c5

�
; (63)
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where .t; r/ are the harmonic coordinates. Inserting U into Eq. 61 we obtain the
radiative moments expressed in terms of local source-rooted coordinates .t; r/, for
example,

UL D M.`/
L .t � r=c/

C 2GM

c3

Z t�r=c

�1
du

�
ln

�
t � u � r=c
2r=c

�
C `

�
M.`C2/
L .u/C O

�
1

c5

�
: (64)

This no longer depends on the constant u0 –that is, the u0 gets replaced by the
retardation time r=c. More generally it can be checked that u0 always disappears
from physical results at the end. On the other hand we can be convinced that the
constant ` (and 	` as well) depends on the choice of source-rooted coordinates
.t; r/. For instance if we change the harmonic coordinate system .t; r/ to some
“Schwarzschild-like” coordinates .t 0; r 0/ such that t 0 D t and r 0 D r C GM=c2,
we get a new constant 0

`
D ` C 1=2. Thus we have 2 D 11=12 in harmonic

coordinates [as shown in Eq. 60], but 0
2 D 17=12 in Schwarzschild coordinates.

We still have to relate the canonical moments fML;SLg to the source multi-
pole moments. As we said the difference between these two types of moments
comes from the gauge transformation (46) and arises only at the small 2.5PN order.
The consequence is that we have to worry about this difference only for high
post-Newtonian waveforms. For the mass quadrupole moment Mij , the requisite
correction is given by

Mij D Iij C 4G

c5

h
W.2/Iij � W.1/I.1/ij

i
C O

�
1

c7

�
; (65)

where Iij denotes the source mass quadrupole, and where W is the monopole cor-
responding to the gauge moments WL (i.e., the moment having ` D 0). Up to 3PN
order, W is only needed at Newtonian order. The expression (65) is valid in a mass-
centered frame defined by the vanishing of the conserved mass dipole moment:
Ii D 0.

Note that closed-form formulas generalizing (65) and similar expressions to
all post-Newtonian orders (and all multipole interactions), if they exist are not
known; they need to be investigated anew for specific cases. Thus it is con-
venient in the present approach to systematically keep the source moments
fIL; JL;WL;XL;YL;ZLg as the fundamental variables describing the source.

3 Inspiralling Compact Binaries

3.1 Stress–Energy Tensor of Spinning Particles

So far the post-Newtonian formalism has been developed for arbitrary matter dis-
tributions. We want now to apply it to material systems made of compact objects
(neutron stars or black holes), which can be described with great precision by point
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masses. We thus discuss the modeling of point-particles possibly carrying some
intrinsic rotation or spin. This means finding the appropriate stress–energy tensor
that will have to be inserted into the general post-Newtonian formulas such as the
expressions of the source moments (48).

In the general case the stress–energy tensor will be the sum of a “monopolar”
piece, which is a linear combination of monopole sources, that is, made of Dirac
delta-functions, plus the “dipolar” or spin piece, made of gradients of Dirac delta-
functions. Hence we write

T ˛ˇ D T ˛ˇmono C T
˛ˇ

spin: (66)

The monopole part takes the form of the stress–energy tensor for N particles
(labeled by A D 1; : : : ; N ) without spin, reading in a four-dimensional picture

T ˛ˇmono D c

NX
AD1

Z C1

�1
d�A p

.˛
A uˇ/A

ı.4/.x � yA/p�.g/A
: (67)

Here ı.4/ is the four-dimensional Dirac function. The world-line of particle A,
denoted y˛A, is parametrized by the particle’s proper time �A. The four-velocity is
given by u˛A D dy˛A=d�A and is normalized to .g��/Au�Au�A D �c2, where .g��/A
denotes the metric at the particle’s location. The four-vector p˛A is the particle’s
linear momentum. For particles without spin we shall simply have p˛A D mAu˛A.
However, for spinning particles p˛A will differ from that and include some contribu-
tions from the spins as given by Eq. 75 below.

The dipolar part of the stress–energy tensor depends specifically on the spins,
and reads in the classic formalism of spinning particles (due to Tulczyjew [97, 98],
Trautman [96], Dixon [49], Bailey and Israel [6]),

T
˛ˇ

spin D �
NX
AD1

r�
�Z C1

�1
d�A S

�.˛
A uˇ/A

ı.4/.x � yA/p�.g/A

�
; (68)

where r� is the covariant derivative, and the anti-symmetric tensor S˛ˇA represents
the spin angular momentum of particle A. In this formalism the momentum-like
quantity p˛A [entering Eq. 67] is a time-like solution of the equation

DS˛ˇA
d�A

D
�
p˛AuˇA � p

ˇ
Au˛A

�
; (69)

where D=d�A denotes the covariant proper time derivative. The equation of trans-
lational motion of the spinning particle, equivalent to the covariant conservation
r�T ˛� D 0 of the total stress–energy tensor (66), is the Papapetrou equation [75]
involving a coupling to curvature,

Dp˛A
d�A

D �1
2
S
��
A u�A .R

˛
���/A: (70)
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The Riemann tensor is evaluated at the particle’s position A. This equation can also
be derived directly from an action principle [6].

It is well known that a choice must be made for a supplementary spin condition
in order to fix unphysical degrees of freedom associated with an arbitrariness in the
definition of the spin tensor S˛ˇ . This arbitrariness can be interpreted, in the case
of extended bodies, as a freedom in the choice for the location of the center-of-mass
world-line of the body, with respect to which the angular momentum is defined (see,
e.g., [63]). An elegant spin condition is the covariant one,

S
˛�
A pA� D 0; (71)

which allows a natural definition of a spin four-(co)vector SA˛ such that

S
˛ˇ
A D � 1p�.g/A

"˛ˇ��
pA�

mAc
SA� : (72)

For the spin vector SA˛ itself, we can choose a four-vector that is purely spatial in
the particle’s instantaneous rest frame, where u˛A D .1; 0/. Therefore, we deduce
that in any frame

SA� u�A D 0: (73)

As a consequence of the covariant spin condition (71), we easily verify that the spin
scalar is conserved along the trajectories, that is,

S
��
A SA�� D const: (74)

Furthermore, we can check, using Eq. 71 and also the law of motion (70), that the
mass defined by m2Ac

2 D �p�ApA� is also constant along the trajectories: mA D
const. Finally, the relation linking the four-momentum p˛A and the four-velocity u˛A
is readily deduced from the contraction of Eq. 69 with the four-momentum, which
results in

p˛A.pu/A Cm2A c
2 u˛A D 1

2
S
˛�
A S

��
A u�A .R����/A; (75)

where .pu/A � pA�u�A. Contracting further this relation with the four-velocity one
deduces the expression of .pu/A and inserting this back into Eq. 75 yields the de-
sired relation between p˛A and u˛A.

Focusing our attention on spin–orbit interactions, which are linear in the spins,
we can neglect quadratic and higher spin corrections denoted O.S2/; drastic simpli-
fications of the formalism occur in this case. Since the right-hand-side of Eq. 75 is
quadratic in the spins, we find that the four-momentum is linked to the four-velocity
by the simple proportionality relation

p˛A D mA u˛A C O.S2/: (76)
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Hence, the spin condition (71) becomes

S
˛�
A uA� D O.S3/: (77)

Also, the equation of evolution for the spin, sometimes called the precessional equa-
tion, follows immediately from the relationship (69) together with the law (76) as

DS˛ˇA
d�A

D O.S2/ ” DSA˛
d�A

D O.S2/: (78)

Hence the spin vector SA˛ satisfies the equation of parallel transport, which means
that it remains constant in a freely falling frame, as could have been expected
beforehand. Of course the norm of the spin vector is preserved along trajectories,

SA�S
�
A D const: (79)

In Section 3.6 we shall apply this formalism to the study of spin–orbit effects in the
equations of motion and energy flux of compact binaries.

3.2 Hadamard Regularization

The stress–energy tensor of point masses has been defined in the previous section by
means of Dirac functions, and involves metric coefficients evaluated at the locations
of the point particles, namely, .g˛ˇ /A. However, it is clear that the metric g˛ˇ
becomes singular at the particles. Indeed this is already true at Newtonian order
where the potential generated by N particles reads

U D
NX
BD1

GmB

rB
; (80)

where rB � jx � yB j is the distance between the field point and the particle B .
Thus the values of U and hence of the metric coefficients [recall that g00 D � 1C
2U=c2 C O.c�4/], are ill-defined at the locations of the particles. What we need is
a self-field regularization, that is, a prescription for removing the infinite self-field
of the point masses. Arguably the choice of a particular regularization constitutes a
fully qualified element of our physical modeling of compact objects. At Newtonian
order the regularization of the potential (80) should give the well-known result

.U /A D
X
B 6DA

GmB

rAB
; (81)
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where rAB � jyA � yB j and the infinite self-interaction term has simply been
discarded from the summation. At high post-Newtonian orders the problem is not
trivial and the self-field regularization must be properly defined.

The post-Newtonian formalism reviewed in Sections 2.1–2.6 assumed from the
start a continuous (smooth) matter distribution. Actually this formalism will be
applicable to singular point-mass sources, described by the stress–energy tensor
of Section 3.1, provided that we supplement the scheme by the self-field regular-
ization. Note that this regularization has nothing to do with the finite-part process
FPBD0 extensively used in the case of extended matter sources. The latter finite part
was an ingredient of the rigorous derivation of the general post-Newtonian solu-
tion [see Eq. 20], while the self-field regularization is an assumption regarding a
particular type of singular source.

Our aim is to compute up to 3PN order the metric coefficients at the location of
one of the particles: .g˛ˇ /A. At this stage different self-field regularizations are pos-
sible. We first review Hadamard’s regularization [60,85], that has proved to be very
efficient for doing practical computations, but suffers from the important drawback
of yielding some “ambiguity parameters,” which cannot be determined within the
regularization, starting at the 3PN order.

Iterating the Einstein field equations with point-like matter sources (delta-
functions with spatial supports localized on yA) yields a generic form of functions
representing the metric coefficients in successive post-Newtonian approximations.
The generic functions, say F.x/, are smooth except at the points yA, around
which they admit singular Laurent expansions in powers and inverse powers of
rA � jx � yAj. When rA ! 0 we have (say, for any P 2 N)

F.x/ D
PX

pDp0

r
p
A f
A
p.nA/C o.rPA /: (82)

The coefficients Afp of the various powers of rA depend on the unit direction
nA � .x � yA/=rA of approach to the singular point A. The powers p are rela-
tive integers, and are bounded from below by p0 2 Z. The Landau o-symbol for
remainders takes its standard meaning. The Afp’s depend also on the (coordi-
nate) time t , through their dependence on velocities vB.t/ and relative positions
yBC .t/� yB.t/� yC .t/; however the time t is purely “spectator” in the regulariza-
tion process, and thus will not be indicated. The coefficients Afp for which p<0
are referred to as the singular coefficients of F around A.

The function F being given that way, we define the Hadamard partie finie as the
following value of F at the location of the particle A,10

.F /A D hf
A
0i �

Z
d˝A
4	

f
A
0.nA/; (83)

10 With this definition it is immediate to check that the previous Newtonian result (81) will hold.
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where d˝A denotes the solid angle element centered on yA and sustained by nA.
The brackets hi mean the angular average. The second notion of Hadamard partie
finie concerns the integral

R
d3xF , which is generically divergent at the points yA.

Its partie finie (in short Pf) is defined by

Pfs1���sN
Z

d3xF D lim
s!0

	Z
R3nSBA.s/

d3xF C 4	

NX
AD1

DA.s/



: (84)

The first term integrates over the domain R
3 nSN

AD1 BA.s/ defined as R
3 deprived

from the N spherical balls BA.s/ � fxI rA � sg of radius s and centered on the
points yA. The second term is the opposite of the sum of divergent parts associated
with the first term around each of the particles in the limit where s ! 0. We have

DA.s/ D
�4X
pDp0

spC3

p C 3
hf
A
pi C ln

�
s

sA

�
hf
A

�3i: (85)

Since the divergent parts are canceled (by definition) the Hadamard partie finie is
obtained in the limit s ! 0. Notice that as indicated in Eq. 84 the Hadamard partie-
finie integral is not fully specified: it depends on N strictly positive and a priori
arbitrary constants s1; : : : ; sN parametrizing the logarithms in Eq. 85.

We have seen that the post-Newtonian scheme consists of breaking the hyper-
bolic d’Alembertian operator � into the elliptic Laplacian � and the retardation
term c�2@2t considered to be small, and put in the right-hand-side of the equation
where it can be iterated; see Eq. 18. We thus have to deal with the regularization of
Poisson integrals, or iterated Poisson integrals, of some generic function F . The
Poisson integral will be divergent11 and we apply the prescription (84). Thus,

P.x0/ D � 1

4	
Pfs1��� sN

Z
d3x

jx � x0jF.x/: (86)

This definition is valid for each field point x0 different from the yA’s, and we want
to investigate the singular limit when x0 tends to one of the source points yA, so
as to define the object .P /A. The definition (83) is not directly applicable because
the expansion of the Poisson integral P.x0/ when x0 ! yA will involve besides
the normal powers of r 0

A � jx0 � yAj some logarithms of r 0
A. The proper way to

define the Hadamard partie finie in this case is to include the ln r 0
A into the definition

(83) as if it were a mere constant parameter. With this definition we arrive at [20]

.P /A D � 1

4	
Pfs1��� sN

Z
d3x
rA
F.x/C

�
ln

�
r 0
A

sA

�
� 1

�
hf
A

�2i: (87)

11 We consider only the local divergencies due to the singular points yA. The problem of divergen-
cies of Poisson integrals at infinity is part of the general post-Newtonian formalism and has been
treated in Section 2.2.
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The first term is given by a partie-finie integral following the definition (84); the
second involves the logarithm of r 0

A. The constants s1; : : : ; sN come from Eq. 86.
Since r 0

A is actually tending to zero, ln r 0
A represents a formally infinite “constant,”

which will ultimately parametrize the final Hadamard regularized 3PN equations of
motion. In the two-body case we shall find that the constants r 0

A are unphysical in
the sense that they can be removed by a coordinate transformation [21]. Note that the
apparent dependence of Eq. 87 on the constant sA is illusory. Indeed the dependence
on sA cancels out between the first and the second terms in the right-hand-side of
Eq. 87, so the result depends only on r 0

A and the sB ’s for B 6D A. We thus have a
simpler rewriting of Eq. 87 as

.P /A D � 1

4	
Pfs1���r0

A
���sN

Z
d3x
rA
F.x/� hf

A
�2i: (88)

Unfortunately, the constants sB for B 6D A remaining in the result (88) will be the
source of a genuine ambiguity. This ambiguity can in fact be traced back to the so-
called non-distributivity of the Hadamard partie finie, a consequence of the presence
of the angular integration in Eq. 83, and implying that .FG/A 6D .F /A.G/A in gen-
eral. The non-distributivity arises precisely at the 3PN order both in the equations of
motion and radiation field of point-mass binaries. At that order we are loosing with
Hadamard’s regularization an elementary rule of ordinary calculus. Consequently
we expect that some basic symmetries of general relativity such as diffeomorphism
invariance will be lost. However Hadamard’s regularization can still be efficiently
used to compute most of the terms in the equations of motion and radiation field
at 3PN order; only a few ambiguous terms will show up that have then to be deter-
mined by another method.

3.3 Dimensional Regularization

Dimensional regularization is an extremely powerful regularization, which is free
of ambiguities (at least up to the 3PN order). The main reason is that it is able
to preserve the symmetries of classical general relativity; in fact dimensional reg-
ularization was invented [27, 93] as a means to preserve the gauge symmetry of
perturbative quantum field theories. In the present context we shall show that
dimensional regularization permits to resolve the problem of ambiguities arising
at the 3PN order in Hadamard’s regularization. We shall employ dimensional reg-
ularization not merely as a trick to compute some particular integrals that would
otherwise be divergent or ambiguous, but as a fundamental tool for solving in a con-
sistent way the Einstein field equations with singular sources. We therefore assume
that the correct theory is general relativity in D D d C 1 space-time dimensions.
As usual, any intermediate formulas will be interpreted by analytic continuation
for a general complex spatial dimension d 2 C. In particular we shall analytically
continue d down to the value of interest 3 and pose

d D 3C ": (89)
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The Einstein field equations in d spatial dimensions take the same form as presented
in Section 2.1, with the exception that the explicit expression of the gravitational
source term 
˛ˇ now depends on d . We find that only the last term in Eq. 11
acquires a dependence on d ; namely, the factor 1

2
in g��g�	 � 1

2
g��g�	 should

now read 1
d�1 . In addition the d -dimensional gravitational constant is related to the

usual three-dimensional Newton constantG by

G.d/ D G `"0; (90)

where `0 is a characteristic length associated with dimensional regularization.
In the post-Newtonian iteration performed in d dimensions we shall meet the

analogue of the function F , which we denote by F .d/.x/ where x 2 Rd . It turns out
that in the vicinity of the singular points yA, the function F .d/ admits an expansion
richer than in Eq. 82, and of the type

F .d/.x/ D
PX

pDp0

q1X
qDq0

r
pCq"
A f

A

."/
p;q.nA/C o.rPA /: (91)

The coefficients Af
."/
p;q.n1/ depend on the dimension through " � d �3 and also on

the scale `0. The powers of rA are now of the type p C q" where the two relative
integers p; q 2 Z have values limited as indicated. Because F .d/ reduces to F
when " D 0 we necessarily have the constraints

q1X
qDq0

f
A

.0/
p;q D f

A
p: (92)

To proceed with the iteration we need the Green function of the Laplace operator
in d dimensions. Its explicit form is

u.d/A D K r2�d
A : (93)

It satisfies�u.d/A D �4	 ı.d/A , where ı.d/A � ı.d/.x�yA/ denotes the d -dimensional
Dirac function. The constantK is given by

K D
�
�
d�2
2

�
	

d�2
2

; (94)

where � is the usual Eulerian function. It reduces to 1 when d ! 3. Note that the
volume˝d�1 of the sphere with d � 1 dimensions is related to K by

˝d�1 D 4	

.d � 2/K : (95)
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With these results the Poisson integral of F .d/, constituting the d -dimensional
analogue of Eq. 86, reads

P .d/.x0/ D � K

4	

Z
ddx

jx � x0jd�2 F
.d/.x/: (96)

In dimensional regularization the singular behavior of this integral is automatically
taken care of by analytic continuation in d . Next we evaluate the integral at the
singular point x0 D yA. In contrast with Hadamard’s regularization where the result
was given by Eq. 87, in dimensional regularization this is quite easy, as we are
allowed to simply replace x0 by yA into the explicit integral form Eq. 96. So we
simply have

P .d/.yA/ D � K

4	

Z
ddx

rd�2
A

F .d/.x/: (97)

The main step of our strategy [18, 44] will now consist of computing the differ-
ence between the d -dimensional Poisson potential (97) and its three-dimensional
counterpart which is defined from Hadamard’s regularization as Eq. 87. We shall
then add this difference (in the limit " D d � 3 ! 0) to the result obtained by
Hadamard regularization in order to get the corresponding dimensional regulariza-
tion result. This strategy is motivated by the fact that as already mentioned most of
the terms do not present any problems and have already been correctly computed
using Hadamard’s regularization. Denoting the difference between the two regular-
izations by means of the script letter D , we write

D.P /A � P .d/.yA/� .P /A: (98)

We shall only compute the first two terms of the Laurent expansion of D.P /A when
" ! 0, which will be of the form D.P /A D a�1 "�1 C a0 C O."/. This is the
information needed to determine the value of the ambiguity parameters. Notice that
the difference D.P /A comes exclusively from the contribution of terms developing
some poles / 1=" in the d -dimensional calculation. The ambiguity in Hadamard’s
regularization at 3PN order is reflected by the appearance of poles in d dimensions.
The point is that in order to obtain the difference D.P /A we do not need the expres-
sion of F .d/ for an arbitrary source point x but only in the vicinity of the singular
points yA. Thus this difference depends only on the singular coefficients of the local
expansions of F .d/ near the singularities. We find [18]

D.P /A D � 1

".1C "/

q1X
qDq0

"�
1

q
C "

h
ln r 0

A � 1
i�

hf
A

."/
�2;qi

C
X
B 6DA

�
1

q C 1
C " ln sB

�C1X
`D0

.�/`
`Š

@L

�
1

r1C"
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�
hnLB f
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."/

�`�3;qi
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CO."/:

(99)
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We still use the bracket notation to denote the angular average but this time
performed in d dimensions, that is,

hf
A

."/
p;qi �

Z
d˝d�1.nA/
˝d�1

f
A

."/
p;q.nA/: (100)

The above differences for all the Poisson and interated Poisson integrals compos-
ing the equations of motion (i.e., the accelerations of the point masses) are added to
the corresponding results of the Hadamard regularization in the variant of it called
the “pure Hadamard-Schwartz” regularization (see [18] for more details). In this
way we find that the equations of motion in dimensional regularization are com-
posed of a pole part / 1=" that is purely 3PN, followed by a finite part when " ! 0,
plus the neglected terms O."/. It has been shown (in the two-body caseN D 2) that:

1. The pole part / 1=" of the accelerations can be renormalized into some shifts of
the “bare” world-lines by yA ! yA C �A, with �A containing the poles, so that
the result expressed in terms of the “dressed” world-lines is finite when " ! 0.

2. The renormalized acceleration is physically equivalent to the result of the Hada-
mard regularization, in the sense that it differs from it only by the effects of shifts
�A, if and only if the ambiguities in the Hadamard regularization are fully and
uniquely determined (i.e., take specific values).

These results [18] provide an unambiguous determination of the equations of
motion of compact binaries up to the 3PN order. A related strategy with similar
complete results has been applied to the problem of multipole moments and ra-
diation field of point-mass binaries [19]. This finally completed the derivation of
the general relativistic prediction for compact binary inspiral up to 3PN order (and
even to 3.5PN order). In later sections we shall review some features of the 3.5PN
gravitational-wave templates of inspiralling compact binaries.

Why should the final results of the employed regularization scheme be unique, in
agreement with our expectation that the problem is well posed and should possess
a unique physical answer? The results can be justified by invoking the “effacing
principle” of general relativity [40] – namely, the internal structure of the compact
bodies does not influence the equations of motion and emitted radiation until a very
high post-Newtonian order. Only the massesmA of the bodies should drive the mo-
tion and radiation, and not for instance their “compactness”GmA=.c2aA/. A model
of point masses should therefore give the correct physical answer, which we expect
to be also valid for black holes, provided that the regularization scheme is mathe-
matically consistent.

3.4 Energy and Flux of Compact Binaries

The equations of motion of compact binary sources, up to the highest known post-
Newtonian order that is 3.5PN, will serve in the definition of the gravitational-wave
templates for two purposes:
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1. To compute the center-of-mass energy E appearing in the left-hand-side of the
energy balance equation to be used for deducing the orbital phase,

dE

dt
D �F : (101)

2. To order-reduce the accelerations coming from the time derivatives of the source
multipole moments required to compute the gravitational-wave energy flux F in
the right-hand-side of the balance equation.

We consider two compact objects moving under purely gravitational mutual
interaction. In a first stage we assume that the bodies are non-spinning so the motion
takes place in a fixed plane, say the x-y plane. The relative position x D y1 � y2,
velocity v D dx=dt , and acceleration a D dv=dt are given by

x D r n; (102a)

v D Pr n C r ! �; (102b)

a D .Rr � r !2/ n C .r P! C 2 Pr !/�; (102c)

The orbital frequency ! is related in the usual way to the orbital phase � by
! D P� (time derivatives are denoted with a dot). Here the vector � D Oz � n is
perpendicular to the unit vector Oz along the z-direction orthogonal to the orbital
plane, and to the binary’s separation unit direction n � x=r .

Through 3PN order, it is possible to model the binary’s orbit as a quasi-circular
orbit decaying by the effect of radiation reaction at the 2.5PN order. The restric-
tion to quasi-circular orbits is both to simplify the presentation,12 and for physical
reasons because the orbit of inspiralling compact binaries detectable by current
detectors should be circular (see the discussion in Section 1). The radiation-reaction
effect at 2.5PN order yields13

Pr D �64
5

r
Gm

r
� �5=2 C O

�
1

c7

�
; (103a)

P! D 96

5

Gm

r3
� �5=2 C O

�
1

c7

�
; (103b)

where � is defined as the small [i.e., � D O.c�2/] post-Newtonian parameter

� � Gm

rc2
: (104)

12 However the 3PN equations of motion are known in an arbitrary frame and for general orbits.
13 Mass parameters are the total mass m � m1 C m2, the symmetric mass ratio � � m1m2=m

2

satisfying 0 < � � 1=4, and for later use the mass difference ratio � � .m1 �m2/=m.
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Substituting these results into Eq. 102, we obtain the expressions for the velocity
and acceleration during the inspiral,

v D r ! � � 64

5

r
Gm

r
� �5=2 n C O

�
1

c7

�
; (105a)

a D �!2 x � 32

5

r
Gm

r3
� �5=2 v C O

�
1

c7

�
: (105b)

Notice that while Pr D O.c�5/, we have Rr D O.c�10/, which is of the order of the
square of radiation-reaction effects and is thus zero with the present approximation.

A central result of post-Newtonian calculations is the expression of the orbital
frequency ! in terms of the binary’s separation r up to 3PN order. This result
has been obtained independently by three groups. Two are working in harmonic
coordinates: Blanchet and Faye [18, 21, 46] use a direct post-Newtonian iteration
of the equations of motion, while Itoh and Futamase [66–68] apply a variant of the
surface-integral approach (à la Einstein-Infeld-Hoffmann [52]) valid for compact
bodies without the need of a self-field regularization. The group of Jaranowski and
Schäfer [44,69,70] employs Arnowitt–Deser–Misner coordinates within the Hamil-
tonian formalism of general relativity.14 The 3PN orbital frequency in harmonic
coordinates is

!2 D Gm

r3

	
1C

�
�3C �

�
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�
6C 41
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c8
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(106)

Note the logarithm at 3PN order coming from a Hadamard self-field regularization
scheme, and depending on a constant r 0

0 defined bym ln r 0
0 � m1 ln r 0

1Cm2 ln r 0
2,

where r 0
A � jx0 � yAj are arbitrary “constants” discussed in Section 3.2. We shall

see that r 0
0 disappears from final results – it can be qualified as a gauge constant.

To obtain the 3PN energy we need to go back to the equations of motion for
general noncircular orbits, and deduce the energy as the integral of the motion as-
sociated with a Lagrangian formulation of (the conservative part of) these equations
[46]. Once we have the energy for general orbits we can reduce it to quasi-circular
orbits. We find

E D �Gm
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: (107)

14 This approach is extensively reviewed in the contribution of Gerhard Schäfer in this volume.
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A convenient post-Newtonian parameter x D O.c�2/ is now used in place of � ; it
is defined from the orbital frequency as

x D
�
Gm!

c3

�2=3
: (108)

The interest in this parameter stems from its invariant meaning in a large class
of coordinate systems including the harmonic and ADM coordinates. By inverting
Eq. 106 we find at 3PN order
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(109)

This is substituted back into Eq. 107 to get the 3PN energy in invariant form. We
happily observe that the logarithm and the gauge constant r 0

0 cancel out in the pro-
cess and our final result is

E D �m�c
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(110)

The conserved energy E corresponds to the Newtonian, 1PN, 2PN, and 3PN
conservative orders in the equations of motion; the damping part is associated with
radiation reaction and arises at 2.5PN order. The radiation reaction at the domi-
nant 2.5PN level will correspond to the “Newtonian” gravitational-wave flux only.
Hence the flying-color 3PN flux F we are looking for cannot be computed from
the 3PN equations of motion alone. Instead we have to apply all the machinery of
the post-Newtonian wave generation formalism described in Sections 2.3–2.6. The
final result at 3.5PN order is [11, 13, 19]
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(111)
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Here C D 0:577 � � � is the Euler constant. This result is fully consistent with
black-hole perturbation theory: using it Sasaki and Tagoshi [84, 88, 89] obtain
Eq. 111 in the small mass-ratio limit �! 0. The generalization of Eq. 111 to
arbitrary eccentric (bound) orbits has also been worked out [4, 5].

3.5 Waveform of Compact Binaries

We specify our conventions for the orbital phase and polarization vectors defining
the polarization waveforms (52) in the case of a non-spinning compact binary mov-
ing on a quasi-circular orbit. If the orbital plane is chosen to be the x-y plane as in
Section 3.4, with the orbital phase � measuring the direction of the unit separation
vector n D x=r , then

n D Ox cos� C Oy sin �; (112)

where Ox and Oy are the unit directions along x and y. Following [3,14] we choose the
polarization vector P to lie along the x-axis and the observer to be in the y-z plane
in the direction

N D Oy sin i C Oz cos i; (113)

where i is the orbit’s inclination angle. With this choice P lies along the intersection
of the orbital plane with the plane of the sky in the direction of the ascending node,
that is, that point at which the bodies cross the plane of the sky moving toward the
observer. Hence the orbital phase � is the angle between the ascending node and the
direction of body 1. The rotating orthonormal triad .n;�; Oz/ describing the motion of
the binary and used in Eq. 102 is related to the fixed polarization triad .N;P;Q/ by

n D P cos� C �
Q cos i C N sin i

�
sin �; (114a)

� D �P sin � C �
Q cos i C N sin i

�
cos�; (114b)

Oz D �Q sin i C N cos i: (114c)

The 3.5PN expression of the orbital phase � as function of the orbital frequency
or equivalently the x-parameter is obtained from the energy balance equation (101)
in which the binary’s conservative center-of-mass energy E and total gravitational-
wave flux F have been obtained in Eqs. 110–111. For circular orbits the orbital
phase is computed from

� �
Z
! dt D �

Z
!

F

dE

d!
d!: (115)

Various methods (numerical or analytical) are possible for solving Eq. 115 given
the expressions (110) and (111). This yields different waveform families all valid at
the same 3.5PN order, but which may differ when extrapolated beyond the normal
domain of validity of the post-Newtonian expansion, that is, in this case very near
the coalescence. Such differences must be taken into account when comparing the
post-Newtonian waveforms to numerical results [29].
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It is convenient to perform a change of phase, from the actual orbital phase � to
the new phase variable

 D � � 2GM!

c3
ln

�
!

!0

�
; (116)

where M is the binary’s total mass monopole moment15 and !0 D 1
4u0

expŒ11
12

�C � is
related to the constant u0 � r0=c entering the tail integrals in Eq. 60. The logarith-
mic term in  corresponds physically to some spreading of the different frequency
components of the wave along the line of sight from the source to the detector, and
expresses the tail effect as a small delay in the arrival time of gravitational waves.
This effect, although of formal 1.5PN order in Eq. 116, represents in fact a very
small modulation of the orbital phase: compared to the dominant phase evolution
whose order is that of the inverse of 2.5PN radiation reaction, this modulation is of
order 4PN and can thus be neglected with the present accuracy.

The spherical harmonic modes of the polarization waveforms can now be
obtained at 3PN order using the angular integration formula (55). We start from the
expressions of the wave polarizations hC and h� as functions of the inclination an-
gle i and of the phase  . We use the known dependence of the spherical harmonics
(54) on the azimuthal angle. Denoting h � hC � ih� D h.i;  / we find that the
latter angular integration becomes

h`m D .�i/m e�im 
Z 2	

0

d 0
Z 	

0

di sin i h.i;  0/ Y `m�2 .i;  0/; (117)

exhibiting the azimuthal factor e�im appropriate for each mode. Let us introduce a
normalized mode coefficient H `m starting by definition with one at the Newtonian
order for the dominant mode having .`;m/ D .2; 2/. This means posing

h`m D 2Gm�x

R c2

r
16	

5
H `m e�im : (118)

All the modes have been given in [23] up to the 3PN order. The dominant mode
.2; 2/, which is primarily needed for the comparison between post-Newtonian cal-
culations and numerical simulations, reads at 3PN order
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15 The mass monopole M differs from m D m1 Cm2 as it includes the contribution of the gravi-
tational binding energy. At 1PN order it is given for circular orbits by M D mŒ1� �

2
��C O.c�4/.
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3.6 Spin–Orbit Contributions in the Energy and Flux

To successfully detect the gravitational waves emitted by spinning, precessing
binaries, and to estimate the binary parameters, spin effects should be included
in the templates. For maximally spinning compact bodies the spin–orbit coupling
(linear in the spins) appears dominantly at the 1.5PN order, while the spin–spin
one (which is quadratic) appears at 2PN order. The spin effect on the free motion
of a test particle was obtained by Papapetrou [75] in the form of a coupling to
curvature. Seminal later works by Barker and O’Connell [7, 8] obtained the lead-
ing order spin–orbit and spin–spin contributions in the post-Newtonian equations
of motion. Based on these works, the spin–orbit and spin–spin terms were obtained
in the radiation field [59, 63, 65, 72], enabling the derivation of the orbital phase
evolution (the crucial quantity that determines the templates). Finding the 1PN cor-
rections to the leading spin–orbit coupling in both the (translational) equations of
motion and radiation field was begun in [73, 87] and completed in [13, 53]. The
result [53] for the equations of motion was confirmed by an alternative derivation
based on the ADM-Hamiltonian formalism [45].

In Section 3.1 we discussed a covariant formalism for spinning particles [6, 49,
96–98]. We want now to find a convenient three-dimensional variable for the spin.
Restricting ourselves to spin–orbit effects, that is, neglecting O.S2/, we can write
the components of the spin tensor S˛ˇA as

S0iA D � 1

c
p�.g/A

"ijk uAj S
A
k ; (120a)

S
ij
A D � 1

c
p�.g/A

"ijk

"
uA0 S

A
k C uAk

vlA
c
SAl

#
: (120b)

We have used the momentum–velocity relation (76) and have taken into account
the spin condition (73). A first possibility is to adopt as the basic spin variable the
contravariant components of the spin covector SAi in Eq. 120, which are obtained
by raising the index by means of the contravariant spatial metric, viz

SA D .S iA/ with S iA � .� ij /AS
A
j ; (121)

where � ij is the inverse of the covariant spatial metric �ij � gij that is, satisfies
� ik�kj D ıij . The choice of spin variable (121) has been adopted in [73, 87]. How-
ever, to express final results (to be used in gravitational-wave templates) it is better
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to use a different set of spin variables characterized by having some conserved
Euclidean lengths. Such spins with constant Euclidean magnitude will be denoted
by Sc

A. They can be computed in a straightforward way at a given post-Newtonian
order in terms of the previous variables (121). For instance we find up to 1PN order,

Sc
A D

�
1C .U /A

c2

�
SA � 1

2c2
.vA � SA/ vA C O

�
1

c4

�
: (122)

The (regularized) gravitational potential .U /A is defined by Eq. 81. The constant-
magnitude spin variable Sc

A obeys a spin precession equation that is necessarily of
the form

dSc
A

dt
D ˝A � Sc

A: (123)

Indeed this equation implies that jSc
Aj D const. The precession angular frequency

vector ˝A for two-body systems has been computed for the leading spin–orbit and
spin–spin contributions [63] and for the 1PN correction to the spin–orbit [13,45,53].
For two bodies we conveniently use the following combinations (introduced in [63])
of the two spins:

Sc � Sc
1 C Sc

2; (124a)

˙ c � m

�
Sc
2

m2
� Sc

1

m1

�
: (124b)

Furthermore, recalling the orthonormal triad fn;�; Ozg used in Section 3.4, where Oz
is the unit vector in the direction perpendicular to the orbital plane, we denote by
S c

z � Sc � Oz and ˙c
z � ˙ c � Oz the projections along that perpendicular direction.

The spin–orbit terms have been computed at 1PN order both in the equations of
motion and in the radiation field. In the equations of motion they correct the orbital
frequency and invariant conserved energy with terms at orders 1.5PN and 2.5PN.
In the presence of spins the energy gets modified to E D Emono C Espin where the
monopole part has been obtained in Eq. 110 and where the spin terms read
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�

�
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�
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�
1

c6

�

:

(125)

We recall that� � .m1�m2/=m; see footnote 13. This expression is valid for quasi-
circular orbits, and we neglect the spin–spin terms. Similarly the gravitational-wave
flux will be modified at the same 1.5PN and 2.5PN orders. Posing F D Fmono C
Fspin where Fmono is given by Eq. 111, we find
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Fspin D 32c5
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(126)

Having in hand the spin contributions in E and F , we can deduce the evolution
of the orbital phase from the energy balance equation (101). In absence of preces-
sion of the orbital plane, for example, for spins aligned or anti-aligned with the
orbital angular momentum, the gravitational-wave phase will reduce to the “carrier”
phase �GW � 2� (keeping only the dominant harmonics), where � is the orbital
phase that is obtained by integrating the orbital frequency. However, in the general
case of non-aligned spins, we must take into account the effect of precession of
the orbital plane induced by spin modulations. Then the gravitational-wave phase
is given by ˚GW D �GW C ı�GW, where the precessional correction ı�GW arises
from the changing orientation of the orbital plane, and can be computed by standard
methods using numerical integration [2]. Thus, the carrier phase �GW constitutes the
main theoretical output to be provided for the gravitational-wave templates, and can
directly be obtained numerically from using the integration formula (115).
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perboliques (Hermann, Paris, 1932)
61. G.D. Kerlick, Gen. Rel. Grav. 12, 467 (1980)
62. G.D. Kerlick, Gen. Rel. Grav. 12, 521 (1980)
63. L.E. Kidder, Phys. Rev. D 52, 821 (1995)
64. L.E. Kidder, Phys. Rev. D 77, 044016 (2008)
65. L.E. Kidder, C.M. Will, A.G. Wiseman, Phys. Rev. D 47, R4183 (1993)
66. Y. Itoh, Phys. Rev. D 69, 064018 (2004)
67. Y. Itoh, T. Futamase, Phys. Rev. D 68, 121501(R) (2003)
68. Y. Itoh, T. Futamase, H. Asada, Phys. Rev. D 63, 064038 (2001)
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Post-Newtonian Methods: Analytic Results
on the Binary Problem

Gerhard Schäfer

Abstract A detailed account is given on approximation schemes to the Einstein
theory of general relativity where the iteration starts from the Newton theory of
gravity. Two different coordinate conditions are used to represent the Einstein field
equations, the generalized isotropic ones of the canonical formalism of Arnowitt,
Deser, and Misner and the harmonic ones of the Lorentz-covariant Fock-de Donder
approach. Conserved quantities of isolated systems are identified and the Poincaré
algebra is introduced. Post-Newtonian (PN) expansions are performed in the near
and far (radiation) zones. The natural fitting of multipole expansions to PN schemes
is emphasized. The treated matter models are ideal fluids, pure point masses, and
point masses with spin and mass-quadrupole moments modeling rotating black
holes. Various Hamiltonians of spinning binaries are presented in explicit forms
to higher PN orders. The delicate use of black holes in PN expansion calculations
and of the Dirac delta function in general relativity find discussions.

1 Introduction

In the weak-field slow-motion limit of any theory of gravity the Newtonian theory of
gravity comes into play because it describes the motion and structure of gravitating
objects very well in that regime. According to current knowledge from experiments
and observations, the most reliable theory of gravity is the Einstein theory of general
relativity [72].

Most of the objects in the Universe seem to have velocities v, which are small
compared with the speed of light (in the following denoted by c), that is, v=c . 1=3.
In those cases it is to be expected that the Newtonian theory is a good starting point
for an iteration scheme toward full general relativity thinking in terms of expansion
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of general relativity in powers of dimensionless v=c. The conservative nature of
most of the phenomena, that is, no measurable gravitational radiation damping, the
power series has to be one with ordering parameter .v=c/2 (recall v2=c2 . 1=10 in
the regime of our interest) because of motion-inversion symmetry in those cases. We
shall see later that at the order .v=c/5 the gravitational radiation damping enters for
the first time. Calling the order .v=c/2n the nth PN order (n PN), the gravitational
dissipation (because of gravitational radiation damping from radiation emission)
enters at the 2.5 PN order so the exponent n will also include half-integer numbers.
In case of bound systems the virial theorem holds, which tells us that v2 � GM=r ,
where G is the Newtonian gravitational constant, r a typical distance of two bod-
ies or a typical radius of one body, and M the total mass of the system. So an
expansion of general relativity in powers of .v=c/2 is at the same time an expansion
in powers ofGM=c2r if bound systems are considered. From the dynamics of bound
systems the dynamics of low-velocity scattering is straightforwardly obtained.

Depending on the mathematical representation of the Einstein theory (choice of
coordinates, choice of variables, etc.) and on the physical aspects under investiga-
tion (physics in the near zone, physics in the far zone, etc.), there exist many of those
expansions that all are called PN expansions. The crucial ordering parameter in all
PN expansions is always 1=c2. The Einstein field equations as well as the equa-
tions of motion that follow from them by integrability conditions can be formally
expanded in powers of 1=c2. The solutions of these equations, however, cannot be
expanded in this way, in general. Only under conditions where no gravitational radi-
ation is present an all-over-in-space expansion in powers of 1=c2 is feasible. This is
the case for stationary systems only. Yet for those parts of a radiating system where
radiation plays no role, that is, in the conservative parts, an expansion in powers of
1=c2 can be carried out too. In general, PN expansions in powers of 1=c are feasible
in the near zone (r 	 � with � a typical wavelength of the gravitational radiation
and r the radius of a sphere enclosing the matter source) and in the far or radiation
zone (r � �) of a radiating system, but they are not analytic in 1=c because c is
showing up in log-terms. In the near zone, up to 3.5 PN order, which means order
1=c7 D .1=c2/3:5, a PN expansion in powers of 1=c is valid, where the even powers
are connected with the conservative dynamics and the odd powers with the dissi-
pative radiation reaction dynamics. From the 4 PN order on (corresponding to 1.5
PN order in the far zone), log-c terms enter via tail effects which emerge from back
scattering [4]. Post-Minkowskian (PM) series are global series in space where only
the weak-field limit is assumed without restrictions to the velocities of the bodies.
Here, the ordering parameter is G or, dimensionless GM=c2r , which is equivalent
to a nonlinearity expansion of the Einstein field equations [4]. If the virial theorem
holds, namely, .GM=c2r/ � .v=c/2, PM series can be further expanded into PN
series. Having much less information on their respective orders, the PN series are
much easier to be worked out analytically, compare, for example, the 1 PN point-
mass Hamiltonian, see [51], with the 1 PM point-mass Hamiltonian, only recently
achieved in [52].

The most extensively performed PN calculations in the literature can be
divided into two classes, the class applying harmonic coordinate conditions,
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see, for example, [33], and the other class using Arnowitt–Deser–Misner (ADM)
generalized isotropic coordinate conditions [1]. Whenever detailed comparisons be-
tween the two classes have been made, agreement of the results could be achieved,
see, for example, [12, 23]. This is quite an important aspect in view of the use
of Dirac delta functions for modeling black holes in explicit calculations. These
functions are a-priori problematic in a nonlinear theory like general relativity so
sophisticated regularization methods have to be employed. The only regularization
method that turned out to be successful to the highest orders of the explicit calcula-
tions is the dimensional one [6,22]. In Section 3.4 a detailed account of black holes
together with their representing Dirac delta functions will be given because they
blatantly violate the weak-field condition. In this case, only external velocities of
the black holes can be small and their relative gravitational interaction weak, and
only in this sense black holes and Dirac delta functions can fit into PN schemes.

The binary point-mass dynamics at 3 PN order and the gravitational waves emit-
ted hereof (3 PN wave generation) could have been managed successfully through
only dimensional regularization [6, 7, 22]. Extended body calculations have been
performed too but they are much more complicated and still not fully under control
at 3 PN order [56]. Only a surface-integral-based method of the Einstein–Infeld–
Hoffmann type did succeed too [34, 44].

The many-body systems treated most successfully with PN approximation meth-
ods are point-mass systems composed from two or more objects and spinning binary
systems with even rotationally deformed components; for the most recent results
with spin, see [5, 25, 31, 40, 41, 67, 69].

Recently, an effective field theory approach has been advocated for PN cal-
culations [36]. Applications to point-mass systems and to systems with spinning
components have already been performed through higher PN orders [35, 57, 58].
An obvious difference in the spin dynamics between [67] and [58] found clarifica-
tion in [68] showing the correctness of the result in [67].

In this article, Latin indices from the mid–alphabet are mostly running from
1 to 3, v D .vi /; v2 D vivi , @t and @i denote the partial derivatives with respect
to the time and space coordinates t and xi , respectively, and the functional deriva-
tive (Fréchet derivative) of a functional, say F Œf �, with respect to a function f
takes the form ıF Œf �=ıf . Greek indices are mostly running from 0 to 3, whereby
x0 D ct . The signature of the four-dimensional metric g�� is C2. Particles are
numbered with indices from the beginning of the Latin alphabet.

2 Systems in Newtonian Gravity in Canonical Form

In the Newtonian theory, the equations governing the motion of gravitating ideal
fluids are (i) the equation for the conservation of mass,

@t% C div.%v/ D 0; (1)
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where % is the mass density and v the velocity filed of the fluid, (ii) the equations
of motion,

%@tv C %
2

grad v2 � % v � curl v D �grad p C % grad U; (2)

where p is the pressure in the fluid and U the gravitational potential, and (iii) the
equation of state, using internal energy density � and specific enthalpy h,

� D �.%; s/ with d� D hd% C %T ds; or dp D %dh � %T ds; (3)

with (iv) the conservation law for the specific entropy s along the flow lines,

@t s C v � grad s D 0: (4)

The gravitational potential reads,

U.x; t/ D G

Z
d 3x0 %.x0; t/

jx � x0j : (5)

It results from (v) the Newtonian field equation,

�U D �4	G%: (6)

� is the Laplacian and j � � � j means the standard Euclidean distance.
Written in form of Hamilton equations of motion, that is, @tA.x; t/DfA.x; t/;H g;

the equations above take the forms, (i) the mass conservation equation

@%
@t

D �@i
�
ıH

ı	i
%
�
; (7)

notice vi D ıH
ı	i

, (ii) the equations of motion

@	i

@t
D �@j

�
ıH

ı	j
	i

�
� @i

�
ıH

ı	j

�
	j � @i

�
ıH

ı%

�
% C ıH

ıs
@i s; (8)

and (iv) the entropy conservation law

@s

@t
D � ıH

ı	i
@is; (9)

where the Hamiltonian is given byH D H.%; 	i ; s/ with 	i the linear momentum
density of the fluid, see [42]. Here, use has been made of the kinematical Lie–
Poisson bracket relations between the fundamental variables

f	i .x; t/; %.x0; t/g D @

@x0i Œ%.x0; t/ı.x � x0/�; (10)
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f	i .x; t/; s.x0; t/g D @s.x0; t/
@x0i ı.x � x0/; (11)

f	i .x; t/; 	j .x0; t/g D 	i .x0; t/
@

@x0j ı.x � x0/� 	j .x; t/
@

@xi
ı.x � x0/; (12)

and zero otherwise, where ı.x � x0/ denotes the standard Dirac delta function in
three-dimensional space. It fulfills

R
d 3x ı.x/ D 1.

In the Newtonian theory, the Hamiltonian of the fluid is given by,

H D 1

2

Z
d 3x

	i	i

%
� G

2

Z
d 3xd 3x0 %.x; t/%.x0; t/

jx � x0j C
Z
d 3x �: (13)

For point masses, the total momentum and mass densities read, consistent with
the Eqs. 10 and 12,

	i D
X
a

paiı.x � xa/; % D
X
a

maı.x � xa/; (14)

where the position and momentum variables fulfill the standard Poisson bracket
relations,

fxia; paj g D ıij; zero otherwise; (15)

and the Hamiltonian takes the form,

H D 1

2

X
a

paipai

ma
� G

2

X
a¤b

mamb

jxa � xbj ; (16)

where the self-energy term has been dropped (for regularization techniques, see
Section 3.4).

3 Canonical General Relativity and PN Expansions

In curved spacetime the stress–energy tensor of an ideal fluid takes the form

T�� D %.c2 C h/u�u� C pg�� ; g��u�u� D �1; (17)

where % denotes the proper rest-mass density, h the specific enthalpy, and u� the
four-velocity field of the fluid. Using energy density e D %.c2 C h/ � p (also the
specific internal energy˘ D e=%� c2 could be used), the equation of state reads

e D e.%; s/ with de D .c2 C h/d%C %Tds; or dp D %dh � %Tds: (18)
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The variables of the canonical formalism are chosen to be

% D p�gu0%; s; 	i D 1

c

p�gT 0i : (19)

They fulfill the same (universal) kinematical Lie–Poisson bracket relations as in the
Newtonian theory, see [42], or also [9],

f	i .x; t/; %.x0; t/g D @

@x0i Œ%.x0; t/ı.x � x0/�; (20)

f	i .x; t/; s.x0; t/g D @s.x0; t/
@x0i ı.x � x0/; (21)

f	i .x; t/; 	j .x0; t/g D 	i .x0; t/
@

@x0j ı.x � x0/ � 	j .x; t/ @
@xi

ı.x � x0/: (22)

The evolution equations take the form

@%
@t

D �@i
�
ıH

ı	i
%
�

” @�.
p�g%u�/ D 0; (23)

@s

@t
D � ıH

ı	i
@is ” u�@�s D 0; (24)

@	i

@t
D �@j

�
ıH

ı	j
	i

�
� @i

�
ıH

ı	j

�
	j � @i

�
ıH

ı%

�
% C ıH

ıs
@i s; (25)

corresponding to @�
�p�g T �i

� � 1
2

p�g T �� @ig�� D 0,

vi D ıH

ı	i
; where vi D c

ui

u0
: (26)

The linear and angular momenta of the fluid read, respectively,

Pi D
Z
d 3x 	i ; Ji D

Z
d 3x �ijkx

j	k: (27)

For a system made of point masses simplifications take place,

h D p D s D 0; .dusty matter/; (28)

and further,

% D
X
a

maı.x � xa/; 	i D
X
a

paiı.x � xa/; via D dxia
dt
; (29)
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where pai and xia, respectively, are the linear momentum and the position vector of
the ath particle. The kinematical Poisson bracket relations are given by

fxia; paj g D ıij; zero otherwise: (30)

Hereof the standard Hamilton equations result,

dpai

dt
D � @H

@xia
;

dxia
dt

D @H

@pai
: (31)

Remarkably, the difference to the Newtonian theory comes solely from the Hamilto-
nian, which is thus a dynamical difference and not a kinematical one. This statement
refers to the matter only and not to the gravitational field. The latter is quite different
in general relativity.

3.1 Canonical Variables of the Gravitational Field

Within the ADM canonical formalism of general relativity, in generalized isotropic
coordinates, the independent gravitational field variables hTT

ij and 	 ijTT enter in the
form

gij D
�
1C 1

8
�

�4
ıij C hTT

ij ; (32)

	 ij D Q	 ij C 	
ij
TT; (33)

where gij D gji � �ij is the metric of the curved three-dimensional hypersurfaces
t D const, 	 ij c3=16	G is the canonical conjugate to �ij, that is, 	 ij D ��1=2.K ij�
� ijKk

k
/, where Kij DKj i is the extrinsic curvature of the t D const slices, and

� D det.�ij/, � i l�lj D ıij, and for Q	 ij holds

Q	 ij D @i	
j C @j	

i � 2

3
ıij@k	

k : (34)

Obviously, 	 i i D 0, or 	 ii D	 ijhTT
ij . The canonical conjugate to hTT

ij reads

	
ij
TTc

3=16	G. The index TT means tranverse-traceless, that is, hTT
i i D	 i iTT D 0,

@jh
TT
ij D @j	

ij
TT D 0.

Using those variables, the Einstein field equation
p�gG00 D 8	G

c4

p�gT 00 can
be put into the form, employing point masses for the source,

�1=2R D 1

�1=2

�
	 ij	

j
i � 1

2
	 ii 	

j
j

�
C 16	G

c3

X
a

�
m2ac

2C � ijpaipaj
�1=2

ıa; (35)
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and the field equations
p�gG0i D 8	G

c4

p�gT 0i read

� 2@j	
j
i C 	kl@i�kl D 16	G

c3

X
a

paiıa; (36)

where ıa D ı.x � xa/. The Eqs. 35 and 36 are the famous four constraint equations
of general relativity.

In the gauge Eqs. 32–34 the ADM Hamiltonian can be written, [1],

H
h
xia; pai; h

TT
ij ; 	

ij
TT

i
D � c4

16	G

Z
d 3x ��

h
xia; pai; h

TT
ij ; 	

ij
TT

i
; (37)

resulting from the solution of the four (elliptic-type) constraint equations. The addi-
tional Hamilton equations of motion for the gravitational field are given by

@	
ij
TT

@t
D �16	G

c3
ıH

ıhTT
ij

;
@hTT

ij

@t
D 16	G

c3
ıH

ı	
ij
TT

: (38)

The transition to a Routh functional simplifies a lot the construction of the dy-
namics of the matter and of the gravitational field. The Routh functional is chosen
in the form [46],

R
�
xia; pai; h

TT
ij ; @th

TT
ij

 D H � c3

16	G

Z
d 3x 	 ijTT@th

TT
ij : (39)

The evolution equations for the matter and the gravitational field now read

ı
R
R.t 0/dt 0

ıhTT
ij .x

k ; t/
D 0; Ppai D � @R

@xia
; Pxia D @R

@pai
: (40)

The conservative dynamics results from the on-field-shell Routh functional

Rshell.t/ D R
h
xia; pai; h

TT
ij Œx

k
a ; pak�; @th

TT
ij Œx

k
a ; pak �

i
; (41)

with solved field equations, in the form

Ppai.t/ D �ı
R
Rshell.t

0/dt0

ıxia.t/
; Pxia.t/ D ı

R
Rshell.t

0/dt0

ıpai.t/
; (42)

where

ı
R
Rshell.t

0/dt 0

ız.t/
D @Rshell

@z.t/
� d

dt

@Rshell

@Pz.t/ C � � � ; z D .xia; pai/: (43)
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Using the matter equations of motion in the Routhian Rshell the Routhian can be
brought into the form R.xia; pai/. Herein, however, the meaning of the variables xia
and pai has changed, see [19, 27, 64].

3.2 Brill–Lindquist Initial-Value Solution for Binary Black Holes

The Brill–Lindquist solution for multiple black holes is a pure vacuum solution of
the constraint equations at initial time t under the conditions of time symmetry, that
is, pai D 0 D 	 ij , and of conformal flatness, that is, hTT

ij D 0 [16]. A related vacuum
solution is the Misner–Lindquist solution where an additional isometry condition is
imposed [53, 55]. Under those conditions, the only remaining constraint equation
reads, not using vacuum but (point-mass) sources,

�
�
1C 1

8
�

�
�� D 16	G

c2

X
a

maıa; .hTT
ij D 0 D pai D 	 ij /: (44)

In the case of two black holes, its solution is given by, see [47],

� D 4G

c2

�
˛1

r1
C ˛2

r2

�
(45)

with (a; b D 1; 2 and b ¤ a)

˛a D ma �mb

2
C c2rab

G

0@s1C ma Cmb

c2rab=G
C
�
ma �mb

2c2rab=G

�2
� 1

1A; (46)

resulting into the Brill–Lindquist solution for binary black holes. Obviously, each
Brill–Lindquist black hole is represented by a Dirac delta function (fictitious image
mass-point; see Section 3.4). In the Misner–Lindquist case, infinite many fictitious
image mass-points are needed for each black hole [47, 53, 55].

The energy of the Brill–Lindquist solution simply reads

HBL D .˛1 C ˛2/c
2 D .m1 Cm2/c

2 �G ˛1˛2

r12
: (47)

The methods that have been used for the obtention of the Brill–Lindquist solution
from sources (notice, in the original work of Brill and Lindquist this solution has
been obtained without any regularization as a purely vacuum solution) are analyti-
cal Hadamard regularization and mass renormalization [47], as well as dimensional
regularization based on the d-dimensional metric

�ij D
�
1C 1

4

d � 2

d � 1
�

� 4
d�2

ıij (48)
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with solution (� denotes the Euler gamma function)

� D 4G

c2

� .d�2
2
/

	
d�2

2

 
˛1

rd�2
1

C ˛2

rd�2
2

!
(49)

(for more details see Section 3.4). The PN expansion of the Brill–Lindquist initial
energy expression is straightforward to all orders of 1=c2. Once it had fixed the static
ambiguity parameter !static (see [19]) in nondimensional-regularization calculations
to the correct value of zero [47]. At that time, however, it was not quite clear that the
Brill–Lindquist solution delivers the correct boundary conditions for the point-mass
model.

The truncation of the constraint equations in the form hTT
ij � 0 as well as

dropping an additional term in the Hamiltonian constraint connected with the
energy density of the field momentum results in a remarkable, fully explicitly solv-
able conservative so-called skeleton dynamics that allows a PN expansion of the
Hamiltonian, and of all the metric coefficients too, to all orders, see next section.

3.3 Skeleton Hamiltonian

In Ref. [32] the skeleton dynamics has been developed. The skeleton approach to
general relativity requires the conformal flat condition for the spatial three-metric
for all times (not only initially as for the Brill–Lindquist solution)

�ij D
�
1C 1

8
�

�4
ıij: (50)

Hereof, in our coordinate system, maximal slicing follows,

	 ij �ij D 2
p
�� ijKij D 0: (51)

Under the conformal flat condition for the spatial three-metric, the momentum con-
straint equations become

	
j
i; j D �8	G

c3

X
a

paiıa: (52)

The solution of these equations is constructed under the condition that 	ji (and not
	 ij , see Eqs. 33 and 34) is purely longitudinal, that is,

	
j
i D @iVj C @jVi � 2

3
ıij@lVl : (53)

This condition is part of the definition of the skeleton model. At spacelike infinity,
the surface-area integrals of 	ji or 	 ij are proportional to the total linear momentum
of the binary system.
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Furthermore, in the Hamilton constraint equation, which in our case reads

�� D � 	
j
i 	

i
j

.1C 1
8
�/7

� 16	G

c2

X
a

maıa

.1C 1
8
�/

�
1C p2a

.1C 1
8
�/4m2ac

2

�1=2
; (54)

we perform a truncation of the numerator of the first term in the following way

	
j
i 	

i
j � �2Vj @i	 ij C @i

�
2Vj	

i
j

� ! �2Vj @i	 ij D 16	G

c3

X
a

pajVj ıa; (55)

that is, we drop from 	
j
i 	

i
j the term @i

�
2Vj	

i
j

�
. This is the second crucial trunca-

tion condition additional to the conformal flat one. Without this truncation neither an
explicit solution can be achieved nor a PN expansion is feasible. From [46] we know
that at the 3 PN level the hTT

ij -field is needed to make the sum of the corresponding

terms from 	
j
i 	

i
j analytic in 1=c.

With the aid of the ansatz

� D 4G

c2

X
a

˛a

ra
(56)

and by making use of dimensional regularization, the energy and momentum con-
straint equations result in an algebraic equation of the form, [32],

˛a D ma

1CA
˛b

rab

�
1C p2a=.m

2
ac
2/

.1C A˛b=rab/
4

� 1
2

C paiVai=c

.1C A˛b=rab/
7
; (57)

where A � G=.2 c2/ and b ¤ a.
With these inputs the skeleton Hamiltonian for binary black holes becomes

(at least initially, for pa D 0, the solution is consistent with general relativity)

Hsk � � c4

16	G

Z
d 3x�� D c2

X
a

˛a: (58)

The Hamilton equations of motion read

Pxa D @H

@pa
; Ppa D � @H

@xa
: (59)

In the center-of-mass frame of the binary system, we define

p � p1 D �p2; r � x1 � x2; r2 D .x1 � x2/ � .x1 � x2/ : (60)
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Further, we will employ the following convenient dimensionless quantities

Ot D tc3

Gm
; Or D rc2

Gm
; Op D p

�c
; OHsk D Hsk

�c2
; (61)

Oj D J c

Gm�
; Opr D pr

�c
; Op2 D Op2r C Oj 2= Or2; (62)

where J D r � p is the orbital angular momentum in the center-of-mass frame and
pr D p � r=r the radial momentum. The total rest-mass is denoted bym D m1Cm2
and the reduced mass by � D m1m2=m. The binary skeleton Hamiltonian OHSk can
be put into the following form [37],

OHsk D 2 Or
�
 1 C  2 � 2

�
with (63)

 1 D 1C ��
4 Or  2

 
1C

4 �2
�

Op2r C Oj 2= Or2
�

�2�  42

!1=2
�
�
8 Op2r C 7 Oj 2= Or2

�
�2

8 Or2 72
; (64)

 2 D 1C �C
4 Or  1

 
1C

4 �2
�

Op2r C Oj 2= Or2
�

�2C  41

!1=2
�
�
8 Op2r C 7 Oj 2= Or2

�
�2

8 Or2 71
; (65)

where �� D
�
1 � p

1 � 4 �
�

and �C D
�
1C p

1 � 4 �
�

with � D �=m.

The conservative skeleton Hamiltonian has the following nice properties. It is
exact in the test-body limit where it describes the motion of a test particle in
the Schwarzschild spacetime. It is identical to the 1 PN accurate Hamiltonian for
the binary dynamics in general relativity. Further, as explained earlier, when point
particles are at rest, the Brill–Lindquist initial value solution is reproduced. It is re-
markable that the skeleton Hamiltonian allows a PN expansion in powers of 1=c2 to
arbitrary orders. The skeleton Hamiltonian thus describes the evolution of a kind of
black hole under both conformal flat conditions for the three-metric and analyticity
conditions in 1=c2 for the Hamiltonian. Of course, gravitational radiation emission
is not included. It can, however, be added to some reasonable extent, see [37].

Restricting to circular orbits and defining x D .Gm!=c3/2=3, where ! is the
orbital angular frequency, the skeleton Hamiltonian reads explicitly to 3 PN order,

OHsk D �x
2

C
�
3

8
C �

24

�
x2 C

�
27

16
C 29

16
� � 17

48
�2
�
x3

C
�
675

128
C 8585

384
� � 7985

192
�2 C 1115

10368
�3
�
x4 C O.x5/: (66)

In Ref. [32] the coefficients are given to the order x11 inclusively.
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In the Isenberg–Wilson–Mathews approach to general relativity only the
conformal flat condition is employed. Thus the energy stops being analytic in
1=c at 3 PN. Through 2 PN order, the Isenberg–Wilson–Mathews energy of a binary
is given by

OHIWM D �x
2

C
�
3

8
C �

24

�
x2 C

�
27

16
� 39

16
� � 17

48
�2
�
x3: (67)

We already quote here the 3 PN result of general relativity. It reads, see Eq. 129,

OH3PN D �x
2

C
�
3

8
C �

24

�
x2 C

�
27

16
� 19

16
� C 1

48
�2
�
x3

C
 
675

128
C
�
205

192
	2 � 34445

1152

�
� C 155

192
�2 C 35

10368
�3

!
x4: (68)

The difference between OHIWM and OHsk through 2 PN order shows the effect of trun-
cation in the field-momentum part of OHsk and the difference between OHIWM and
OH3PN reveals the effect of conformal flat truncation. In the test-body limit, � D 0,

all the Hamiltonians coincide and for the equal-mass case, � D 1=4, their differ-
ences are largest.

3.4 Functional Representation of Compact Objects

Before going on with the presentation of more dynamical expressions we will dis-
cuss in more detail the ı-function-source model we are employing. Although we are
interested in both neutron stars and black holes, our matter model will be based
on black holes because these are the simplest objects in general relativity and
neutron stars resemble them very much as seen from outside. The simplest black
holes are the isolated nonrotating ones. Their solution is the Schwarzschild metric
which solves the Einstein field equations for all time. In isotropic coordinates, the
Schwarzschild metric reads

ds2 D �
 
1 � MG

2rc2

1C MG
2rc2

!2
c2dt2 C

�
1C MG

2rc2

�4
dx2; (69)

whereM is the gravitating mass of the black hole and r2 D .x1/2 C .x2/2 C .x3/2,
dx2D .dx1/2 C .dx2/2 C .dx3/2. It should be pointed out that the origin of
the coordinate system r D 0 is not located where the Schwarzschild singularity
RD 0 (radial Schwarzschild coordinate R) in Schwarzschild coordinates is located,
rather it is located on the other side of the Einstein–Rosen bridge, at infinity.
The relation between isotropic coordinates and Schwarzschild coordinates reads
RD r.1 C MG

2rc2 /
2 if MG=2c2� r and R0 D r.1 C MG

2rc2 /
2 if 0 � r � MG=2c2,
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where R0 is another Schwarzschild radial coordinate appropriate for the geometry
of the other side of the Einstein–Rosen bridge. The regimes 0 � R < 2GM=c2 and
0 � R0 < 2GM=c2 are not accessible to isotropic coordinates. The harmonic ra-
dial coordinate, say here, %, relates to the Schwarzschild radial coordinate through
R D % C MG=c2. Evidently, the origin of the harmonic coordinates is located at
R D MG=c2 which is a spacelike curve in the region between event horizon and
Schwarzschild singularity.

For two black holes, the metric for maximally sliced Brill–Lindquist initial time-
symmetric data reads

ds2 D �
0@ 1 � ˇ1G

2r1c
2 � ˇ2G

2r2c
2

1C ˛1G

2r1c2 C ˛2G

2r2c2

1A2 c2dt2 C
�
1C ˛1G

2r1c2
C ˛2G

2r2c2

�4
dx2; (70)

where the ˛a coefficients are given in Eq. 46 and where the ˇa coefficients can be
found in [48] (notice @t ra D 0, initially).

The total energy results from the ADM mass-energy expression

EADM D � c4

2	G

I
i0

dsi@i� D � c4

2	G

Z
d 3x�� D .˛1 C ˛2/c

2; (71)

where� D 1C ˛1G

2r1c2 C ˛2G

2r2c2 and dsi D ni r2d˝ is a two-dimensional surface-area

element with unit radial vector ni D xi=r and solid angle element d˝ .
Introducing the inversion map r 0

1 D ˛21G
2=4c4r1 or, r0

1 D r1˛21G
2=4c4r21 and

r1 D r0
1˛
2
1G

2=4c4r 02
1 , where r1 D x�x1, r1 D jx�x1j, r0

1 D x0�x1, r 0
1 D jx0�x1j,

the three-metric at the throat of black hole 1, dl2 D �4dx2, transforms into

dl2 D � 04dx02 D
�
1C ˛1G

2r 0
1c
2

C ˛1˛2G
2

4r2r
0
1c
4

�4
dx02; (72)

where r2 D ˛2
1
G2

4c4

r0
1

r02
1

C r12 with r12 D r1 � r2. From the new metric function

� 0 D 1 C ˛1G

2r0
1
c2 C ˛1˛2G

2

4r2r
0
1
c4 the proper mass of the throat 1 results in, taking into

account r2 D r0
1˛
2
1G

2=4c4r 02
1 C r12,

m1 D � c2

2	G

I
i0

ds0
i@

0
i�

0 D � c2

2	G

Z
d 3x0�0� 0 (73)

D ˛1 C ˛1˛2G

2r12c2
:

This construction as performed in Ref. [16] is a purely geometrical or vacuum one
without touching singularities. Thus having the two individual masses m1 and m2
the gravitational interaction energy is obtained as E D EADM � .m1 C m2/c

2.
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Recall that this energy belongs to an initial value solution of the Einstein constraint
equations with vanishing of both hTT

ij and particle and field momenta. In this initial
condition spurious gravitational waves are included.

Let us introduce now point masses as sources for the Schwarzschild black hole.
The stress–energy tensor density of test-mass-point particles in a (dC1) - dimen-
sional curved spacetime reads

T �� .x� / D c2
X
a

maua�.t/v
�
a.t/ıa; (74)

where g��a ua�ua� D ga��u�a u�a D �1, v�a D u�a =u0a, and ıa D ı.x � xa.t// is the
usual Dirac delta functions in d-dimensional flat space. In canonical framework, the
momentum density 	i of the matter is given by

	i D 1

c
T 0i D c

X
a

mauaiıa: (75)

It is the source term in the momentum constraint. The important energy density in
the Hamilton constraint reads

� T 0� n� D �c2
X
a

maua�n
�ıa D c2

X
a

mau0aNıa; (76)

where n� is the timelike unit vector, n�n� D �1 orthogonal to time slices t D
const, n� D .�N; 0; : : :/; N is the lapse function, see [1]. Independently from the
form of the metric, the equations of motion are fulfilled and can be put into the form

v�ar�ua� D 0; (77)

which means geodesic motion for each particle.
The formal insertion of the stress–energy density into the Einstein field equations

yields the following equations for the metric functions, for uai D 0,

� ��� D 16	G

c2

X
a

maıa; (78)

where

�ij D �
4

d�2 ıij; � D 1C d � 2

4.d � 1/�: (79)

If the lapse functionN is represented by

N D �

�
; (80)
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an equation for � (be aware of the difference with �˙ in the Eqs. 64 and 65) results
of the form,

�2�� D 4	G

c2
d � 2
d � 1

X
a

ma�ıa: (81)

With the aid of the relation,

���1ı D � ..d � 2/=2/
4	d=2

r2�d ; (82)

it is easy to show that for 1 < d < 2 the equations for � and � do have well-defined
solutions. Plugging in the ansatz, for d dimensions,

� D 1C G.d � 2/� ..d � 2/=2/

c2.d � 1/	.d�2/=2

 
˛1

rd�2
1

C ˛2

rd�2
2

!
; (83)

gives, for “mass-point 1” (mass-point seems the better notion compared with point
particle or point mass because it is a fictitious particle only), 

1C G.d � 2/� ..d � 2/=2/

c2.d � 1/	.d�2/=2

 
˛1

rd�2
1

C ˛2

rd�2
2

!!
˛1ı1 D m1ı1 (84)

or, taking 1 < d < 2, and then taking the limit r1 ! 0, 
1C G.d � 2/� ..d � 2/=2/

c2.d � 1/	.d�2/=2
˛2

rd�2
12

!
˛1ı1 D m1ı1: (85)

Going over to d D 3 by arguing that the solutions are analytic in d just results in
the equation, cf. Eq. 57,

˛a D ma

1C A ˛b

rab

; (86)

where b ¤ a and a; b D 1; 2, with the solution shown in Eq. 46. The ADM energy
is again given by, in the limit d D 3, see Eq. 71,

EADM D .˛1 C ˛2/c
2: (87)

Here we recognize the important property that although the Eqs. 46 and 47 may
describe close binary black holes with strongly deformed apparent horizons, both
black holes can still be generated by mass-points in conformally related flat space.
This is the justification for our particle model to be taken as model for orbiting
black holes. We also will argue that binary black holes generated by mass-points are
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orbiting black holes without spin, that is, binary Schwarzschild-type black holes.
We wish to point out that at the support of our ı-functions the physical spacetime
is completely flat so they cannot be interpreted as local sources of gravity. They
rather represent wormhole geometries. The geometrical vacuum calculations in [16]
are completely finite, no infinite energies enter. The same holds with dimensional
regularization where the formally infinite self-energies turn out to be zero. This is
nicely consistent with the fact that the Dirac delta functions are living in flat space.

Working in the sense of distributions, the dimensional regularization procedure
preserves the important law of “tweedling of products,” [43], FregGreg D .FG/reg,
and gives all integrals, particularly the inverse Laplacian, a unique definition. In the
sense of analytic functions, all integrals are well defined. A famous formula derived
in [62] plays an all-over important role in PN calculations,

Z
ddx r˛1 r

ˇ
2 D 	d=2

� .˛Cd
2
/� .ˇCd

2
/� .�˛CˇCd

2
/

� .�˛
2
/� .�ˇ

2
/� .˛CˇC2d

2
/
r
˛CˇCd
12 : (88)

It is well known that distributions or generalized functions like the Dirac delta
function are boundary-value functions. To overcome distributional derivations
like in

@i@j r
2�d D Pf

 
.d � 2/

dninj � ıij

rd

!
� 4	d=2

d� .d=2� 1/
ıijı; (89)

where Pf denotes the Hadamard partie finie, it is very convenient to resort on the
class of analytic functions introduced in [62],

ı� D � ..d � �/=2/

	d=22�� .�=2/
r��d; (90)

resulting in the Dirac delta function in the limit

ı D lim�!0ı�: (91)

On this class of functions, the inverse Laplacian operates as

���1ı� D � ..d � 2 � �/=2/
4	d=22�� .�=2C 1/

r�C2�d D ı�C2; (92)

which is a special case of the convolution property ı�  ı�0 D ı�C�0 that also results
in the formula of Eq. 88, and the second partial derivatives read

@i@j r
�C2�d D Pf

�
.d � 2 � �/ .d � �/ninj � ıij

rd��

�
: (93)

No delta-function distributions are involved. Though the replacement in the stress–
energy tensor density of ı through ı� does destroy the divergence freeness of the
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stress–energy tensor and thus the integrability conditions of the Einstein theory, the
relaxed Einstein field equations (the ones that result after imposing coordinate con-
ditions) do not force the stress–energy tensor to be divergence free and can thus
be solved without problems. The solutions one gets do not fulfill the Einstein field
equations but in the final limits of the �a going to zero the general coordinate covari-
ance of the theory is recovered. This property, however, only holds if these limits
were taken before the limit d D 3 is performed [24]. For completeness we give here
the terms that violate the contracted Bianchi identities,

r�T �� D c2

2

X
a

ma.g��;� � .g��;�/a/v
�
au�aı�a

: (94)

We wish to point out here a difference between ADM formalism and the har-
monic coordinates approach. If in the harmonic coordinates approach the stress–
energy tensor is not divergence free the relaxed field equations can be solved, but
the harmonic coordinate conditions will not be satisfied any further. This is differ-
ent with the form we use the ADM formalism where the coordinate conditions are
kept valid when solving the relaxed field equations. The relaxed field equations in
the harmonic case include ten functions, which are just the metric coefficients, and
the divergence freeness of the stress–energy tensor is achieved if on the solution
space the harmonic coordinate conditions are imposed. In the ADM formalism in
Routhian form the ten metric functions do fulfill the ADM coordinate conditions
and equations of motion do follow from the Routhian. They, however, will not be
the ones resulting from the Einstein field equations. Those will be obtained in the
limits of �a ! 0 only.

The method of dimensional regularization has proven fully successful in both
approaches, the Hamiltonian one and the one using the Einstein field equations
in harmonic coordinates. However, another important difference between both ap-
proaches should be mentioned. Whereas in the ADM approach all poles of the type
1=.d �3/ cancel each other and no regularization constants are left, in the harmonic
gauge approach poles survive with uncancelled constants [6, 22]. As found out, the
difference is of gauge type only and can thus be eliminated by redefinition of the
particle positions. On the other side, it shows that the positions of the mass-points
in the Hamiltonian formalism are excellently chosen. Resorting to the maximally
extended Schwarzschild metric, the spatial origin of the harmonic coordinates has
Schwarzschild coordinateR D MG=c2 inside horizon, which can be reached by ob-
servers whereas the spatial origin of the ADM coordinates is located on a spacelike
hypersurface at R0 D 1 beyond horizon. The location of the origin of the ADM
coordinates allows quite a nice control of the motion of the objects.

The ADM coordinate system we are using in our article is called asymptot-
ically maximal slicing because the trace of the extrinsic curvature of the t D
const spacelike slices is not zero but decays as 1=r3 (in four spacetime dimen-
sions) at spacelike infinity. It is closely related with the Dirac coordinate conditions,
.�1=3� ij /;j D 0; K i

i D 0, which introduce maximal slicing. Recently, maximal slic-
ing coordinates of the type introduced in Ref. [30] have proved useful in numerical
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relativity using moving punctures [38]. These coordinates are completely different
from both the Dirac and ADM coordinates because those slices, for example, for
Schwarschild black holes, show crossings of the event horizon and settle down
in the region between the Schwarzschild singularity and event horizon asymp-
totically. Only asymptotically these coordinates become rigidly connected to the
Schwarzschild geometry. Nonetheless, moving punctures in numerical relativity are
closely related with evolving Brill–Lindquist black holes.

3.5 PN Expansion of the Routh Functional

In case of the full Einstein theory, a formal PN expansion of the Routh functional in
powers of 1=c2 is feasible. Using the definition hTT

ij D 16	G
c4

OhTT
ij , we may write

R
�
xia; pai; h

TT
ij ; @th

TT
ij

 � c2
X
a

ma D
1X
nD0

1

c2n
Rn

h
xia; pai; OhTT

ij ; @t
OhTT

ij

i
: (95)

Furthermore, also the field equation for hTT
ij can be put into a PN series form,

�
� � @2t

c2

�
OhTT

ij D
1X
nD0

1

c2n
DTT
.n/ij

h
xk ; xka ; pak ;

OhTT
kl ; @t

OhTT
kl

i
: (96)

This equation has to be solved iteratively with the aid of retarded integrals, which
themselves have to be expanded in powers of 1=c. In higher orders, however, log-
of-1=c terms will show up [4].

3.6 Near-Zone Energy Loss Versus Far-Zone Energy Flux

The change in time of the matter Hamiltonian (it is minus the Lagrangian for the
gravitational field) reads, assuming R to be local in the gravitational field,

dR

dt
D @R

@t
D
Z
@R
@h

PhC
Z

@R
@rhr PhC

Z
@R
@ Ph

Rh; (97)

where

R D RŒxia; pai; h; Ph� D
Z

R.xia; pai; h;rh; Ph/ (98)

with abbreviationsZ
�
Z
d 3x; h � hTT

ij ; rh � @kh
TT
ij ;

Ph � @th
TT
ij : (99)
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Above, the equation for dR=dt is valid provided the equations of motion

Ppai D � @R

@xia
; Pxia D @R

@pai
(100)

hold. Furthermore, we haveZ
@R
@rhr PhC

Z
@R
@ Ph

Rh D
Z

r
�
@R
@rh

Ph
�

C d

dt

Z �
@R
@ Ph

Ph
�

�
Z

r
�
@R
@rh

�
Ph�

Z
d

dt

�
@R
@ Ph
�

Ph: (101)

Introducing the canonical field momentum

c3

16	G
	 D �@R

@ Ph ; (102)

with abbreviation 	 � 	
ij
TT, and the Legendre transform

H D RC c3

16	G

Z
	 Ph; or R D H � c3

16	G

Z
	 Ph; (103)

the energy loss equation takes the form

dH

dt
D
Z

r
�
@R
@rh

Ph
�

C
Z
@R
@h

Ph �
Z

r
�
@R
@rh

�
Ph �

Z
d

dt

�
@R
@ Ph
�

Ph: (104)

The application of the field equations

@R
@h

� r
�
@R
@rh

�
� d

dt

�
@R
@ Ph
�

D 0 (105)

results in, employing the leading order quadratic field structure of R,

dH

dt
D
Z

r
�
@R
@rh

Ph
�

D
I

fz
d s

@R
@rh

Ph D c4

32	G

I
fz
d s.rh/ Ph (106)

D � c3

32	G

I
fz
d˝r2 Ph2;

where “fz” denotes the far zone (see, e.g., Section 6.1), d˝ the solid-angle ele-
ment, and r the radial coordinate of the two-surface of integration with surface-area
element d s D nr2d˝ . Here the further assumption has been made that the volume
integrals in Eq. 97 may have the outer-most region of the far zone as outer boundary.
The expression
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L D c3

32	G

I
fz
d˝r2. PhTT

ij /
2 (107)

is the well known total energy flux (luminosity L) of gravitational waves. The
Newtonian and 1 PN wave generation fit into the above scheme of local Routhian
density and far-zone as outer boundary, which can be inferred from [45].

4 Binary Point Masses to Higher PN Order

Most compact representations of dynamical systems are with Hamiltonians. Up to
the 3.5 PN order, the Hamiltonian of binary point-mass systems is explicitly known,
reading

H.t/ D m1c
2 Cm2c

2 CHN C 1

c2
HŒ1PN
 C 1

c4
HŒ2PN


C 1

c5
HŒ2:5PN
.t/C 1

c6
HŒ3PN
 C 1

c7
HŒ3:5PN
.t/: (108)

The nonautonomous dissipative Hamiltonians HŒ2:5PN
.t/ and HŒ3:5PN
.t/ are
written as explicitly depending on time because they depend on the gravitational
field variables or, in case those are reduced to matter variables, on primed matter
variables, see Section 4.4.

To simplify expressions like in Section 3.3, we go over to the center-of-mass
frame p1 C p2 D 0 and also define

QH D .H �mc2/=�; � D m1m2=m; m D m1 Cm2; � D �=m;

p D p1=�; pr D .n � p/; q D .x1 � x2/=Gm; n D q=jqj (109)

with 0 � � � 1=4 (� D 0 test-body case, � D 1=4 equal-mass case).

4.1 Conservative Hamiltonians

The conservative binary Hamiltonians read in reduced variables (the dissipative
Hamiltonians will be treated in Section 4.4), see [20],

QHN D p2

2
� 1

q
; (110)

QHŒ1PN
 D 1

8
.3� � 1/p4 � 1

2

h
.3C �/p2 C �p2r

i 1
q

C 1

2q2
; (111)
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QHŒ2PN
 D 1

16
.1� 5� C 5�2/p6

C1

8

h
.5 � 20� � 3�2/p4 � 2�2p2rp

2 � 3�2p4r

i1
q

C1

2

h
.5C 8�/p2 C 3�p2r

i 1
q2

� 1

4
.1C 3�/

1

q3
; (112)

QHŒ3PN
 D 1

128
.�5C 35� � 70�2 C 35�3/p8

C 1

16

h
.�7C 42� � 53�2 � 5�3/p6 C .2 � 3�/�2p2rp4

C3.1 � �/�2p4rp
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12
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32
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#
1

q4
: (113)

These Hamiltonians constitute an important element in the construction of templates
for gravitational waves emitted from compact binaries. They serve also as basis of
the effective one-body (EOB) approach, where with the aid of a canonical transfor-
mation the dynamics is put into test-body form of a deformed Schwarzschild metric
[17]. From the reduced Hamiltonians, where a factor of 1=� is factorized out, the
standard test-body dynamics is very easily obtained, simply by putting � D 0.

4.2 Dynamical Invariants

Dynamical invariants related to our previous dynamics are easily calculated within
a Hamiltonian framework [19]. Let us denote the radial action by ir.E; j / with
E D QH and p2 D p2r C j 2=r2 (p D prer Cp'e' with orthonormal basis er , e' in
the orbital plane). Then it holds

ir.E; j / D 1

2	

I
dr pr ; (114)
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where the integration is originally defined from minimum to minimum radial
distance. Thus all expressions derived hereof relate to orbits completed in this sense.
From analytical mechanics it is known that the phase of the completed orbit revolu-
tion ˚ is given by

˚

2	
D 1C k D � @

@j
ir.E; j / (115)

and the orbital period P reads

P

2	Gm
D @

@E
ir.E; j /: (116)

Explicitly we get, for the periastron advance parameter k,

k D 1

c2
3

j 2

(
1C 1

c2

�
5

4
.7 � 2�/ 1

j 2
C 1

2
.5 � 2�/E

�

C 1

c4

�
a1.�/

1

j 4
C a2.�/

E

j 2
C a3.�/E

2

� )
; (117)

and for the orbital period,

P

2	Gm
D 1

.�2E/3=2
	
1 � 1

c2
1

4
.15� �/E

C 1

c4

"
3

2
.5 � 2�/

.�2E/3=2
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32
.35C 30� C 3�2/ E2
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C 1
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.�2E/3=2
j 3

� 3a3.�/ .�2E/
5=2

j
C a4.�/E

3
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; (118)

where

a1.�/ D 5

2

�
77

2
C
�
41

64
	2 � 125

3

�
� C 7

4
�2
�
; (119)

a2.�/ D 105

2
C
�
41

64
	2 � 218

3

�
� C 45

6
�2; (120)

a3.�/ D 1

4
.5 � 5� C 4�2/; (121)

a4.�/ D 5

128
.21 � 105� C 15�2 C 5�3/: (122)

These expressions have direct applications to binary pulsars [28]. Explicit analytical
orbit solutions of the conservative dynamics through 3 PN order are given in [54].
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4.3 ISCO and the PN Framework

The motion of a test-body in the Schwarzschild metric is known to have its inner-
most stable circular orbit (ISCO) at 6MG=c2, in Schwarzschild coordinates. For
test-bodies in rotating black holes (Kerr black holes) the ISCO lowers down up to
MG=c2 in case of direct motion and goes up to 9MG=c2 for retrograde motion, both
motions in the equatorial plane. The ISCO of MG=c2 is just the corotating case,
where the Kerr black hole rotates as fast as the test-body is orbiting. In both limiting
cases of test-body motion MG=c2 and 9MG=c2, the black holes have maximal spins.

Within a Hamiltonian formalism the determination of the ISCO can be done
straightforwardly. Just the following two equations have to be satisfied in the center-
of-mass frame within the class of orbital circles (pr D 0/,

@H.r; J /

@r
D 0 .dynamical circles/;

@2H.r; J /

@r2
D 0; (123)

where r is the relative radial coordinate and J the orbital angular momentum. With
the aid of the relation for the orbital frequency

! D dH.J /

dJ
; (124)

which holds for circular motion, the condition for the ISCO can also be put into the
form

dH.!/

d!
D 0: (125)

Of course, one also could work with the Legendre transform F.!/ D H.J / � J!

and put d
2F.!/

d!2 D 0 but the outcome would be the same (recall, dH D !dJ, dF D
�Jd!). Stability in the present approach with circular orbits means d2F

d!2 > 0 or,
dJ
d!

< 0 or dH
d!

< 0.
In the context of approximation calculations, the main difference between the

H.r; J / and H.!/ approaches is that r is not a coordinate invariant variable; in the
case of approximately known H.r; J /, this results in different values for the ISCO
depending on the chosen coordinates. This is not the case with an approximately
knownH.!/ because it is coordinate invariant. Hereof, however, it does not follow
that the ISCO calculated with H.!/ is more realistic than the ones calculated via
H.r; J / rather the varieties of ISCOs obtained via approximate H.r; J / show up
the uncertainty in their true location.

A test particle in the Schwarzschild spacetime on circular orbits has the reduced
Hamiltonian
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OH.x/ D 1 � 2x

.1 � 3x/1=2 � 1

D �1
2
x C 3

8
x2 C 27

16
x3 C 675

128
x4 C 3969

256
x5 C � � � ; (126)

where

OH.x/ � H.x/ �mc2
mc2

; x D
�
GM!

c3

�2=3
: (127)

The condition d OH.x/
dx

D 0 yields x D 1=6 � 0:167 or, in Schwarzschild coordinates
R D 6GM=c2. Evidently, ISCOs are located close to the reliability limit of PN
expansions [20].

Using the dynamical invariants, the angular frequency of circular motion can be
written as

!circ D !radial C !periastron D 2	
1C k

P
: (128)

With the aid of the definition x D
�
GM!circ
c3

�2=3
, the binary dynamics yield, through

3PN order, that is, c2 OH3PN D QHN C 1
c2

QHŒ1PN
 C 1
c4

QHŒ2PN
 C 1
c6

QHŒ3PN
,
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�
�34445
1152
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192
	2
�
� C 155

192
�2C 35

10368
�3
�
x4: (129)

The ISCO, calculated with the aid of Eq. 125, turns out to be x � 0:255 [3, 32].
To likely improve the PN truncation a representation of the energy is helpful,

which in the test-particle limit is known to be a ratio of two simple polynomials for
example,

e � .1C OH/2 � 1 D �x 1 � 4x
1 � 3x (130)

For the binary 3 PN Hamiltonian, e turns out to be

e.x/ D �x
�
1 �

�
1 � 1

3
�

�
x �

�
3 � 35

12
�

�
x2

�
�
9C 5

24

�
41

4
	2 � 4309

15
�

�
C 103

36
�2 � 1

81
�3
�
x3C� � �

�
: (131)

Applying to this expression the technique of padéing, that is, putting it on a
ratio-of-polynomials footing, the ISCO turned out to be, for equal-mass binaries,
x � 0:198 [20].

To make contact to a recent discussion about the existence or nonexistence of
ISCOs for equal-mass binaries in a PN setting [12], we discuss the more general
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stability conditions for noncircular orbits using the HamiltonianH.r; pr ; J /, where
J D p' . The crucial conditions for stability are

.1/ W @
2H

@r2
> 0; .2/ W @

2H

@p2r
> 0; .3/ W @

2H

@r2
@2H

@p2r
> 0: (132)

Instability occurs if one of the>-signs turns to zero. This particularly means that the
>-sign in .3/ has to be zero. On the other side, in approximation calculations, where
truncated series occur, the expression .3/ can be zero without one of the expressions
.1/ or .2/ being zero because the product of two series of the order n PN, which
is of order 2n PN, is again truncated at n PN and thus can be zero without one or
both of the factors being zero. In Ref. [12] the condition .3/ has been given priority
because it turned out to be coordinate invariant through 3 PN order (notice in this
regard, pr D @W=@r , whereW is an action).

4.4 PN Dissipative Binary Dynamics

The leading order 2.5 PN dissipative binary orbital dynamics is described by the
nonautonomous Hamiltonian, [65],

HŒ2:5PN
.t/ D 2G

5c5
d 3Qij.t/

dt3

�
p1ip1j

m1
C p2ip2j

m2
� Gm1m2

r12

�
; (133)

where

Qij.t/ D
X
aD1;2

ma.x
0i
a x

0j
a � 1

3
x02
a ıij/ (134)

is the Newtonian mass-quadrupole tensor. Evidently, only after the Hamilton
equations of motion are calculated the primed position and momentum variables
resulting via Qij.t/ from time differentiations and use of the equations of motion
are allowed to be identified with the unprimed position and momentum variables.
The 3.5 PN Hamiltonian is known too, but it will not be given here because of
quite lengthy expressions [45]. Applications of the 2.5 PN Hamiltonian can be
found in, for example, [17, 37, 50, 63], where in Ref. [37] a transformation to the
Burke–Thorne gauge (coordinate conditions) is performed.

5 Toward Binary Spinning Black Holes

Within the ADM formalism the action functional (i.e., the integral of the
Lagrangian) of rotating bodies must have the following structure as long as the
lengths of the spins are preserved in time,
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W D
Z
dt
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Here, ˝.i/
a D˝a.i/D 1

2
�ijk
a.l/.j / P
a.l/.k/, 
a.i/.k/
a.j /.k/ D
a.k/.i/
a.k/.j / D

ıij, �ijkD.i�j /.j�k/.k�i/=2; and pai, xia, S .i/a DSa.i/, and ı�.i/a D1
2
�ijk
a.l/.j /

ı
a.l/.k/ are the independent matter variables, where the index a again numerates

the particles. Notice that �.i/a are anholonomic variables related to the angle-type
variables
a.i/.j / of the proper rotations (spins).˝.i/

a is the spin precession angular
frequency vector of the ath particle. The equations of motion for the particles read,

Pxia.t/ D ı
R
dt 0HADM

ıpai.t/
; Ppai.t/ D �ı

R
dt 0HADM

ıxia.t/
; (136)

˝.i/
a .t/ D ı

R
dt 0HADM

ıS
.i/
a .t/

; PS .i/a .t/ D �ijk˝
.j /
a .t/S .k/a .t/; (137)

where the last equation results from the action functional through variation with
respect to�.i/a ; for more details, see, for example, [39]. The Hamiltonian that gener-
ates both the evolution equations for all dynamical variables as well as the constraint
equations through variation with respect to the Lagrange multipliers, the lapse and
shift functionsN and N i , respectively, is given by

H D
Z
d 3x.NH �N iHi /CEŒ�ij�; (138)

where

EŒ�ij� D c4

16	G

I
i0
dsi .�ij;j � �jj;i / (139)

is a surface integral at spacelike infinity i0 with dsi the two-dimensional surface-
area element, [61], and

H D Hfield C Hmatter; (140)

Hi D Hfield
i C Hmatter

i ; (141)

with
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j
j

�
; (142)

16	G

c3
Hfield
i D 2@j	

j
i C 	kl@i�kl ; (143)
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are the total Hamilton and (linear) momentum densities. After imposing the
constraint equations H D Hi D 0 and the coordinate conditions (32–34), the
energy expression EŒ�ij� turns into the ADM-Hamiltonian,

EŒ�ij� D H
h
xia; pai; S

.i/
a ; hTT

ij ; 	
ij
TT

i
: (144)

To linear order in the spin variables, the matter densities read (recall, ıa D ı.x �
xa/; on simplicity reasons the index a will not show up in the following equations)

Hmatter D �.np/cı � c

2
tkij �

ij

;k
�
�

cpl

mc � np
� ij �kl OSjkı

�
;i

; (145)

Hmatter
i D piı C 1

2

h
�mk OSikı
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�
�

plpk

np.mc � np/ .�
mkı

p
i C �mpıki /�

ql OSqpı
�
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; (146)

with

� np � �n�p� D �
m2c2 C � ijpipj

�1=2
(147)

and

tkij D �kl
OSl.ipj /
np

ı C �kl�mn
OSm.ipj /pnpl

.np/2.mc � np/ı; (148)

where n� is the future directed unit vector field orthogonal to the t D const hyper-
surfaces, n� D .�N; 0; 0; 0/. The above expressions were shown to be correct up to
(and including) the orders S=c4 and S=c2 in Hmatter and Hmatter

i , respectively.

Introducing a dreibein field e.i/j with e.i/j e
.i/

k
D �jk and e.i/kek.j / D ıij, a spin

tensor S.k/.l/ D ei
.k/
e
j

.l/
OSij can be introduced that fulfills the relation

� ik�jl OSij OSkl D 2S.i/S.i/ D const; (149)

where 2S.i/ D �ijkS.j /.k/. Crucial for our canonical formalism is the constancy in
time of S.i/S.i/. Because of the symmetry property of the metric coefficients �ij, the
symmetric root of �ij

ei lelj D �ij ; eij D eji (150)

can be taken for the dreibein field, that is, e.j /k D ejk .
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To the order the formalism has been developed consistently, the following
relations hold,

pai D
Z
Va

d 3xHmatter
i ; (151)

Jaij D
Z
Va

d 3x.xiHmatter
j � xjHmatter

i / D xiapaj � xjapai C Sa.i/.j /; (152)

where Va denotes the volume of particle a. Furthermore,

fxia; paj g D ıij; fSa.i/; Sa.j /g D �ijkSa.k/; zero otherwise; (153)

and the total linear and angular momenta, respectively, take the forms Pi D P
a pai

and Jij D P
a Jaij .

The crucial consistency relation reads,

ıHmatter

ı� ij
D c

2
N

p
� Tij (154)

with

Hmatter D
Z
d 3x.NHmatter �N iHmatter

i /: (155)

It is fulfilled to the needed order,

p
�Tij D �pipj

np
ı C tkij;k C O.G/: (156)

In asymptotically flat spacetimes the Poincaré group is a global symmetry group.
Its generators P� and J�� are conserved and fulfill the Poincaré algebra, see, for
example, [61],

fP�; P �g D 0; (157)

fP�; J �� g D ����P � C ���P �; (158)

fJ�� ; J �� g D ����J�� C ���J �� C ���J �� � ���J ��: (159)

The meaning of the components are energy P 0 DH=c, linear momentum P i DPi ,
angular momentum J ij DJij, and Lorentz boost J i0=c�K i DGi�t P i . A center-
of-mass vector can be defined by X i D c2Gi=H . This vector, however, is not a
canonical position vector, see, for example, [39]. The energy H and the center-of-
mass vector Gi D Gi have the representations

H D � c4

16	G

Z
d 3x�� D � c4

16	G

I
i0
r2d˝n r�; (160)

Gi D � c2

16	G

Z
d 3x xi�� D � c2

16	G

I
i0
r2d˝nj .xi@j � ıij/�; (161)
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where i0 denotes spacelike infinity, r2d˝n is the two-dimensional surface-area
element, and n the radial unit vector. The two quantities, H; Gi , are the most in-
volved ones of those entering the Poincaré algebra.

In terms of three-dimensional quantities, the Poincaré algebra reads, see, for
example [21], with Jij D �ijkJk ,

fPi ;H g D fJi ;H g D 0 ; (162)

fJi ; Pj g D "ijk Pk ; (163)

fJi ; Jj g D "ijk Jk ; (164)

fJi ; Gj g D "ijk Gk ; (165)

fGi ;H g D Pi ; (166)

fGi ; Pj g D 1

c2
H ıij ; (167)

fGi ; Gj g D � 1

c2
"ijk Jk : (168)

The Poincaré algebra has been extensively used in the calculations of PN Hamilto-
nians for spinning binaries [40,41]. Hereby the most important equation was (166),
which tells that the total linear momentum has to be a total time derivative. Once
this equation has even fixed the kinetic ambiguity in nondimensional regularization
calculations [21]. The kinetic ambiguity got also fixed by a Lorentzian version of
the Hadamard regularization based on the Fock-de Donder approach [10].

5.1 Approximate Hamiltonians for Spinning Binaries

All the Hamiltonians, and the center-of-mass vectors too, given in this section have
been derived or rederived in recent papers by the author and his collaborators em-
ploying general relativity in canonical form [25, 40, 41, 67, 69], adjusting it to the
motion of binary black holes.

The Hamiltonian of leading-order (LO) spin–orbit coupling reads

HLO
SO D

X
a

X
b¤a

G

c2r2
ab

.Sa � nab/ �
�
3mb

2ma
pa � 2pb

�
; (169)

and the one of leading-order spin(1)–spin(2) coupling is given by

HLO
S1S2

D
X
a

X
b¤a

G

2c2r3
ab

Œ3.Sa � nab/.Sb � nab/ � .Sa � Sb/� ; (170)

where rabnab D xa�xb , a¤ b, and a; bD 1; 2. The more complicated Hamiltonian
is the one with spin-squared terms because it relates to the rotational deformation of
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spinning black holes. To leading order, say for spin(1), it reads (details of derivation
are given later)

HLO

S2
1

D Gm2

2c2m1r
3
12

Œ3.S1 � n12/.S1 � n12/� .S1 � S1/� : (171)

The LO spin–orbit and spin(a)–spin(b) center-of-mass vectors take the form

GLO
SO D

X
a

1

2c2ma
.pa � Sa/; GLO

S1S2
D 0; GLO

S2
1

D 0: (172)

Within the conservative 3 PN dynamics for spinless point masses, the center-of-mass
vector has been calculated in [21]. Applications of the LO spin Hamiltonians can
be found in, for example, [2, 18, 66]. Other references treating the LO spin dynam-
ics are, for example, [29, 49, 60, 71]. For applications of the next-to-leading-order
(NLO) spin dynamics, presented straight below, see, for example, [5, 26].

The Hamiltonian of the NLO spin–orbit coupling reads, r D r12,

HNLO
SO D �G ..p1 � S1/ � n12/

c4r2

"
5m2p21
8m31

C 3.p1 � p2/

4m21
� 3p22
4m1m2

C 3.p1 � n12/.p2 � n12/

4m21
C 3.p2 � n12/2

2m1m2

#

CG
..p2 � S1/ � n12/

c4r2

�
.p1 � p2/
m1m2

C 3.p1 � n12/.p2 � n12/
m1m2

�
CG

..p1 � S1/ � p2/
c4r2

�
2.p2 � n12/
m1m2

� 3.p1 � n12/

4m21

�

�G2
..p1 � S1/ � n12/

c4r3

�
11m2

2
C 5m22

m1

�
CG2

..p2 � S1/ � n12/
c4r3

�
6m1 C 15m2

2

�
C .1 $ 2/; (173)

and the one of NLO spin(1)–spin(2) coupling is given by

HNLO
S1S2

D G

2m1m2c4r3
Œ6..p2 � S1/ � n12/..p1 � S2/ � n12/

C 3

2
..p1 � S1/ � n12/..p2 � S2/ � n12/

� 15.S1 � n12/.S2 � n12/.p1 � n12/.p2 � n12/

� 3.S1 � n12/.S2 � n12/.p1 � p2/C 3.S1 � p2/.S2 � n12/.p1 � n12/
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C 3.S2 � p1/.S1 � n12/.p2 � n12/C 3.S1 � p1/.S2 � n12/.p2 � n12/

C 3.S2 � p2/.S1 � n12/.p1 � n12/� 3.S1 � S2/.p1 � n12/.p2 � n12/

C .S1 � p1/.S2 � p2/ � 1

2
.S1 � p2/.S2 � p1/C 1

2
.S1 � S2/.p1 � p2/�

C 3

2m21r
3
Œ�..p1 � S1/ � n12/..p1 � S2/ � n12/

C .S1 � S2/.p1 � n12/2 � .S1 � n12/.S2 � p1/.p1 � n12/�

C 3

2m22r
3
Œ�..p2 � S2/ � n12/..p2 � S1/ � n12/

C .S1 � S2/.p2 � n12/2 � .S2 � n12/.S1 � p2/.p2 � n12/�

C 6.m1 Cm2/G
2

c4r4
Œ.S1 � S2/ � 2.S1 � n12/.S2 � n12/�: (174)

The calculation of theLO and NLO order S21 -Hamiltonians needs more information
about the source terms than given in Eqs. 145 and 146. To achieve the LO C NLO
S21 -Hamiltonians, the following additional source in the Hamilton constraint is
needed,

Hmatter
S2

1
;static

D � 1

2m1

�
Q
ij
1 ı1

�
Iij C 1

8m1
�mn�

pj �ql�mi;p�
nk
;q

OS1ij OS1klı1

C 1

4m1

�
� ij �mn�kl;m

OS1ln OS1jkı1
�
;i
; (175)

where; i and, i denote three-dimensional covariant and partial derivatives, respec-
tively, and where

Q
ij
1 � � ik�jl�mn OS1km OS1nl C 2

3
S21�

ij ; (176)

2S21 D � ik�jl OS1ij OS1kl D const: (177)

Q
ij
1 is the quadrupole tensor of the black hole with number 1 resulting from its

rotational deformation. Herewith, beyond the previously shown LO Hamiltonian
(171), the NLO Hamiltonian comes out in the form, employing the Poincaré algebra
for unique fixation of all coefficients,

HNLO
S21

D G

c4r3

�
m2

4m3
1

.p1 � S1/
2 � 3

4m1m2

p22S
2
1

C 3m2

8m3
1

.p1 � n/2 S21 � 3m2

8m3
1

p21 .S1 � n/2
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� 3m2

4m3
1

.p1 � n/ .S1 � n/ .p1 � S1/C 9

4m1m2

p22 .S1 � n/2

C 3

4m2
1

.p1 � p2/ S21 � 9

4m2
1

.p1 � p2/ .S1 � n/2

� 3

2m2
1

.p1 � n/ .p2 � S1/ .S1 � n/C 3

m2
1

.p2 � n/ .p1 � S1/ .S1 � n/

C 3

4m2
1

.p1 � n/ .p2 � n/S21 � 15

4m2
1

.p1 � n/ .p2 � n/ .S1 � n/2
�

�G
2m2

2c4r4

�
9.S1 � n/2 � 5S21 C 14m2

m1

.S1 � n/2 � 6m2

m1

S21

�
: (178)

The spin precession equations of the Hamiltonians HNLO
SO and HNLO

S2
1

have been

calculated also in the papers [57] and [58], respectively, where the first paper [57]
has benefited from paper [69]. The final spin precession equation of the second paper
[58], Eq. 60, deviates from the corresponding one in [67]. A detailed inspection has
shown that the last term in Eq. 62 of [58] has a wrong sign [68]. Using the correct
sign, after redefinition of the spin variable, agreement with the Hamiltonian of Ref.
[67] is achieved.

The NLO order spin–orbit and spin(a)–spin(b) center-of-mass vectors take the
form

GNLO
SO D �

X
a

p2a
8c4m3a

.pa � Sa/

C
X
a

X
b¤a

mbG

4c4marab

�
..pa � Sa/ � nab/

5xa C xb
rab

� 5.pa � Sa/
�

C
X
a

X
b¤a

G

c4rab

�
3

2
.pb � Sa/ � 1

2
.nab � Sa/.pb � nab/

�..pb � Sa/ � nab/
xa C xb
rab

�
; (179)

GNLO
S1S2

D G

2c4

X
a

X
b¤a

	
Œ3.Sa � nab/.Sb � nab/ � .Sa � Sb/�

xa
r3
ab

C .Sb � nab/
Sa
r2
ab



;

(180)

GNLO
S2

1

D 2m2G

c4m1

"
3 .S1 � n12/

2

8r312
.x1 C x2/C S21

8r312
.3x1 � 5x2/� .S1 � n12/ S1

r212

#
I

(181)
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summing up through 2 PN order in the spin parts, we obtain, also see [21],

G D GN CG1PN CG2PN CG3PN CGLO
SO CGNLO

SO CGNLO
S1S2

CGNLO
S2

1

CGNLO
S2

2

: (182)

Numerically, spins of black holes can be counted of order 1=c (maximum), thus the
spinless parts are taken up to the 3 PN order.

The currently known conservative binary Hamiltonians for spinning black holes
through order 1=c4 can be summarized as follows

H D HN CH1PN CH2PN CH3PN

CHLO
SO CHLO

S1S2
CHLO

S2
1

CHLO

S2
2

CHNLO
SO CHNLO

S1S2
CHNLO

S2
1

CHNLO
S2

2

CHp1S
3
2

CHp2S
3
1

CHp1S
3
1

CHp2S
3
2

CHp1S1S
2
2

CHp2S2S
2
1

CHp1S2S
2
1

CHp2S1S
2
2

CHS2
1
S2

2
CHS1S

3
2

CHS2S
3
1
: (183)

The Hamiltonians HS4
1

and HS4
2

in the approximation in question turned out
to be zero.

6 Lorentz-Covariant Approach and PN Expansions

The Lorentz-covariant approach has found a quite thorough presentation in [4]. So
we will not go into so many details as in the canonical approach presented in the
previous sections.

The Einstein field equations are given by

G��.g��; @˛g��; @˛@ˇg��/ D 8	G

c2
T ��.g��I c2/

c2
; (184)

where g�� and T �� are the four-metric and the stress–energy tensor of the
matter (e.g., fluid), respectively. The contracted Bianchi identities yield the four-
dimensional equations of motion (EOM) for the matter,

r�G�� � 0 ! r�T �� D 0 (EOM); (185)
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where r� denotes the four-dimensional covariant derivative. The Landau–Lifshitz
form of the Einstein field equations fits very well into Lorentz-covariant schemes.
It takes the form [51],

@�@�U
����.g˛ˇ / D 16	G

c4
�
��
LL .g˛ˇ ; @�g˛ˇ /; (186)

with U���� D g��g�� � g��g�� and g�� D p�gg�� , where g denotes the
determinant of the metric tensor. t��LL is known as the Landau–Lifshitz stress–
energy (or energy-momentum) pseudo-tensor of the gravitational field. It is unique
in the sense of symmetry and dependence on the metric coefficients and its first
derivatives only. The equations of motion now read

@�@�@�U
���� � 0 ! @��

��
LL D 0 (EOM); (187)

with

�
��
LL � �gT �� C c4

16	G
t
��
LL .g˛ˇ ; @�g˛ˇ /: (188)

Applying the condition of harmonic coordinates

@�g�� D 0 or; @�H
�� D 0 with H�� D p�gg�� � ��� ; (189)

where ��� denotes the Minkowski metric, the Einstein field equations in Landau–
Lifshitz form read (so-called relaxed field equations because they do not imply
the equations of motion; rather the condition of harmonic coordinates implies the
equations of motion),

�˛ˇ@˛@ˇH
�� D 16	G

c4
��� ; (190)

where

��� D �gT �� C c4

16	G

�� (191)

and


�� D �H˛ˇ@˛@ˇH
�� C @˛H

�ˇ@ˇH
�˛ C 1

2
g��g˛ˇ@�H

˛�@�H
ˇ�

C 1

8
.2g�˛g�ˇ � g��g˛ˇ /.2g��g�� � g��g��/@˛H

��@ˇH
��

� g�˛gˇ�@�H
��@˛H

ˇ� � g�˛gˇ�@�H��@˛H
ˇ�

C g˛ˇg
��@�H

�˛@�H
ˇ� : (192)

The 
�� object starts with quadratic nonlinearities of the gravitational field. It is
another stress–energy pseudo-tensor of the gravitational field.
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6.1 PM and PN Expansions

The formal retarded solution (resulting under the condition of no incoming radia-
tion) of the inhomogeneous wave equation (190) reads

H��.x; t/ D �4G
c4

Z
d 3x0���.x0; t � jx � x0j

c
I c2/jx � x0j�1: (193)

A PM expansion in powers of G can now be introduced in the form,

H��.x; t/ D
1X
nD1

GnH
��

Œn

.x; t I c/: (194)

If additionally the virial theorem holds,

GM

Rc2
� V 2

c2
; (195)

where respectively M; R; and V are typical masses, radii, and velocities of the
system in question, the PM expansion may be further expanded into a PN series
in powers of 1=c. Yet, because of the retardation structure of the solution, a PN
expansion is achievable only in the near and far zones and this only in a general-
ized form with log-c terms showing up at higher orders starting from 4 PN, that is,
.1=c2/4 D 1=c8, on.

Let us assume now that the matter source is bounded by a sphere with radius R
centered in the origin of the coordinate system and that for the typical gravitational
wave length � the relation � � R holds. The near zone is then defined by jxj 	 �.
The formal PN expansion (near-zone PN expansion) is defined by

H��
nz .x; t/ D �4G

c4

1X
nD0

.�1/n
nŠ

Z
d 3x0 @n

cn@tn
���.x0; t I c2/jx � x0jn�1: (196)

Additionally, the expansion

���.x0; t I c2/ D
1X

nD�1

1

c2n
�
��

.n/
.x0; t/ (197)

applies. In the far zone, where r D jxj � � holds, a formal PN expansion (far-zone
PN expansion) yields

H
��
fz .x; t/ D � 4G

c4r

1X
nD0

1

nŠ

Z
d 3x0 @n

cn@tn
���.x0; t � r

c
I c2/.x0 � n/n: (198)
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Here, the expansion

���
�

x0; t � r

c
I c2

�
D

1X
nD�1

1

c2n
�
��

Œn


�
x0; t � r

c

�
(199)

applies. The Eqs. 196 and 197 on the one side and (198) and (199) on the other are
somewhat simplified in the sense that they do not show up log-c terms at higher
orders in the expansions that result from the badly defined integrals of non-compact
support. On the other side, as the expressions stand, they are mathematically not
defined at all. Details can be found in the works by Blanchet, Damour, Will, and
collaborators; particularly see the contribution by L. Blanchet in this volume; for
tail terms, also see our Section 6.3.

6.2 PN Expansion in the Near Zone

Up to the 2 PN order the metric coefficients read

g00 D �1C 2

c2
V � 2

c4
V 2 C 8

c6

�
OX C ViVi C V 3

6

�
; (200)

g0i D � 4

c3
Vi � 8

c5
ORi ; (201)

gij D ıij

�
1C 2

c2
V C 2

c4
V 2
�

C 4

c4
OWij: (202)

With the following choice of the matter variables, respectively, mass, mass-current,
and stress density,

� D T 00 C T i i

c2
; �i D T 0i

c
; �ij D T ij ; (203)

the 2 PN potentials can be put into the form

V.x; t/ D Gret f�4	G�g � G

Z
d 3z

jx � zj�.z; t � jx � zj=c/; (204)

Vi D Gret f�4	G�i g ; (205)

OWij D Gret
˚�4	G.�ij � ıij�kk/� @iV @jV

�
; (206)

ORi D Gret

	
�4	G.V�i � Vi�/ � 2@kV @iVk � 3

2
@tV @iV



; (207)
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OX D Gret

	
�4	GV�i i C 2Vi@t@iV C V @2t V

C3

2
.@tV /

2 � 2@iVj @jVi C OWij@
2
ijV



: (208)

The potentials of the orders 2.5 PN and 3.5 PN are radiation–reaction potentials.
They are most compactly given under Burke–Thorne coordinate conditions, reading

U reac.x; t/ D � G

5c5
xij OMŒ5


ij .t/C
G

c7

�
1

189
xijk OMŒ7


ijk
.t/ � 1

70
xkkxij OMŒ7


ij .t/

�
; (209)

U reac
i .x; t/ D G

c5

�
1

21
Oxijk OMŒ6


jk
.t/ � 4

45
�ijkx

jm OSŒ5

km
.t/

�
; (210)

where the source multipole moments are given by

OMij D
Z
d 3y

�
Oyij � C 1

14c2
ykk Oyij @2t � � 20

21c2
Oyijk@t�k

�
; (211)

OMijk D
Z
d 3y Oyijk�; (212)

OSij D
Z
d 3y �km<i Oyj>k�m: (213)

The used definitions read yij � yiyi , y<ij> � Oyij D STF.yij /, and, for example,
OMŒ7


ijk
indicates the seventh time derivative of Mijk . Explicitly, the 1 PN metric

including the gravitational radiation reaction through 3.5 PN order is given by

g00 D �1C 2

c2
.U C U reac/C 1

c4

�
@2t � � 2U 2 � 4UU reac


; (214)

g0i D � 4

c3
.Ui C U reac

i /; (215)

gij D ıij

�
1C 2

c2
.U C U reac/

�
; (216)

where the potentials have the integral representations

U.x; t/ D G

Z
d 3y

jx � yj �.y; t/; (217)

Ui .x; t/ D G

Z
d 3y

jx � yj �i .y; t/; (218)



Post-Newtonian Methods: Analytic Results on the Binary Problem 205

�.x; t / D G

Z
d 3y jx � yj�.y; t/: (219)

These integrals are well defined. Evidently, multipole expansion and PN expansion
nicely fit together; see also [59].

6.3 PN Expansion in the Far Zone

In the far zone, the multipole expansion of the transverse-traceless (TT) part of
the gravitational field, obtained by algebraic projection with Pijkm.n/, reads, for
example, [70],

H
ij
fzTT.x; t/ D �G

c4
Pijkm.n/

r

1X
lD2

(�
1

c2

� l�2
2 4

lŠ
MŒl


kmi3���il
�
t � r

c

�
Ni3���il

C
�
1

c2

� l�1
2 8l

.l C 1/Š
�pq.k SŒl


m/pi3���il .t � r
c
/ nq Ni3���il

)
; (220)

where the leading mass-quadrupole tensor takes the form, for example, [15],

Mij

�
t � r

c

�
D bMij

�
t � r

c

�
C2Gm

c3

Z 1

0

dv

�
ln
� v

2b

�
C 11

12

� bMŒ2

ij

�
t � r

c
� v

�
C O

�
1

c4

�
(221)

with

r D r C 2Gm

c2
ln
� r
cb

�
C O

�
1

c3

�
showing a leading-order tail term. Notice the modification of the standard PN
expansion through tail terms. The Eq. 220 nicely shows that multipole expansions
in the far zone also do induce PN expansions.

The gravitational luminosity is generally given by (H ij
fzTT D �hTTfz

ij ),

L.t/ D c3

32	G

I
fz

�
@tH

ij
fzTT

�2
r2d˝: (222)
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Through 1.5 PN order, the luminosity explicitly reads,

L.t/ D G

5c5

1X
nD0

�
1

c2

�n
OLn.t/

D G

5c5

	
MŒ3


ij MŒ3

ij C 1

c2

�
5

189
MŒ4


ijk
MŒ4


ijk
C 16

9
SŒ3
ij SŒ3
ij

�

: (223)

On reasons of energy balance, for any representation of the Einstein theory, the
time-averaged energy loss has to fulfill a relation of the form

� <
dE.t � r�

c
/

dt
> D < L.t/ >; (224)

where the time averaging procedure takes into account typical periods of the system.
The derivation of this equation in Section 3.6 is known to be valid for the first two
radiation emissions and reaction levels.

7 Energy Loss and Gravitational Wave Emission

The energy flux to n PN order in the far zone, denoted n PN(fz), implies energy loss
to (n C 5/2) PN order in the near zone, denoted (n C 5/2) PN(nz). Hereof it follows
that energy-loss calculations are quite efficient via energy-flux calculations. Because
of this we will apply the balance property between emitted and lost energies to some
PN orders to easily derive the energy loss from the energy flux. In general, only after
averaging over orbital periods will both expressions coincide (see Eq. 224). In the
case of circular orbits, however, this averaging procedure is not needed.

7.1 Orbital Decay to 4 PN Order

The binding energy of our binary system on circular orbits is given by�Ecirc. There-
fore, for the energy loss to 4 PN order, we get

� �
dEcirc

dt
D L D 32c5

5G
�2x5

�
1 �

�
1247

336
C 35

12
�

�
x C 4	x3=2

�
; (225)

where the 1.5 PN(fz) energy flux is taken from Ref. [8] where the 2 PN(fz) energy
flux also can be found; for the 3.5 PN(fz) energy flux see [11, 13].

Taking into account the Eq. 129 we obtain a differential equation for x which is
easily solved with accuracy 1=c8. In terms of the dimensionless time variable
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� D �c3

5Gm
.tc � t/; (226)

where tc denotes the coalescence time, the solution reads [8],

x D 1

4
��1=4

�
1C

�
743

4032
C 11

48
�

�
��1=4 � 1

5
	��3=8

�
: (227)

Taking into account the relation between phase and frequency d�
dt D !, respec-

tively, d�
d�

D �5
�
x3=2, the phase evolution results in

� D �c � 1

�
�5=8

�
1C

�
3715

8064
C 55

96
�

�
��1=4 � 3

4
	��3=8

�
: (228)

7.2 Gravitational Waveform to 1.5 PN Order

The radiation field can be decomposed into two orthogonal polarization states. The
polarization states hC and h� are defined by

hC D 1

2
.uiuj � vivj /h

TT
ij ; (229)

h� D 1

2
.uivj C viuj /h

TT
ij ; (230)

where u and v denote two vectors in the polarization plane forming an orthogonal
right-handed triad with the direction n from the source to the detector. The detector
is directly sensitive to a linear combination of the polarization waveforms hC and
h�, namely,

h.t/ D FChC.t/C F�h�.t/; (231)

whereFC andF� are the so-called beam-pattern functions of the detector depending
on two angles giving the direction �n of the source as seen from the detector and
a polarization angle specifying the orientation of the vectors u and v around that
direction.

For our binary system, the two polarizations hC and h� are chosen such that
the polarization vectors u and v lie, respectively, along the major and minor axis
of the projection onto the plane of the sky of the circular orbit, with u oriented
toward the ascending node, the point at which black hole 1 crosses the plane of the
sky moving toward the observer. The result, to 1.5 PN(fz) order, reads [14] (the 2
PN(fz) wave form is given therein too)

hC;� D 2G�x

c2r

h
H
Œ0

C;� C x1=2H

Œ1=2

C;� C xH

Œ1

C;� C x3=2H

Œ3=2

C;�

i
; (232)
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where the plus polarization is given by

H
Œ0

C D �.1C c2i /cos2 ; (233)

H
Œ1=2

C D �si

8

ım

m
Œ.5C c2i /cos � 9.1C c2i /cos3 �; (234)

H
Œ1

C D 1

6
Œ19C 19c2i � 2c4i � �.19� 11c2i � 6c4i /�cos2 

� 4

3
s2i .1C c2i /.1 � 3�/cos4 ; (235)

H
Œ3=2

C D si

192

ım

m
fŒ57C 60c2i � c4i � 2�.49� 12c2i � c4i /�cos 

� 27

2
Œ73C 40c2i � 9c4i � 2�.25� 8c2i � 9c4i /�cos3 

C 625

2
.1 � 2�/s2i .1C c2i /cos5 g � 2	.1C c2i /cos2 ; (236)

and the cross polarization by

H Œ0
� D �2ci sin2 ; (237)

H Œ1=2
� D �3
4
sici

ım

m
Œsin � 3sin3 �; (238)

H Œ1
� D ci

3
Œ17 � 4c2i � �.13� 12c2i /�sin2 � 8

3
ci s

2
i .1� 3�/sin4 ; (239)

H Œ3=2
� D sici

96

ım

m
fŒ63 � 5c2i � 2�.23� c2i /�sin 

� 27

2
Œ67 � 15c2i � 2�.19� 15c2i /�sin3 

C 625

2
.1 � 2�/s2i sin5 g � 4	ci sin2 ; (240)

where ci D cosi and si D sini and i denotes the inclination angle between the di-
rection of the detector, as seen from the binary’s center-of-mass, and the normal to
the orbital plane which is assumed to be right-handed with respect to the sense of
motion so that 0 � i � 	 . ım D m1 �m2, and the phase variable  is given by

 D � � 3x3=2ln

�
x

x0

�
; (241)

where � is the actual orbital phase of the binary, namely, the angle oriented in
the sense of motion between the ascending node and the direction of black hole
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1 (�D 0 mod 2	 when the two black holes lie along u, with black hole 1 at the
ascending node). The logarithmic phase modulation originates from the propaga-
tion of tails in the wave zone. The constant scale x0 can be chosen arbitrarily; it
relates to the arbitrary constant b in the Eq. 221. For details on higher order PN
levels, see, for example, [4].
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32. G. Faye, P. Jaranowski, G. Schäfer, Phys. Rev. D 69, 124029 (2004)
33. V. Fock, The Theory of Space Time and Gravitation, 2nd rev. edn. (Pergamon Press, New York,

1966)
34. T. Futamase, Y. Itoh, Living Rev. Rel. 10, URL: http://www.livingreviews.org/lrr-2007-2
35. J.B. Gilmore, A. Ross, Phys. Rev. D 78, 124021 (2008)
36. W. Goldberger, I.Z. Rothstein, Phys. Rev. D 73, 104029 (2006)
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The Effective One-Body Description
of the Two-Body Problem

Thibault Damour and Alessandro Nagar

Abstract The effective one-body (EOB) formalism is an analytical approach which
aims at providing an accurate description of the motion and radiation of coalescing
binary black holes with arbitrary mass ratio. We review the basic elements of this
formalism and discuss its aptitude at providing accurate template waveforms to be
used for gravitational wave (GW) data analysis purposes.

1 Introduction

A network of ground-based interferometric gravitational wave (GW) detectors
(LIGO/VIRGO/GEO/: : :) is currently taking data near its planned sensitivity [97].
Coalescing black-hole binaries are among the most promising, and most exciting,
GW sources for these detectors. In order to successfully detect GWs from coalesc-
ing black-hole binaries, and to be able to reliably measure the physical parameters
of the source (masses, spins, etc.), it is necessary to know in advance the shape of
the GW signals emitted by inspiralling and merging black holes. Indeed, the detec-
tion and subsequent data analysis of GW signals is made by using a large bank of
templates that accurately represent the GW waveforms emitted by the source.

Here, we shall introduce the reader to one promising strategy toward having an
accurate analytical1 description of the motion and radiation of binary black holes,

1Here we use the adjective “analytical” for methods that solve explicit (analytically given) ordinary
differential equations (ODE), even if one uses standard (Runge–Kutta-type) numerical tools to
solve them. The important point is that, contrary to 3D numerical relativity (NR) simulations,
numerically solving ODEs is extremely fast, and can therefore be done (possibly even in real
time) for a dense sample of theoretical parameters, such as orbital (� D m1 m2=M; : : :) or spin
(Oa1 D S1=Gm2

1; �1; '1; : : :) parameters.

T. Damour and A. Nagar (�)
Institut des Hautes Etudes Scientifiques, 35 Route de Chartres, F-91440 Bures-sur-Yvette, France
e-mail: nagar@ihes.fr

L. Blanchet, A. Spallicci, and B. Whiting (eds.), Mass and Motion in General Relativity,
Fundamental Theories of Physics 162, DOI 10.1007/978-90-481-3015-3 7,
c� Springer Science+Business Media B.V. 2011

211



212 T. Damour and A. Nagar

which covers all its stages (inspiral, plunge, merger, and ringdown): the effective
one-body (EOB) approach [35, 36, 45, 55]. As early as 2000 [36] this method made
several quantitative and qualitative predictions concerning the dynamics of the coa-
lescence, and the corresponding GW radiation, notably: (i) a blurred transition from
inspiral to a “plunge” that is just a smooth continuation of the inspiral; (ii) a sharp
transition, around the merger of the black holes, between a continued inspiral and
a ring-down signal; and (iii) estimates of the radiated energy and of the spin of the
final black hole. In addition, the effects of the individual spins of the black holes
were investigated within the EOB [33,45] and were shown to lead to a larger energy
release for spins parallel to the orbital angular momentum, and to a dimension-
less rotation parameter J=E2 always smaller than unity at the end of the inspiral
(so that a Kerr black hole can form right after the inspiral phase). All those predic-
tions have been broadly confirmed by the results of the recent numerical simulations
performed by several independent groups [4–6, 8, 29–31, 39–42, 70, 71, 76, 82, 89–
91,94–96,99,101] (for a review of NR results see also [92]). Note that, in spite of the
high computer power used in these simulations, the calculation of one sufficiently
long waveform (corresponding to specific values of the many continuous parame-
ters describing the two arbitrary masses, the initial spin vectors, and other initial
data) takes of the order of 2 weeks. This is a very strong argument for developing
analytical models of waveforms.

Those recent breakthroughs in NR open the possibility of comparing in detail
the EOB description to NR results. This EOB/NR comparison has been initiated in
several works [34, 37, 38, 59–62, 65, 66, 83, 85]. The level of analytical/numerical
agreement is unprecedented, relative to what has been previously achieved when
comparing other types of analytical waveforms to numerical ones. In particular,
Refs. [38,62] have compared two different kinds of analytical waveforms, computed
within the EOB framework, to the most accurate GW form currently available from
the Caltech–Cornell group, finding that the phase and amplitude differences are of
the order of the numerical error.

If the reader wishes to put the EOB results in contrast with other (Post-Newtonian
(PN) or hybrid) approaches he can consult, for example, [1, 2, 7, 29, 30, 72–74].

Before reviewing some of the technical aspects of the EOB method, let us indi-
cate some of the historical roots of this method. First, we note that the EOB approach
comprises three, rather separate, ingredients:

1. A description of the conservative (Hamiltonian) part of the dynamics of two black
holes

2. An expression for the radiation–reaction part of the dynamics
3. A description of the GW waveform emitted by a coalescing binary system

For each one of these ingredients, the essential inputs that are used in EOB
works are high-order PN expanded results that have been obtained by many
years of work, by many researchers (see references below). However, one of
the key ideas in the EOB philosophy is to avoid using PN results in their original
“Taylor-expanded” form (i.e., c0 C c1 v C c2 v2 C c3 v3 C � � � C cn vn/, but to use
them instead in some resummed form (i.e., some non-polynomial function of v,
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defined so as to incorporate some of the expected non-perturbative features of the
exact result). The basic ideas and techniques for resumming each ingredient of the
EOB are different and have different historical roots. Concerning the first ingredient,
that is, the EOB Hamiltonian, it was inspired by an approach to electromagneti-
cally interacting quantum two-body systems introduced by Brézin, Itzykson, and
Zinn–Justin [32].

The resummation of the second ingredient, that is, the EOB radiation–reaction
force F , was originally inspired by the Padé resummation of the flux function
introduced by Damour, Iyer, and Sathyaprakash [53]. Recently, a new and more
sophisticated resummation technique for the radiation reaction force F has been
introduced by Damour, Iyer, and Nagar [52] and further employed in EOB/NR com-
parisons [62]. It will be discussed in detail below.

As for the third ingredient, that is, the EOB description of the waveform emitted
by a coalescing black-hole binary, it was mainly inspired by the work of Davis,
Ruffini, and Tiomno [68], which discovered the transition between the plunge signal
and a ringing tail when a particle falls into a black hole. Additional motivation for
the EOB treatment of the transition from plunge to ringdown came from work on
the so-called close limit approximation [93].

Let us finally note that the EOB approach has been recently improved [52, 61, 62]
by following a methodology consisting of studying, element by element, the
physics behind each feature of the waveform, and on systematically comparing var-
ious EOB-based waveforms with “exact” waveforms obtained by NR approaches.
Among these “exact” NR waveforms, it has been useful to consider the small-mass-
ratio limit2 ��m1m2=.m1Cm2/2 	 1, in which one can use the well-controllable
“laboratory” of numerical simulations of test particles (with an added radiation–
reaction force) moving in black-hole backgrounds [60, 83].

2 Motion and Radiation of Binary Black Holes: PN
Expanded Results

Before discussing the various resummation techniques used in the EOB approach,
let us briefly recall the “Taylor-expanded” results that have been obtained by pushing
to high accuracies the PN methods.

Concerning the orbital dynamics of compact binaries, we recall that the 2.5PN-
accurate3 equations of motion have been derived in the 1980s [44, 46, 81, 98].
Pushing the accuracy of the equations of motion to the 3PN (�.v=c/6) level proved
to be a nontrivial task. At first, the representation of black holes by delta-function
sources and the use of the (non-diffeomorphism invariant) Hadamard regularization

2 Beware that the fonts used in this chapter make the greek letter � (indicating the symmetric mass
ratio) look very similar to the latin letter v ¤ � indicating the velocity.
3 As usual “n-PN accuracy” means that a result has been derived up to (and including) terms which
are 	.v=c/2n	.GM=c2r/n fractionally smaller than the leading contribution.
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method led to ambiguities in the computation of the badly divergent integrals that
enter the 3PN equations of motion [23, 78]. This problem was solved by using
the (diffeomorphism invariant) dimensional regularization method (i.e., analytic
continuation in the dimension of space d ) which allowed one to complete the de-
termination of the 3PN-level equations of motion [18, 56]. They have also been
derived by an Einstein–Infeld–Hoffmann-type surface-integral approach [77]. The
3.5PN terms in the equations of motion are also known [80, 84, 87].

Concerning the emission of gravitational radiation, two different gravitational-
wave generation formalisms have been developed up to a high PN accuracy: (i)
the Blanchet–Damour–Iyer formalism [12, 13, 15–17, 49, 50] combines a multipo-
lar post-Minkowskian (MPM) expansion in the exterior zone with a PN expansion
in the near zone; while (ii) the Will–Wiseman–Pati formalism [86, 87, 104, 105]
uses a direct integration of the relaxed Einstein equations. These formalisms were
used to compute increasingly accurate estimates of the GW forms emitted by in-
spiralling binaries. These estimates include both normal, near-zone generated PN
effects (at the 1PN [16], 2PN [21, 22, 105], and 3PN [26, 27] levels), and more
subtle, wave-zone generated (linear and nonlinear) “tail effects” [13, 17, 28, 106].
However, technical problems arose at the 3PN level. Similarly to what happened
with the equation of motion, the representation of black holes by “delta-function”
sources causes the appearance of dangerously divergent integrals in the 3PN multi-
pole moments. The use of Hadamard (partie finie) regularization did not allow one
to unambiguously compute the needed 3PN-accurate quadrupole moment. Only the
use of the (formally) diffeomorphism-invariant dimensional regularization method
allowed one to complete the 3PN-level gravitational-radiation formalism [20].

The works mentioned in this section (see also Blanchet’s contribution in this
volume, and [14] for a detailed account and more references) finally lead to PN-
expanded results for the motion and radiation of binary black holes. For instance,
the 3.5PN equations of motion are given in the form (aD 1; 2; i D 1; 2; 3)

d 2zia
dt2

D Ai cons
a C AiRR

a ; (1)

where

Acons D A0 C c�2A2 C c�4A4 C c�6A6; (2)

denotes the “conservative” 3PN-accurate terms, while

ARR D c�5A5 C c�7A7; (3)

denotes the time-asymmetric contibutions, linked to “radiation reaction.”
On the other hand, if we consider for simplicity the inspiralling motion of

a quasi-circular binary system, the essential quantity describing the emitted GW
form is the phase � of the quadrupolar GW amplitude h.t/' a.t/ cos.�.t/ C ı/.
PN theory allows one to derive several different functional expressions for the



The Effective One-Body Description of the Two-Body Problem 215

GW phase �, as a function either of time or of the instantaneous frequency.
For instance, as a function of time, � admits the following explicit expansion in
powers of � � �c3.tc � t/=5GM (where tc denotes a formal “time of coalescence,”
M �m1 Cm2 and ��m1m2=M

2)

�.t/ D �c � ��1 �5=8
 
1C

7X
nD2

.an C a0
n ln �/ ��n=8

!
; (4)

with some numerical coefficients an; a0
n that depend only on the dimensionless

(symmetric) mass ratio � � m1m2=M
2. The derivation of the 3.5PN-accurate

expansion (4) uses both the 3PN-accurate conservative acceleration (2) and a 3.5PN
extension of the (fractionally) 1PN-accurate radiation reaction acceleration (3)
obtained by assuming a balance between the energy of the binary system and the
GW energy flux at infinity (see, e.g., [14]).

Among the many other possible ways [54] of using PN-expanded results to pre-
dict the GW phase �.t/, let us mention the semi-analytic T4 approximant [7, 85].
The GW phase defined by the T4 approximant happens to agree well during the
inspiral with the NR phase in the equal mass case [29]. However, this agreement
seems to be coincidental because the T4 phase exhibits significant disagreement
with NR results for other mass ratios [66] (as well as for spinning black holes [73]).

3 Conservative Dynamics of Binary Black Holes: the EOB
Approach

The PN-expanded results briefly reviewed in the previous section are expected to
yield accurate descriptions of the motion and radiation of binary black holes only
during their early inspiralling stage, that is, as long as the PN expansion parameter
�e D GM=c2R (where R is the distance between the two black holes) stays signif-
icantly smaller than the value � 1

6
where the orbital motion is expected to become

dynamically unstable (“last stable circular orbit” and beginning of a “plunge” lead-
ing to the merger of the two black holes). One needs a better description of the
motion and radiation to describe the late inspiral (say �e & 1

12
), as well as the sub-

sequent plunge and merger. One possible strategy for having a complete description
of the motion and radiation of binary black holes, covering all the stages (inspiral,
plunge, merger, ringdown), would then be to try to “stitch together” PN-expanded
analytical results describing the early inspiral phase with 3-D numerical results
describing the end of the inspiral, the plunge, the merger, and the ringdown of the
final black hole, see, for example, Refs. [9, 85].

However, we wish to argue that the EOB approach makes a better use of all
the analytical information contained in the PN-expanded results (1)–(3). The basic
claim (first made in [35,36]) is that the use of suitable resummation methods should
allow one to describe, by analytical tools, a sufficiently accurate approximation
of the entire waveform, from inspiral to ringdown, including the non-perturbative
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plunge and merger phases. To reach such a goal, one needs to make use of several
tools: (i) resummation methods, (ii) exploitation of the flexibility of analytical
approaches, (iii) extraction of the non-perturbative information contained in various
numerical simulations, (iv) qualitative understanding of the basic physical features
which determine the waveform.

Let us start by discussing the first tool used in the EOB approach: the
systematic use of resummation methods. Essentially two resummation methods
have been employed (and combined) and some evidence has been given that they
do significantly improve the convergence properties of PN expansions. The first
method is the systematic use of Padé approximants. It has been shown in Ref. [53]
that near-diagonal Padé approximants of the radiation reaction force4 F seemed
to provide a good representation of F down to the last stable orbit (LSO) (which
is expected to occur when R� 6GM=c2, i.e. when �e ' 1

6
). In addition, a new

route to the resummation of F has been proposed very recently in Ref. [52]. This
approach, that will be discussed in detail below, is based on a new multiplicative
decomposition of the metric multipolar waveform (which is originally given as a
standard PN series). In this case, Padé approximants prove to be useful to further
improve the convergence properties of one particular factor of this multiplicative
decomposition.

The second resummation method is a novel approach to the dynamics of compact
binaries, which constitutes the core of the EOB method.

For simplicity of exposition, let us first explain the EOB method at the 2PN
level. The starting point of the method is the 2PN-accurate Hamiltonian describing
(in Arnowitt–Deser–Misner-type coordinates) the conservative, or time symmetric,
part of the equations of motion (1) [i.e. the truncationAcons D A0Cc�2A2Cc�4A4
of Eq. 2] say H2PN.q1 � q2;p1;p2/. By going to the center of mass of the system
.p1 C p2 D 0/, one obtains a PN-expanded Hamiltonian describing the relative
motion, q D q1 � q2, p D p1 D �p2:

H relative
2PN .q;p/ D H0.q;p/C 1

c2
H2.q;p/C 1

c4
H4.q;p/; (5)

whereH0.q;p/ D 1
2�

p2 C GM�
jqj (withM � m1 Cm2 and � D m1m2=M ) corre-

sponds to the Newtonian approximation to the relative motion, while H2 describes
1PN corrections andH4 2PN ones. It is well known that, at the Newtonian approxi-
mation,H0.q;p/ can be thought of as describing a “test particle” of mass� orbiting
around an “external mass” GM. The EOB approach is a general relativistic gener-
alization of this fact. It consists in looking for an “external spacetime geometry”
gext
��.x

�I GM/ such that the geodesic dynamics of a “test particle” of mass � within

gext
��.x

�;GM/ is equivalent (when expanded in powers of 1=c2) to the original, rel-
ative PN-expanded dynamics (5).

4 We henceforth denote by F the Hamiltonian version of the radiation reaction term ARR, Eq. 3,
in the (PN-expanded) equations of motion. It can be heuristically computed up to (absolute) 5.5PN
[19, 20, 27] and even 6PN [24] order by assuming that the energy radiated in GW at infinity is
balanced by a loss of the dynamical energy of the binary system.
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Let us explain the idea, proposed in [35], for establishing a “dictionary” between
the real relative-motion dynamics, (5), and the dynamics of an “effective” parti-
cle of mass � moving in gext

��.x
�;GM/. The idea consists in “thinking quantum

mechanically.”5 Instead of thinking in terms of a classical Hamiltonian, H.q;p/
[such as H relative

2PN , Eq. 5], and of its classical bound orbits, we can think in terms of
the quantized energy levels E.n; `/ of the quantum bound states of the Hamiltonian
operatorH. Oq; Op/. These energy levels will depend on two (integer valued) quantum
numbers n and `. Here (for a spherically symmetric interaction, as appropriate to
H relative), ` parametrizes the total orbital angular momentum (L2 D `.` C 1/ „2),
while n represents the “principal quantum number” nD `C nr C 1, where nr (the
“radial quantum number”) denotes the number of nodes in the radial wave func-
tion. The third “magnetic quantum number” m (with �` � m � `) does not enter
the energy levels because of the spherical symmetry of the two-body interaction
(in the center of mass frame). For instance, a nonrelativistic Coulomb (or Newton!)
interaction

H0 D 1

2�
p2 C GM�

jqj ; (6)

gives rise to the well-known result

E0.n; `/ D �1
2
�

�
GM�

n„
�2
; (7)

which depends only on n (this is the famous Coulomb degeneracy). When consid-
ering the PN corrections toH0, as in Eq. 5, one gets a more complicated expression
of the form

E relative
2PN .n; `/ D �1

2
�
˛2

n2

�
1C ˛2

c2

�c11
n`

C c20

n2

�
C ˛4

c4

� c13
n`3

C c22

n2`2
C c31

n3`
C c40

n4

� �
; (8)

where we have set ˛� GM�=„ DGm1m2=„, and where we consider, for simplic-
ity, the (quasi-classical) limit where n and ` are large numbers. The 2PN-accurate
result (8) had been derived by Damour and Schäfer [67] as early as 1988. The
dimensionless coefficients cpq are functions of the symmetric mass ratio ���=M ,
for instance c40 D 1

8
.145 � 15� C �2/. In classical mechanics (i.e., for large n

and `), it is called the “Delaunay Hamiltonian”, that is, the Hamiltonian expressed
in terms of the action variables6 J D `„ D 1

2	

H
p' d', andN Dn„ D Ir CJ , with

Ir D 1
2	

H
pr dr .

5 This is related to an idea emphasized many times by John Archibald Wheeler: quantum mechanics
can often help us in going to the essence of classical mechanics.
6 We consider, for simplicity, “equatorial” motions withm D `, that is, classically, � D 	

2
.
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The energy levels (8) encode, in a gauge-invariant way, the 2PN-accurate
relative dynamics of a “real” binary. Let us now consider an auxiliary problem:
the “effective” dynamics of one body, of mass �, following a geodesic in some
“external” (spherically symmetric) metric7

gext
�� dx

� dx� D �A.R/ c2 dT 2 C B.R/ dR2 CR2.d�2 C sin2 � d'2/: (9)

Here, the a priori unknown metric functions A.R/ and B.R/ will be constructed in
the form of expansions in GM=c2R:

A.R/ D 1C a1
GM

c2R
C a2

�
GM

c2R

�2
C a3

�
GM

c2R

�3
C � � � I

B.R/ D 1C b1
GM

c2R
C b2

�
GM

c2R

�2
C � � � ; (10)

where the dimensionless coefficients an; bn depend on �. From the Newtonian limit,
it is clear that we should set a1 D �2. By solving (by separation of variables) the
“effective” Hamiltonian–Jacobi equation

g
��
eff

@Seff

@x�
@Seff

@x�
C �2c2 D 0;

Seff D �Eeff t C Jeff ' C Seff.R/; (11)

one can straightforwardly compute (in the quasi-classical, large quantum numbers
limit) the Delaunay Hamiltonian Eeff.Neff; Jeff/, with Neff D neff „, Jeff D `eff „
(where Neff D Jeff C I eff

R , with I eff
R D 1

2	

H
peff
R dR, P eff

R D @Seff.R/=dR). This
yields a result of the form

Eeff.neff; `eff/ D �c2 � 1

2
�
˛2

n2eff

�
1C ˛2

c2

�
ceff
11

neff`eff
C ceff

20

n2eff

�
C ˛4

c4

�
ceff
13

neff`
3
eff

C ceff
22

n2eff`
2
eff

C ceff
31

n3eff`eff
C ceff

40

n4eff

��
;

(12)

where the dimensionless coefficients ceff
pq are now functions of the unknown

coefficients an; bn entering the looked for “external” metric coefficients (10).
At this stage, one needs (as in the famous AdS/CFT correspondence) to define a

“dictionary” between the real (relative) two-body dynamics, summarized in Eq. 8,
and the effective one-body one, summarized in Eq. 12. As, on both sides, quantum

7 It is convenient to write the “external metric” in Schwarzschild-like coordinates. Note that the
external radial coordinate R differs from the two-body ADM-coordinate relative distance RADM D
jqj. The transformation between the two coordinate systems has been determined in Refs. [35,55].
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mechanics tells us that the action variables are quantized in integers (Nreal D n„,
Neff D neff„, etc.) it is most natural to identify n D neff and ` D `eff. One then
still needs a rule for relating the two different energies E relative

real and Eeff. Ref. [35]
proposed to look for a general map between the real energy levels and the effective
ones (which, as seen when comparing (8) and (12), cannot be directly identified
because they do not include the same rest-mass contribution8), namely

Eeff

�c2
� 1 D f

�
E relative

real

�c2

�
D E relative

real

�c2

 
1C ˛1

E relative
real

�c2
C ˛2

�
E relative

real

�c2

�2
C � � �

!
:

(13)

The “correspondence” between the real and effective energy levels is illustrated
in Fig. 1.

Finally, identifying Eeff.n; `/=�c
2 to f .E relative

real =�c2/ yields six equations,
relating the six coefficients ceff

pq.a2; a3I b1; b2/ to the six cpq.�/ and to the two
energy coefficients ˛1 and ˛2. It is natural to set b1 D C2 (so that the linearized

Fig. 1 Sketch of the correspondence between the quantized energy levels of the real and effec-
tive conservative dynamics. n denotes the “principal quantum number” (n D nr C ` C 1, with
nr D 0; 1; : : : denoting the number of nodes in the radial function), while ` denotes the (relative)
orbital angular momentum .L2 D `.` C 1/„2/. Though the EOB method is purely classical, it
is conceptually useful to think in terms of the underlying (Bohr–Sommerfeld) quantization con-
ditions of the action variables IR and J to motivate the identification between n and ` in the two
dynamics

8 Indeed E total
real D Mc2 CE relative

real D Mc2 C Newtonian terms C 1PN=c2 C � � � , while Eeffective D
�c2 CN C 1PN=c2 C � � � .
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effective metric coincides with the linearized Schwarzschild metric with mass
M D m1Cm2). One then finds that there exists a unique solution for the remaining
five unknown coefficients a2; a3; b2; ˛1, and ˛2. This solution is very simple:

a2 D 0; a3 D 2�; b2 D 4 � 6�; ˛1 D �

2
; ˛2 D 0 : (14)

Note, in particular, that the map between the two energies is simply

Eeff

�c2
D 1C E relative

real

�c2

�
1C �

2

E relative
real

�c2

�
D s �m21 c

4 �m22 c4
2m1m2 c4

(15)

where s D .E tot
real/

2 � .Mc2 CE relative
real /2 is Mandelstam’s invariant D �.p1 C p2/

2.
Note also that, at 2PN accuracy, the crucial “gext

00” metric coefficient A.R/ (which
fully encodes the energetics of circular orbits) is given by the remarkably simple PN
expansion

A2PN.R/ D 1 � 2u C 2 � u3; (16)

where u � GM=.c2R/ and � � �=M � m1m2=.m1 Cm2/
2.

The dimensionless parameter ���=M varies between 0 (in the test mass limit
m1	m2) and 1

4
(in the equal-mass case m1 Dm2). When � ! 0, Eq. 16 yields

back, as expected, the well-known Schwarzschild time–time metric coefficient
�gSchw

00 D 1 � 2u D 1 � 2GM=c2R. One therefore sees in Eq. 16 the role of � as a
deformation parameter connecting a well-known test-mass result to a nontrivial and
new 2PN result. It is also to be noted that the 1PN EOB result A1PN.R/ D 1 � 2u
happens to be �-independent, and therefore identical to ASchw D 1 � 2u. This is
remarkable in view of the many nontrivial �-dependent terms in the 1PN relative
dynamics. The physically real 1PN �-dependence happens to be fully encoded in
the function f .E/ mapping the two energy spectra given in Eq. 15 above.

Let us emphasize the remarkable simplicity of the 2PN result (16). The 2PN
Hamiltonian (5) contains eleven rather complicated �-dependent terms. After trans-
formation to the EOB format, the dynamical information contained in these eleven
coefficients gets condensed into the very simple additional contribution C2 � u3 in
A.R/, together with an equally simple contribution in the radial metric coefficient:
.A.R/B.R//2PN D 1 � 6 � u2. This condensation process is even more drastic
when one goes to the next (conservative) PN order: the 3PN level, that is, additional
terms of order O.1=c6/ in the Hamiltonian (5). As mentioned above, the complete
obtention of the 3PN dynamics has represented quite a theoretical challenge and the
final, resulting Hamiltonian is quite complicated. Even after going to the center of
mass frame, the 3PN additional contribution 1

c6 H6.q;p/ to Eq. 5 introduces eleven
new complicated �-dependent coefficients. After transformation to the EOB format
[55], these eleven new coefficients get “condensed” into only three additional terms:
(i) an additional contribution to A.R/, (ii) an additional contribution to B.R/, and
(iii) a O.p4/ modification of the “external” geodesic Hamiltonian. For instance, the
crucial 3PN gext

00 metric coefficient becomes



The Effective One-Body Description of the Two-Body Problem 221

A3PN.R/ D 1� 2u C 2 � u3 C a4 � u4; (17)

where u D GM=.c2R/,

a4 D 94

3
� 41

32
	2 ' 18:6879027; (18)

while the additional contribution to B.R/ gives

D3PN.R/ � .A.R/B.R//3PN D 1 � 6�u2 C 2.3� � 26/�u3: (19)

Remarkably, it is found that the very simple 2PN energy map Eq. 15 does not need
to be modified at the 3PN level.

The fact that the 3PN coefficient a4 in the crucial “effective radial potential”
A3PN.R/, Eq. 17, is rather large and positive indicates that the �-dependent nonlinear
gravitational effects lead, for comparable masses .�� 1

4
), to a last stable (circular)

orbit (LSO) which has a higher frequency and a larger binding energy than what a
naive scaling from the test-particle limit .� ! 0/ would suggest. Actually, the PN-
expanded form (17) of A3PN.R/ does not seem to be a good representation of the
(unknown) exact function AEOB.R/ when the (Schwarzschild-like) relative coordi-
nate R becomes smaller than about 6GM=c2 (which is the radius of the LSO in the
test-mass limit). In fact, by continuity with the test-mass case, one a priori expects
thatA3PN.R/ always exhibits a simple zero defining an EOB “effective horizon” that
is smoothly connected to the Schwarzschild event horizon at RD 2GM=c2 when
� ! 0. However, the large value of the a4 coefficient does actually prevent A3PN

to have this property when � is too large, and in particular when �D 1=4, as it is
visually explained in Fig. 2. The black curves in the figure represent the A func-
tion at 1PN (solid line), 2PN (dashed line) and 3PN (dash-dot line) approximation:
while the 2PN curve still has a simple zero, the 3PN does not, due to the large value
of a4. It was therefore suggested [55] to further resum9 A3PN.R/ by replacing it by
a suitable Padé .P / approximant. For instance, the replacement of A3PN.R/ by

A13.R/ � P 13 ŒA3PN.R/� D 1C n1u

1C d1u C d2u2 C d3u3
; (20)

ensures that the � D 1
4

case is smoothly connected with the � D 0 limit, as Fig. 2
clearly shows.10

The use of Eq. 20 was suggested before one had any (reliable) non-perturbative
information on the binding of close black-hole binaries. Later, a comparison with

9 The PN-expanded EOB building blocks A.R/; B.R/; : : : already represent a resummation of the
PN dynamics in the sense that they have “condensed” the many terms of the original PN-expanded
Hamiltonian within a very concise format. But one should not refrain to further resum the EOB
building blocks themselves, if this is physically motivated.
10 We recall that the coefficient n1 and .d1; d2; d3/ of the Padé approximant are determined by the
condition that the first four terms of the Taylor expansion of A13 in powers of u D GM=.c2R/
coincide with A3PN.
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Fig. 2 Various approximations and Padé resummation of the EOB radial potential A.u/, where
u D GM=.c2R/, for the equal-mass case � D 1=4. The vertical dashed lines indicate the corre-
sponding (adiabatic) LSO location [35] defined by the condition d2E 0

eff=dR
2 D dE 0

eff=dR D 0,
where E 0

eff is the effective energy along the sequence of circular orbits (i.e., when P eff
R D 0)

some “waveless” numerical simulations of circular black-hole binaries [48] has
given some evidence that Eq. 20 is physically adequate. In Refs. [45,48] it was also
emphasized that, in principle, the comparison between numerical data and EOB-
based predictions should allow one to determine the effect of the unknown higher
PN contributions to Eq. 17. For instance, one can add a 4PN-like term Ca5�u5 or
a 5PN-like term Ca6�u6 in Eq. 17, and then Padé the resulting radial function. The
new resummed A potential will exhibit an explicit dependence on a5 (at 4PN) or
.a5; a6/ (at 5PN), that is

A14.RI a5; �/ D P 14
�
A3PN.R/C �a5u5


; (21)

or
A15.RI a5; a6; �/ D P 15

�
A3PN.R/C �a5u5 C �a6u6


: (22)

Comparing the predictions of A14.RI a5; �/ or A15.RI a5; a6; �/ to numerical data
might then determine what is the physically preferred “effective” value of the
unknown coefficient a5 (if working at 4PN effective accuracy) or of the dou-
blet .a5; a6/ (when including also 5PN corrections). For illustrative purposes,
Fig. 2 shows the effect of the Padé resummation with a5 D a6 D 0 and �D 1=4.
Note that the Padé resummation procedure is injecting some “information” beyond
that contained in the numerical values of the PN expansion coefficients an’s of
A.R/. As a consequence, the operation of Padéing and of restricting a5 and a6
to the (3PN-compatible) values a5 D 0Da6 do not commute: A14.RI 0; 1=4/ ¤
A15.RI 0; 0; 1=4/ ¤ A13.R; 1=4/. In this respect, let us also mention that the 4PN
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a5-dependent Padé approximant A14.RI a5; �/ exactly reduces to the 3PN Padé
approximantA13.RI �/ when a5 is replaced by the following function of �,

a3PN
5 .�/ � �.3392� 123	2/2

18432.� � 4/
: (23)

Note that the value of the A13-reproducing effective 4PN coefficient a3PN
5 .�/ in

the equal mass case is a3PN
5 .1=4/ ' �17:158031. This is numerically compatible

with the value a5 D �17:16 quoted in Ref. [30] (but note that the correct A13-
reproducing 4PN coefficient depends on the symmetric mass ratio �). Similarly,
when working at the 5PN level, A15.RI a5; a6; �/ exactly reduces to the 4PN Padé
approximantA14.RI a5; �/ when a6 is replaced by the following function of both �
and a5:

a4PN
6 .�; a5/

� �
�
2304a25 C 96

�
3392 � 123	2� a5 C �

3776 � 123	2� �32.3� C 94/ � 123	2��
24 Œ.3776 � 123	2/ � � 1536� :

(24)

The use of NR data to constrain the values of the higher PN parameters .a5; a6/
is an example of the useful flexibility [51] of analytical approaches: the fact that one
can tap numerically based, non-perturbative information to improve the EOB ap-
proach. The flexibility of the EOB approach related to the use of the a5-dependent
radial potential A14.RI a5; �/ has been exploited in several recent works [30, 37, 38,
61, 65, 66] focusing on the comparison of EOB-based waveforms with waveforms
computed via NR simulations. Collectively, all these studies have shown that it is
possible to constrain a5 (together with other flexibility parameters related to the re-
summation of radiation reaction, see below) so as to yield an excellent agreement (at
the level of the published numerical errors) between EOB and NR waveforms. The
result, however, cannot be summarized by stating that a5 is constrained to be in the
vicinity of a special numerical value. Rather, one finds a strong correlation between
a5 and other parameters, notably the radiation reaction parameter vpole introduced
below. More recently, Ref. [62] could get rid of the flexibility parameters (such as
vpole) related to the resummation of radiation reaction, and has shown that one can
get an excellent agreement with NR data by using only the flexibility in the doublet
.a5; a6/ (the other parameters being essentially fixed internally to the formalism).
We shall discuss this result further in Section 5 below.

The same kind of �-continuity argument discussed so far for theA function needs
to be applied also to theD.R/3PN function defined in Eq. 19. A straightforward way
to ensure that the D function stays positive when R decreases (since it is DD 1

when � ! 0) is to replace D3PN.R/ by D0
3.R/�P 03 ŒD3PN.R/�, where P 03 indi-

cates the .0; 3/ Padé approximant and explicitly reads

D0
3.R/ D 1

1C 6�u2 � 2.3� � 26/�u3
: (25)
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The resummation of A (via Padé approximants) is necessary for ensuring the
existence and �-continuity of a LSO (see vertical lines in Fig. 2), as well as the
existence and �-continuity of a last unstable orbit, that is, of a �-deformed ana-
log of the light ring RD 3GM=c2 when � ! 0. We recall that, when � D 0, the
light ring corresponds to the circular orbit of a massless particle, or of an extremely
relativistic massive particle, and is technically defined by looking for the maxi-
mum of A.R/=R2, that is, by solving .d=dR/.A.R/=R2/D 0. When � ¤ 0 and
when considering the quasi-circular plunge following the crossing of the LSO, the
“effective” meaning of the “�-deformed light ring” (technically defined by solving
.d=dR/.A.R W �/=R2/D 0) is to entail, in its vicinity, the existence of a maximum
of the orbital frequency ˝Dd'=dt (the resummation of D.R/ plays a useful role
in ensuring the �-continuity of this plunge behavior).

4 Description of Radiation–Reaction Effects
in the EOB Approach

In the previous section we have described how the EOB method encodes the con-
servative part of the relative orbital dynamics into the dynamics of an “effective”
particle. Let us now briefly discuss how to complete the EOB dynamics by defining
some resummed expressions describing radiation reaction effects. One is interested
in circularized binaries, which have lost their initial eccentricity under the influ-
ence of radiation reaction. For such systems, it is enough (as shown in [36]) to
include a radiation reaction force in the p' equation of motion only. More precisely,
we are using phase space variables r; pr ; '; p' associated to polar coordinates
(in the equatorial plane � D 	

2
). Actually it is convenient to replace the radial

momentum pr by the momentum conjugate to the “tortoise” radial coordinate
R D R

dR .B=A/1=2, that is, PR� D .A=B/1=2 PR . The real EOB Hamiltonian
is obtained by first solving Eq. 15 to get E total

real D p
s in terms of Eeff, and then by

solving the effective Hamiltonian–Jacobi equation11 to get Eeff in terms of the effec-
tive phase space coordinates qeff and peff. The result is given by two nested square
roots (we henceforth set c D 1):

OHEOB.r; pr� ; '/ D H real
EOB

�
D 1

�

q
1C 2� . OHeff � 1/; (26)

where

OHeff D
vuutp2r� C A.r/

 
1C p2'

r2
C z3

p4r�
r2

!
; (27)

11 Completed by the O.p4/ terms that must be introduced at 3PN.
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with z3 D 2� .4�3�/. Here, we are using suitably rescaled dimensionless (effective)
variables: r D R=GM, pr� D PR�=�, p' D P'=�GM, as well as a rescaled time
t D T=GM. This leads to equations of motion .r; '; pr� ; p'/ of the form

d'

dt
D @ OHEOB

@p'
� ˝; (28)

dr

dt
D
�
A

B

�1=2
@ OHEOB

@pr�
; (29)

dp'

dt
D OF' ; (30)

dpr�
dt

D �
�
A

B

�1=2
@ OHEOB

@r
; (31)

which explicitly read

d'

dt
D Ap'

�r2 OH OHeff

� ˝ ; (32)

dr

dt
D
�
A

B

�1=2
1

� OH OHeff

�
pr� C z3

2A

r2
p3r�

�
(33)

dp'

dt
D OF' (34)

dpr�
dt

D �
�
A

B

�1=2
1

2� OH OHeff

(
A0 C p2'

r2

�
A0 � 2A

r

�
C z3

�
A0

r2
� 2A

r3

�
p4r�

)
(35)

where A0 D dA=dr. As explained above the EOB metric function A.r/ is defined
by Padé resumming the Taylor-expanded result (10) obtained from the matching
between the real and effective energy levels [as we were mentioning, one uses a
similar Padé resumming forD.r/ � A.r/B.r/]. One similarly needs to resum OF' ,
that is, the ' component of the radiation reaction which has been introduced on the
right-hand side (r.h.s.) of Eq. 30. During the quasi-circular inspiral OF' is known
(from the PN work mentioned in Section 2 above) in the form of a Taylor expansion
of the form

OF Taylor
' D �32

5
� ˝5 r4!

OF Taylor.v'/; (36)

where v' � ˝ r! , and r! � rŒ .r; p'/�
1=3 is a modified EOB radius, with  being

defined as

 .r; p'/ D 2

r2

�
dA.r/

dr

��1
241C 2�

0@
vuutA.r/

 
1C p2'

r2

!
� 1

1A35 ; (37)
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which generalizes the 2PN-accurate Eq. 22 of Ref. [47]. In Eq. 36 we have defined

OF Taylor.v/ D 1CA2.�/ v2 C A3.�/ v3 C A4.�/ v4 C A5.�/ v5

CA6.�; log v/ v6 C A7.�/ v7 C A8.� D 0; log v/ v8; (38)

where we have added to the known 3.5PN-accurate comparable-mass result the
small-mass-ratio 4PN contribution [102]. We recall that the small-mass contribu-
tion to the Newton-normalized flux is actually known up to 5.5PN order, that is, to
v11 included. The standard Taylor expansion of the flux, 38, has rather poor conver-
gence properties when considered up to the LSO. This is illustrated in Fig. 3 in the
small-mass limit �D 0. The convergence of the PN-expanded flux can be studied in
detail in the �D 0 limit, because in this case one can compute an “exact” result nu-
merically (using black hole perturbation theory [43, 107]). The “exact” energy flux
shown in Fig. 3 is obtained as a sum over multipoles

F `max D
`maxX
`D2

X̀
mD1

F`m; (39)

where F`m D F`jmj already denotes the sum of two equal contributions correspond-
ing to Cm and �m (m ¤ 0 as F`0 vanishes for circular orbits). To be precise, the
“exact” result exhibited in Fig. 3 is given by the rather accurate approximation F .6/

Fig. 3 The extreme-mass-ratio limit (� D 0): the Newton-normalized energy flux emitted by a
particle on circular orbits. The figure illustrates the scattering of the standard Taylor expansion of
the flux around the “exact” numerical result (computed up to ` D 6) obtained via perturbation
theory
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obtained by choosing `max D 6; that is, by truncating the sum over ` in Eq. 39
beyond ` D 6. In addition, one normalizes the result onto the “Newtonian” (i.e.,
quadrupolar) result FN22 D 32=5.�=M/2v10. In other words, the solid line in Fig. 3
represents the quantity OF � F .6/=FN22 .

For clarity, we selected only three Taylor approximants: 3PN (v6), 3.5PN .v7/,
and 5.5PN (v11). These three values suffice to illustrate the rather large scatter
among Taylor approximants, and the fact that, near the LSO, the convergence toward
the exact value (solid line) is rather slow, and non-monotonic. [See also Fig. 1
in Ref. [88] and Fig. 3 of Ref. [53] for fuller illustrations of the scattered and
non-monotonic way in which successive Taylor expansions approach the numerical
result.] The results shown in Fig. 3 elucidate that the Taylor series 38 is inadequate
to give a reliable representation of the energy loss during the plunge. That is the
reason why the EOB formalism advocates the use of a “resummed” version of F' ,
that is, a non-polynomial function replacing Eq. 38 at the r.h.s. of the Hamilton’s
equation (and coinciding with it in the v=c 	 1 limit).

Two methods have been proposed to perform such a resummation. The first
method, that strongly relies on the use of Padé approximants, was introduced
by Damour, Iyer, and Sathyaprakash [53] and, with different degrees of sophis-
tication, has been widely used in the literature dealing with the EOB formalism
[30, 33, 34, 36–38, 59–61, 65, 66, 83, 85]. The second resummation method has been
recently introduced by Damour, Iyer, and Nagar [52] and exploited to provide a
self-consistent expression of the radiation reaction force in Ref. [62]. This latter
resummation procedure is based on (i) a new multiplicative decomposition of the
gravitational metric waveform which yields a (ii) resummation of each multipolar
contribution to the energy flux. The use of Padé approximants is a useful tool (but
not the only one) that proves helpful to further improve the convergence properties
of each multipolar contribution to the flux. The following two sections are devoted
to highlighting the main features of the two methods. For pedagogical reasons the
calculation is first done in the small-mass limit (� ! 0) and then generalized to the
comparable mass case.

4.1 Resummation of OF Taylor Using a One-Parameter Family
of Padé Approximants: Tuning vpole

Following [53], one resums OF Taylor by using the following Padé resummation
approach. First, one chooses a certain number vpole which is intended to represent
the value of the orbital velocity v' at which the exact angular momentum flux would
become infinite if one were to formally analytically continue OF' along unstable cir-
cular orbits below the LSO: then, given vpole, one defines the resummed OF .v'/ as

OF resummed.v'/ D
�
1 � v'

vpole

��1
P 44

��
1 � v'

vpole

�
OF Taylor.v' I � D 0/

�
; (40)

where P 44 denotes a .4; 4/ Padé approximant.
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Fig. 4 The extreme-mass-ratio limit (� D 0). Padé resummation of the Taylor-expanded energy
flux of Fig. 3 as proposed in Ref. [53] with vpole D 1=

p
3. The sequence of Padé approximants is

less scattered than the corresponding Taylor ones and closer to the exact result

If one first follows the reasoning line of [53], and fixes the location of the pole
in the resummed flux at the standard Schwarzschild value v.�D0/

pole D 1=
p
3, one

gets the result in Fig. 4. By comparison to Fig. 3, one can appreciate the signifi-
cantly better (and monotonic) way in which successive Padé approximants approach
(in L1 norm on the full interval 0 < x < xLSO) the numerical result. Ref. [53]
also showed that the observationally relevant overlaps (of both the “faithfulness”
and the “effectualness” types) between analytical and numerical adiabatic signals
were systematically better for Padé approximants than for Taylor ones. Note that
this figure is slightly different from the corresponding results in panel (b) of Fig. 3
in [53] (in particular, the present result exhibits a better “convergence” of the v11

curve). This difference is due to the new treatment of the logarithmic terms / logx.
Instead of factoring them out in front as proposed in [53], we consider them here
(following [61]) as being part of the “Taylor coefficients” fn.logx/ when Padéing
the flux function.

A remarkable improvement in the (L1) closeness between OF Padé-resummed.v/ and
OF Exact.v/ can be obtained, as suggested by Damour and Nagar [61] (following ideas

originally introduced in Ref. [51]), by suitably flexing the value of vpole. As pro-
posed in Ref. [61], vpole is tuned until the difference between the resummed and the
exact flux at the LSO is zero (or at least smaller than 10�4). The resulting closeness
between the exact and tuned-resummed fluxes is illustrated in Fig. 5. It is so good
(compared to the previous figures, where the differences were clearly visible) that
we need to complement the figure with Table 1. This table compares in a quantita-
tive way the result of the “untuned” Padé resummation (vpole D 1=

p
3) of Ref. [53]
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Fig. 5 The extreme-mass-ratio limit (� D 0). Same of Fig. 4 but flexing the value of the parameter
vpole so to improve the agreement with the exact result

Table 1 Errors in the flux of the two (untuned or tuned) Padé resummation procedures.
From left to right, the columns report: the PN-order; the difference between the resummed
and the exact flux, � OF D OF Resummed � OF Exact, at the LSO, and the L1 norm of � OF ,
jj� OF jj1 (computed over the interval 0 < v < vLSO), for vpole D 1=

p
3; the flexed

value of vpole used here; O�F at the LSO and the corresponding L1 norm (over the same
interval) for the flexed value of vpole

PN-order � OF 1=
p
3

LSO jj� OF jj1=
p
3

1 vpole � OF vpole

LSO jj� OF jjvpole1
3 (v6) � 0.048 0.048 0:5334 7:06 � 10�5 0.00426

3.5 (v7) � 0.051 0.051 0:5425 5:50 � 10�5 0.00429

5.5 (v11) � 0.022 0.022 0:5416 2:52 � 10�5 0.000854

to the result of the “vpole-tuned” Padé resummation described here. Defining the
function � OF .vI vpole/ D OF Resummed.vI vpole/ � OF Exact.v/ measuring the difference
between a resummed and the exact energy flux, Table 1 lists both the values of � OF
at v D vLSO and its L1 norm on the interval 0 < v < vLSO for both the untuned and
tuned cases. Note, in particular, how the vpole-flexing approach permits to reduce the
L1 norm over this interval by more than an order of magnitude with respect to the
untuned case. Note that the closeness between the tuned flux and the exact one is
remarkably good (4:3 � 10�3) already at the 3PN level.

It has recently been shown in several works [38, 61, 65, 66] that the flexibility in
the choice of vpole could be advantageously used to get a close agreement with NR
data (at the level of the numerical error). We will not comment here any further on
this parameter-dependent resummation procedure of the energy flux and address the
reader to the aforementioned references for further details.
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4.2 Parameter-Free Resummation of Waveform and Energy Flux

In this section we shall introduce the reader to the new resummation technique for
the multipolar waveform (and thus for the energy flux) introduced in Ref. [60, 61]
and perfected in [52]. The aim is to summarize here the main ideas discussed in [52]
as well as to collect most of the relevant equations that are useful for implementa-
tion in the EOB dynamics. To be precise, the new results discussed in Ref. [52] are
twofold: on the one hand, that work generalized the ` D m D 2 resummed wave-
form of [60, 61] to higher multipoles by using the most accurate currently known
PN-expanded results [10, 25, 79] as well as the higher PN terms that are known
in the test-mass limit [102, 103]; on the other hand, it introduced a new resumma-
tion procedure that consists in considering a new theoretical quantity, denoted as
�`m.x/, which enters the .`;m/ waveform (together with other building blocks, see
below) only through its `-th power: h`m / .�`m.x//

`. Here, and below, x denotes
the invariant PN-ordering parameter x � .GM˝=c3/2=3.

The main novelty introduced by Ref. [52] is to write the .`;m/ multipolar wave-
form emitted by a circular nonspinning compact binary as the product of several
factors, namely

h
."/

`m
D GM�

c2R
n
."/

`m
c`C".�/x.`C"/=2Y `�";�m

�	
2
;˚
� OS ."/eff T`me

iı`m�``m: (41)

Here, " denotes the parity of `Cm (" D 	.`Cm/), that is, " D 0 for “even-parity”
(mass-generated) multipoles (` C m even), and " D 1 for “odd-parity” (current-
generated) ones (`Cm odd); n."/

`m
and c`C".�/ are numerical coefficients; OS ."/eff is a

�-normalized effective source (whose definition comes from the EOB formalism);
T`m is a resummed version [60, 61] of an infinite number of “leading logarithms”
entering the tail effects [13, 17]; ı`m is a supplementary phase (which corrects
the phase effects not included in the complex tail factor T`m), and, finally, .�`m/

`

denotes the `-th power of the quantity �`m which is the new building block intro-
duced in [52]. Note that in previous papers [60,61] the quantity .�`m/

` was denoted
as f`m and we will mainly use this notation below. Before introducing explicitly the
various elements entering the waveform 41 it is convenient to decompose h`m as

h`m D h
.N;"/

`m
Oh."/
`m
; (42)

where h.N;"/
`m

is the Newtonian contribution and Oh."/
`m

� OS ."/eff T`me
iı`mf`m represents

a resummed version of all the PN corrections. The PN correcting factor Oh."/
`m

, as well

as all its building blocks, has the structure Oh."/
`m

D 1C O.x/.
Entering now in the discussion of the explicit form of the elements entering

Eq. 41, we have that the �-independent numerical coefficients are given by

n
.0/

`m
D .im/`

8	

.2`C 1/ŠŠ

s
.`C 1/.`C 2/

`.` � 1/ ; (43)
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n
.1/

`m
D �.im/` 16	i

.2`C 1/ŠŠ

s
.2`C 1/.`C 2/.`2 �m2/
.2` � 1/.`C 1/`.` � 1/ ; (44)

while the �-dependent coefficients c`C".�/ (such that jc`C".� D 0/j D 1), can be
expressed in terms of � (as in Ref. [25, 79]), although they are more conveniently
written in terms of the two mass ratios X1 D m1=M and X2 D m2=M in the form

c`C".�/ D X`C"�12 C .�/`C"X`C"�11

D X`C"�12 C .�/mX`C"�11 : (45)

In the second form of the equation we have used the fact that, as " D 	.` C m/,
	.`C "/ D 	.m/.

Let us turn now to discussing the structure of the OS ."/eff and T`m factors. To this
aim, following Ref. [52], we recall that along the sequence of EOB circular orbits,
which are determined by the condition @u

˚
A.u/Œ1C j 20 u2�

� D 0, the effective EOB
Hamiltonian (per unit � mass) reads

OHeff D Heff

�
D
q
A.u/.1C j 20 u2/ (circular orbits); (46)

where the squared angular momentum is given by

j 20 .u/ D � A0.u/
.u2A.u//0

(circular orbits); (47)

with the prime denoting d=du. Inserting this u-parametric representation of j 2 in
Eq. 46 defines the u-parametric representation of the effective Hamiltonian OHeff.u/.
In the even-parity case (corresponding to mass moments), since the leading order
source of gravitational radiation is given by the energy density, Ref. [52] defined the
even-parity “source factor” as

OS .0/eff .x/ D OHeff.x/ `Cm even; (48)

where xD .GM˝=c3/2=3. In the odd-parity case, they explored two, equally moti-
vated, possibilities. The first one consists simply in still factoring OHeff.x/; that is, in
defining OS .1;H/eff D OHeff.x/ also when `Cm is odd. The second one consists in factor-
ing the angular momentum J . Indeed, the angular momentum density "ijkxj �0k

enters as a factor in the (odd-parity) current moments, and J occurs (in the small-�
limit) as a factor in the source of the Regge–Wheeler–Zerilli odd-parity multipoles.
This leads us to define as second possibility

OS .1;J /eff D Oj .x/ � x1=2j.x/ `Cm odd; (49)
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where Oj denotes what can be called the “Newton-normalized” angular momentum,
namely the ratio Oj .x/ D j.x/=jN .x/with jN .x/ D 1=

p
x. In Ref. [52], the relative

merits of the two possible choices were discussed. Although the analysis in the
adiabatic � D 0 limit showed that they are equivalent from the practical point of
view (because they both yield waveforms that are very close to the exact numerical
result) we prefer to consider only the J -factorization in the following, that we will
treat as our standard choice.

The second building block in our factorized decomposition is the “tail factor”
T`m (introduced in Refs. [60,61]). As mentioned above, T`m is a resummed version
of an infinite number of “leading logarithms” entering the transfer function between
the near-zone multipolar wave and the far-zone one, due to tail effects linked to its
propagation in a Schwarzschild background of mass MADM D H real

EOB. Its explicit
expression reads

T`m D � .`C 1 � 2i OOk/
� .`C 1/

e	
OOke2i

OOk log.2kr0/; (50)

where r0 D 2GM and OOk � GH real
EOBm˝ and k � m˝ . Note that OOk differs from k by

a rescaling involving the real (rather than the effective) EOB Hamiltonian, computed
at this stage along the sequence of circular orbits.

The tail factor T`m is a complex number that already takes into account some of
the dephasing of the partial waves as they propagate out from the near zone to infin-
ity. However, as the tail factor only takes into account the leading logarithms, one
needs to correct it by a complementary dephasing term, eiı`m , linked to subleading
logarithms and other effects. This subleading phase correction can be computed as
being the phase ı`m of the complex ratio between the PN-expanded Oh."/

`m
and the

above-defined source and tail factors. In the comparable-mass case (� ¤ 0), the
3PN ı22 phase correction to the leading quadrupolar wave was originally computed
in Ref. [61] (see also Ref. [60] for the � D 0 limit). Full results for the sublead-
ing partial waves to the highest possible PN-accuracy by starting from the currently
known 3PN-accurate �-dependent waveform [25] have been obtained in [52].

The last factor in the multiplicative decomposition of the multipolar waveform
can be computed as being the modulus f`m of the complex ratio between the PN-
expanded Oh."/

`m
and the above-defined source and tail factors. In the comparable mass

case (� ¤ 0), the f22 modulus correction to the leading quadrupolar wave was
computed in Ref. [61] (see also Ref. [60] for the � D 0 limit). For the subleading
partial waves, Ref. [52] explicitly computed the other f`m’s to the highest possi-
ble PN-accuracy by starting from the currently known 3PN-accurate �-dependent
waveform [25]. In addition, as originally proposed in Ref. [61], to reach greater ac-
curacy the f`m.xI �/’s extracted from the 3PN-accurate � ¤ 0 results are completed
by adding higher order contributions coming from the �D 0 results [102, 103].
In the particular f22 case discussed in [61], this amounted to adding 4PN and
5PN �D 0 terms. This “hybridization” procedure was then systematically pur-
sued for all the other multipoles, using the 5.5PN accurate calculation of the
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multipolar decomposition of the GW energy flux of Refs. [102,103]. Note that such
hybridization procedure is not equivalent to the straightforward hybrid sum ansatz,
Qh`m D Qhknown

`m
.�/C Qhhigher

`m
.�D 0/ (where Qh`m �h`m=�) that one may have thought

to implement.
In the even-parity case, the determination of the modulus f`m is unique. In

the odd-parity case, it depends on the choice of the source which, as explained
above, can be connected either to the effective energy or to the angular momentum.
We will consider both cases and distinguish them by adding either the labelH or J
to the corresponding f`m. Note, in passing, that, since in both cases the factorized
effective source term (Heff or J ) is a real quantity, the phases ı`m’s are the same.

The above-explained procedure defines the f`m’s as Taylor-expanded PN series
of the type

f`m.xI �/ D 1C c
f`m

1 .�/x C c
f`m

2 .�/x2 C c
f`m

3 .�; log.x//x3 C � � � : (51)

Note that one of the virtues of our factorization is to have separated the half-integer
powers of x appearing in the usual PN-expansion of h."/

`m
from the integer powers,

the tail factor, together with the complementary phase factor eiı`m , having absorbed
all the half-integer powers. In Ref. [66] all the f`m’s (both for theH and J choices)
have been computed up to the highest available (�-dependent or not) PN accuracy.
In the formulas for the f`m’s given below, we “hybridize” them by adding to the
known �-dependent coefficients cf`m

n .�/ in Eq. 51 the � D 0 value of the higher
order coefficients: cf`m

n0 .� D 0/. The 1PN-accurate f`m’s for `C m even and also
for `Cm odd can be written down for all `. The complete result for the f`m’s that
are known with an accuracy higher than 1PN are listed in Appendix B of Ref. [66].
Here, for illustrative purposes, we quote only the lowest f even

`m
and f odd;J

`m
up to

` D 3 included:

f22.xI �/ D 1C 1

42
.55� � 86/x C

�
2047�2 � 6745� � 4288

�
1512

x2

C
�
114635�3

99792
� 227875�2

33264
C 41

96
	2� � 34625�

3696

�856
105

eulerlog2.x/C 21428357

727650

�
x3

C
�
36808

2205
eulerlog2.x/ � 5391582359

198648450

�
x4

C
�
458816

19845
eulerlog2.x/ � 93684531406

893918025

�
x5 C O.x6/; (52)
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f J21.xI �/ D 1C
�
23�

42
� 59

28

�
x C

�
85�2

252
� 269�

126
� 5

9

�
x2

C
�
88404893

11642400
� 214

105
eulerlog1.x/

�
x3

C
�
6313

1470
eulerlog1.x/ � 33998136553

4237833600

�
x4 C O.x5/; (53)

f33.xI �/ D 1C
�
2� � 7

2

�
x C

�
887�2

330
� 3401�

330
� 443

440

�
x2

C
�
147471561

2802800
� 78

7
eulerlog3.x/

�
x3

C
�
39 eulerlog3.x/ � 53641811

457600

�
x4 C O.x5/; (54)

f J32.xI �/ D 1C 320�2 � 1115� C 328

90.3� � 1/ x

C39544�3 � 253768�2 C 117215� � 20496
11880.3� � 1/

x2

C
�
110842222

4729725
� 104

21
eulerlog2.x/

�
x3 C O.x4/; (55)

f31.xI �/ D 1C
�

�2�
3

� 13

6

�
x C

�
�247�

2

198
� 371�

198
C 1273

792

�
x2

C
�
400427563

75675600
� 26

21
eulerlog1.x/

�
x3

C
�
169

63
eulerlog1.x/ � 12064573043

1816214400

�
x4 C O.x5/: (56)

For convenience and readability, we have introduced the following “eulerlog”

functions: eulerlogm.x/ D �E C log 2C 1

2
logxC logm, where �E D 0:57721 : : :

is Euler’s constant.
The decomposition of the total PN-correction factor Oh."/

`m
into several factors is

in itself a resummation procedure which has already improved the convergence of
the PN series one has to deal with: indeed, one can see that the coefficients entering
increasing powers of x in the f`m’s tend to be systematically smaller than the coeffi-
cients appearing in the usual PN expansion of Oh."/

`m
. The reason for this is essentially

twofold: (i) the factorization of T`m has absorbed powers ofm	 , which contributed
to make large coefficients in Oh."/

`m
, and (ii) the factorization of either OHeff or Oj
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has (in the �D 0 case) removed the presence of an inverse square-root singularity
located at xD 1=3, which caused the coefficient of xn in any PN-expanded quan-
tity to grow as 3n as n ! 1. To prevent some potential misunderstandings, let
us emphasize that we are talking here about a singularity entering the analytic
continuation (to larger values of x) of a mathematical function h.x/ defined (for
small values of x) by considering the formal adiabatic circular limit. The point is
that, in the � ! 0 limit, the radius of convergence and therefore the growth with n
of the PN coefficients of h.x/ (Taylor-expanded at x D 0), are linked to the singu-
larity of the analytically continued h.x/ which is nearest to x D 0 in the complex
x-plane. In the � ! 0 case, the nearest singularity in the complex x-plane comes
from the source factor OHeff.x/ or Oj .x/ in the waveform and is located at the light-
ring xLR.� D 0/ D 1=3. In the � ¤ 0 case, the EOB formalism transforms the latter
(inverse square-root) singularity in a more complicated (“branching”) singularity
where d OHeff=dx and d Oj =dx have inverse square-root singularities located at what
is called [34,36,37,61,65] the (Effective)12 “EOB-light-ring,” that is, the (adiabatic)

maximum of ˝ , xadiab
ELR .�/ � �

M˝adiab
max

�2=3 & 1=3.
Despite this improvement, the resulting “convergence” of the usual Taylor-

expanded f`m.x/’s quoted above does not seem to be good enough, especially
near or below the LSO, in view of the high accuracy needed to define GW tem-
plates. For this reason, Refs. [60,61] proposed to further resum the f22.x/ function
via a Padé (3,2) approximant, P 32 ff22.xI �/g, so as to improve its behavior in the
strong-field-fast-motion regime. Such a resummation gave an excellent agreement
with numerically computed waveforms, near the end of the inspiral and during the
beginning of the plunge, for different mass ratios [60,65,66]. As we were mention-
ing above, a new route for resumming f`m was explored in Ref. [52]. It is based on
replacing f`m by its `-th root, say

�`m.xI �/ D Œf`m.xI �/�1=`: (57)

The basic motivation for replacing f`m by �`m is the following: the leading
“Newtonian-level” contribution to the waveform h

."/

`m
contains a factor !`r`harmv"

where rharm is the harmonic radial coordinate used in the MPM formal-
ism [16, 49] . When computing the PN expansion of this factor one has to
insert the PN expansion of the (dimensionless) harmonic radial coordinate rharm,
rharm D x�1.1C c1x C O.x2//, as a function of the gauge-independent frequency
parameter x. The PN re-expansion of Œrharm.x/�

` then generates terms of the type
x�`.1 C `c1x C � � � /. This is one (though not the only one) of the origins of 1PN
corrections in h`m and f`m whose coefficients grow linearly with `. The study
of [52] has pointed out that these `-growing terms are problematic for the accuracy
of the PN-expansions. Our replacement of f`m by �`m is a cure for this problem.

12 Beware that this “Effective EOB-light-ring” occurs for a circular-orbit radius slightly larger
than the purely dynamical (circular) EOB-light-ring (where Heff and J would formally become
infinite).
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More explicitly, the investigation of 1PN corrections to GW amplitudes [16, 49, 79]
has shown that, in the even-parity case (but see also Appendix A of Ref. [52] for
the odd-parity case),

c
f`m

1 .�/

D �`
�
1 � �

3

�
C 1

2
C 3

2

c`C2.�/
c`.�/

� b`.�/

c`.�/
� c`C2.�/

c`.�/

m2.`C 9/

2.`C 1/.2`C 3/
; (58)

where c`.�/ is defined in Eq. 45 and

b`.�/ � X`2 C .�/`X`1 : (59)

Focusing on the � D 0 case for simplicitly (since the � dependence of cf`m

1 .�/ is
quite mild [52]), the above result shows that the PN expansion of f`m starts as

f even
`m .xI 0/ D 1 � `x

�
1 � 1

`
C m2.`C 9/

2`.`C 1/.2`C 3/

�
C O.x2/: (60)

The crucial thing to note in this result is that as ` gets large (keeping in mind that
jmj � `), the coefficient of x will be negative and will approximately range between
�5`=4 and �`. This means that when ` � 6 the 1PN correction in f`m would by
itself make f`m.x/ vanish before the (� D 0) LSO xLSO D 1=6. For example, for
the ` D m D 6 mode, one has f 1PN

66 .xI 0/ D 1 � 6x.1 C 11=42/ � 1 � 6x.1 C
0:26/ which means a correction equal to �100% at x D 1=7:57 and larger than
�100% at the LSO, namely f 1PN

66 .1=6I 0/ � 1�1:26 D �0:26. This value is totally
incompatible with the “exact” value f exact

22 .xLSO/ D 0:66314511 computed from
numerical data in Ref. [52].

Finally, one uses the newly resummed multipolar waveforms 41 to define a
resummation of the radiation reaction force F' defined as

F' D � 1

˝
F .`max/; (61)

where the (instantaneous, circular) GW flux F .`max/ is defined as

F .`max/ D 2

16	G

`maxX
`D2

X̀
mD1

jR Ph`mj2 D 2

16	G

`maxX
`D2

X̀
mD1

.m˝/2jRh`mj2: (62)

As an example of the performance of the new resummation procedure based on
the decomposition of h`m given by Eq. 41, let us focus, as before, on the com-
putation of the GW energy flux emitted by a test particle on circular orbits on
Schwarzschild spacetime. Figure 6 illustrates the remarkable improvement in the
closeness between OF New-resummed and OF Exact. The reader should compare this re-
sult with the previous Fig. 3 (the straightforward Taylor approximants to the flux),
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Fig. 6 Performance of the new resummation procedure described in Ref. [52]. The total GW flux
OF (up to `max D 6) computed from inserting in Eq. 62 the factorized waveform 41 with the Taylor-

expanded �`m’s (with either 3PN or 5PN accuracy for �22) is compared with the “exact” numerical
data

Fig. 4 (the Padé resummation with vpole D 1=
p
3) and Fig. 5 (the vpole-tuned Padé

resummation). To be fully precise, Fig. 6 plots two examples of fluxes obtained from
our new �`m-representation for the individual multipolar waveforms h`m. These
two examples differ in the choice of approximants for the `DmD 2 partial wave.
One example uses for �22 its 3PN Taylor expansion, T3Œ�22�, while the other one
uses its 5PN Taylor expansion, T5Œ�22�. All the other partial waves are given by
their maximum known Taylor expansion.13 Note that the fact that we use here for
the �`m’s some straightforward Taylor expansions does not mean that this new
procedure is not a resummation technique. Indeed, the defining resummation fea-
tures of our procedure have four sources: (i) the factorization of the PN corrections
to the waveforms into four different blocks, namely OS ."/eff , T`m, eiı`m and �`

`m
in

Eq. 41; (ii) the fact that OS ."/eff is by itself a resummed source whose PN expansion
would contain an infinite number of terms; (iii) the fact that the tail factor is a closed
form expression (see Eq. 50 above) whose PN expansion also contains an infinite
number of terms; and (iv) the fact that we have replaced the Taylor expansion of
f`m � �`

`m
by that of its `-th root, namely �`m.

In conclusion, Eqs. 41 and 62 introduce a new recipe to resum the (�-dependent)
GW energy flux that is alternative to the (vpole-tuned) one given by Eq. 40. The two

13 We recall that Ref. [52] has also shown that the agreement improves even more when the Taylor
expansion of the function �22 is further suitably Padé resummed.
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main advantages of the new resummation are: (i) it gives a better representation
of the exact result in the � ! 0 limit (compare Fig. 6 to Fig. 5), and (ii) it is
parameter-free: the only flexibility that one has in the definition of the waveform
and flux is the choice of the analytical representation of the function f22, like, for
instance, P 32 ff22g, .T3 Œ�22�/

2, .T5 Œ�22�/
2, etc. (although Ref. [52] has pointed

out the good consistency among all these choices). Note, that when � ¤ 0, the
GW energy flux will depend on the choice of resummation of the radial potential
A.R/ through the Hamiltonian (for the even-parity modes) or the angular momen-
tum (for the odd-parity modes). At the practical level, this means that the EOB
model, implemented with the new resummation procedure of the energy flux (and
waveform) described so far, will essentially only depend on the doublet of param-
eters .a5; a6/, that can in principle be constrained by comparison with (accurate)
NR results. Contrary to the previous vpole-resummation of the radiation reaction,
this route to resummation is free of radiation–reaction flexibility parameters. We
will consider it as our “standard” route to the resummation of the energy flux in
the following sections discussing in details the properties of the EOB dynamics and
waveforms.

5 EOB Dynamics and Waveforms

In this section, we marry together all the EOB building blocks described in the
previous sections and discuss the characteristic of the dynamics of the two black
holes as provided by the EOB approach. In the following three subsections we
discuss in some detail: (i) the setup of initial data for the EOB dynamics with
negligible eccentricity (Section 5.1); (ii) the structure of the full EOB waveform,
covering inspiral, plunge, merger, and ringdown, with the introduction of suitable
Next-to-Quasi-Circular (NQC) effective corrections to it (and thus to the energy
flux) (Section 5.2); (iii) the explicit structure of the EOB dynamics, discussing the
solution of the dynamical equations.

5.1 Post–Post-Circular Initial Data

In this subsection we discuss in detail the so-called post–post-circular dynamical
initial data (positions and momenta) as introduced in Section III B of [61]. This kind
of (improved) construction is needed to have initial data with negligible eccentricity.
Since the construction of the initial data is analytical, including the correction is
useful to start the system relatively close and to avoid evolving the EOB equation of
motion for a long time in order to make the system circularize itself.

To explain the improved construction of initial data let us introduce a formal
bookkeeping parameter " (to be set to 1 at the end) in front of the radiation
reaction OF' in the EOB equations of motion. One can then show that the
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quasi-circular inspiralling solution of the EOB equations of motion formally
satisfies

p' D j0.r/C "2j2.r/CO."4/; (63)

pr� D "	1.r/C "3	3.r/CO."5/: (64)

Here, j0.r/ is the usual circular approximation to the inspiralling angular mo-
mentum as explicitly given by Eq. 47 above. The order " (“post-circular”) term
	1.r/ is obtained by: (i) inserting the circular approximation p' D j0.r/

on the left-hand side (l.h.s.) of Eq. 10 of [59], (ii) using the chain rule
dj0.r/=dt D .dj0.r/=dr/.dr=dt/, (iii) replacing dr=dt by the right-hand side
(r.h.s) of Eq. 9 of [59] and (iv) solving for pr� at the first order in ". This leads to
an explicit result of the form (using the notation defined in Ref. [59])

"	1.r/ D
"
� OH OHeff

�
B

A

�1=2 �
dj0

dr

��1
OF'

#
0

; (65)

where the subscript 0 indicates that the r.h.s. is evaluated at the leading cir-
cular approximation " ! 0. The post-circular EOB approximation .j0; 	1/

was introduced in Ref. [36] and then used in most of the subsequent EOB
papers [33, 34, 37, 59, 83, 85]. The post–post-circular approximation (order "2),
introduced in Ref. [61] and then used systematically in Ref. [62,65,66], consists of:
(i) formally solving Eq. 35 with respect to the explicit p2' appearing on the r.h.s.; (ii)
replacing pr� by its post-circular approximation, Eq. 65; (iii) using the chain rule
d	1.r/=dt D .d	1.r/=dr/.dr=dt/; and (iv) replacing dr=dt in terms of 	1 (to
leading order) by using Eq. 33. The result yields an explicit expression of the type
p2' ' j 20 .r/Œ1 C "2k2.r/� of which one finally takes the square root. In principle,
this procedure can be iterated to get initial data at any order in ". As it will be shown
below, the post–post-circular initial data .j0

p
1C "2k2; 	1/ are sufficient to lead to

negligible eccentricity when starting the integration of the EOB equations of motion
at radius r �R=.GM/D 15.

5.2 EOB Waveforms

At this stage we have essentially discussed all the elements that are needed to
compute the EOB dynamics obtained by solving the EOB equation of motion,
Eqs. 32–35. The dynamics of the system yields .q.t/;p.t// � .'.t/; r.t/; p'.t/;

pr�.t//, namely, the trajectory in phase space. The (multipolar) metric waveform
during the inspiral and plunge phase, up to the EOB “merger time” tm (that is
defined as the maximum of the orbital frequency ˝), is a function of this tra-
jectory, that is, hinsplunge

`m
� h

insplunge
`m

.q.t/;p.t//. Focusing only on the dominant
` D m D 2 waveform, the waveform that describes the full process of the binary



240 T. Damour and A. Nagar

black-hole coalescence (i.e., inspiral, plunge, merger, and ringdown) can be split in
to two parts:

� The insplunge waveform: hinsplunge.t/, computed along the EOB dynamics up to
merger, which includes (i) the resummation of the “tail” terms described above
and (ii) some effective parametrization of NQC effects. The ` D m D 2 metric
waveform explicitly reads�

Rc2

GM

�
h

insplunge
22 .t/ D �n

.0/
22 c2.�/x

Oh22.�I x/f NQC
22 Y 2;�2

�	
2
;˚
�
; (66)

where the argument x is taken to be (following [47]) xD v2' D .r!˝/
2 (where

r! was introduced in Eq. 36 above). The resummed version of f22 enter-
ing in Oh22.x/ used here is given by the following Padé-resummed function
f Pf
22 � P 32 Œf

Taylor
22 .xI �/�. In the waveform h22 above we have introduced

(following [62]) a new ingredient, a “NQC” correction factor of the form14

f
NQC
22 .a1; a2/ D 1C a1

p2r�
.r˝/2

C a2
Rr

r ˝2
; (67)

where a1 and a2 are free parameters that have to be fixed. A crucial facet of the
new EOB formalism presented here consists in trying to be as predictive as pos-
sible by reducing to an absolute minimum the number of “flexibility parameters”
entering our theoretical framework. One can achieve this aim by “analytically”
determining the two parameters a1; a2 entering [via the NQC factor Eq. 67] the
(asymptotic) quadrupolar EOB waveform ORhEOB

22 (where OR D R=M ) by impos-
ing: (a) that the modulus j ORhEOB

22 j reaches, at the EOB-determined “merger time”
tm, a local maximum, and (b) that the value of this maximum EOB modulus is
equal to a certain (dimensionless) function of �, '.�/. In Ref. [62] we calibrated
'.�/ (independently of the EOB formalism) by extracting from the best current
NR simulations the maximum value of the modulus of the NR quadrupolar metric
waveform j ORhNR

22 j. Using the data reported in [99] and [66], and considering the
“Zerilli-normalized” asymptotic metric waveform �22 D ORh22=

p
24, we found

'.�/ ' 0:3215�.1�0:131.1�4�//. Our requirements (a) and (b) impose, for any
givenA.u/ potential, two constraints on the two parameters a1; a2. We can solve
these two constraints (by an iteration procedure) and thereby uniquely determine
the values of a1; a2 corresponding to any given A.u/ potential. In particular, in
the case considered here where A.u/ � A.uI a5; a6; �/ this uniquely determines
a1; a2 in function of a5; a6 and �. Note that this is done while also consistently
using the “improved” version of h22 given by Eq. 66 to compute the radiation
reaction force via Eq. 62.

14 Note that one could also similarly improve the subleading higher-multipolar-order contributions
to F' . In addition, other (similar) expressions of the NQC factors can be found in the literature [38,
65, 66].
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� A simplified representation of the transition between plunge and ringdown
by smoothly matching (following Refs. [60]), on a .2p C 1/-toothed “comb”
.tm � pı; : : : ; tm � ı; tm; tm C ı; : : : ; tm C pı/ centered around a matching
time tm, the inspiral-plus-plunge waveform to a ring-down waveform, made of
the superposition of several15 quasi-normal-mode complex frequencies,�

Rc2

GM

�
h

ringdown
22 .t/ D

X
N

CC
N e

��C
N
.t�tm/; (68)

with �C
N D ˛N C i !N , and where the labelN refers to indices .`; `0; m; n/, with

.`;m/ D .2; 2/ being the Schwarzschild-background multipolarity of the consid-
ered (metric) waveform h`m, with n D 0; 1; 2; : : : being the “overtone number”
of the considered Kerr-background Quasi-Normal-Mode, and `0 the degree of
its associated spheroidal harmonics S`0m.a�; �/. As discussed in [36] and [60],
and already mentioned above, the physics of the transition between plunge and
ringdown (which was first understood in the classic work of Davis et al. [68])
suggests to choose as matching time tm, in the comparable-mass case, the EOB
time when the EOB orbital frequency˝.t/ reaches its maximum value.

Finally, one defines a complete, quasi-analytical EOB waveform (covering the
full process from inspiral to ringdown) as:

hEOB
22 .t/ D �.tm � t/ h

insplunge
22 .t/C �.t � tm/ h

ringdown
22 .t/; (69)

where �.t/ denotes Heaviside’s step function. The final result is a waveform that
only depends on the two parameters .a5; a6/ which parametrize some flexibility
on the Padé resummation of the basic radial potential A.u/, connected to the yet
uncalculated (4PN, 5PN, and higher) PN contributions.

5.3 EOB Dynamics

We conclude this section by discussing the features of the typical EOB dynam-
ics obtained by solving the EOB equation of motion 32–35 with post–post-circular
initial data. The resummation of the radiation reaction force uses the multiplica-
tive decomposition of h`m given by Eq. 41 with NQC correction to the `DmD 2

multipole given by Eq. 67. We fix the free parameters to the model to be a5 D 0,
a6 D � 20 (see below why) while a1 and a2 are obtained consistently according to
the iteration procedure discussed above. The system is started at r0 D 15 and '0 D 0.
The post–post-circular initial data givep0' D 4:31509298 and p0r� D � 0:00109847.

15 Refs. [60, 65] use pD 2, that is, a five-teethed comb, and, correspondingly, five positive-
frequency Kerr Quasi-Normal Modes.
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Fig. 7 EOB dynamics for a5 D 0 and a6 D �20. Clockwise from the top left panel, the panels
report: the trajectory, the radial separation r.t/, the radial momentum pr� (conjugate to r�), the
orbital frequency ˝.t/, the angular momentum p'.t/, and the orbital phase '.t/

The result of the outcome of the integration of the EOB equation of motion is
displayed in Fig. 7 together with the trajectory (top-left panel) and the orbital fre-
quency (bottom-right panel). On this plot we remark two things. First, the fact that
the orbital frequency has a maximum at time tm D 3;522 that identifies, in EOB, the
merger (and matching) time. Second, the fact that pr� tends to a finite value after the
merger (contrary to pr , that would diverge), yielding a more controllable numerical
treatment of the late part of the EOB dynamics.
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6 EOB and NR Waveforms

So far we have seen that (at least) two different EOB models (of dynamics and
waveforms) are available. They differ, essentially, in the way the resummation of the
GW energy flux yielding the radiation reaction force is performed. The first EOB
model, that we will refer to as the “old” one, basically uses a Padé-resummation
of the energy flux with an external parameter vpole that must be fixed in some way.
The second EOB model, that we will refer to as the “improved” one, uses a more
sophisticated resummation procedure of the energy flux, multipole by multipole,
in such a way that the final result depends explicitly only on the same parameters
.a5; a6/ that are used to parametrize higher PN contribution to the conservative part
of the dynamics.

In the last 3 years, the power of the “old” EOB model has been exploited in
various comparisons with NR data, aiming at constraining in some way the space
of the EOB flexibility parameters (notably represented by a5 and vpole) by looking
at regions in the parameter space where the agreement between the numerical and
analytical waveforms is at the level of numerical error. For example, after a prelim-
inary comparison done in Ref. [34], Buonanno et al. [37] compared restricted EOB
waveforms16 to NR waveforms computed by the NASA-Goddard group, showing
that it is possible to tune the value of a5 so as to have a good agreement between the
two set of data. In particular, for a5 D 60 and vpole given according to the (nowadays
outdated) suggestion of Ref. [53], in the equal-mass case (�D 1=4), they found that
the dephasing between (restricted) EOB and NR waveforms (covering late inspiral,
merger and ringdown) stayed within ˙ 0:030 GW cycles over 14 GW cycles. In
the case of a mass ratio 4 W 1 (�D 0:16), the dephasing stayed within ˙0:035 GW
cycles over 9 GW cycles.

Later, the resummed factorized EOB waveform of Eq. 66 above within the
“old” EOB model has been compared to several set of equal-mass and unequal-
mass NR waveforms: (i) in the comparison with the very accurate inspiralling
simulation of the Caltech–Cornell group [29] the dephasing stayed smaller than
˙ 0:001 GW cycles over 30 GW cycles (and the amplitudes agreed at the � 10�3
level) [61]; (ii) in the comparison [65] with a late-inspiral–merger–ringdown NR
waveform computed by the Albert Einstein Institute group, the dephasing stayed
smaller than ˙ 0:005 GW cycles over 12 GW cycles; (iii) in the (joint) compari-
son [66] between EOB and very accurate equal-mass inspiralling simulation of the
Caltech–Cornell group [29] and late-inspiral–merger–ringdown waveform for 1:1,
2:1 and 4:1 mass-ratio data computed by the Jena group it was possible to tune
the EOB flexibility parameters (notably a5 and vpole) so that the dephasing stayed
at the level of the numerical error. The same “old” model, with resummed factor-
ized waveform, and the parameter-dependent (using vpole) resummation of radiation
reaction force, was recently extended by adding 6 more flexibility parameters to the

16 The terminology “restricted” refers to a waveform which uses only the leading Newtonian
approximation, h.N;"/`m , to the waveform.
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ones already introduced in Refs. [61,66], and was “calibrated” on the high-accuracy
Caltech–Cornell equal-mass data [38]. This calibration showed that only 5 flexibility
parameters (a5, vpole, and three parameters related to non-quasi-circular correc-
tions to the waveform amplitude) actually suffice to make the “old” EOB and NR
waveform agree, both in amplitude and phase, at the level of the numerical error
(this multi-flexed EOB model brings in an improvement with respect to the one of
Refs. [61, 66] especially for what concerns the agreement between the waveform
amplitude around the merger).

Recently, Ref. [62] has introduced and fully exploited the possibilities of the
“improved” EOB formalism described above, taking advantage of: (i) the mul-
tiplicative decomposition of the (resummed) multipolar waveform advocated in
Eq. 41 above; (ii) the effect of the NQC corrections to the waveform (and energy
flux) given by Eq. 66, and, most importantly; (iii) the parameter-free resummation
of radiation reaction F' . In Ref. [62] the .a5; a6/-dependent predictions made by
the “improved” formalism were compared to the high-accuracy waveform from
an equal-mass BBH (�D 1=4) computed by the Caltech–Cornell group [99] (and
now made available on the web). It was found that there is a strong degeneracy
between a5 and a6 in the sense that there is an excellent EOB-NR agreement for an
extended region in the .a5; a6/-plane. More precisely, the phase difference between
the EOB (metric) waveform and the Caltech–Cornell one, considered between GW
frequencies M!L D 0:047 and M!R D 0:31 (i.e., the last 16 GW cycles before
merger), stays smaller than 0.02 radians within a long and thin banana-like region
in the .a5; a6/-plane. This “good region” approximately extends between the points
.a5; a6/ D .0;�20/ and .a5; a6/ D .�36;C520/. As an example (which actually
lies on the boundary of the “good region”), we have followed [62] in considering
here the specific values a5 D 0; a6 D �20 (to which correspond, when � D 1=4,
a1 D �0:036347; a2 D 1:2468). We henceforth use M as time unit.

This result relies on the proper comparison between NR and EOB time series,
which is a delicate subject. In fact, to compare the NR and EOB phase time series
�NR
22 .tNR/ and �EOB

22 .tEOB/ one needs to shift, by additive constants, both one of the
time variables, and one of the phases. In other words, we need to determine � and ˛
such that the “shifted” EOB quantities

t 0EOB D tEOB C � �
0EOB
22 D �EOB

22 C ˛; (70)

“best fit” the NR ones. One convenient way to do so is first to “pinch” the
EOB/NR phase difference at two different instants (corresponding to two dif-
ferent frequencies). More precisely, one can choose two NR times tNR

1 ; tNR
2 , which

determine two corresponding GW frequencies17 !1 D!NR
22 .t

NR
1 /, !2 D!NR

22 .t
NR
2 /,

and then find the time shift �.!1; !2/ such that the shifted EOB phase difference,
between !1 and !2, ��EOB.�/ � �

0EOB
22 .t

0EOB
2 / � �

0EOB
22 .t

0EOB
1 /D�EOB

22 .tEOB
2 C

�/� �EOB
22 .tEOB

1 C �/ is equal to the corresponding (unshifted) NR phase difference

17 Alternatively, one can start by giving oneself !1; !2 and determine the NR instants tNR
1 ; tNR

2 at
which they are reached.
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��NR � �NR
22 .t

NR
2 /� �NR

22 .t
NR
1 /. This yields one equation for one unknown (�), and

(uniquely) determines a value �.!1; !2/ of � . (Note that the !2 ! !1 D !m limit
of this procedure yields the one-frequency matching procedure used in [29].) After
having so determined � , one can uniquely define a corresponding best-fit phase shift
˛.!1; !2/ by requiring that, say, �

0EOB
22 .t

0EOB
1 / � �EOB

22 .t
0EOB
1 /C ˛ D �NR

22 .t
NR
1 /.

Having so related the EOB time and phase variables to the NR ones we can
straightforwardly compare all the EOB time series to their NR correspondants.
In particular, we can compute the (shifted) EOB–NR phase difference

�!1;!2�EOBNR
22 .tNR/ � �

0EOB
22 .t 0EOB/ � �NR

22 .t
NR/: (71)

Figure 8 compares18 (the real part of) our analytical metric quadrupolar wave-
form �EOB

22 =� to the corresponding (Caltech–Cornell) NR metric waveform�NR
22 =�.

This NR metric waveform has been obtained by a double time integration (following
the procedure of Ref. [66]) from the original, publicly available, curvature wave-
form  224 . Such a curvature waveform has been extrapolated both in resolution and
in extraction radius. The agreement between the analytical prediction and the NR
result is striking, even around the merger. See Fig. 9 which closes up on the merger.
The vertical line indicates the location of the EOB-merger time, that is, the location
of the maximum of the orbital frequency.

The phasing agreement between the waveforms is excellent over the full time
span of the simulation (which covers 32 cycles of inspiral and about 6 cycles of
ringdown), while the modulus agreement is excellent over the full span, apart from

500 1,000 1,500 2,000 2,500 3,000 3,500 4,000

Fig. 8 This figure illustrates the comparison between the “improved” EOB waveform (quadrupo-
lar (`DmD 2) metric waveform 66 with parameter-free radiation reaction 61 and with a5 D 0,
a6 D � 20) with the most accurate NR waveform (equal-mass case) nowadays available. The
phase difference between the two is �� � ˙0:01 radians during the entire inspiral and plunge.
Ref. [62] has shown that this agreement is at the level of the numerical error

18 The two frequencies used for this comparison, by means of the “two-frequency pinching tech-
nique” mentioned above, are M!1 D 0:047 and M!2 D 0:31.
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Fig. 9 Close up around merger of the waveforms of Fig. 8. Note the excellent agreement between
both modulus and phasing also during the ringdown phase

two cycles after merger where one can notice a difference. More precisely, the phase
difference, �� D �EOB

metric � �NR
metric, remains remarkably small ( � ˙ 0:02 radians)

during the entire inspiral and plunge (!2 D 0:31 being quite near the merger). By
comparison, the root-sum of the various numerical errors on the phase (numerical
truncation, outer boundary, extrapolation to infinity) is about 0:023 radians during
the inspiral [99]. At the merger, and during the ringdown,�� takes somewhat larger
values ( � ˙ 0:1 radians), but it oscillates around zero, so that, on average, it stays
very well in phase with the NR waveform (as is clear on Fig. 9). By comparison,
we note that [99] mentions that the phase error linked to the extrapolation to infinity
doubles during ringdown. We then note that the total “two-sigma” NR error level
estimated in [99] rises to 0:05 radians during ringdown, which is comparable to
the EOB/NR phase disagreement. In addition, Ref. [62] compared the “improved”
EOB waveform to accurate NR data (obtained by the Jena group [66]) on the co-
alescence of unequal mass-ratio black-hole binaries. Figure 10 shows the result of
the EOB/NR waveform comparison for a 2:1 mass ratio, corresponding to � D 2=9.
When a5 D 0, a6 D �20, one finds a1 D �0:017017 and a2 D 1:1906. Again, the
agreement is excellent, and within the numerical error bars.

Finally, Ref. [62] explored another aspect of the physical soundness of the EOB
analytical formalism: the triple comparison between (i) the NR GW energy flux
at infinity (computed in [30]); (ii) the corresponding analytically predicted GW
energy flux at infinity (computed by summing j Ph`mj2 over `;m ); and (iii) (minus)
the mechanical energy loss of the system, as predicted by the general EOB
formalism, that is, the “work” done by the radiation reaction PEmechanical D ˝F' .
This comparison is shown in Fig. 11, which should be compared to Fig. 9 of [30].
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, ,

Fig. 10 Comparison between NR and EOB metric waveform for the 2:1 mass ratio

Fig. 11 The triple comparison between NR and EOB GW energy fluxes and the EOB mechanical
energy loss
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We kept here the same vertical scale as [30] which compared the NR flux to older
versions of (resummed and non-resummed) analytical fluxes and needed such a
˙10% vertical scale to accommodate all the models they considered. (The hor-
izontal axis is the frequency $ of the differentiated metric waveform Ph22.) By
contrast, we see again the striking closeness (at the � 2 � 10�3 level) between
the EOB and NR GW fluxes. As both fluxes include higher multipoles than the
.2; 2/ one, this closeness is a further test of the agreement between the improved
EOB formalism and NR results. (We think that the � 2� difference between the
(coinciding) analytical curves and the NR one on the left of the figure is due to
uncertainties in the flux computation of [30], possibly related to the method used
there of computing Ph.) Note that the rather close agreement between the analytical
energy flux and the mechanical energy loss during late inspiral is not required by
physics (because of the well-known “Schott term” [100]), but is rather an indication
that Ph`m can be well approximated by �im˝h`m.

7 Conclusions

We have reviewed the basic elements of the EOB formalism. This formalism is
still under development. The various existing versions of the EOB formalism have
all shown their capability to reproduce within numerical errors the currently most
accurate NR simulations of coalescing binary black holes. These versions differ in
the number of free theoretical parameters. Recently, a new “improved” version of
the formalism has been defined which contains essentially only two free theoretical
parameters.
Among the successes of the EOB formalism let us mention:

1. An analytical understanding of the nonadiabatic late-inspiral dynamics and of its
“blurred” transition to a quasi-circular plunge

2. The surprising possibility to analytically describe the merger of two black holes
by a seemingly coarse approximation consisting of matching a continued inspiral
to a ring-down signal

3. The capability, after using suitable resummation methods, to reproduce with
exquisite accuracy both the phase and the amplitude of the GW signal emitted
during the entire coalescence process, from early-inspiral to late-inspiral, plunge,
merger, and ringdown

4. The GW energy flux predicted by the EOB formalism agrees, within numerical
errors, with the most accurate numerical-relativity energy flux

5. The ability to correctly estimate (within a 2% error) the final spin and mass of
nonspinning coalescing black-hole binaries (this issue has not been discussed in
this review, but see Ref. [59])

We anticipate that the EOB formalism will also be able to provide an accurate de-
scription of more complicated systems than the nonspinning BBH discussed in this
review. On the one hand, we think that the recently improved EOB framework can
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be extended to the description of (nearly circularized) spinning black-hole systems
by suitably incorporating both the PN-expanded knowledge of spin effects [3,57,69]
and their possible EOB resummation [45, 58]. On the other hand, the EOB formal-
ism can also be extended to the description of binary neutron stars or mixed binary
systems made of a black hole and a neutron star [64]. An important input for this
extension is the use of the relativistic tidal properties of neutron stars [11, 63, 75].

Finally, we think that the EOB formalism has opened the realistic possibility of
constructing (with minimal computational resources) a very accurate, large bank of
GW templates, thereby helping in both detecting and analyzing the signals emitted
by inspiralling and coalescing binary black holes. Though we have had in mind in
this review essentially ground-based detectors, we think that the EOB method can
also be applied to space-based ones, that is, to (possibly eccentric) large-mass-ratio
systems.
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Introduction to Gravitational Self-Force

Robert M. Wald

Abstract The motion of a sufficiently small body in general relativity should be
accurately described by a geodesic. However, there should be “gravitational self-
force” corrections to geodesic motion, analogous to the “radiation reaction forces”
that occur in electrodynamics. It is of considerable importance to be able to calculate
these self-force corrections in order to be able to determine such effects as inspiral
motion in the extreme mass ratio limit. However, severe difficulties arise if one
attempts to consider point particles in the context of general relativity. This article
describes these difficulties and how they have been dealt with.

1 Motion of Bodies in General Relativity

General relativity with suitable forms of matter has a well posed initial value
formulation. In principle, therefore, to determine the motion of bodies in general
relativity – such as binary neutron stars or black holes – one simply needs to pro-
vide appropriate initial data (satisfying the constraint equations) on a spacelike slice
and then evolve this data via Einstein’s equation. It would be highly desirable to
obtain simple analytic descriptions of motion. However, it is clear that, in general,
the motion of a body of finite size will depend on the details of its composition as
well as the details of its internal states of motion. Therefore, one can hope to get a
simple description of motion only in some kind of “point particle limit.” Such a limit
encompasses many cases of physical interest, such as “extreme mass ratio” inspiral.
Of particular interest are the “radiation reaction” or “self-force” effects occurring
during inspiral – the radiation reaction being, of course, the cause of the inspiral.

By definition, a “point particle” is an object whose stress–energy tensor is
given by a delta-function with support on a worldline. A delta-function makes
perfectly good mathematical sense as a distribution. Now, if a “source term” in an
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equation is distributional in nature, then the solution to this equation can, at best, be
distributional in nature. Thus, if one wishes to consider distributional sources, one
must generalize the notion of partial differential equations to apply to distributions.
In the case of linear equations, this can be done straightforwardly: The notion of
differentiation of distributions is well defined, so it makes perfectly good mathemat-
ical sense to consider distributional solutions to linear partial differential equations
with distributional sources. Indeed, it is very useful to do so, and, for example, for
Maxwell’s equations even if the notion of a “point charge” did not arise from phys-
ical considerations, it would be very convenient for purely mathematical reasons to
consider solutions with a delta-function charge-current source.

However, the situation is different in the case of nonlinear partial differential
equations. Products of distributions normally can only be defined under special cir-
cumstances,1 so it does not usually even make mathematical sense to say that a
distribution satisfies a nonlinear equation. Thus, for example, although Maxwell’s
equations are linear, the coupled system of Maxwell’s equations together with the
equations of motion of the charged matter sources are nonlinear. Consequently, the
complete, “self-consistent” Maxwell/motion equations are nonlinear. Hence, a pri-
ori, these equations are mathematically ill defined for point-charge sources. During
the past century, there has been considerable discussion and debate as to how to
make sense of these equations.

2 Point Particles in General Relativity

Einstein’s equation is nonlinear, so a priori it does not make sense to consider this
equation with a distributional source. Nevertheless, it has been understood for the
past 40 years that it does make mathematical sense to consider Einstein’s equation
with a shell of matter [10], that is, an object whose stress–energy tensor is given
by a delta-function with support on a timelike hypersurface (the “shell”). Solutions
to Einstein’s equation with a shell of matter correspond to patching together two
smooth solutions along a timelike hypersurface in such a way that the metrics
induced by the solutions on the two sides of the shell agree, but the extrinsic
curvature is discontinuous. Such a solution corresponds to having a metric that is
continuous, but whose first derivative has a jump discontinuity across the shell, and
whose second derivative thereby has a delta-function character on the shell. Since
the curvature tensor is linear in the second derivatives of the metric and there are no
terms containing products of first and second derivatives of the metric, there is no
difficulty in making sense of the curvature tensor of such a metric as a distribution.

1 The product of two distributions can be defined if the decay properties of their Fourier transforms
are such that the Fourier convolution integral defining their product converges. This will be the
case when the wavefront sets of the distributions satisfy an appropriate condition (see [8]).
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Unfortunately, however, the situation is much worse for Einstein’s equation with
a point particle source.2 An analysis by Geroch and Traschen [6] shows that it
does not make mathematical sense to consider solutions of Einstein’s equation
with a distributional stress–energy tensor supported on a worldline. Mathematically,
the expected behavior of the metric near a “point particle” is too singular to make
sense of the nonlinear terms in Einstein’s equation, even as distributions. Physically,
if one tried to compress a body to make it into a point particle, it should collapse to
a black hole before a “point particle limit” can be reached.

3 Point Particles in Linearized Gravity

Since point particles do not make sense in general relativity, it might appear that no
simplifications to the description of motion can be achieved. However, the situation
is not quite this bad because it does make mathematical sense to consider solutions,
hab , to the linearized Einstein equation off of an arbitrary background solution, gab ,
with a distributional stress–energy tensor supported on a worldline. Therefore, one
might begin a treatment of gravitational self-force by considering solutions to

G
.1/

ab
Œh�.t; xi / D 8	M ua.t/ub.t/

ı.3/.xi � zi .t//p�g
d�

dt
: (1)

Here ua is the unit tangent (i.e., 4-velocity) of the worldline � defined by xi D zi .t/,
� is the proper time along � , and ı.3/.xi � zi .t// denotes the coordinate delta-
function, that is,

R
ı.3/.xi � zi .t//d 3xi D 1. (The right side of this equation could

also be written in a manifestly covariant form as 8	M
R
ı4.x; z.�//ua.�/ub.�/d�

where ı4 denotes the covariant 4-dimensional delta-function.) However, two major
difficulties arise in any approach that seeks to derive self-force effects starting with
the linearized Einstein equation:

� The linearized Bianchi identity implies that the right side of Eq. 1 must be con-
served in the background spacetime. For the case of a point-particle stress–energy
tensor as occurs here, conservation requires that the worldline � of the particle
is a geodesic of the background spacetime. Therefore, there are no solutions for
non-geodesic source curves, making it hopeless to use the linearized Einstein
equation to derive corrections to geodesic motion.

� Even if the first problem were solved, solutions to this equation are singular on
the worldline of the particle. Therefore, naive attempts to compute corrections to
the motion due to hab – such as demanding that the particle move on a geodesic
of gab Chab – are virtually certain to encounter severe mathematical difficulties,
analogous to the difficulties encountered in treatments of the electromagnetic
self-force problem.

2 “Strings” – that is, objects with a distributional stress–energy tensor corresponding to a delta-
function with support on a timelike surface of co-dimension two – are a borderline case; see [5].
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4 Lorenz Gauge Relaxation

The first difficulty has been circumvented by a number of researchers by modifying
the linearized Einstein equation as follows: Choose the Lorenz gauge condition, so
that the linearized Einstein equation takes the form

rcrc Qhab � 2Rcabd Qhcd D �16	M ua.t/ub.t/
ı.3/.xi � zi .t//p�g

d�

dt
(2)

rb Qhab D 0 (3)

where Qhab �hab � 1
2
hgab with hDhabg

ab . The first equation, by itself, has
solutions for any source curve � ; it is only when the Lorenz gauge condition is
adjoined that the equations are equivalent to the linearized Einstein equation and
geodesic motion is enforced. We will refer to the Lorenz gauge form of the lin-
earized Einstein equation (2) with the Lorenz gauge condition (3) not imposed – as
the relaxed linearized Einstein equation. If one solves the relaxed linearized Einstein
equation while simply ignoring the Lorenz gauge condition that was used to derive
this equation, one allows for the possibility of non-geodesic motion. Of course,
the relaxed linearized Einstein equation is not equivalent to the original linearized
Einstein equation. However, because deviations from geodesic motion are expected
to be small, the Lorenz gauge violation should likewise be small, and it thus has
been argued that solutions to the two systems should agree to sufficient accuracy.

5 Hadamard Expansions

In order to overcome the second difficulty, it is essential to understand the nature
of the singular behavior of solutions to the relaxed linearized Einstein equation on
the worldline of the particle. In order to do this, we would like to have a short
distance expansion for the (retarded) Green’s function for a general system of linear
wave equations like (2). A formalism for doing this was developed by Hadamard
in the 1920s. It is easiest to explain the basic idea of the Hadamard expansion in
the Riemannian case rather than the Lorentzian case, that is, for Laplace equations
rather than wave equations. For simplicity, we consider a single equation of the form

gabrarb� C Aara� C B� D 0; (4)

where gab is a Riemannian metric, Aa is a smooth vector field, and B is a
smooth function. In the Riemannian case, Green’s functions – that is, distributional
solutions to Eq. 4 with a delta-function source on the right side – are unique up to
the addition of a smooth solution,3 so all Green’s functions have the same singular

3 This follows immediately from “elliptic regularity,” since the difference between two Green’s
functions satisfies the source free Laplace equation (4).
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behavior.4 In 4-dimensions, in the case where gab is flat and bothAa D 0 andB D 0,
a Green’s function with source at x0 is given explicitly by

G.x; x0/ D 1

�.x; x0/
(5)

where �.x; x0/ denotes the squared geodesic distance between x and x0. This sug-
gests that we seek a solution to the generalized Laplace equation (4) of the form

G.x; x0/ D U.x; x0/
�.x; x0/

C V.x; x0/ ln �.x; x0/CW.x; x0/ (6)

where V and W are, in turn, expanded as

V.x; x0/ D
1X
jD0

vj .x; x
0/�j ; W.x; x0/ D

1X
jD0

wj .x; x
0/�j : (7)

One now proceeds by substituting these expansions into the generalized Laplace
equation (4), using the identity gabra�rb� D 4� , and then formally setting the
coefficient of each power of � to 0 (see, e.g., [4]). The leading order equation yields
a first order ordinary differential equation for U that holds along each geodesic
through x0. This equation has a unique solution – the square root of the van Vleck–
Morette determinant – that is regular at x0. In a similar manner, setting the coefficient
of the higher powers of � to 0, we get a sequence of “recursion relations” for the
quantities vj and wj , which uniquely determine them – except for w0, which can be
chosen arbitrarily. In the analytic case, one can then show that the resulting series for
V andW have a finite radius of convergence and that the above expansion provides
a Green’s function. In the C1 but nonanalytic case, there is no reason to expect
the series to converge, but truncated or otherwise suitably modified versions of the
series can be used to construct a parametrix for Eq. 4, that is, a solution to Eq. 4
with a source that differs from a ı-function by at most a C n function. Even in the
analytic case, the Hadamard series defines a Green’s function only in a sufficiently
small neighborhood of x0. Clearly, this neighborhood must be contained within a
normal neighborhood of x0 in order that � even be defined.

A similar construction works in the Lorentzian case, that is, for an equation of
the form (4) with gab of Lorentz signature. The corresponding Hadamard expansion
for the retarded Green’s function is

GC.x; x0/ D U.x; x0/ı.�/�.t � t 0/C V.x; x0/�.��/�.t � t 0/ (8)

4 This is not true in the Lorentzian case; the singular behavior of, for example, the retarded,
advanced, and Feynman propagators are different from each other.



258 R.M. Wald

where V again is given by a series whose coefficients vj are uniquely determined
by recursion relations. The following points should be noted:

� In both the Riemannian and Lorentzian cases, V.x; x0/ satisfies Eq. 4 in x. For
a self-adjoint equation (as will be the case for Eq. 4 if Aa D 0), we also have
V.x; x0/DV.x0; x/, so – where defined – V is a smooth solution of the homo-
geneous equation (4) in each variable.

� As already noted above, v0.x; x0/ (i.e., the first term in the series (7) for V )
is uniquely determined by a recursion relation that can be solved by integrat-
ing an ordinary differential equation along geodesics through x0. In particular,
in the Lorentzian case, v0.x; x0/ can thereby be obtained on the portion, N ,
of the future lightcone of x0 lying within a normal neighborhood of x0. Since
�.x; x0/D 0 for x 2 N , we have V.x; x0/D v0.x; x0/ on N . However, since –
as just noted – V.x; x0/ satisfies the wave equation in x, it is uniquely determined
in the domain of dependence of N . Thus, in the Lorentzian case, one obtains the
form (8) for the retarded Green’s function in a sufficiently small neighborhood
of x0 in a way that bypasses any convergence issues for the Hadamard series (7).

� For a globally hyperbolic spacetime, the retarded Green’s function GC.x; x0/ is
globally well defined. By contrast, as already emphasized, the Hadamard form
(8) of GC.x; x0/ can be valid at best within a normal neighborhood of x0. One
occasionally sees in the literature Hadamard formulas that are purported to be
valid when multiple geodesics connect x and x0, wherein a summation is made of
contributions of the form (6) or (8) for each geodesic. I do not believe that there
is any mathematical justification for these formulas.

� As follows from the “propagation of singularities” theorem [9], it is rigorously
true that, globally, GC.x; x0/ is singular if and only if there is a future directed
null geodesic from x0 to x (whether or not this geodesic lies within a normal
neighborhood of x0).

5.1 Hadamard Expansions for a Point Particle Source

Using the generalization of the Hadamard form (8) to the retarded Green’s function
for the relaxed linearized Einstein equation (2), one finds (after a very lengthy cal-
culation) that the solution to Eq. 2 in a sufficiently small neighborhood of the point
particle source in Fermi normal coordinates is

h˛ˇ D 2M

r
ı˛ˇ � 8Ma.˛uˇ/.1 � aixi /C htail

˛ˇ CMR˛ˇ CO.r2/: (9)

Here r denotes the distance to the worldline, a˛ is the acceleration of the worldline,
R˛ˇ denotes a term of order r constructed from the curvature of the background
spacetime, and

htail

˛ˇ � M

Z ��

�1

�
GC˛ˇ˛0ˇ 0 � 1

2
g˛ˇG

�

C�˛0ˇ 0

�
u˛

0
uˇ

0
d� 0: (10)
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The symbol �� means that this integration is to be cut short of � 0 D � to avoid the
singular behavior of the Green’s function there; this instruction is equivalent to using
only the “tail” (i.e., interior of the light cone) portion of the Green’s function. In the
region where the Hadamard form (8) holds (i.e., for x sufficiently close to x0), this
corresponds to the contribution to the Green’s function arising from V.x; x0/.

6 Equations of Motion Including Self-Force

With the above formula (9) for h˛ˇ as a starting point, the equations of motion of
a point particle – accurate enough to take account of self-force corrections – have
been obtained by the following three approaches:

� One can proceed in parallel with the derivations of Dirac [3] and DeWitt and
Brehme [2] for the electromagnetic case and derive the motion from conserva-
tion of total stress–energy [11]. This requires an (ad hoc) regularization of the
“effective stress energy” associated to h˛ˇ .

� One can derive equations of motion from some simple axioms [14], specifi-
cally that (i) the difference in “gravitational force” between different curves of
the same acceleration (in possibly different spacetimes) is given by the (angle
average of the) difference in �� �˛ˇu˛uˇ where � �˛ˇ is the Christoffel symbol
associated with h˛ˇ and (ii) the gravitational self-force vanishes for a uniformly
accelerating worldline in Minkowski spacetime. This provides a mathematically
clean and simple way of obtaining equations of motion, but it is not a true “deriva-
tion” since the motion should follow from the assumptions of general relativity
without having to make additional postulates.

� One can derive equations of motion via matched asymptotic expansions [11,13].
The idea here is to postulate a suitable metric form (namely, Schwarzschild
plus small perturbations) near the “particle,” and then “match” this “near zone”
expression to the “far zone” formula (9) for h˛ˇ . Equations of motion then arise
from the matching after imposition of a gauge condition. This approach is the
closest of the three to a true derivation, but a number of ad hoc and/or not fully
justified assumptions have been made, most notably Lorenz gauge relaxation.

6.1 The MiSaTaQuWa Equations

All three approaches have led to the following system of equations (in the case
where there is no “incoming radiation,” i.e., hab vanishes in the asymptotic past):

rcrc Qhab � 2Rcabd Qhcd D �16	M ua.t/ub.t/
ı.3/.xi � zi .t//p�g

d�

dt
(11)
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ubrbua D �
�
gab C uaub

��
rdhtail

bc � 1

2
rbhtail

cd

�
ucud (12)

where it is understood that the retarded solution to the equation for Qhab is to be
chosen. Equations 11 and 12 are known as the MiSaTaQuWa equations. Note that
the equation of motion (12) for the particle formally corresponds to the perturbed
geodesic equation in the metric gab Chtail

ab
. However, it should be emphasized that

htail

ab
fails to be differentiable on the worldline of the particle and fails to be a

(homogeneous) solution to the relaxed linearized Einstein equation. (This lack of
differentiability affects only the spatial derivatives of the spatial components of htail

ab
,

so the right side of Eq. 12 is well defined.) Thus, one cannot interpret htail

ab
as an

effective, regularized, perturbed metric.

6.2 The Detweiler–Whiting Reformulation

An equivalent reformulation of Eq. 12 that does admit an interpretation as perturbed
geodesic motion in an effective, regularized, perturbed metric has been given by
Detweiler and Whiting [1], who proceed as follows. The symmetric Green’s func-
tion is defined byGsym D .GCCG�/=2whereG� is the advanced Green’s function.
For the case of a self-adjoint wave equation of the form (4) – that is, with Aa D 0

and gab Lorentzian – the Hadamard expansion of Gsym is given by

Gsym.x; x
0/ D 1

2
ŒU.x; x0/ı.�/C V.x; x0/�.��/�: (13)

As previously noted V.x; x0/ is symmetric (i.e., V.x; x0/DV.x0; x/) and is a
homogeneous solution of Eq. 4 in each variable. However, V.x; x0/ is, at best,
defined only when x lies in a normal neighborhood of x0. In the region where V
is defined, Detweiler and Whiting define a new Green’s function by

GDW.x; x
0/ D 1

2
ŒU.x; x0/ı.�/ � V.x; x0/�.�/�: (14)

The Detweiler–Whiting Green’s function has the very unusual property of having no
support in the interior of the future or past light cones. Detweiler and Whiting show
that Eq. 12 is equivalent to perturbed geodesic motion in the metric gabChR

ab
where

hR
ab

is obtained by applyingGC �GDW for the relaxed linearized Einstein equation
to the worldline source. Since hR

ab
is a smooth, homogeneous solution to the relaxed

linearized Einstein equation, it can be given an interpretation as an effective, regu-
larized, perturbed metric. Of course, an observer making spacetime measurements
near the particle would see the metric gabChab , not gabChR

ab
.
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7 How Should Gravitational Self-Force Be Derived?

Although there is a general consensus that Eqs. 11 and 12 (or the Detweiler–Whiting
version of Eq. 12) should provide a good description of the self-force corrections to
the motion of a sufficiently small body, it is important that these equations be put on
a firmer foundation both to clarify their range of validity and to potentially enable
the systematic calculation of higher order corrections. It is clear that in order to
obtain a precise and rigorous derivation of gravitational self-force, it will be nec-
essary to take some kind of “point particle limit,” wherein the size, R, of the body
goes to 0. However, to avoid difficulties associated with the nonexistence of point
particles in general relativity, it is essential that one letsM go to 0 as well. IfM goes
to 0 more slowly than R, the body should collapse to a black hole before the limit
R ! 0 is achieved. On the other hand, one could consider limits where M goes to
0 more rapidly than R, but finite size effects would then dominate over self-force
effects as R ! 0. This suggests that we consider a one-parameter family of solu-
tions to Einstein’s equation, gab.�/, for which the body scales to 0 size and mass in
an asymptotically self-similar way as � ! 0, so that the ratio R=M approaches a
constant in the limit.

Recently, Gralla and I [7] have considered such one-parameter families of bodies
(or black holes). In the limit as � ! 0 – where the body shrinks down to a worldline
� and “disappears” – we proved that � must be a geodesic. Self-force and finite
size effects then arise as perturbative corrections to � . To first order in �, these
corrections are described by a deviation vector Zi along � . In [7], Gralla and I
proved that, in the Lorenz gauge, this deviation vector satisfies

d 2Zi

dt2
D 1

2M
SklRkl0

i � R0j0
iZj �

�
htaili

0;0 � 1

2
htail
00
;i

�
: (15)

The first term in this equation corresponds to the usual “spin force” [12], that is, the
leading order finite size correction to the motion. The second term is the usual right
side of the geodesic deviation equation. (This term must appear since the corrections
to motion must allow for the possibility of a perturbation to a nearby geodesic.) The
last term corresponds to the self-force term appearing on right side of Eq. 12. It
should be emphasized that Eq. 15 arises as the perturbative correction to geodesic
motion for any one-parameter family satisfying our assumptions, and holds for black
holes as well as ordinary bodies.

Although the self-force term in Eq. 15 corresponds to the right side of Eq. 12,
these equations have different meanings. Equation 15 is a first order perturbative
correction to geodesic motion, and no Lorenz gauge relaxation is involved in this
equation since hab is sourced by a geodesic � . By contrast, Eq. 12 is supposed to
hold even when the cumulative deviations from geodesic motion are large, and
Lorenz gauge relaxation is thereby essential. Given that Eq. 15 holds rigorously
as a perturbative result, what is the status of the MiSaTaQuWa equations (11),
(12)? In [7], we argued that the MiSaTaQuWa equations arise as “self-consistent
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perturbative equations” associated with the perturbative result (15). If the deviations
from geodesic motion are locally small – even though cumulative effects may yield
large deviations from any individual geodesic over long periods of time – then the
MiSaTaQuWa equations should provide an accurate description of motion.

Acknowledgements This research was supported in part by NSF grant PHY04-56619 to the
University of Chicago.
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Derivation of Gravitational Self-Force

Samuel E. Gralla and Robert M. Wald

Abstract We analyze the issue of “particle motion” in general relativity in a
systematic and rigorous way by considering a one-parameter family of metrics cor-
responding to having a body (or black hole) that is “scaled down” to 0 size and
mass in an appropriate manner. We prove that the limiting worldline of such a
one-parameter family must be a geodesic of the background metric and obtain the
leading order perturbative corrections, which include gravitational self-force, spin
force, and geodesic deviation effects. The status of the MiSaTaQuWa equation is
explained as a candidate “self-consistent perturbative equation” associated with our
rigorous perturbative result.

1 Difficulties with Usual Derivations

It is of considerable interest to determine the motion of a body in general relativity
in the limit of small size, taking into account the deviations from geodesic motion
arising from gravitational self-force effects. There is a general consensus that the
gravitational self-force is given by the “MiSaTaQuWa equations”: In the absence of
incoming radiation, the motion of a particle of mass M is given by

u�r�u� D �1
2
.g�� C u�u�/.2r�htail

�� � r�htail
�� /
ˇ̌
z.�/

u�u� ; (1)

where g�� is the background metric, u� is the four-velocity of the worldline z�, and

htail
��.x/ D M

Z ��

�1

�
GC
���0�0 � 1

2
g��G

C �
� �0�0

� �
x; z.� 0/

�
u�

0
u�

0
d� 0; (2)
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in which GC is the retarded Green’s function for the wave operator r˛r˛ Qh�� �
2R˛��

ˇ Qh˛ˇ . (Note that the �� limit of integration indicates that only the part ofGC
interior to the light cone contributes to htail

�� .) However, all derivations contain some
unsatisfactory features. This is not surprising in view of the fact that, as noted in [6],
“point particles” do not make sense in nonlinear theories like general relativity!

� Derivations that treat the body as a point particle require unjustified “regulariza-
tions.”

� Derivations using matched asymptotic expansions [3, 4] make a number of ad
hoc and/or unjustified assumptions.

� The axioms of the Quinn–Wald axiomatic approach [5] have not been shown to
follow from Einstein’s equation.

� All of the above derivations employ at some stage a “phoney” version of the lin-
earized Einstein equation with a point-particle source, wherein the Lorenz gauge
version of the linearized Einstein equation is written down, but the Lorenz gauge
condition is not imposed.

2 Rigorous Derivation Requirements

How should gravitational self-force be rigorously derived? A precise formula for
gravitational self-force can hold only in a limit where the size, R, of the body goes
to 0. Since “point-particles” do not make sense in general relativity – collapse to a
black hole would occur before a point-particle limit could be taken – the mass,M , of
the body must also go to 0 asR ! 0. In the limit asR;M ! 0, the worldtube of the
body should approach a curve, � , which should be a geodesic of the “background
metric.” The self-force should arise as the lowest order in M correction to � . In
the following, we shall describe an approach that we have recently taken to derive
gravitational self-force in this manner. Details can be found in [1].

The discussion above suggests that we consider a one-parameter family of solu-
tions to Einstein’s equation, .g��.�/; T��.�//, with R.�/ ! 0 and M.�/ ! 0 as
� ! 0. But, what conditions should be imposed on .g��.�/; T��.�// to ensure that
it corresponds to a body that is shrinking down to 0 size, without undergoing wild
oscillations, drastically changing its shape, or doing other crazy things as it does so?

3 Limits of Spacetimes

As a very simple, explicit example of the kind of one-parameter family we seek,
consider the Schwarzschild–de Sitter metrics with M D �,

ds2.�/ D �
�
1 � 2�

r
� Cr2

�
dt2 C

�
1 � 2�

r
� Cr2

��1
dr2 C r2d˝2: (3)
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If we take the limit as � ! 0 at fixed coordinates .t; r; �; �/ with r > 0, it is easily
seen that we obtain the de Sitter metric – with the de Sitter spacetime worldline �
defined by r D 0 corresponding to the location of the black hole “before it dis-
appeared.” However, there is also another limit that can be taken. At each time t0,
introduce rescaled coordinates Nr D r=�, Nt D .t � t0/=�. We then correspondingly
“blow up” the metric g��.�/ by multiplying it by ��2, that is, we define

Ng��.�/ � ��2g��.�/: (4)

We then have

d Ns2.�/ D �.1 � 2= Nr � �2C Nr2/d Nt2 C .1 � 2= Nr � �2C Nr2/�1d Nr2 C Nr2d˝2 : (5)

In the limit as � ! 0 (at fixed .Nt ; Nr; �; �/) the “de Sitter background” becomes
irrelevant. The limiting metric is simply the Schwarzschild metric of unit mass. The
fact that the limit as � ! 0 exists can be attributed to the fact that the Schwarzschild
black hole is shrinking to zero in a manner where, in essence, nothing changes
except the overall scale.

4 Our Basic Assumptions

The simultaneous existence of both of the above types of limits characterizes the
type of one-parameter family of spacetimes g��.�/ that we wish to consider. More
precisely, we wish to consider a one parameter family of solutions g��.�/ satisfying
the following properties:

� (i) Existence of the “ordinary limit”: There exist coordinates x˛ such that the
metric g��.�; x˛/ is jointly smooth in .�; x˛/, at least for r > NR� for some
constant NR, where r � pP

.xi /2 (i D 1; 2; 3). For all � and for r > NR�, g��.�/
is a vacuum solution of Einstein’s equation. Furthermore, g��.� D 0; x˛/ is
smooth in x˛ , including at r D 0, and, for � D 0, the curve � defined by r D 0

is timelike.
� (ii) Existence of the “scaled limit”: For each t0, we define Nt � .t � t0/=�, Nxi �
xi=�. Then the metric Ng N� N�.�I t0I Nx˛/ � ��2g N� N�.�I t0I Nx˛/ is jointly smooth in
.�; t0I Nx˛/ for Nr � r=� > NR.

4.1 Additional Uniformity Requirement

The above two conditions must be supplemented by an additional “uniformity
requirement,” which can be explained as follows. From the definitions of Ng N� N�
and Nx�, we can relate coordinate components of the barred metric in barred
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coordinates to coordinate components of the unbarred metric in corresponding
unbarred coordinates,

Ng N� N�.�I t0I Nt ; Nxi / D g��.�I t0 C �Nt ; � Nxi / : (6)

Now introduce new variables ˛ � r and ˇ � �=r D 1= Nr , and view the metric
components g��.�/ as functions of .˛; ˇ; t; �; �/, where � and � are defined in
terms of xi by the usual formula for spherical polar angles. We have

Ng N� N�.˛ˇ; t0I Nt ; 1=ˇ; �; �/ D g��.˛ˇ; t D t0 C �Nt I˛; �; �/ : (7)

Then, by assumption (ii) we see that for 0 < ˇ < 1= NR, g�� is smooth in .˛; ˇ/ for
all ˛ including ˛ D 0. By assumption (i), we see that for all ˛ > 0, g�� is smooth
in .˛; ˇ/ for ˇ < 1= NR, including ˇ D 0. Furthermore, for ˇ D 0, g�� is smooth in
˛, including ˛ D 0.

We now impose the additional uniformity requirement on our one-parameter
family of spacetimes:

� (iii) g�� is jointly smooth in .˛; ˇ/ at .0; 0/.

We already know from our previous assumptions that g��.�I t0; r; �; �/ and its
derivatives with respect to x˛ approach a limit if we let � ! 0 at fixed r and then
let r ! 0. The uniformity requirement implies that the same limits are attained
whenever � and r both go to 0 in any way such that �=r goes to 0.

It has recently been proven in [2] that an analog of the uniformity requirement
holds for electromagnetism in Minkowski spacetime in the following sense: Con-
sider a one-parameter family of charge-current sources of the form J�.�; t; xi / D
QJ�.�; t; xi=�/where QJ� is a smooth function of its arguments and xi D 0 defines a

timelike worldline. Then the retarded solution, F��.�; x�/, is a smooth function of
the variables .˛; ˇ; t; �; �/ in a neighborhood of .˛; ˇ/ D .0; 0/. In the gravitational
case, we do not have a simple relationship between the metric and the stress–energy
source, and in the nonlinear regime, it would not make sense to formulate the uni-
formity condition in terms of the behavior of the stress–energy. Consequently, we
have formulated this condition in terms of the behavior of the metric itself.

5 Geodesic Motion

The uniformity requirement implies that the metric components can be approximated
near .˛; ˇ/ D .0; 0/ with a finite Taylor series in ˛ and ˇ,

g��.�I t; r; �; �/ D
NX
nD0

MX
mD0

rn
�
�

r

�m
.a��/nm.t; �; �/; (8)



Derivation of Gravitational Self-Force 267

where remainder terms have been dropped. This gives a far zone expansion.
Equivalently, we have

Ng N� N�.�I t0I Nt ; Nr; �; �/ D
NX
nD0

MX
mD0

.�Nr/n
�
1

Nr
�m

.a��/nm.t0 C �Nt ; �; �/ : (9)

Further Taylor expanding this formula with respect to the time variable yields a near
zone expansion. Note that since we can express Ng N� N� at � D 0 as a series in 1= Nr as
Nr ! 1 and since Ng N� N� at � D 0 does not depend on Nt , we see that Ng N� N�.� D 0/ is a
stationary, asymptotically flat spacetime.

The curve � to which our body shrinks as � ! 0 (see condition (i) above) can
now be proven to be a geodesic of the metric g��.� D 0/ as follows: Choose the
coordinates x˛ so that at � D 0 they correspond to Fermi normal coordinates about
the worldline � . In particular, we have g�� D ��� on � at � D 0. It follows from
(8) that near � (i.e., for small r) the metric g�� must take the form

g�� D ��� CO.r/C �

�
C��.t; �; �/

r
CO.1/

�
CO.�2/ : (10)

Now, for r > 0, the coefficient of �, namely,

h�� D C��

r
CO.1/ ; (11)

must satisfy the vacuum linearized Einstein equation off the background spacetime
g��.� D 0/. However, since each component of h�� is a locally L1 function, it
follows immediately that h�� is well defined as a distribution. It is not difficult to
show that, as a distribution, h�� satisfies the linearized Einstein equation with source
of the form N��.t/ı.3/.xi /, where N�� is given by a formula involving the limit as
r ! 0 of the angular average of C�� and its first derivative. The linearized Bianchi
identity then immediately implies that N�� is of the form Mu�u� with M constant,
and that � is a geodesic forM ¤ 0.

6 Corrections to Motion

Our main interest, however, is not to rederive geodesic motion but to find the lead-
ing order corrections to geodesic motion that arise from finite mass and finite size
effects. To define these corrections, we need to have a notion of the “location” of
the body to first order in �. This can be defined as follows: Since Ng N� N�.� D 0/ is an
asymptotically flat spacetime, its mass dipole moment can be set to 0 (at all t0) as a
gauge condition on the coordinates Nxi . These coordinates then have the interpreta-
tion of being “center of mass coordinates” for the spacetime Ng N� N�.� D 0/. In terms
of our original coordinates x˛ , the transformation to center of mass coordinates at
all t0 corresponds to a coordinate transformation x˛ ! Ox˛ of the form

Ox˛.t/ D x˛ � �A˛.t; xi /CO.�2/ : (12)
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To first order in �, the worldline defined by Oxi D 0 should correspond to the
“position” of the body. The first-order displacement from � in the original coor-
dinates is then given simply by

Zi .t/ � Ai .t; xj D 0/: (13)

The quantity Zi is most naturally interpreted as a “deviation vector field” defined
on � . Our goal is to derive relations (if any) that hold forZi that are independent of
the choice of one-parameter family satisfying our assumptions.

6.1 Calculation of the Perturbed Motion

We now choose the x˛ coordinates – previously chosen to agree with Fermi normal
coordinates on � at � D 0 – to correspond to the Lorenz/harmonic gauge to first
order in �. To order �2, the leading order in r terms in g˛ˇ are

g˛ˇ .�I t; xi / D �˛ˇ C B˛iˇj .t/x
ixj CO.r3/

C �

�
2M

r
ı˛ˇ C htail

˛ˇ .t; 0/C htail

˛ˇi .t; 0/x
i CMR˛ˇ .t/CO.r2/

�
C �2

�
M 2

r2

��2t˛tˇ C 3n˛nˇ
�C 2

r2
Pi .t/n

i ı˛ˇC 1

r2
t.˛Sˇ/j .t/n

j

C 1

r
K˛ˇ .t; �; �/CH˛ˇ .t; �; �/CO.r/

�
CO.�3/ : (14)

Here B and R are expressions involving the curvature of g��.� D 0/ and we
have introduced the “unknown” tensors K and H . The quantities P i and S˛ˇ
turn out to be the mass dipole and spin of the “near-zone” background spacetime
Ng N� N�.� D 0/. For simplicity, we have assumed no “incoming radiation.” Hadamard
expansion techniques and the second-order perturbation theory were used to derive
this expression.

Using the coordinate shift x� ! x� � �A� to cancel the mass dipole term, the
above expression translates into the following expression for the scaled metric

Ng N̨ Ň.Ot0/ D �˛ˇ C 2M

Nr ı˛ˇ C M2

Nr2
��2t˛tˇ C 3n˛nˇ

�C 1

Nr2 t.˛Sˇ/j n
j CO

�
1

Nr3
�

C �

�
htail
˛ˇ C 2A.˛;ˇ/ C 1

r
K˛ˇ C Nt

Nr2 t.˛
PSˇ/j nj CO

�
1

Nr2
�

C Nt O
�
1

Nr3
��

C �2
�
B˛i ǰ Nxi Nxj Chtail

˛ˇ;� Nx�CMR˛ˇ. Nxi /C 2B˛i ǰ A
i Nxj C 2A.˛;ˇ/� Nx� CH˛ˇ

C Nt
Nr

PK˛ˇ C Nt 2
Nr2 t.˛

RSˇ/j nj CO

�
1

Nr
�

C Nt O
�
1

Nr2
�

C Nt 2 O
�
1

Nr3
��

CO.�3/;

(15)
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where quantities on the right side are evaluated at t D t0, and the overdots denote
derivatives with respect to t .

The terms that are first order in � in this equation satisfy the linearized vacuum
Einstein equation about the background “near zone” metric (i.e., the terms that are
0th order in �). From this equation, we find that dSij =dt D 0, that is, to lowest
order, spin is parallely propagated along � .

The terms that are second order in � in this equation satisfy the linearized
Einstein equation about the background “near zone” metric with source given by
the second-order Einstein tensor of the first order terms. Extracting the ` D 1, elec-
tric parity, even-under-time-reversal part of this equation at O.1= Nr2/ and O.Nt= Nr3/,
we obtain (after considerable algebra!)

Zi;00 D 1

2M
SklRkl0i �R0j0iZj �

�
htail
i0;0 � 1

2
htail
00;i

�
: (16)

In other words, in the Lorenz gauge, the deviation vector field, Za, on � that de-
scribes the first order perturbation to the motion satisfies

ucrc.ubrbZa/D 1

2M
Rbcd

aSbcud�Rbcd aubudZc�.gabCuaub/�
rdhtail

bc� 1
2

rbhtail

cd

�
ucud : (17)

7 Interpretation of Results

Equation 17 gives the desired leading order corrections to motion along the geodesic
� . The first term on the right side of this equation is the Papapetrou “spin force,”
which is the leading order “finite size” correction. The second term is just the usual
right hand side of the geodesic deviation equation; it is not a correction to geodesic
motion but rather allows for the possibility that the perturbation may make the body
move along a different geodesic. Finally, the last term describes the gravitational
self-force that we had sought to obtain, that is, the corrections to the motion caused
by the body’s self-field. Equation 17 gives the correct description of motion when
the metric perturbation is in the Lorenz gauge. When the metric perturbation is
expressed in a different gauge, the force may be different [1].

8 Self-Consistent Equations

Although we have now obtained the perturbative correction to geodesic motion due
to spin and self-force effects, at late times the small corrections due to self-force
effects should accumulate (e.g., during an inspiral), and eventually the orbit should
deviate significantly from the original, unperturbed geodesic � . When this happens,
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it is clear that our perturbative description in terms of a deviation vector defined on
� will not be accurate. Clearly, going to any (finite) higher order in perturbation the-
ory will not help (much). However, if the mass and size of the body are sufficiently
small, we expect that its motion is well described locally as a small perturbation of
some geodesic. Therefore, one should obtain a good description of the motion by
making up (!) a “self-consistent perturbative equation” that satisfies the following
criteria: (1) It has a well-posed initial value formulation. (2) It has the same “number
of degrees of freedom” as the original system. (3) Its solutions correspond closely
to the solutions of the original perturbation equation over a time interval where the
perturbation remains small. In some sense, such a self-consistent perturbative equa-
tion would take into account the important (“secular”) higher order perturbative
effects (to all orders), but ignore other higher order corrections. Such equations are
commonly considered in physics. The MiSaTaQuWa equations appear to be a good
candidate for a self-consistent perturbative equation associated with our perturbative
result.

9 Summary

In summary, we have analyzed the motion of a small body or black hole in general
relativity, assuming only the existence of a one-parameter family of solutions satis-
fying assumptions (i), (ii), and (iii) above. We showed that at lowest (“0th”) order,
the motion of a “small” body is described by a geodesic, � , of the “background”
spacetime. We then derived a formula for the first order deviation of the “center of
mass” worldline of the body from � . The MiSaTaQuWa equations then arise as (can-
didate) “self-consistent perturbative equations” based on our first order perturbative
result. Note that it is only at this stage that “phoney” linearized Einstein equations
come into play.

We have recently applied this basic approach to the derivation of self-force
in electromagnetism [2], and have argued that the reduced order form of the
Abraham–Lorentz–Dirac equation provides an appropriate self-consistent perturba-
tive equation associated with our first order perturbative result (whereas the original
Abraham–Lorentz–Dirac equation is excluded). It should be possible to use this
formalism to take higher order corrections to the motion into account in a system-
atic way in both the gravitational and electromagnetic cases.
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Elementary Development of the Gravitational
Self-Force

Steven Detweiler

Abstract The gravitational field of a particle of small mass m moving through
curved spacetime, with metric gab , is naturally and easily decomposed into two
parts each of which satisfies the perturbed Einstein equations through O.m/. One
part is an inhomogeneous field hS

ab
, which, near the particle, looks like the Coulomb

m=r field with tidal distortion from the local Riemann tensor. This singular field is
defined in a neighborhood of the small particle and does not depend upon boundary
conditions or upon the behavior of the source in either the past or the future. The
other part is a homogeneous field hR

ab
. In a perturbative analysis, the motion of the

particle is then best described as being a geodesic in the metric gab C hR
ab

. This
geodesic motion includes all of the effects that might be called radiation reaction
and conservative effects as well.

1 Introduction

Newton’s apple hangs in a tree. The force of gravity is balanced by the force from a
branch, and the apple is at rest. Later, the apple falls and accelerates downward until
it hits the ground.

Einstein’s insight elevates the lowly force of gravity to exalted status as a servant
of geometry. Einstein’s apple, being sentient and hanging in a tree, explains its own
non-geodesic, non free-fall, accelerated motion as being caused by the force it feels
from the branch. When the apple is released by the branch, its subsequent free fall
motion is geodesic and not accelerated. The apple is freed from all forces and does
not accelerate until it hits the ground.

These two perspectives have differing explanations and differing descriptions
of the motion, but the actual paths through the events of spacetime are the same.
Newton’s understanding that the gravitational mass is identical to the inertial mass
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implies that an object of negligible mass in free-fall moves along a trajectory which
is independent of the object’s mass. Einstein’s Equivalence Principle requires that
such an object in free-fall moves along a geodesic of spacetime, a trajectory which is
independent of the object’s mass. Newton’s free-fall motion and Einstein’s geodesic
motion describe such an object as moving along one and the same sequence of
events in spacetime.

Thorne and Hartle [52] give a clear and careful description of the motion of a
small nearly-Newtonian object through the geometry of spacetime. They conclude
that such motion might have a small acceleration, consistent with Newtonian anal-
ysis,1 from the coupling of the internal mass multipole moments of the object with
the multipole moments of the external spacetime geometry, which are related to the
components of the Riemann tensor in the vicinity of the object [cf. Eqs. 41–44].
If the object orbits a large black hole, then the analysis implies that the motion is
geodesic as long as any asphericity of the object, perhaps caused by rotation or tidal
distortion, can be ignored. An acceleration larger than allowed by the coupling of
the multipole moments is inexplicable in the context of either General Relativity
or of Newtonian gravity and must necessarily result from some non-gravitational
force.

How does the Thorne-Hartle description meld with the notion that Einstein’s
apple orbits a black hole, emits gravitational waves, radiates away energy and angu-
lar momentum, and cannot then move along a geodesic of the black hole geometry?
Radiation reaction is not a consequence of any asphericity of the apple. Does the
apple move along a geodesic? Would the apple, being sentient, describe its own
motion as free-fall?

For the moment consider the familiar electromagnetic radiation-reaction force on
an accelerating charge q as given below in Eq. 14. A notable feature is that the force
is proportional to q2. Consequently this force is often described as resulting from
the charge q interacting with its own electromagnetic field, and the force is called
the electromagnetic self-force.

Similar language is used with gravitation, but in that case the force is propor-
tional to m2 and the resulting acceleration is proportional to m. In general terms,
the gravitational self-force is said to be responsible for any aspect of motion that is
proportional to the massm of the object at hand. Yet, with either Newtonian gravity
or General Relativity, the motion of an object of small massm is independent ofm.
Gravitational self-force appears to be an oxymoron.

But, even Newtonian gravity contains a gravitational self-force. One might
describe the motion of the Moon about the Earth as free-fall in the Earth’s gravi-
tational field and conclude that

ma D m
�2	
T

�2
r D GMm

r2
(1)

1 If the acceleration of gravity g differs significantly across a large object, then the center of mass
moves responding to some average, over the object, of g which does not necessarily match a free-
fall trajectory.
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where r is the radius of the Moon’s orbit, so that the orbital period is

T D
p
4	2r3=GM (2)

A more accurate description of the motion includes the influence of the Moon
back on the Earth. Then the Moon is in free-fall in the Earth’s gravitational field
while the Earth orbits their common center of mass. And the conclusion becomes

m
�2	
T

�2
r D GMm

r2.1Cm=M/2

T D
p
4	2r3=GM Œ1Cm=M�: (3)

The mass of the Moon has an influence on its own motion in Eq. 3, and this
influence could be (although it rarely is) described as a consequence of the
Newtonian gravitational self-force. Nevertheless, Newton’s law of gravity still
implies that the Moon does not exert a net gravitational force on itself. The ac-
celeration of the Moon is still properly lined up with the gradient of the Earth’s
gravitational potential, and the Moon’s motion is described as free-fall or geodesic,
depending upon whether one is Newton or Einstein.

To me it seems inappropriate to describe the presence of the m=M term in Eq. 3 as
resulting from the interaction of the Moon with it’s own gravitational field. Rather,
the m=M term arises because the Earth orbits the common center of mass of the
Earth–Moon system.

The conundrum of radiation reaction as being consistent with geodesic motion
can now be resolved. Einstein’s apple orbiting a black hole must move along a
geodesic, but the geometry through which it moves is the black hole metric dis-
turbed by the presence of the apple. Nevertheless, this disturbed metric is a vacuum
solution of the Einstein equations in the neighborhood of the apple. If the motion
were not geodesic, then the apple could not explain its own motion as being free-fall
in a vacuum gravitational field. Such motion would violate Newton’s laws as well
as Einstein’s Equivalence Principle.

Throughout this manuscript we focus on the self-force acting on small objects
which are otherwise in unconstrained, free-fall motion – this includes the most inter-
esting case of the two body problem in general relativity. This specifically excludes
forced motion of, for example, a mass bouncing on the end of a spring. This re-
stricted interest allows us in a general way to avoid the mathematical complications
of Green’s functions in curved spacetime and to rely instead on a strongly intuitive
perspective which may be backed up with detailed analysis.

1.1 Outline

The Newtonian self-force problem in this Introduction is expanded upon in
Section 2, where it becomes clear that careful definitions of coordinates are difficult
to come by, and that physics is best described in terms of precisely defined and
physically measurable quantities.
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In Section 3 we describe Dirac’s [31] classical treatment of radiation reaction in
the context of electricity and magnetism in a language which mimics our approach
to the gravitational self-force and to an illustrative toy problem in Section 4.

Perturbation theory in General Relativity is described in Section 5.1, applied to
locally inertial coordinates in Section 5.2, applied to a neighborhood around a point
mass in Section 5.3, and used to describe a small object moving through spacetime
in Section 5.4.

The gravitational self-force is described in Section 6, which includes discussions
of the conservative and dissipative effects and of some different possible implemen-
tations of self-force analyses.

The important and yet very confusing issue of gauge freedom in perturbation
theory is raised in Section 7. And an example of gauge confusion in action is given
in Section 8.

An outline of the necessary steps in a self-force calculation is given in Section 9,
and some recent examples of actual gravitational self-force results are in Section 10
and 10.1. Section 10.2 describes a possible future approach to self-force calculations
which is amenable to a 3C1 numerical implementation in the style of numerical
relativity.

Concluding remarks are in Section 11.

1.2 Notation

The notation matches that used in an earlier review by the author [25] and is de-
scribed here and again later in context.

Spacetime tensor indices are taken from the first third of the alphabet a; b; : : : ; h,
indices which are purely spatial in character are taken from the middle third,
i; j; : : : ; q and indices from the last third r; s : : : ; z are associated with particu-
lar coordinate components. The operator ra is the covariant derivative operator
compatible with the metric at hand. We often use xi D .x; y; z/ for the spatial
coordinates, and t for a timelike coordinate. An overdot, as in PEij , denotes a time
derivative along a timelike worldline. The tensor �ab is the flat Minkowskii metric
.�1; 1; 1; 1/, down the diagonal. The tensor fkl is the flat, spatial Cartesian metric
.1; 1; 1/, down the diagonal. The projection operator onto the two dimensional sur-
face of a constant r two sphere is �i j D fi

j � xixj =r2. A capitalized index,A, B ,
. . . emphasizes that the index is spatial and tangent to such a two sphere. Thus when
written as �AB the projection operator is exhibiting its alternative role as the metric
of the two-sphere. The tensor �ijk is the spatial Levi-Civita tensor, which takes on
values of ˙1 depending upon whether the permutation of the indices are even or
odd in comparison to x; y; z. A representative length scale R of the geometry in the
region of interest in spacetime is the smallest of the radius of curvature, the scale of
inhomogeneities, and the time scale for changes along a geodesic. Typically, if the
region of interest is a distance r away from a massive objectM , then R�2 � M=r3

provides a measure of tidal effects, and R � an orbital period.
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2 Newtonian Examples of Self-Force and Gauge Issues

Newtonian gravity self-force effects appeared in the introduction. Why don’t we
discuss these effects in undergraduate classical mechanics? The primary reason is
that the Newtonian two-body problem can be solved easily and analytically without
mention of the self-force. But in addition, a description of the Newtonian self-force
introduces substantial, unavoidable ambiguities which are similar to the relativistic
choice of gauge. Only because gauge confusion haunts all of perturbation theory in
General Relativity do we now examine the Newtonian self-force using an elemen-
tary example made unavoidably confusing.

Consider a smaller mass m1 and a larger mass m2 in circular orbits of radii r1
and r2 about their common center of mass, so

m1r1 D m2r2: (4)

And their separation is

R D r1 C r2 D r1.1Cm1=m2/: (5)

Newton’s law of gravity gives

m1v21
r1

D Gm1m2

.r1 C r2/2
: (6)

The velocity v1 of the small object could be measurable by a redshift experiment.
For this Newtonian system

v21 D Gm2r1

.r1 C r2/2

D Gm2

r1.1Cm1=m2/2
;

D Gm2

r1
.1� 2m1=m2 C � � � /: (7)

Thus we could state that in the limit that m1 ! 0, the gravitational self-force
decreases the orbital speed v1 by a fractional amount �m1=m2. But, as an alter-
native, it is also true that

v21 D Gm2

R.1Cm1=m2/

D Gm2

R
.1 �m1=m2 C � � � /: (8)

Thus we could equally well state that in the limit that m1 ! 0, the gravitational
self-force decreases the orbital speed v1 by a fractional amount �m1=2m2. Which
would be correct?

How does the ambiguity arise? In the first treatment, near by the orbit the radius
r1 was implicitly held fixed while we took the limit m1 ! 0, and in that limit R
approaches r1 from above. In the second treatment the separation R was implicitly
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held fixed in the limit, and in that case r1 approaches R from below. Which of
these is the “correct” way to take the limit? When viewed near by, which is a better
description of the size of the orbit r1 or R?

In this Newtonian situation there might be some specific reason to make one
choice rather than the other and the confusion could be resolved by including the
detail of which quantity is being held fixed during the limiting process. But, in
General Relativity for a small mass m1 orbiting a much more massive black hole
m2 the ambiguity persists. After including self-force effects on the motion of m1,
it would be tempting to state that the Schwarzschild coordinate r of m1’s location
should be held fixed while m1 ! 0 to reveal the true consequences of the gravita-
tional self-force. However, only the spherical symmetry of the exact Schwarzschild
geometry allows for the unambiguous definition of r . Whereas the actual perturbed
geometry is not spherically symmetric and has no natural r coordinate.

A clear statement of a perturbative gauge choice (cf Section 7) that fixes the
gauge freedom can provide a mathematically well-defined quantity r on the mani-
fold. But physics has no preferred gauge and has no preferred choice for r , just as
neither r1 nor R is preferred in this Newtonian example.

Rather than arguing the benefits of one gauge choice over another, it is far bet-
ter to discard the focus on the radius r1 or the separation R of the orbit, and to
consider only quantities that could be determined with clear, unambiguous physical
measurements. The orbital frequency ˝ could be determined from the periodicity
of the system, and the speed of the less massive component v1 could be measured
via a Doppler shift. We now look for a relationship between these two physically
measurable quantities.

From the Newtonian analysis above,

˝2 D Gm2

r1.r1 C r2/2
D Gm2

r31 .1Cm1=m2/2
(9)

so that

r1 D
h Gm2

.1Cm1=m2/2

i1=3
˝�2=3 (10)

and

v21 D Gm2r1

.r1 C r2/2

D Gm2

r1.1Cm1=m2/2

D .Gm2˝/
2=3

.1Cm1=m2/4=3
D .Gm2˝/

2=3
�
1 � 4

3

m1

m2
C � � �

�
(11)

Next, it seems appropriate to define a quantity with units of length in terms of the
physically measurable˝ ,

R3˝ D Gm2=˝
2: (12)
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Now the velocity v1 of the orbit and the orbital frequency˝ are related by

v21 D Gm2

R˝

�
1 � 4

3

m1

m2
C � � �

�
; (13)

and in terms of these measurable quantities it is unambiguous to state that the
gravitational self-force changes v1, for a fixed˝ by a fractional amount �2m1=3m2.

This describes the effect of the self-force on two physically measurable observ-
ables and thus qualifies as a true, unambiguous self-force effect.

3 Classical Electromagnetic Self-Force

The standard expression [32] for the electromagnetic radiation reaction force on a
charged particle q is

Frad D 2

3

q2

c3
Rv: (14)

Equation (14) has issues of interpretation, but it does indeed describe the radiation
reaction force when applied with care.

Dirac’s [31] derivation of Eq. 14 is my favorite and can be described in a way
that blends rather well with my preferred description of the self-force and the toy
problem described in the next section.

First, Dirac considers the causally interesting retarded electromagnetic field F ret
ab

of an accelerating charge. But, he also considers the advanced field F adv
ab

and then
describes what I call the electromagnetic singular source S field in flat spacetime

F S
ab D 1

2
.F ret
ab C F adv

ab /: (15)

The field F S
ab

might also be called the symmetric field, as in “symmetric under
reversal of causal structure.” F S

ab
has unphysical causal features, but it is an exact

solution to Maxwell’s equations with a source. In curved spacetime the definition
of the singular source S field is more complicated than in the flat-space version
of Eq. 15.

Dirac next allows the charge q to be of finite size. Then he presents a subtle
analysis using the conservation of the electromagnetic stress–energy tensor in a
neighborhood of the charge to show that F S

ab
exerts no net force on the charge in the

limit that the size of the charge is vanishingly small.
Now let F act

ab
be the actual, measurable electromagnetic field. Then F act

ab
may be

separated into two parts

F act
ab D F S

ab C F R
ab (16)

where the remainder R-field is defined by

F R
ab � F act

ab � F S
ab : (17)
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Both F act
ab

and F S
ab

are solutions to Maxwell’s equations, in the neighborhood of q,
with identical sources. ThusF R

ab
is necessarily a vacuum solution of the electromag-

netic field equations and is therefore regular in the neighborhood of the particle.
Dirac then states that the radiation reaction force on the charge q moving with

four-velocity ua is

F rad
b D quaF R

ab (18)

and later shows that this is consistent with Eq. 14. In this context F R
ab

might be
called the radiation reaction field, in view of the force it exerts on the charge.

Imagine the situation as viewed by a local observer who moves with the particle
and is able to measure and analyze the actual electromagnetic field only in a neigh-
borhood which includes the particle but is substantially smaller than the wavelength
of any radiation. The observer is therefore not privy to any information whatsoever
about distant boundary conditions, or about the possible existence of electromag-
netically active material outside the neighborhood or even about the possibility of
electromagnetic radiation either ingoing or outgoing at a great distance.

After considering the motion of the charge, the observer could calculate F S
ab

and
then subtract it from the measured F act

ab
to yield F R

ab
. Finally the observer could

apply Eq. 18 and conclude that the Lorentz force law correctly describes the elec-
tromagnetic contribution to the acceleration of the charge, even though the observer
might be completely unaware of the presence of the radiation.

ThusF act
ab

is decomposed into two parts [28]. One partF S
ab

is singular at the point
charge, can be identified as the particle’s own electromagnetic field, and exerts no
force on the particle itself. The other part F R

ab
does exert a force on the particle, is

a locally source-free solution of Maxwell’s equations and can be locally identified
only as an externally generated field of indeterminate origin. A local observer would
have no direct information about the source of F R

ab
and, in particular, could not

distinguish the effects of radiation reaction from the effects of boundary conditions.

4 A Toy Problem with Two Length Scales That Creates
a Challenge for Numerical Analysis

Binary inspiral of a small black hole into a much larger one presents substantial
difficulties to the numerical relativity community. Perhaps the primary difficulty
results from having two very different length scales. On the one hand, a very coarse
grid size would allow easy resolution of the metric of the large black hole as well as
coverage out to the wavezone resulting in the efficient production of gravitational
waveforms. On the other hand, a very fine grid size would provide the detailed
information about the metric in a neighborhood of the small black hole necessary for
tracking the evolution of the binary system and for providing accurate gravitational
waveforms.

The following toy problem shares the two length-scale difficulty of binary
inspiral. But it is elementary, not complicated by curved spacetime or subtle
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dynamics, and yet leads to some insight on how the binary inspiral problem might
be approached. In addition, its resolution involves some aspects of Dirac’s analysis
of electromagnetic radiation reaction as presented in the previous section.

Consider this flat space numerical analysis problem in electrostatics: An object
of small radius ro has a spherically symmetric electric charge density �.r/ with an
associated electrostatic potential '. The object is inside an odd shaped grounded,
conducting box which is much larger than ro. The boundary condition on the poten-
tial is that ' D 0 on the box. For simplicity assume that the small object is at rest at
the origin of coordinates. Thus, there is no radiation and the field equation for ' is
elliptic. Then

r2' D �4	� (19)

where r is the usual three-dimensional flat space gradient operator, and r2 the
Laplace operator. Let r refer to the displacement from the center of the object at the
origin to a general point in the domain within the box.

Here is the goal: Given �.r/, numerically determine ' as a function of r every-
where inside the box, subject to the field equation (19) and to the boundary condition
that ' D 0 on the boundary of the box. Then find the total force on the small object
which results from its interaction with '.

Here is the difficulty: If the object is much smaller than the box, then the dif-
ference in length scales complicates calculating '. The object is very small so an
accurate analysis would require a very fine grid size. However, the distance from
the object to the boundary of the box is large compared to the size of object. Thus
a relatively coarse grid size would be desired to speed up the numerical evaluation.
The difficulty is exacerbated if we are also interested in the force from ' acting back
on the object; this requires accurately knowing the value of ' inside the small object
precisely where ' has substantial variability.

We will shortly introduce a variety of versions of the potential under consider-
ation. For clarity, the actual electrostatic potential 'act actually satisfies both the
field equation (19) with the actual source and also the relevant boundary conditions.
Thus, 'act is the potential which an observer would actually measure for the problem
at hand.

4.1 An Approach Which Avoids the Small Length Scale

To remove the two-length-scale numerical difficulty we take the following approach:
In a neighborhood of the object the potential ought to be approximated by the func-
tion 'S defined as the usual electrostatic potential of a spherical distribution of
charge which for a constant charge density �.r/ and total charge q is

for r < ro W 'S.r/ D q

2r3o
.3r2o � r2/

for r > ro W 'S.r/ D q=r: (20)
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The source field 'S.r/ is completely determined by local considerations in the
neighborhood of the object, and it is chosen carefully to be an elementary solu-
tion of

r2'S D �4	�: (21)

Sometimes 'S is called the singular field to emphasize the q=r behavior outside but
near a small source. Viewed from near by, the actual field 'act is approximately 'S.

Given 'S, the numerical problem may be reformulated in terms of the field

'R � 'act � 'S (22)

which is then a solution of

r2'R D �r2'S � 4	� D 0; (23)

where the second equality follows from Eq. 21. The regular field 'R is thus a source
free solution of the field equation, and is sometimes called the remainder when the
subtrahend 'S is removed from the actual field 'act in Eq. 22.

Viewed from afar, the boundary condition that 'act D 0 on the box plays an
important role and determines the boundary condition that 'R D �'S on the box.
Thus, rewriting the problem in terms of the analytically known 'S and the “to be
determined numerically” 'R leaves us with the boundary value problem

r2'R D 0 with the boundary condition that 'R D �'S on the box. (24)

It is important to note that 'R is a regular, source-free solution of the field equation.
In this formulation based upon Eq. 24 'R scales as the charge q but has no

structure with the length scale of the source ro. The small length scale has been
completely removed from the problem. The removal is at the expense of introduc-
ing a complicated boundary condition – but at least the boundary condition does not
have an associated small length scale. Once 'R has been determined, the actual field
'act D 'R C 'S is easily constructed.2

But that’s not all: This formulation has the bonus that it simplifies the calculation
of the force on the object from the field. The force is an integral over the volume of
the object,

F D �
Z
�.r/r'act d 3x: (25)

2 Following Dirac’s [31] usage, I prefer to use the word “actual” to refer to the complete, and total
field that might be measured at some location. Often in self-force treatises the “retarded field” plays
this central role. But, this obscures the fact that, viewed from near by, a local observer unaware of
boundary conditions could make no measurement which would reveal just what part of the field is
the retarded field. This confusion is increased if the spacetime is not flat, so that the retarded field
could be determined only if the entire spacetime geometry were known.
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In the original formulation using Eq. 19, the actual field 'act in the integral would
be dominated by 'S which changes dramatically over the length scale of the object,
and 'R could be easily lost in the noise of the computation. The spherical symmetry
of 'S and � imply that Z

�.r/r'S d 3x D 0: (26)

Then the substitution 'act ! 'S C 'R in the integral of Eq. 25 leads to the conclu-
sion that

F D �
Z
�.r/r'R d 3x: (27)

Thus the force acting on the object may be written in terms of only 'R.
But that’s not all: The field 'R does not change significantly over a small length

scale, so if the object is extremely small (Think: an approximation to a ı-function.)
then an accurate approximation to the force is

F D �qr'RjrD0; (28)

when viewed from near by.
Standard jargon calls the force in Eq. 28 the “self-force” because it is neces-

sarily proportional to q2 and apparently results from the object interacting with
“its own field.” But, it is important to note that this force clearly depends upon
the shape of the box, i.e. the details of the boundary conditions. In my opinion the
physics appears more intuitive to have “the object’s own field,” refer only to 'S

whose local behavior is defined uniquely and independently of any boundary con-
ditions. And 'S is also guaranteed to exert no force back on the charge. Then 'R is
a regular source-free solution to the field equation in the neighborhood of the object
and is solely responsible for the force acting on the object. An observer local to the
object would know �.r/, could calculate 'S and measure 'act. Subtracting 'S from
the actual field 'act then results in the regular remainder 'R D 'act � 'S. While the
force described in Eq. 28 is indeed proportional to q2, it still seems sensible to refer
to this as simply “the force” on the object.

4.2 An Alternative That Resolves Boundary Condition Issues

The previous resolution of the difficulty of the two length scales caused a change and
complication of the boundary conditions. With a slight variation, the problem can
be reformulated in a way that brings back the original, natural boundary conditions.

The alternative approach deals with the boundary condition complication by
introducing a window functionW.r/ [54] which has three properties:

(A) W.r/ D 1 in a region which includes at least the entire source �.r/, that is
all r � ro.
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(B) W.r/ D 0 for r > rW where rW is generally much larger than ro but is restricted
so that the entire region r < rW is inside the box.

(C) W.r/ is C1 and changes only over a long length scale comparable to rW.

For this alternative approach the field defined by

ˆR � 'act �W'S (29)

is a solution of

r2ˆR D �r2.W'S/� 4	�

D �'Sr2W � 2rW � r'S �W r2ˆS � 4	�
D �'Sr2W � 2rW � r'S � Seff; (30)

where Seff is the effective source and the third equality follows from Eq. 21 and
property (A). The boundary condition is now that ˆR D 0 on the box, which is
the natural boundary condition. Thus, rewriting the problem in terms of the analyt-
ically known 'S and the to-be-determined-numericallyˆR leaves us with the field
equation

r2ˆR D Seff (31)

and the natural boundary condition that ˆR D 0 on the box.
It is important to note that the effective source Seff defined in Eq. 30 is zero

inside the small object where W.r/ D 1 and changes only over a long length scale
rW. Thus the field ˆR is a regular, source-free solution of the field equation inside
the object, and outside the objectˆR only changes over a long length scale rW. And
Eqs. 27 and 28 provide the force acting on the object, after 'R is replaced with ˆR.

This alternative approach completely removes the small length scale from the
problem and leaves the natural boundary condition ˆR D 0 on the box intact.

In applications of this approach to problems in curved spacetime, the singular
field 'S is rarely known exactly. In fact, for a ı-function source often only a finite
number of terms in an asymptotic expansion are available. This limits the differen-
tiability of the source of Eq. 31 which, in turn, limits the differentiability ofˆR at the
particle. But the procedure remains quite adequate for solving self-force problems.

This approach to the self-force, which introduces a window function, has now
been implemented for a scalar charge in a circular orbit of the Schwarzschild geom-
etry and is discussed below in Section 10.2.

5 Perturbation Theory

Perturbation theory has had some great successes in General Relativity particularly
in the realm of black holes [46, 49, 51, 60] by proving stability [46, 56, 58, 60], ana-
lyzing the quasi-normal modes, [18, 22, 34, 35, 44] and calculating the gravitational
waves from objects falling in and around black holes [19–21, 23, 60] to highlight
just a few of the earlier accomplishments.
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In preparation for the era of gravitational wave astronomy, relativists are now
turning their attention to second and higher order perturbation analysis. However,
we focus on linear order and give a brief description of this theory.

In Section 5.1 we begin with an overview that emphasizes the Bianchi identity’s
implication that a perturbing stress–energy tensor Tab must be conserved raTab D 0

to have a well formulated perturbation problem. This requires that an object of small
size and mass must move along a geodesic.

We use perturbation theory in Section 5.2 to describe the geometry in the
vicinity of a timelike geodesic � of a vacuum spacetime. We specifically use a
locally inertial and harmonic coordinate system, THZ coordinates introduced by
Thorne and Hartle [52], to represent the metric as a perturbation of flat spacetime
gab D �ab CHab in a particularly convenient manner within a neighborhood of the
geodesic.

In Section 5.3 we put a small massm down on this same geodesic � and treat its
gravitational field hS

ab
as a perturbation of gab .

Finally, in Section 5.4 we identify hS
ab

as the S-field of m, the analogue of F S
ab

in Section 3 and of �S in Section 4. In particular hS
ab

is a metric perturbation which
is singular at the location of m, is a solution of the field equation for a ı-function
point mass and exerts no force back on the mass m itself.

5.1 Standard Perturbation Theory in General Relativity

We start with a spacetime metric gab which is a vacuum solution of the Einstein
equations Gab.g/D 0. Then we ask, “What is the slight perturbation hab of the
metric created by a small object moving through the spacetime along some world-
line � ?”

Let R be a representative length scale of the geometry near the object which is
the smallest of the radius of curvature, the scale of inhomogeneities, and the time
scale for changes in curvature along the world line of the object. When we say
“small object” we imply that the size d of the object is much less than R and that
the mass m is much smaller than d .

As a notational convenience, the Einstein tensor Gab.g C h/ for a perturbed
metric may be expanded in powers of h as

G.g C h/ D G.g/CG.1/.g; h/CG.2/.g; h/C � � � (32)

where G.n/.g; h/ D O.hn/. The zeroth order term G.g/ is zero if gab is a vacuum
solution of the Einstein equations. The first order part isG.1/

ab
.g; h/, which resembles

a linear wave operator on hab and is equivalent to the operator �Eab.h/ given below
in Eq. 35. The second order part G.2/.g; h/ consists of terms such as “rhrh” or
“hrrh,” similar to the Landau–Lifshitz pseudo tensor [33]. The third and higher
order terms in the expansion (32) are less familiar.
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Next, we assume that the stress–energy tensor of the object Tab is O.m/, and that
the perturbation in the metric hab is also O.m/. At first perturbative order,

Gab.g C h/ D 8	Tab C O.h2/: (33)

We expandGab.g C h/ through first order in h via the symbolic operation

G
.1/
ab .g; h/ D ıGab

ıgcd
hcd (34)

and define the wave operator mentioned above by Eab.h/ � �G.1/
ab
.g; h/, so that

2Eab.h/ D r2hab C rarbh� 2r.archb/c

C2Racbdhcd C gab.rcrdhcd � r2h/; (35)

with h � habg
ab . Also ra and Racbd are the derivative operator and Riemann

tensor of gab . If hab solves

Eab.h/ D �8	Tab : (36)

then Eq. 33 is satisfied.
In an actual project, the biggest technical task is usually solving Eq. 36. As an

example, the study of gravitational radiation from an object orbiting a Schwarzschild
black hole typically invokes the Regge–Wheeler–Zerilli formalism [46, 60].

With a vacuum-spacetime metric gab and any symmetric tensor kab , the Bianchi
identity implies that

raEab.k/ D 0: (37)

This is easily demonstrated by direct analysis, after starting with Eq. 35. Thus, for a
solution of Eq. 36 to exist, it is necessary that the integrability condition

raTab D 0 (38)

for the stress–energy tensor be satisfied.
If the stress–energy tensor is only approximately conserved raTab D O.m2/

then the solution for hab might be in error at O.m2/. In some circumstances this
might be acceptable, in which case if Tab represents the stress–energy tensor for a
particle of small size, then the particle must move along an approximate geodesic of
gab [40] with an acceleration no larger than O.m/. Then the integrability condition
is nearly satisfied and hab can be determined from Eq. 36.

Next, one might be inclined to attempt the analysis of the Einstein equations
through second order in the perturbation hab . But, this requires that Tab be con-
served, not in the metric gab , but rather in the first order perturbed metric gabChab .
Thus the worldline of a particle is not geodesic in gab and its acceleration as
measured in gab is often said to result from the gravitational self-force. After the
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self-force problem is solved for the O.m/ adjustment to the motion of the particle,
then the second order field equation from Eq. 32 determines hab through O.m2/.

As described by Thorne and Kovács [53], this process continues: With the
improved metric, solve the dynamical equations for a more accurate worldline and
stress–energy tensor. With the improved stress–energy tensor solve the field equa-
tions for a more accurate metric perturbation. Repeat.

This alternation of focus between the dynamical equations and the field equations
is quite similar to that used in post-Newtonian analyses.

5.2 An Application of Perturbation Theory: Locally
Inertial Coordinates

Before dealing with perturbing masses, we first consider vacuum perturbations of a
vacuum spacetime and focus on a neighborhood of a timelike geodesic � where the
metric appears as a perturbationHab of the flat Minkowskii metric �ab .

This application is simplified by use of a convenient coordinate system described
by Thorne and Hartle [52]. It is well known in General Relativity [57], that for
a timelike geodesic � in spacetime there is a class of locally inertial coordinate
systems xa D .t; x; y; z/, with r2 D x2 C y2 C z2, which satisfies the following
conditions:

(A) The geodesic � is identified with x D y D z D r D 0 and t measures the
proper time along the worldline.

(B) On � , the metric takes the Minkowskii form gab D �ab .
(C) All first derivatives of gab vanish on � so that the Christoffel symbols also

vanish on � .

Fermi-normal coordinates [39] provide an example which meets all of these locally
inertial criteria.

With a locally inertial coordinate system in hand, it is natural to Taylor expand
gab about � with

gab D �ab CHab C � � � (39)

where

Hab D 2Hab C 3Hab ;

2Hab D 1

2
xixj @i@j gab ;

3Hab D 1

6
xixj xk@i@j @k gab ; (40)

and the partial derivatives are evaluated on � .
The quantities 2Hab and 3Hab scale as O.r2=R2/ and O.r3=R3/ in a small

neighborhood of � , and these may be treated as perturbations of flat spacetime with
r=R being the small parameter. Recall that R is a length scale of the background
geometry. First order perturbation theory is applicable here because Hab has no
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O.r=R/ term but starts at O.r2=R2/. Thus 2Hab and 3Hab may be treated as
independent perturbations and the first nonlinear term appears at O.r4=R4/. Thus,
Hab is a perturbation which must satisfy the source-free perturbed Einstein equa-
tions Eab.H/ D 0.

Thorne and Hartle [52] and Zhang [62] show that a particular choice of locally
inertial coordinates leads to a relatively simple expansion of the metric. Initially they
introduce spatial, symmetric, trace-free multipole moments of the external spacetime
Eij , Bij , Eijk , and Bijk which are functions only of t and are directly related to the
Riemann tensor evaluated on � by

Eij D Rt i tj ; (41)

Bij D "i
pqRpqjt=2; (42)

Eijk D �
@kRt i tj

STF
(43)

and

Bijk D 3

8

�
"i
pq@kRpqjt

STF
: (44)

Here STF means to take the symmetric, tracefree part with respect to the spatial
indices, and "ijk is the flat, spatial Levi–Civita tensor, which takes on values of ˙1
depending upon whether the permutation of the indices are even or odd in compar-
ison to x; y; z. Also, Eij and Bij are O.1=R2/, while Eijk and Bijk are O.1=R3/.
All of the above multipole moments are tracefree because the external background
geometry is assumed to be a vacuum solution of the Einstein equations.

Spatial STF tensors are closely related to linear combinations of spherical har-
monics. For example the STF tensor Eij with two spatial indices is related to the
` D 2 spherical harmonics Y2;m by

Eijx
ixj D r2

2X
mD�2

E2;mY2;m; (45)

with the five independent components of Eij being determined by the five indepen-
dent coefficients E2;m.

Next an infinitesimal coordinate transformation (a perturbative gauge transfor-
mation, Section 7) changes the description of Hab to a form where the partial
derivatives in the Taylor expansion are equivalent to the components of the Rie-
mann tensor and represented by the multipole moments. The result is

2Habdx
adxb D �Eijx

ixj .dt2 C fkldx
kdxl/C 4

3
"kpqB

q
ix
pxidtdxk

�20
21

h PEijxixjxk � 2

5
r2 PEikxi

i
dtdxk

C 5

21

h
xi"jpq PBq

kx
pxk � 1

5
r2"pqi PBj

qxp
i
dxidxj C O.r4=R4/

(46)
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and

3Habdxadxb D �1
3
Eijkx

ixj xk. dt2 C flm dxl dxm/

C 2

3
"kpqB

q
ijx

pxixj dt dxk C O.r4=R4/; (47)

where fkl is the flat, spatial Cartesian metric .1; 1; 1/, down the diagonal. The
overdot represents a time derivative along � of, say, Eij D O.R�2/, and then
PEij D O.R�3/ because R bounds the time scale for variation along � .

A straightforward evaluation of the Riemann tensor for the metric �ab C 2Hab C
3Hab confirms that the STF multipole moments are related to the Riemann tensor
as claimed in Eqs. 41–44.

We call the locally inertial coordinates of Thorne, Hartle and Zhang used in Eqs.
46 and 47 THZ coordinates.

If interest is focused only on the lower orders O.r2=R2/ and O.r3=R3/, then
THZ coordinates are not unique and freedom is allowed in their construction away
from the worldline � . Given one set of THZ coordinates xa , a new set defined from
xanew D xa C �aijklmx

ixjxkxlxm, where �aijklm D O.1=R4/ is an arbitrary function
of proper time on � , preserves the defining form of the expansion given in Eqs. 46
and 47.

Work in preparation describes a direct, constructive procedure for finding a THZ
coordinate system associated with any geodesic of a vacuum solution of the Einstein
equations.

5.3 Metric Perturbations in the Neighborhood of a Point Mass

We are now prepared to use perturbation theory to determine hS
ab

, the gravitational
analogue of F S

ab
in Section 3 and of 'S in Section 4.

We consider the perturbative change hab in the metric gab caused by a point
mass m traveling through spacetime. We look for the solution hab to Eq. 36 with
the stress–energy tensor T ab of a point mass

T ab D m

Z 1

�1
uaubp�g ı

4.xa � Xa.s// ds; (48)

where Xa.s/ describes the worldline of m in an arbitrary coordinate system as a
function of the proper time s along the worldline.

The integrability condition for Eq. 36 requires the conservation of T ab , and we
put m down on the geodesic � of the previous section and limit interest to a neigh-
borhood of � where r4=R4 is considered negligible although r3=R3 is not. And
we use THZ coordinates. The perturbed metric of Section 5.2 is now viewed as the
“background” metric, gab D �ab C Hab , with Hab given in Eqs. 46 and 47. The
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stress–energy tensor Tab for a point mass is particularly simple in THZ coordinates
and has only one nonzero component,

Ttt D mı3.xi /: (49)

For this stress–energy tensor and this background metric, we call the solution
to Eq. 36, hS

ab
, for reasons explained below, and its derivation is given elsewhere

[24, 25]. Here we present the results:

hS
ab D 0h

S
ab C 2h

S
ab C 3h

S
ab ; (50)

where

0h
S
abdxa dxb D 2

m

r
. dt2 C dr2/ (51)

is the Coulombm=r part of the Schwarzschild metric, and

2h
S
ab dxa dxb D 4m

r
Eijx

ixj dt2 � 24m
3r
"kpqB

q
ix
pxi dt dxk

C PEij and PBij terms (52)

are the quadrupole tidal distortions of the Coulomb part. The terms involving PEij
and PBij are more complicated and are not given here. The octupole tidal distortions
of the Coulomb field are

3h
S
ab dxa dxb D m

3r
Eijkx

ixj xk
h
5 dt2 C dr2 C 2�ABdxAdxB

i
�210m

9r
"kpqB

q
ijx

pxixj dt dxk: (53)

Recall that �AB is the two dimensional metric on the surface of a constant r two
sphere.

The perturbation hS
ab

is a solution to Eq. 36 only in a neighborhood of � . The
next perturbative-order terms that are not included in hS

ab
scale as mr3=R4. The

operatorEab involves second derivatives, and it follows that for hS
ab

given above

Eab.h
s/ D �8	Tab C O.mr=R4/: (54)

In some circumstances we might wish to introduce a window functionW similar
to that described in Section 4.2, which would multiply all of the terms on the right
hand side of Eq. 50. If so, the window function near by m must be restricted by the
condition that

W D 1C O.r4=R4/ (55)

in order to preserve the delicate features of hS
ab

in a neighborhood of m, especially
the property revealed in Eq. 54. Away fromm, it is only necessary thatW vanish in
some smooth manner.
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The perturbations 2hS
ab

and 3h
S
ab

should not be confused with a consequence
of Newtonian tides. When a small Newtonian object moves through spacetime, its
mass distribution is tidally distorted by the external gravitational field. The extent
of this distortion depends upon the size d of the object itself. For a self-gravitating,
non-rotating incompressible fluid,3 the quadrupole distortion of the matter leads
to a change in the Newtonian gravitational potential outside the object which
scales as •U � Iijx

ixj =r3�d 5=r3R2, where Iij is the mass quadrupole mo-
ment tensor. Such behavior is not at all similar to that of 2hS

t t D O.mr=R2/, and
3h

S
t t D O.mr2=R3/.
The quadrupole distortion revealed in 2hS

t t is not a consequence of a distortion of
the object m itself, but rather results from the curvature of spacetime acting on the
monopole field of m and has no Newtonian counterpart.

5.4 A Small Object Moving Through Spacetime

As a concrete example we now focus on a small Newtonian object of mass m and
characteristic size d moving through some given external vacuum spacetime with
metric gab . Naturally,m is approximately moving along a geodesic � , and gab has
a characteristic length and time scale R associated with � . We assume that m and
d are both much smaller than R.

In a region comparable to d , the object appears Newtonian, and its gravitational
potential can be determined. The structure of the object depends upon details like the
density, type of matter, amount of rotation and whether it is stationary or oscillating.

The Newtonian object might have a mass quadrupole moment Iij D O.md 2/
perhaps sustained by internal stresses in the matter itself. Independent of the cause
of the quadrupole moment, the external Newtonian gravitational potential would
have a quadrupole part Iij x

ixj =r5.
The coupling between a mass quadrupole moment of the small object and an

external octupole gravitational field Eijkx
ixjxk results in the small acceleration of

the center of mass, away from free-fall, given by [52, 61]

ai D � 1

2m
E ijkIjk (56)

in either the context of Newtonian physics or of General Relativity. This tidal accel-
eration scales as

a D O.d 2=R3/: (57)

If our small Newtonian object is actually a nonrotating fluid body then it would
naturally be spherically symmetric except for distortion caused by an external tidal

3 A terse but adequate description of perturbative tidal effects on a Newtonian, self-gravitating,
non-rotating, incompressible fluid is given on p. 467 of [16].
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field such as Eijx
ixj . In that case Iij D O.d 5=R2/ as discussed at the end of

Section 5.3 and in [16], and the tidal acceleration then scales as

a D O.d 5=mR5/: (58)

We conclude that a Newtonian object in free motion is only allowed an acceleration
away from free-fall which is limited as in Eq. 57 or 58. Any larger acceleration must
involve some non-gravitational force.

It is also possible to analyze the situation if we replace the Newtonian object
with a small Schwarzschild black hole of mass m. In that case it is easiest to turn
the perturbation problem inside-out and to consider the Schwarzschild metric as the
background with the metric perturbation being caused by Hab given in Eqs. 46 and
47. One boundary condition is that hab approachHab form 	 r 	 R. The bound-
ary condition at the event horizon is that hab be an ingoing wave, or well-behaved
in the time independent limit. The time independent problem is well studied; histor-
ically in Refs. [46, 60], more recently in the present context in Ref. [24], and with
slow time dependence in Refs. [41, 42].

In the time independent limit, the generic quadrupole perturbation of the metric
of the Schwarzschild spacetime results in

.gSchw
ab C hSchw

ab / dxadxb D �
�
1 � 2m

r

�h
1� Eijx

ixj
�
1 � 2m

r

�i
dt2

C4

3
"kpqBqixpxi

�
1 � 2m

r

�
dt dxk

C
� 1

1 � 2m=r � Eijx
ixj

�
dr2

C
h
r2 � �

r2 �m2
�
Eijx

ixj
i�

d�2 C sin2 �d�2
�
: (59)

In this expression xi represents x,y and z which are related to r , � and � in the
usual way in Cartesian space.

It is elementary to check that if m D 0 then this reduces to the time independent
limit of Eq. 46. If Eij and Bij D 0 then this reduces to the Schwarzschild metric.
And the terms which are bilinear in m and either Eij or Bij are equivalent to the
time independent limit of Eq. 52. An expression with similar features holds for the
octupole perturbations.

The metric of Eq. 59 represents a Schwarzschild black hole at rest on the
geodesic � in a time-independent external spacetime. And note that there is no
black hole quadrupole moment induced by the external quadrupole field as there
are no quadrupole 1=r3 terms in this metric in the region where m 	 r 	 R.
The Schwarzschild black hole equivalent of Iij vanishes. It follows that, in this
situation, the black hole has no acceleration away from � .

Time dependence in Eij slightly changes this situation. In [24], it is argued that
with slow time dependence, with a time-scale O.R/, the induced quadrupole field
of the Schwarzschild metric in fact scales as �m5=r3R2, and that the acceleration
from coupling with an external octupole field, Eijkx

ixj xk � r3=R3, gives an
acceleration
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a D O.m4=R5/: (60)

This result is consistent with the Newtonian result in Eq. 58 if the size d of the
Newtonian object is replaced with the mass m of the black hole.

An elementary approach using dimensional analysis arrives at this same result.
Acceleration is a three-vector with a unit of 1/length. The only quantities in play are
m, Eij and Eijk . The only combination of these which yields a vector with the units
of acceleration is m4E ijkEjk D O.m4=R5/.

The field hS
ab

is now seen to satisfy the requirements desired for a “Singular
field:”

(A) hS
ab

is a solution of the field equation in the vicinity of a ı-function mass source
on a geodesic � .

(B) hS
ab

exerts no force back on its ı-function source as evidenced by the facts that
hS
ab

is the part of the perturbed Schwarzschild geometry that is linear in m, and
that the small black hole has acceleration no larger than O.m3=R4/, while all
that is required is that the acceleration be no larger than O.m2=R3/.

6 Self-Force from Gravitational Perturbation Theory

For an overview of the general approach to gravitational self-force problems about
to be described, we refer back to the treatment of the electromagnetic self-force in
Section 3, the toy-problem of Section 4, and particularly to the introduction of hS

ab

in Sections 5.3 and 5.4.
At a formal level, we begin with a metric gab which is a vacuum solution of the

Einstein equation and look for an approximate solution for hact
ab

from

G.g C hact/ D 8	T C O.h2/; (61)

with appropriate boundary conditions, where Tab D O.m/ is the stress–energy ten-
sor of a point particle m.

Initially we assume that m is moving along a geodesic � . In a neighborhood of
� , hab is well approximated by hS

ab
. Thus we define hR

ab
via the replacement

hact
ab D hS

ab C hR
ab ; (62)

and use the expansion in Eq. 32 and the definition in Eq. 35 to write

Gab.g C hact/ D Gab.g/ �Eab.hact/C O.h2/

D �Eab.hR/� Eab.h
S/C O.h2/ (63)

where we use the assumption that Gab.g/ D 0 and the linearity of the operator
Eab.h/.
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In Section 5.3 the properties of hS
ab

were chosen carefully so that

Eab.h
S/ D �8	Tab C O.mr=R4/ in a neighborhood of m. (64)

We can demonstrate this result by letting 4h
S
ab

D O.mr3=R4/ be the next term
not included in the expansion (50). The operator Eab has second order spatial
derivatives, and every time derivative brings in an extra factor of 1=R. Thus
Eab.4h

S
ab
/ D O.mr=R4/, and Eq. 64 follows.

Now we define the effective source

8	Sab � 8	Tab C Eab.h
S/;

D O.mr=R4/: (65)

Thus Sab is zero at r D 0, where it is continuous but not necessarily differentiable.
Everywhere else Sab is C1.

The first perturbative order problem Eq. 61 is now reduced to solving

Eab.h
R/ D �8	Sab ; (66)

and then Eq. 62 reconstructs hact
ab

. The limited differentiability of Sab causes no
fundamental difficulty for determining hR

ab
, and introduces no small length scale

either. The resulting hR
ab

will be C 2 at the location of the point mass, and C1
elsewhere.

At this order of approximation Section 5.4 showed that the mass m moves along
a geodesic of the actual metric gact

ab
with hS

ab
removed, i.e. along a geodesic of

gab Chact
ab

� hS
ab

D gab ChR
ab

. Thus, the gravitational self-force results in geodesic
motion not in gab but rather in gab C hR

ab
.

Admittedly, gab C hR
ab

is not truly a vacuum solution of the Einstein equation.
But, by construction it is clear that

Gab.g C hR/ D O.mr=R4/: (67)

More terms of higher order in r=R in the expression for hS
ab

would result in a
remainder with more powers of r=R on the right hand side of Eq. 67. But these
would not change the first derivatives of hR

ab
on � which are all that would appear

in the geodesic equation for m. So the expansion for hS
ab

as given in Section 5.4 is
adequate for our purposes.

6.1 Dissipative and Conservative Parts

When viewed from near by, the effect of the gravitational self-force on a small mass
m arises as a consequence of the purely local phenomenon of geodesic motion.
In the neighborhood of m, it is impossible then to distinguish the dissipative part of
the self-force from the conservative part.
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Viewed from afar with the usually appropriate boundary conditions, the metric
perturbation hact

ab
is actually the retarded field hret

ab
and it is often useful then to dis-

tinguish the dissipative effects which remove energy and angular momentum from
the conservative effects which might affect, say, the orbital frequency.

In the case that hact
ab

D hret
ab

, it is natural to define the dissipative part of the regular
field as

hdis
ab D 1

2
.hret
ab � hadv

ab / (68)

The advanced and the retarded fields are each solutions of the same wave equation
with the same ı-function source. Thus their difference is a solution of the homoge-
neous wave equation and is therefore regular at the point mass. And the dissipative
effects of the self-force are revealed as geodesic motion in the metric gab C hdis

ab
.

In a complementary fashion, the conservative part of the regular field is naturally
defined as

hcon
ab D hR

ab � 1

2
.hret
ab � hadv

ab /

D hret
ab � hS

ab � 1

2
.hret
ab � hadv

ab /

D 1

2
.hret
ab C hadv

ab /� hS
ab (69)

And the conservative effects of the self-force are revealed as geodesic motion in the
metric gab C hcon

ab
.

With these definitions it is natural that

hR
ab D hcon

ab C hdis
ab : (70)

This decomposition into conservative and dissipative parts follows an aspect of
the procedure that Mino describes [36] as a possible method for computing the
dissipative effects of gravitational radiation reaction on the Carter constant [14, 15]
for a small mass orbiting a Kerr black hole.

6.2 Gravitational Self-Force Implementations

When it is actually time to search for some self-force consequences there are a
number of different choices to be made.

6.2.1 Field Regularization Via the Effective Source

The majority of this review has been leading toward a natural implementation
of self-force analysis using the standard 3C 1 techniques of numerical relativity.
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Assume that hR
ab

and its first derivatives, and also the position and four-velocity of
m are known at one moment of time.

1. Use the position and four-velocity of m to analytically determine hS
ab

.
2. Obtain the effective source Sab via Eq. 65.
3. Evolve Eq. 66 for hR

ab
one step forward in time.

4. Move the particle a step forward in time using the geodesic equation for
gab C hR

ab
.

5. Repeat.

Section 10.2 describes the application of this approach to a scalar field problem and
includes figures which reveal some generic characteristics of the source function.

6.2.2 Mode-Sum Regularization

Mode-sum regularization [1,3] avoids the singularity of hact
ab

and its derivatives on �
by an initial multipole-moment decomposition, say, into spherical harmonic com-
ponents hact`m

ab
. With the assumption that hS

ab
is carefully defined away from m in a

fashion that also allows for a decomposition in terms of spherical harmonics hS`m
ab

,
then hR`m

ab
D hact`m

ab
� hS`m

ab
would be the decomposition of hR

ab
. The collection

of the multipole moments hS`m
ab

, their derivatives and various of their linear combi-
nations are, together, known as “regularization parameters.” This essentially leads
to the mode-sum regularization procedure of Barack and Ori [1, 3] which has been
used in nearly all of the self-force calculations to date.

6.2.3 The Gravitational Self-Force Actually Resulting in Acceleration

We have strongly pushed our agenda of treating the gravitational self-force in local
terms as geodesic motion through a vacuum spacetime gab C hR

ab
. However, when

viewed from afar the worldline � of m is indeed accelerated and not a geodesic of
the background geometry gab . This acceleration can be described as a consequence
of m interacting with a spin-2 field hR

ab
which leads to the resulting acceleration

ubrbua D �
�
gab C uaub

�
ucud

�
rchR

db � 1

2
rbhR

cd

�
(71)

away from the original worldline in the original metric gab .
Under some circumstances this might be a convenient interpretation. The result-

ing worldline would be identical to the geodesic of gab C hR
ab

and would correctly
incorporate all self-force effects, although the worldline would not be parameterized
by the actual proper time. It is important to note that the acceleration of Eq. 71
cannot be measured with an accelerometer and, by itself, has no actual, direct phys-
ical consequence.
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In the next section we describe some general consequences of gauge transfor-
mations in perturbation theory. Be warned that if Eq. 71 is used to calculate the
deviation (a of the worldline away from a geodesic in the background metric gab ,
then any gauge transformation whose gauge vector �a D �(a, on the world line,
would automatically set the right hand side of Eq. 71 to zero and leavem on its orig-
inal geodesic. This possibility certainly confuses the interpretation of the right hand
side of Eq. 71. Such a removal of the self-force only works as long as the deviation
vector (a � O.h/. If self-force effects accumulate in time, such as from dissipation
or orbital precession, then after a long enough time the effects of the self-force will
be revealed.

7 Perturbative Gauge Transformations

In General Relativity, the phrase “choice of gauge” has different possible interpre-
tations depending upon whether one is interested in perturbation theory or, say,
numerical relativity. With numerical relativity, “choice of gauge” usually refers to
the choice of a specific coordinate system, with the understanding that general co-
variance implies that the meaning of a calculated quantity might be as ambiguous
as the coordinate system in use.

In perturbation theory the “choice of gauge” is more subtle. One considers the
difference between the actual metric gact

ab
of a spacetime of interest and an abstract

metric gab of a given, background spacetime. The difference

hab D gact
ab � gab (72)

is assumed to be small. The perturbed Einstein equations govern hab , and knowing
hab might provide answers to questions concerning the propagation and emission
of gravitational waves, for example.

In this perturbative context “choice of gauge” involves the choice of coordinates,
but in a very precise sense [2, 9, 47, 50]. The subtraction in Eq. 72 is ambiguous.
The two metrics reside on different manifolds, and there is no unique map from the
events on one manifold to those of another. Usually the names of the coordinates
are the same on the two manifolds, and this provides an implicit mapping between
the manifolds. But this mapping is not unique. For example, the Schwarzschild ge-
ometry is spherically symmetric. This allows the Schwarzschild coordinate r to be
defined in terms of the area 4	r2 of a spherically symmetric two-surface. The per-
turbed Schwarzschild geometry is not spherically symmetric, and to describe the
coordinate r on the perturbed manifold as the “Schwarzschild r” does not describe
the meaning of r in any useful manner and is not a perturbative choice of gauge.

In perturbation theory a gauge transformation is an infinitesimal coordinate
transformation of the perturbed spacetime

xanew D xaold C �a; where �a D O.h/; (73)
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and the coordinates xanew, xaold, and the coordinates on the abstract manifold are
all described by the same names, for example .t; r; �; �/ for perturbations of the
Schwarzschild geometry. The transformation of Eq. 73 not only changes the com-
ponents of a tensor by O.h/, in the usual way, but also changes the mapping between
the two manifolds and hence changes the subtraction in Eq. 72. With the transfor-
mation (73),

hnew
ab D �

gcd C hold
cd

� @xcold

@xanew

@xdold

@xbnew

�
�
gab C �c

@gab

@xc

�
: (74)

The �c in the last term accounts for the O.h/ change in the event of the background
used in the subtraction. After an expansion, this provides a new description of hab

hnew
ab D hold

ab � gcb
@�c

@xa
� gcb @�

d

@xb
� �c @gab

@xc

D hold
ab � £�gab D hold

ab � 2r.a�b/ (75)

through O.h/; the symbol £ represents the Lie derivative and ra is the covariant
derivative compatible with gab . A gauge transformation does not change the actual
perturbed manifold, but it does change the coordinate description of the perturbed
manifold.

A little clarity is revealed by noting that

Eab.r.c�d// � 0 (76)

for any C 2 vector field �a; and if �a has limited differentiability or is a distribution,
then Eq. 76 holds in a distributional sense [25]. Thus �2r.a�b/ is a homogeneous
solution of the linear Eq. 35. It appears as though any �2r.a�b/ may be added to
an inhomogeneous solution of Eq. 35 to create a “new” inhomogeneous solution. In
fact the new solution is physically indistinguishable from the old – they differ only
by a gauge transformation with gauge vector �a .

Generally, the four degrees of gauge freedom contained in the gauge vector �a

are used to impose four convenient conditions on hab . For perturbations of the
Schwarzschild metric, it is common to use the Regge–Wheeler gauge which sets
four independent parts of hab to zero; this results in some very convenient algebraic
simplifications. The Lorenz gauge requires that ra.hab � 1

2
gabhcc/ D 0 and is

formally attractive but unwieldy in practice [1, 5, 27].
The Bianchi identity implies that there are four relations among the ten compo-

nents of the Einstein equations. Choosing a gauge helps focus on a self-consistent
method for solving a subset of these equations. A physicist might have a favorite for
a gauge choice, but Nature has no preference whatsoever.
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8 Gauge Confusion and the Gravitational Self-Force

If a particular physical consequence of the gravitational self-force requires a
particular choice of gauge, then it is unlikely that this physical consequence has any
useful interpretation. This was already demonstrated with the example presented in
Section 2 where the magnitude of the effect of the Newtonian self-force on the pe-
riod in an extreme-mass-ratio binary depended upon the definition of the variable r .

The quasi-circular orbits of the Schwarzschild geometry provide a fine exam-
ple which reveals the insidious nature of gauge confusion in self-force analyses.
Ref. [26] contains a thorough discussion of this subject and this section has two
self-force examples which highlight the confusion that perturbative gauge freedom
creates.

It is straightforward to determine the components of the geodesic equation for
the metric gSchw

ab
C hR

ab
. A consequence of these is that the orbital frequency ofm in

a quasi-circular orbit about a Schwarzschild black hole of mass M is given by

˝2 D M

r3
� r � 3M

2r2
uaub@rh

R
ab (77)

which can be proven to be independent of the gauge choice. Clearly the self-force
makes itself known to the orbital frequency through the last term. So we focus on
the orbit at radius r D 10M , choose to work in the Lorenz gauge, work hard and
successfully evaluate all of the components of the regularized field hR

ab
as well as

its radial derivative. Then we calculate the second term in Eq. 77 and determine that
˝ changes by a specific amount�˝lz. We now know the gauge invariant change in
the orbital frequency for m in the orbit at 10M .

Or do we? To check this result we repeat the numerical work but this time use
the Regge–Wheeler gauge, and find that the change in ˝ is �˝rw and

�˝rw ¤ �˝lz Š (78)

What’s going on? For a quasi circular orbit ˝ can be proven to be independent
of gauge, and yet with two different gauges we find two different orbital frequencies
for the single orbit at 10M .

When I first discovered this conundrum I was reminded of my experience trying
to understand special relativity and believing that apparently paradoxical situations
made special relativity logically inconsistent. Eventually the paradoxes vanished
when I understood that coordinates named t , x, y and z are steeped in ambiguity
and that only physical observables are worth calculating and discussing.

The resolution of this self-force confusion is similar. The two evaluations of ˝2

are each correct. But, one is for the orbit at the Schwarzschild radial coordinate
r D 10M in the Lorenz gauge, while the other is at the Schwarzschild radial coor-
dinate r D 10M in the Regge–Wheeler gauge. These are two distinct orbits. In fact,
the gauge vector �a which transforms from the Lorenz gauge to the Regge–Wheeler
gauge has a radial component �r whose magnitude is just right to make the change
in the first term in Eq. 77 balance the change in the second term.
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The angular frequency of m orbiting a black hole is a physical observable and
independent of any gauge choice. But the perturbed Schwarzschild geometry is not
spherically symmetric and there is then no natural definition for a radial coordinate.

A second example of gauge confusion appears when one attempts to find the
self-force effect on the rate of inspiral of a quasi-circular orbit of Schwarzschild.
It is natural to find the energy E , ˝ and dE=dt all as functions of the radius of a
circular orbit and then to use

d˝

dt
D dE

dt
� d˝=dr

dE=dr
(79)

to determine the rate of change of ˝ . We can find the self force effect on each of
these quantities so we can apparently find the self force effect on d =̋dt which is a
physical observable and must be gauge invariant.

This situation is subtle. Why do we believe Eq. 79? With some effort it can be
shown that the geodesic equation for gSchw

ab
C hR

ab
implies that Eq. 79 holds for a

quasi-circular orbit [26]. Part of this proof depends upon the t-component of the
geodesic equation which is

dE

dt
D � 1

2ut
uaub@th

R
ab; (80)

and this is a gravitational self-force effect. But, note that the right hand side of Eq. 79
is already first order in hR

ab from the factor dE=dt . While self-force effects on d =̋dr

and dE=dr can be found, if these are included then second order self force effects
on dE=dt must also be found for a consistent solution.

The end result is that you really can’t see the effect of the conservative part of
the self-force on the waveform for quasi-circular orbits using first order perturbation
theory.

9 Steps in the Analysis of the Gravitational Self-Force

We now highlight the major steps involved in most gravitational self-force
calculations.

First the metric perturbation hact
ab

is determined. For a problem in the geometry
of the Schwarzschild metric, this involves solving the Regge–Wheeler [46] and the
Zerilli [60] equations to determine the actual metric perturbations. The Kerr metric
still presents some challenges. The Teukolsky [49, 51] formalism can provide the
Weyl scalars but finding the metric perturbations [59] from these is difficult at best,
and does not include the non-radiating monopole and dipole perturbations. One
possibility for Kerr is to find the metric perturbations directly, perhaps in the Lorenz
gauge, but this would likely require a 3C1 approach. Another possibility being
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discussed [8] is to Fourier transform in �, and then use a 2C1 formalism which
results in an m-sum. Rotating black holes continue to be a challenge for self-force
calculations.

Next, the singular field hS
ab

is identified for the appropriate geodesic in the
background spacetime. A general expansion of the singular field is available [24],
but it is not elementary to use.4 Work in progress provides a constructive procedure
for the THZ coordinates in the neighborhood of a geodesic, and this would lead to
explicit expressions for hS

ab
in the natural coordinates of the manifold. However,

this procedure is not yet in print, and it is not yet clear how difficult it might be to
implement.

Then the perturbation is regularized by subtracting the singular field from the
actual field resulting in hR

ab
D hact

ab
� hS

ab
. Most applications have taken this step

using the mode-sum regularization procedure of Barack and Ori [1, 3]. In this case,
a mode-sum decomposition of the singular (or “direct,” cf. footnote 4) field is iden-
tified and then removed from the mode-sum decomposition of the actual field. The
remainder is essentially the mode-sum decomposition of the regular field. Gener-
ally, this mode-sum converges slowly as a power law in the mode index, l or m.
Although some techniques have been used to speed up this convergence [29]. More
recently, “field regularization” (discussed in Section 10.2 and in [54]) has been used
for scalar field self-force calculations. For this procedure in the gravitational case,
Eq. 66 might be used to obtain the regular field hR

ab
directly via 3C1 analysis.

After the determination of hR
ab

, the effect of the gravitational self-force is then
generically described as resulting in geodesic motion form in the metric go

ab
ChR

ab
.

This appears particularly straightforward to implement using field regularization.
Alternatively, the motion might also be described as being accelerated by the gravi-
tational self-force as described in Eq. 71.

At this point, one should be able to answer the original question – whatever that
might have been! In fact, the original question should be given careful considera-
tion before proceeding with the above steps. Formulating the question might be as
difficult as answering it. It is useful to keep in mind that only physical observables
and geometrical invariants can be defined in a manner independent of a choice of
coordinates or a choice of perturbative gauge.

My prejudices about the above choices for each step are not well hidden. But, for
whatever technique or framework is in use, a self-force calculation should have the
focus trained upon a physical observable, not upon the method of analysis.

Self-force calculations unavoidably involve some subtlety. Experience leads me
to be wary about putting trust in my own unconfirmed results. Good form requires
independent means to check analyses. Comparisons with the previous work of oth-
ers, with Newtonian and post-Newtonian analyses, or with other related analytic
weak-field situations all lend credence to a result.

4 Expansions for the somewhat related “direct” field are also available [3,4,7,37,38,43,45], though
their use is, similarly, not at all elementary.
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10 Applications

Recently, the effect of the gravitational self-force on the orbital frequency of the
innermost stable circular orbit of the Schwarzschild geometry has been reported by
Barack and Sago [6]. They find that the self-force changes the orbital frequency of
the ISCO by 0:4870.˙0:0006/m=M . To date this result is by far the most interesting
gravitational self-force problem that has been solved. But it is too recent a result to
be described more fully herein.

10.1 Gravitational Self-Force Effects on Circular Orbits
of the Schwarzschild Geometry

As an elementary example we consider a small mass m in a circular orbit about the
Schwarzschild geometry. Details of this analysis may be found in [26]. The gravi-
tational self-force affects both the orbital frequency ˝ and also the Schwarzschild
t-component of the four-velocity, ut , which is related to a redshift measurement.
The self-force effects on these quantities are known to be independent of the gauge
choice for hab , as would be expected because they can each be determined by a
physical measurement. However the radius of the orbit depends upon the gauge in
use and has no meaning in terms of a physical measurement.

Notwithstanding the above, we define R˝ via

˝2 D M=R3˝ (81)

as a natural radial measure of the orbit which inherits the property of gauge inde-
pendence from ˝ . The quantity ut can be divided into two parts ut D 0ut C 1ut ,
where each part is separately gauge independent. Further the functional relation-
ships between ˝ , 0ut and R˝ are identical to their relationships in the geodesic
limit,

0ut D Œ1 � 3.˝M/2=3�CO.m2/ (82)

and shows no effect from the self-force. The remainder

1ut D ut � 0ut (83)

is a true consequence of the self-force, and we plot the numerically determined 1ut

as a function of R˝ in Fig. 1. The numerical data of Fig. 1 have also been carefully
compared with and seen to be in agreement with the numerical results of Sago and
Barack, as shown in [48], despite the fact that very different gauges were in use and
different numerical methods were employed.

We have derived a post-Newtonian expansion for 1ut based upon the work of oth-
ers [10, 11]. Our expansion is in powers of m=R˝ , which is v2=c2 in the Newtonian
limit, and we find
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Fig. 1 From [26]. The quantity 1ut , which is the gauge independent O.m/ part of ut , is given as a
function of R˝ for circular orbits in the Schwarzschild geometry. Also shown are ut1 as calculated
with Newtonian, 1PN and 2PN analyses in [26] based upon results in [11] and [10]. The 3PN line
is based on a numerical determination of the 3PN coefficient in Eq. 84 in [26]
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which includes terms of order v6=c6. Further, with numerical analysis we have fit
these results to determine a 3PN parameter of order v8=c8 and found that the coeffi-
cient of the .M=R˝/4 term is �27:61˙ 0:03.

Recent work, with Blanchet, Le Tiec, and Whiting [12, 13], includes a full 3PN
determination of the same 3PN coefficient as well as a more precise numerical
determination via self-force analyses involving an increased range of data. The
consistency of these two efforts has the possibility of giving greatly increased confi-
dence in the self-force numerical analysis as well as in the post-Newtonian analysis,
each of which involves substantial complications.

This self-force result is primarily only of academic interest. But it is consistent
with a post-Newtonian expansion and includes an estimate of the previously un-
known O.v8=c8/ coefficient in the expansion. Modest though it might be, this is a
result.

10.2 Field Regularization Via the Effective Source

The ultimate goal of self-force analysis has become the generation of accurate grav-
itational waveforms from extreme mass-ratio inspiral (EMRI). It would be amusing
to “see” numerically the waves emitted by a small black hole in a highly eccentric
orbit about a much larger one and to see the changes in the orbit while the small
hole loses energy and angular momentum.
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Such a project appears to require a method to solve for the gravitational waves
while simultaneously modifying the worldline of the small hole as it responds to
the gravitational self-force. The toy problem in Section 4 shows how this might be
done using the expertise of numerical relativity groups coupled with the self-force
community.

Our group is in the early stages of development of infrastructure that any numer-
ical relativity group could use to get gravitational self-force projects up and running
with a minimum of effort. We intend to provide the software that will produce the
regularized-field source Sab , for a small mass m as a function of location and four-
velocity. A numerical relativist could then evolve the linear field equation

Eab.h
R/ D �8	Sab (85)

for hR
ab

, while simultaneously adjusting the worldline according to Eq. 71.
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Fig. 2 From [54]. Comparison of time-domain (TD) and frequency-domain (FD) results for the
l D m D 2 multipole moment of the scalar field. The regular field is represented by the blue
dashed line. Adding this to the l D m D 2 multipole moment of the analytically known singular
field, W S , results in the computed, actual field to good agreement. The inset shows near the
point charge that  R is very well behaved and that  R C W S is indistinguishable from the
actual, retarded field  ret, just as it should be
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As described in Section 6 such a computation of hR
ab

would provide not only the
effects of the gravitational self-force but also the gravitational wave itself.

Ian Vega [54] has led a first attempt at directly solving for the regularized field
and self-force using a well tested problem involving a scalar charge in a circular
orbit of the Schwarzschild geometry. This analysis used a multipole decomposi-
tion of the source and field. And Vega solved for the multipole components in the
time domain using a 1C1 code. Figure 2 shows the ` D m D 2 mode and com-
pares the accurate frequency domain evaluation of the retarded field  ret to the sum
 S C  R as determined using 1C1 methods with field-regularization as described
in Section 4. Table 1 compares the numerical results of regularized fields and forces
from the field-regularization approach of [54] with the mode-sum regularization
procedure [3, 7] used in [29].

Figure 3 shows an example of the source-function used in a test of this approach
with a scalar field. The “double bump” shape far from the charge is a characteristic
of any function similar to r2.W=jr�r0j/with a window functionW which satisfies
the three window properties given in Section 4.2.

Table 1 From [54]. Summary of scalar field self-force results for a
circular orbits at R D 10M and R D 12M . The error is determined
by a comparison with an accurate frequency-domain calculation [29]

R Time-domain Frequency-domain Error

@t 
R 10M 3:750211 � 10�5 3:750227 � 10�5 0.000431%

@r 
R 10M 1:380612 � 10�5 1:378448 � 10�5 0.157%

@t 
R 12M 1:747278 � 10�5 1:747254 � 10�5 0.00139%

@r 
R 12M 5:715982 � 10�6 5:710205 � 10�6 0.101%
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Fig. 3 From [54]. The effective source Seff on the equatorial plane for a scalar charge in a circular
orbit of the Schwarzschild metric. The particle is at r =M D 10, � =	 D 0, where Seff appears to
have no structure on this scale. The spiky appearance is solely a consequence of the grid resolution
of the figure. In fact the source is C1 everywhere except at the location of the scalar charge where
Seff appears quite calm on this scale
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Fig. 4 From [54]. The effective source Seff in the equatorial plane in the vicinity of the point
source at r=M D 10, �=	 D 0. Note the significant difference of scales with Fig. 3

Figure 4 reveals theC 0 nature of the effective source at the location of the particle
on a dramatically different scale. It is important to note that limited differentiability
of this sort does not introduce a small length scale into the numerical problem, and
might be treated via a special stencil in the neighborhood of the charge.

A recent collaboration with Peter Diener, Wolfgang Tichy and Ian Vega [55]
looks at the same test problem but involves two distinct 3C1 codes, which were
developed completely independently. One uses pseudo-spectral methods, the other
uses a multiblock code with high order matching across block boundaries. With
a modest amount of effort these two codes, each developed for generic numerical
relativity problems, were modified to accommodate the effective source of the scalar
field and are able to determine all components of the effective source with errors less
than 1%. The future of numerical 3C1 self-force analysis looks promising.

11 Concluding Remarks

Ptolemy was able to model accurately the motion of the planets in terms of epicy-
cles and circles about the Earth. However, the precise choice of which circles and
epicycles should be used was debated. Copernicus realized that a much cleaner
description resulted from having the motion centered upon the sun. The two
competing models were equally able to predict the positions of the planets for
the important task of constructing horoscopes. But for understanding the laws of
physics, Newton clearly favored the Copernican model.

There appear to be two rather distinct attitudes toward calculating the effects of
the gravitational self-force for a massm orbiting a black hole. Both lead to identical
conclusions about physically measurable quantities. If the motion is to be described
as accelerating in the black hole geometry, then the acceleration depends upon the
perturbative gauge choice and is not related to any acceleration that an observer
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local to m could actually measure. If the motion is described as geodesic in the
spacetime geometry through which m moves, then it is immediately apparent that
the only quantities worth calculating are those which are physically measurable, or
at least independent of the gauge choice. With this second attitude, one is left with
the rather satisfying perspective that the effects of the gravitational self-force are
neither more nor less than the result of free-fall in a gravitational field.

In this review. I have eschewed mention of Green’s functions. The asymptotic
matching perspective promoted here seems more effective to me at getting to
the physics of the gravitational self-force and less likely to lead to mathematical
confusion.

The singular field hS
ab

, which plays a fundamental role, has a reasonably straight-
forward description in convenient locally inertial coordinates. And it appears nearly
immediately in the DW [28] formulation of radiation reaction via the Green’s func-
tion GS

abc0d 0 .5 This Green’s function has odd acausal structure with support on the
past and future null cone of the field point and also in the spacelike related region
outside these null cones. Such causal structure is consistent with the fact that hS

ab

exerts no self-force. Based upon personal conversations, this feature appears prob-
lematical to some. However, the integrability condition of the perturbed Einstein
equation requires that the worldline of a point source be a geodesic. Geodesic mo-
tion is the General Relativistic equivalent of Newtonian no motion, and the singular
field is the curved space equivalent of a Coulomb field. Not much is happening at
the source or to the singular field. I cannot imagine that such behavior somehow
leads to an effect that might be described as acausal.

The S-field hS
ab

is defined via an expansion in a neighborhood of the source and
does not depend upon boundary conditions, and the restriction to geodesic motion
precludes any unexpected behavior of the point mass in either the past or the fu-
ture. The S-field is precisely the nearly-Newtonian monopole field with minor tidal
distortions from the surrounding spacetime geometry.

While orbiting a black hole, Einstein’s apple emits gravitational waves and spi-
rals inward. However, the apple is in free fall and not accelerating. In fact, it is not
moving in its locally inertial frame of reference, and is aware of neither its role as
the source of any radiation nor of its role acting out the effects of radiation reaction.

S. Chandrasekhar was fond of describing a conversation with the sculptor Henry
Moore. In his own words, Chandra “had the occasion to ask Henry Moore how
one should view sculptures: from afar or from near by. Moore’s response was
that the greatest sculptures can be viewed – indeed should be viewed – from all
distances since new aspects of beauty will be revealed at every scale” [17]. The
self-force analysis in General Relativity also reveals different aspects when viewed
from afar and when viewed from near by. From afar a small black hole dramatically
emits gravitational waves while inspiralling toward a much larger black hole. From

5 In fact the singular field was discovered first [24] using matched asymptotic expansions. And
the Green’s function appeared only later during an attempt to show consistency with the usual
DeWitt-Brehme [30] approach to radiation reaction.
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near by the small hole reveals the quiet simplicity and grace of geodesic motion.
Rather than “beauty,” a satisfying sense of physical consistency is “revealed at every
scale.”
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Constructing the Self-Force

Eric Poisson

Abstract I present an overview of the methods involved in the computation of
the scalar, electromagnetic, and gravitational self-forces acting on a point particle
moving in a curved spacetime. For simplicity, the focus here will be on the scalar
self-force. The lecture follows closely my review article on this subject [E. Poisson,
Living Rev. Relativ. 7 (2004), http://www.livingreviews.org/lrr-2004-6]. I begin
with a review of geometrical elements (Synge’s world function, the parallel prop-
agator). Next I introduce useful coordinate systems (Fermi normal coordinates and
retarded light-cone coordinates) in a neighborhood of the particle’s world line. I then
present the wave equation for a scalar field in curved spacetime and the equations
of motion for a particle endowed with a scalar charge. The wave equation is solved
by means of a Green’s function, and the self-force is constructed from the field gra-
dient. Because the retarded field is singular on the world line, the self-force must
involve a regularized version of the field gradient, and I describe how the regular
piece of the self-field can be identified. In the penultimate section of the lecture I
put the construction of the self-force on a sophisticated axiomatic basis, and in the
concluding section I explain how one can do better by abandoning the dangerous
fiction of a point particle.

1 Introduction

We consider a point particle moving on a world line � in a curved spacetime with
metric g˛ˇ . The particle is either endowed with a scalar charge q or an electric
charge e, and we wish to calculate the effect of these charges on the motion of the
particle. This motion is not geodesic, because the (scalar or electromagnetic) field
created by the particle interacts with the particle and causes it to accelerate. In flat
spacetime this effect is produced by a local distortion of the field lines associated

E. Poisson (�)
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with the particle’s acceleration. In curved spacetime there is no such local distortion
when the particle moves freely; what happens instead is that the field interacts with
the spacetime curvature and back-scatters toward the particle. As far as the particle is
concerned, then, it interacts with an incoming wave, and the motion is not geodesic.

There is a gravitational analogue to these (scalar and electromagnetic) situations:
Even in the absence of charges q and e, we may wish to go beyond the test-mass
description and consider the effect of the particle’s mass m on its motion. There
are two ways of describing this effect. We might say that the particle moves on a
geodesic in a perturbed spacetime with metric g˛ˇ C h˛ˇ . Or we might say that the
particle moves on an accelerated world line in the original spacetime with metric
g˛ˇ . It is useful to keep both points of view active, and most researchers working in
this field go freely back and forth between these modes of description. In the sec-
ond view, the particle’s acceleration is associated with the perturbation h˛ˇ , which
produces a gravitational self-force acting on the particle.

The scalar, electromagnetic, and gravitational self-force problems share many
physical and mathematical features. In each case a moving charge is accompanied
by a field: q produces a scalar field ˚ , e produces an electromagnetic field A˛ , and
m produces a gravitational perturbation h˛ˇ . In each case the field satisfies a linear
wave equation in the background spacetime:˚ satisfies a scalar wave equation,A˛ a
vectorial equation derived from Maxwell’s equations, and h˛ˇ a tensorial equation
derived from the linearized Einstein equations. And in each case the self-force is
equal to the gradient of the field evaluated on the particle’s world line.

This last observation reveals the problematic nature of this investigation. It is
straightforward enough to calculate the scalar field ˚ , the vector potential A˛, and
the gravitational perturbation h˛ˇ at a distance from the particle. But because the
particle is pointlike, these quantities diverge on the world line, and derivatives of
these quantities are even more singular. How is one supposed to deal with these
singular expressions and extract from them the finite pieces that produce a well-
defined effect, namely, the self-force acting on the particle?

The purpose of this lecture is to offer some elements of answer to this ques-
tion. My focus will be on the technical aspects of the problem, which I will try
to describe without going overboard with derivations and mathematical precision.
The preceding lecture by Bob Wald offers more on the conceptual aspects of the
self-force, and other contributions describe ways of computing the self-force and
its consequences. This lecture can be considered to be a light introduction to my
massive review article published in Living Reviews in Relativity [9], to which I will
frequently refer (as LRR); there the reader will find all the gory details of all the
derivations omitted in the lecture.

For simplicity I will focus on the simplest exemplar of a self-force: the scalar
self-force produced by a scalar field ˚ on a scalar charge q. Understanding the
details of this construction is a first step toward understanding the nature of the
electromagnetic and gravitational self-forces; the computations involved are sim-
pler, but the conceptual basis is essentially the same.

The self-force has a long history in theoretical physics, which is nicely sum-
marized in a book by Herbert Spohn [12]. The standard reference for the elec-
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tromagnetic self-force in flat spacetime is Dirac’s famous 1938 paper [4]. Dirac’s
construction was generalized to curved spacetime in 1960 by DeWitt and Brehme
[3]; a technical error in their work was corrected by Hobbs [7]. The gravitational
self-force was first computed in 1997 by Mino, Sasaki, and Tanaka [8]; a more di-
rect derivation (based on an axiomatic approach) was later provided by Quinn and
Wald [11]. Finally, the scalar self-force – the main topic of this lecture – was first
constructed in 2000 by Ted Quinn [10].

2 Geometric Elements

The construction of the self-force would be impossible without the introduction
of geometric tools that were first fashioned by Synge [13] and independently by
DeWitt and Brehme [3]. In this section I introduce the world function �.x; x0/ and
the parallel propagator g˛˛0.x; x0/.

Let x and x0 be two points in spacetime, and let us assume that they are suffi-
ciently close that there is a unique geodesic segment ˇ linking them. The segment
is described by the parametric relations z�.�/, in which � is an affine parameter that
runs from 0 to 1; we have that z.0/ D x0 and z.1/ D x. The vector t� WD d z�=d�
is tangent to ˇ (Fig. 1).

The world function is defined by

�.x; x0/ WD 1

2

Z 1

0

g��.z/t
�t� d�: (1)

It is numerically equal to half the squared geodesic distance between x and x0. When
� < 0 the separation between x and x0 is timelike, and when � > 0 it is spacelike.
The equation �.x; x0/ D 0 describes the light cones of each point; if x0 is kept fixed
then �.x/ D 0 describes the past and future light cones of x0; if instead x is kept
fixed then �.x0/ D 0 describes the past and future light cones of x.

Fig. 1 Geodesic segment ˇ
between the spacetime points
x0 and x. The vector t� is
tangent to this geodesic
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The world function can be differentiated with respect to each argument. It can be
shown (LRR Section 2.1.2) that

��˛0 WD �r˛0
�.x; x0/ (2)

is a vector at x0 that is proportional to t� evaluated at that point. I use the convention
that primed indices refer to the point x0, while unprimed indices refer to x. It can
also be shown that its length is given by

g˛0ˇ 0�˛
0
�ˇ

0 D 2� I (3)

the length of �˛
0

therefore measures the geodesic distance between the two points.
Because the vector points from x0 to x, we have a covariant notion of a displacement
vector between the two points.

The parallel propagator takes a vector A˛
0

at x0 and moves it to x by parallel
transport on the geodesic segment ˇ. We express this operation as

A˛.x/ D g˛˛0.x; x0/A˛0
.x0/; (4)

in which A˛ is the resulting vector at x. The operation is easily generalized to dual
vectors and other types of tensors (LRR Section 2.3).

The world function and the parallel propagator can be employed in the construc-
tion of a Taylor expansion of a tensor about a reference point x0. Suppose that we
have a tensor field A˛ˇ .x/ and that we wish to express it as an expansion in pow-
ers of the displacement away from x0. The role of the deviation vector is played by
��˛0

, and the expansion coefficients will be ordinary tensors at x0. We might write
something like

A˛
0ˇ 0 C A

˛0ˇ 0
� 0.��� 0

/C 1

2
A
˛0ˇ 0
� 0ı0.��� 0

/.��ı0
/C � � � ;

but this defines a tensor at x0, not x. To get a proper expression for A˛ˇ .x/ we must
also involve the parallel propagator, and we write

A˛ˇ D g˛˛0g
ˇ

ˇ 0

�
A˛

0ˇ 0 � A
˛0ˇ 0
� 0�

� 0 C 1

2
A
˛0ˇ 0
� 0ı0�

� 0
�ı

0 C � � �
�
: (5)

Having postulated this form for the expansion, the expansion coefficients A˛
0ˇ 0

,
A
˛0ˇ 0
� 0 , and so on can be computed by repeatedly differentiating the tensor field and

evaluating the results in the limit x ! x0 (see LRR Section 2.4). For example,
A˛

0ˇ 0 D lim A˛ˇ , as we might expect.

3 Coordinate Systems

Self-force computations are best carried out using covariant methods. It is conve-
nient, however, to display the results in a coordinate system that is well suited
to the description of a neighborhood of the world line � . In this transcription
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it is advantageous to keep the coordinates in a close correspondence with the
geometric objects (such as �˛

0
) that appear in the covariant expressions. I find that

two coordinate systems are particularly useful in this context: the Fermi normal
coordinates .t; xa D s!a/, and the retarded null-cone coordinates .u; xa D r˝a/.

A third coordinate system, known as the Thorne–Hartle–Zhang coordinates
[14, 15], has also appeared in the self-force literature – they are the favored choice
of the Florida group led by Steve Detweiler and Bernard Whiting (see, e.g., Ref. [1]).
The THZ coordinates are a variant of the Fermi coordinates, and they have some
nice properties. But I find them less convenient to deal with than the Fermi or
retarded coordinates, because they do not seem to possess a simple covariant defi-
nition. (The THZ coordinates may enjoy the mild Florida winters, but they are not
robust enough to endure the tougher Canadian winters.) I shall not discuss the THZ
coordinates here.

The Fermi and retarded coordinates share a basic geometrical construction on
the world line. At each point on � we erect a basis .u�; e�a / of orthonormal vec-
tors. The timelike vector u� is the particle’s velocity vector, and it is tangent to the
world line. The spatial unit vectors e�a are labeled with the index a D 1; 2; 3, and
they are all orthogonal to u�; they are also mutually orthogonal. The vectors are
transported on � so as to preserve their orthonormality properties. If the world line
is a geodesic, then we might take the vectors e�a to be parallel transported on � .
If instead the world line is accelerated, then we might take the spatial vectors to
be Fermi–Walker transported on the world line (LRR Section 3.2.1). The tetrad of
basis vectors satisfies the completeness relation

g�� D �u�u� C ıabe�a e
�
b ; (6)

which holds at any point on the world line.
Any tensor that is evaluated on � can be decomposed in the basis .u�; e�a /. For

example, we might introduce the frame components of the Riemann tensor (Figs. 2
and 3),

R0a0b.�/ WD R�˛�ˇ

ˇ̌̌
�

u�e˛au�eˇ
b
; (7a)

R0abc.�/ WD R�˛ˇ�

ˇ̌̌
�

u�e˛ae
ˇ

b
e�c ; (7b)

Rabcd .�/ WD R˛ˇ�ı

ˇ̌̌
�
e˛a e

ˇ

b
e�c e

ı
d : (7c)

They are functions of proper time � on the world line.
The Fermi coordinates .t; xa D s!a/ are constructed as follows (LRR

Section 3.2). We select a point x in a neighborhood of the world line, and we
locate the unique geodesic segment ˇ that originates at x and intersects � orthog-
onally. The intersection point is labeled Nx, and t is the value of the proper-time
parameter at this point: Nx D z.� D t/. This defines the time coordinate t of the
point x. The spatial coordinates xa are defined by

xa WD �eaN̨ . Nx/� N̨ .x; Nx/I (8)
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Fig. 2 A tetrad of basis
vectors on the world line � .
The unit timelike vector u�

is tangent to the world line.
The unit spatial vectors e�a are
mutually orthogonal and also
orthogonal to u�

Fig. 3 Fermi coordinates

they are the projections in the basis e N̨
a of the deviation vector �� N̨ .x; Nx/

between the points x and Nx. The Fermi coordinates come with the condition
� N̨ .x; Nx/u N̨ . Nx/D 0, which states that the deviation vector is orthogonal to the
world line’s tangent vector; it is this condition that identifies the intersection point
NxD z.t/.

It is useful to introduce s as the proper distance between x and the world
line. This is formally defined by s2 WD 2�.x; Nx/, and it is easy to involve
the completeness relation and show that s2 D ıabx

axb (LRR Section 3.2.3);
the Fermi distance s is therefore the usual Euclidean distance associated with the
quasi-Cartesian coordinates xa. It is also useful to introduce the direction cosines
!a WD xa=s; these quantities satisfy ıab!a!b D 1, and they can be thought of
as a radial unit vector that points away from the world line. Each hypersurface
t D constant is orthogonal to the world line (in the sense described above), and
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Fig. 4 Retarded coordinates

each spacetime point x within the surface can be said to be simultaneous with
NxD z.t/. The Fermi coordinates therefore provide a convenient notion of rest frame
for the particle (Fig. 4).

The retarded coordinates .u; xa D r˝a/ are constructed as follows (LRR
Section 3.3). Once more we select a point x in a neighborhood of the world line,
but this time we locate the unique null geodesic segment ˇ that originates at x and
travels backward in time toward � . The new intersection point is labeled x0, and u
is the value of the proper-time parameter at this point: x0 D z.� D u/. This defines
the time coordinate u of the point x. The spatial coordinates xa are defined exactly
as before, by

xa WD �ea˛0.x0/�˛0
.x; x0/: (9)

The retarded coordinates come with the condition �.x; x0/ D 0, which states that
the points x and x0 D z.u/ are linked by a null geodesic (which travels forward in
time from x0 to x).

It is useful to introduce r as a measure of light-cone distance between x and the
world line. This is formally defined by r W D �˛0.x; x0/u˛0

.x0/, and can be shown to
be an affine parameter on the null geodesic that links x to x0 (LRR Section 3.3.3).
In addition, we have that r2 D ıabx

axb , and r is the usual Euclidean distance as-
sociated with the spatial coordinates xa. It is also useful to introduce the direction
cosines ˝a W Dxa=r , which again play the role of a unit radial vector that points
away from the world line.

Each hypersurface u D constant is the future light cone of the point z.u/ on the
world line. Any point x on this light cone is in direct causal contact with z.u/. For
this reason the retarded coordinates give the simplest description of the scalar field
˚ produced by a point charge q moving on the world line. The field satisfies a wave
equation, and the radiation produced by the field essentially realizes the light cones
that are so prominently featured in the construction of the coordinates.
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4 Field Equation and Particle Motion

Let me recapitulate the problem that we wish to solve. We have a point particle of
mass m and scalar charge q moving on a world line � described by the parametric
relations z�.�/. The particle creates a scalar field ˚.x/ and this field acts back on
the particle and produces a force F ˛self. We wish to determine this self-force.

The scalar field obeys the linear wave equation

�˚ D �4	�; (10)

where � WD g˛ˇr˛rˇ is the wave operator, and

�.x/ D q

Z
�

ı4
�
x; z.�/

�
d� (11)

is the scalar-charge density, expressed as an integral over the world line. The four-
dimensional delta function ı4.x; z/ is defined as a scalar quantity; it is normalized
by
R
ı4.x; x

0/p�gd 4x D 1.
The particle moves according to

m.�/a� D q
�
g�� C u�u�

�
˚� ; (12)

where a� D Du�=d� is the covariant acceleration and ˚� WD r�˚ is the field gra-
dient. The presence of the projector g�� C u�u� on the right-hand side ensures that
the acceleration is orthogonal to the velocity. The field gradient, however, also has a
component in the direction of the world line, and this produces a change in the parti-
cle’s rest mass (LRR Section 5.1.1): dm=d� D �qu�˚�. We shall not be concerned
with this effect here. Suffice it to say that the mass is not conserved because the
scalar field can radiate monopole waves, which is impossible for electromagnetic
and gravitational radiation.

The wave equation for ˚ can be integrated, as we shall do in the following sec-
tion, and the solution can be examined near the world line. Not surprisingly, the field
is singular on the world line. This property makes the equation of motion meaning-
less as it stands, and we shall have to make sense of it in the course of our analysis.

5 Retarded Green’s Function

The wave equation for ˚ is solved by means of a Green’s function G.x; x0/ that
satisfies

�G.x; x0/ D �4	ı4.x; x0/: (13)

The solution is simply

˚.x/ D
Z
G.x; x0/�.x0/

p�g0d 4x0 D q

Z
�

G.x; z/ d�; (14)
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and the difficulty of solving the wave equation has been transferred to the difficulty
of computing the Green’s function. We wish to construct the retarded solution to
the wave equation, and this is accomplished by selecting the retarded Green’s func-
tion Gret.x; x

0/ among all the solutions to Green’s equation. (Other choices will be
considered below.) The retarded Green’s function possesses the important property
that it vanishes when the source point x0 is in the future of the field point x. This
ensures that˚.x/ depends on the past behavior of the source�, but not on its future
behavior.

The retarded Green’s function is known to exist globally as a distribution if the
spacetime is globally hyperbolic. But knowledge of the Green’s function is required
only in the immediate vicinity of the world line, so as to identify the behavior of ˚
there; we shall not be concerned with the behavior of the Green’s function when x
and z.�/ are widely separated.

In this context the Green’s function can be shown (LRR Section 4.3) to admit a
Hadamard decomposition of the form

Gret.x; x
0/ D U.x; x0/ıfuture.�/C V.x; x0/�future.��/; (15)

where �.x; x0/ is the world function introduced previously, and the two-point func-
tionsU.x; x0/ and V.x; x0/ are smooth when x ! x0. The retarded Green’s function
is not smooth in this limit, however, as we can see from the presence of the delta and
theta functions. The first term involves ıfuture.�/, the restriction of ı.�/ on the future
light cone of the source point x0. The delta function is active when �.x; x0/ D 0,
and this describes (for fixed x0) the future and past light cones of x0. We then elim-
inate the past branch of the light cone – for example, by multiplying ı.�/ by the
step function �.t � t 0/ – and this produces ıfuture.�/. The second term involves
�future.��/, a step function that is active when � < 0, that is, when x and x0 are
timelike related; we also restrict the interior of the light cone to the future branch,
so that x is necessarily in the future of x0.

The delta term in Gret.x; x
0/ is sometimes called the direct term, and it corre-

sponds to propagation from x0 to x that takes place directly on the light cone. If the
Green’s function contained a direct term only (as it does in flat spacetime), the field
at x would depend only on the conditions of the source � at the corresponding
retarded events x0, the intersection between the support of the source and x’s past
light cone. In the case of a point particle this reduces to a single point x0 � z.u/.
The theta term in Gret.x; x

0/, which is sometimes called the tail term, corresponds
to propagation within the light cone; this extra term (which is generically present
in curved spacetime) brings a dependence from events x0 that lie in the past of the
retarded events. In the case of a point particle, the field at x depends on the particle’s
entire past history, from � D �1 to � D u.

There exists an algorithm to calculateU.x; x0/ and V.x; x0/ in the form of Taylor
expansions in powers of ��˛0

(LRR Section 4.3.2). It returns

U.x; x0/ D 1C 1

12
R˛0ˇ 0�˛

0
�ˇ

0 C � � � (16)
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and

V.x; x0/ D 1

12
R.x0/C � � � ; (17)

where R˛0ˇ 0 is the Ricci tensor at x0, and R.x0/ the Ricci scalar at x0. In Ricci-flat
spacetimes the expansions of U � 1 and V both begin at the fourth order in �˛

0
.

6 Alternate Green’s Function

The advanced Green’s function is given by (LRR Section 4.3)

Gadv.x; x
0/ D U.x; x0/ıpast.�/C V.x; x0/�past.��/; (18)

in terms of the same two-point functions U.x; x0/ and V.x; x0/ that appear within
the retarded Green’s function. The difference is that the light cones are now
restricted to the past branch, so that Gadv.x; x

0/ vanishes when x0 is in the past
of x. A solution to the wave equation constructed with the advanced Green’s func-
tion would display anti-causal behavior: it would depend on the future history of
the source.

Another useful choice of Green’s function is the Detweiler–Whiting singular
Green’s function defined by (LRR Section 4.3.5)

GS.x; x
0/ D 1

2
U.x; x0/ı.�/ � 1

2
V.x; x0/�.�/: (19)

Here the delta and theta functions are no longer restricted: both future and past
branches contribute to the Green’s function. In fact, the argument of the step func-
tion is now C� , and this indicates that the second term is active when x and x0 are
spacelike related. For fixed x0, the singular Green’s function is nonzero when x is
either on, or outside, the (past and future) light cone of x0. Unlike the retarded and
advanced Green’s functions, GS.x; x

0/ is not known to exist globally as a distribu-
tion (even for globally hyperbolic spacetimes); its local existence is not in doubt,
however, and this suffices for our purposes.

All three Green’s functions satisfy the same wave equation, �G D �4	ı4, and
all three give rise to fields ˚.x/ that diverge on the particle’s world line. A use-
ful combination of Green’s functions is the Detweiler–Whiting regular two-point
function

GR.x; x
0/ D Gret.x; x

0/�GS.x; x
0/; (20)

which satisfies the homogeneous wave equation �GR.x; x
0/ D 0. This two-point

function gives rise to a field
˚R D ˚ret �˚S (21)

that also satisfies the homogeneous wave equation, �˚R D 0. This field is the
difference between two singular fields, and since ˚ret and ˚S are equally singular
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Fig. 5 Solutions to the wave equation. The retarded field is sourced by the past history of the
point particle, up to the retarded position z.u/. The advanced field is sourced by the future history,
starting from the advanced position z.v/. The singular field is sourced by the world-line segment
that lies on and outside the light cone of the field-point x, starting from the retarded position z.u/
and ending at the advanced position z.v/. Finally, the regular field is sourced by the history of the
particle up to the advanced position z.v/

near the world line, we find that the regular remainder field ˚R stays bounded when
x ! z.�/. And what’s more, the regular field is smooth, in the sense that it and any
number of its derivatives possess a well-defined limit when x ! z.�/ (Fig. 5).

7 Fields Near the World Line

Using the ingredients presented in the preceding sections it is possible to show (LRR
Sections 5.1.3–5.1.5) that close to the world line, the retarded, singular, and regular
fields are given by

˚ret D q

r
C q

Z u

�1
V.x; z/ d� CO.r2/; (22a)

˚S D q

r
� 1

3
q Paaxa CO.r2/; (22b)

˚R D 1

3
q Paaxa C q

Z u

�1
V.x; z/ d� CO.r2/; (22c)

in the retarded coordinates .u; xa D r˝a/. These expressions involve the re-
tarded distance r from x to z.u/ and the frame component Paa.u/ WD Pa�e�a of
Pa� W DDa�=d� , the proper-time derivative of the acceleration vector. They
involve also an integration over the past history of the particle. These expressions
are valid for Ricci-flat spacetimes. We observe that the retarded and singular fields
both diverge as q=r as we approach the world line, but that the regular remainder
˚R is free of singularities.
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In the Fermi coordinates .t; xa D s!a/ we have the more complicated
expressions:

˚ret D q

s
� 1

2
qaa!

a C qs

�
1

8
Pa0 C 1

3
Paa!a � 1

6
R0a0b!

a!b
�

Cq
Z t

�1
V.x; z/ d� CO.s2/; (23a)

˚S D q

s
� 1

2
qaa!

a C qs

�
1

8
Pa0 � 1

6
R0a0b!

a!b
�

CO.s2/; (23b)

˚R D 1

3
q Paaxa C q

Z t

�1
V.x; z/ d� CO.s2/: (23c)

They involve the spatial distance s between x and z.t/, the frame components of
the acceleration vector and its proper-time derivative, the frame components of the
Riemann tensor, and the integration over the past history of the particle. Once more
we see that the retarded and singular fields diverge in the limit s! 0, but that the
regular field is free of singularities. (The singular nature of ˚S is also observed
in a term such as 1

2
qaa!

a that stays bounded when s ! 0, but is directionally
ambiguous on the world line.)

From these equations we may calculate the spatial derivatives of the singular and
regular fields. We obtain

ra˚S D � q

s2
!a � q

2s

�
ıba � !b!a

�
ab C q

8
Pa0 !a

Cq

6
R0b0c !a!

b!c � q

3
R0a0b !

b CO.s/; (24a)

ra˚R D 1

3
q Paa C q

Z t

�1
raV.x; z/ d� CO.s/: (24b)

As expected, the gradient of the singular field diverges as q=s2, but the gradient of
the regular field is free of singularities. The gradient of the retarded field is ra˚ret D
ra˚S C ra˚R.

We notice that many terms in ra˚S are proportional to an odd number of radial
vectors!a; all such terms vanish when we average the field gradient over a spherical
surface of constant s. This averaging leaves behind

˝ra˚S
˛ D �

�
q

3s

�
aa CO.s/; (25)

which is still singular. To obtain this result we made use of the identity h!b!ai D
1
3
ıba . Notice that because ra˚R is smooth at s D 0, an averaging simply returns the

same expression: hra˚Ri D ra˚R.
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8 Self-Force

Let us now reflect on the results of the preceding section and try to make sense of
Eq. 12 as an equation of motion for the particle. Our first attempt will be entirely
heuristic; we shall add refinement to our treatment in the following section.

Given that Eq. 12 does not make sense as it stands when we insert ˚ D ˚ret

on its right-hand side, let us take the view that the equation is meant to apply to
an extended body instead of a point particle, and let us average ˚� WD r�˚ over
the body’s volume. This operation should be carried out in the body’s rest frame,
and for this purpose it is natural to adopt the Fermi coordinates. We aim, therefore,
to average the spatial components ˚ ret

a of the field gradient. The simplest form of
averaging was carried out already in the preceding section, and we obtained

h˚ ret
a i D h˚S

ai C h˚R
a i D �

�
q

3s

�
aa C ˚R

a CO.s/; (26)

in which ˚R
a is evaluated (without obstacle) at s D 0. This expression corresponds

to pretending that the body is a thin spherical shell of radius s.
Substitution into Eq. 12 and evaluation in the Fermi coordinates produces

.mC ım/aa D q˚aR ; (27)

with ım WD q2=.3s/ denoting the contribution to the total body mass that comes
from the field’s energy. Absorbing this into a redefinition of the inertial massm, the
final tensorial expression for the equation of motion is

ma˛ D q
�
g˛ˇ C u˛uˇ

�rˇ˚R; (28)

with

rˇ˚R D 1

3
q Paˇ C q

Z �

�1
rˇV.x; z/ d� 0: (29)

This is Quinn’s equation of motion [10] for a scalar charge q moving in a curved
spacetime with metric g˛ˇ . The self-force involves an instantaneous term propor-
tional to Pa˛ D Da˛=d� , as well as an integral over the particle’s past history.

Equation 28 informs us that of the complete retarded field ˚ret D ˚S C˚R, only
the Detweiler–Whiting regular field ˚R contributes to the self-force. The role of the
singular field is merely to contribute to the particle’s inertia, through a shift ım in
its inertial mass. This contribution diverges in the limit s ! 0, but it would be finite
for any extended body.

I must confess that this computation returns the wrong expression for the
particle’s self-energy. We obtained ım D q2=.3s/, while the correct expression
is ım D q2=.2s/; we are wrong by a factor of 2=3. I believe that this discrepancy
originates in an inconsistency between our assumed shape for the extended body –
a spherical shell of radius s – and the field it produces, which we took to be equal to
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the field produced by a point particle. I would conjecture that calculating the field
actually produced by a spherical shell would give rise to the correct expression for
ım, but leave unchanged the final result of Eq. 28 for the equation of motion.

9 Axiomatic Approach

The procedure outlined above is admittedly heuristic. It can, however, be formalized
and put on an axiomatic basis that supplies Eq. 28 with a much improved pedigree.
This is the approach that was first pursued by Ted Quinn and Bob Wald [10, 11].
They formulate two axioms that the scalar self-force F ˛ should satisfy:

Quinn–Wald Axiom 1 Two scalar particles move on world lines � and Q� in two
different spacetimes. At points z and Qz their acceleration vectors have equal lengths.
The neighborhoods of z and Qz, as well as the acceleration vectors, are identified in
Fermi coordinates. Then the difference in the self-forces is given by

F ˛ � QF ˛ D q
�
g˛ˇ C u˛uˇ

�
lim
s!0

D
˚ˇ � Q̊

ˇ

E
: (30)

Here ˚ and Q̊ are the retarded fields in each spacetime, and ˚ˇ WD rˇ˚ while
Q̊
ˇ WD Qrˇ Q̊ . The limit is well defined after the difference of field gradients is

averaged over a sphere of radius s.

Quinn–Wald Axiom 2 QF ˛ D 0 in flat spacetime, for a particle with uniform ac-
celeration.

The first axiom is essentially a statement that when two particles momentarily
share the same acceleration, their fields are equally singular, and the difference (af-
ter averaging) possesses a well-defined limit when s! 0. The second axiom is a
scalar-charge analogue to a well-known result from flat-spacetime electrodynamics:
a charged particle moving with a uniform acceleration does not undergo radiation
reaction.

According to Eq. 24, the curved-spacetime expression for the gradient of the
retarded field is

˚a D � q

s2
!a � q

2s

�
ıba � !b!a

�
ab C q

8
Pa0 !a

Cq

6
R0b0c !a!

b!c � q

3
R0a0b !

b C ra˚R CO.s/I (31)

this holds at time t in Fermi coordinates. The flat-spacetime expression is

Q̊
a D � q

s2
!a � q

2s

�
ıba � !b!a

�
ab CO.s/; (32)

and this also holds at time t in the same system of Fermi coordinates. Under the con-
ditions of the Quinn–Wald axioms, the acceleration aa that appears in ˚a and Q̊

a is
one and the same. In the flat-spacetime expression we set Pa0 and Paa to zero because
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the acceleration is chosen to be uniform. In addition we eliminate the Riemann-
tensor terms, as well as the integral over the particle’s past history – V necessarily
vanishes in flat spacetime.

Subtraction yields

˚a � Q̊
a D q

8
Pa0 !a C q

6
R0b0c !a!

b!c � q

3
R0a0b !

b C ra˚R CO.s/; (33)

and we get ˝
˚a � Q̊

a

˛ D ra˚R CO.s/ (34)

after averaging over a sphere of constant s. The difference in the self-forces is there-
fore Fa � QFa D qra˚R. The second axiom finally returns Fa D qra˚R, which
is equivalent to Eq. 28; we have reproduced Quinn’s expression for the scalar self-
force. Notice that the second axiom eliminates the need to carry out an explicit
renormalization of the mass.

Another axiomatic approach provides an even more immediate derivation of
Quinn’s equation. This is the approach suggested by Steve Detweiler and Bernard
Whiting [2], which is based on an observation and an alternate axiom:

Detweiler–Whiting Observation The retarded field ˚ret can be decomposed
uniquely into a singular piece ˚S and a regular remainder ˚R.

Detweiler–Whiting Axiom The singular field produces no force on the particle.
The immediate consequence of the axiom is that only the regular field partici-

pates in the self-force, and we once more arrive at Quinn’s equation.
The Detweiler–Whiting approach is very clean and provides a quick route to the

final answer. The observation is not at all controversial, because the singular field is
indeed uniquely defined by the prescription outlined in Sect. 6. The axiom, on the
other hand, seems too good to be true. How can it just be asserted that the singular
field produces no force?

A fairly compelling line of argument rests on the fact that according to its defi-
nition, the singular field is strongly time-symmetric, in the sense that the field at x
does not depend on the future nor the past of the spacetime point; it instead depends
on source points x0 that are in a spacelike or lightlike relation with x. Since we
would expect the self-force to be sensitive to the direction of time – an advanced
field should produce a different force from a retarded field – it seems plausible that
the singular field would not know whether to push or pull, and would therefore
choose to do neither.

The argument is not water-tight. For example, an alternate singular field, defined
by Dirac’s prescription 1

2
˚ret C 1

2
˚adv, would also be time-symmetric (though not

strongly time-symmetric), and could also be asserted to produce no force. The
resulting self-force, however, would be produced by 1

2
˚ret � 1

2
˚adv, and would

depend on the entire history of the particle, both past and future. We would of course
reject this candidate self-force on grounds of causality violation, but the argument
nevertheless shows that there is more to the Detweiler–Whiting singular field than
a time-symmetry property. Another hole in the argument lies in the link between
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the time-symmetry of the singular field and the statement that it must exert no force:
While the time-symmetry property clearly implies that the singular field cannot pro-
duce dissipative effects on the particle, there is no reason to rule out an eventual
conservative contribution to the self-force.

The conclusion is that additional axioms are necessarily required to make sense
of the equations of motion formulated for a point particle. The axioms may seem
plausible and perhaps even self-evident, but they cannot be derived from first prin-
ciples in the context of a classical field theory coupled to a point particle. Such
a theory is inherently singular and ambiguous, and it necessarily requires external
input in the form of additional axioms.

10 Conclusion

Can one do better than this? The answer is “no” if we insist in treating the point
particle as a fundamental classical object. The answer, however, is “yes” if we prop-
erly understand that a point particle is merely a convenient substitute for what is
fundamentally an extended body. In this view, the length scale of the moving body
is `, not 0. The body possesses a finite density of scalar charge, the scalar field is
finite everywhere, and its motion traces a world tube in spacetime instead of a single
world line. To determine this motion is a well-posed problem, but the description
now involves a lot of additional details. Under usual circumstances, however, ` is
much smaller than all other length scales present in the problem, such as the radius
of curvature R of the body’s trajectory. Under these circumstances the description
of the motion can be simplified so as to involve a much smaller number of vari-
ables; in the limit `=R ! 0 only the position of the center-of-mass matters, and
all couplings between the body’s multipole moments and the external field become
irrelevant. In this limit we recover a point-particle description, with the essential
understanding that it is merely an approximate description that should not be con-
sidered to be fundamental.

To go through the details of this program is difficult, and it appears that very
few authors have attempted it since the old days of Lorentz and Abraham. For a
recent discussion, and a review of this literature, see the work by Harte [6]. Another
important exception concerns the gravitational self-force acting on a small black
hole (LRR Section 5.4), which is decidedly not treated as a point mass.

It is well known that in general relativity, the motion of gravitating bodies is
determined, along with the spacetime metric, by the Einstein field equations; the
equations of motion are not separately imposed. This observation provides a means
of deriving the gravitational self-force without having to rely on the fiction of a point
mass. In the powerful method of matched asymptotic expansions, the metric of the
small black hole, perturbed by the tidal gravitational field of the external spacetime,
is matched to the metric of the external spacetime, perturbed by the black hole. The
equations of motion are then recovered by demanding that the metric be a valid
solution to the vacuum field equations. In my opinion, this method (which was first
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applied to the gravitational self-force problem by Mino et al. [8]) gives what is by far
the most compelling derivation of the gravitational self-force. Indeed, the method is
entirely free of conceptual and technical pitfalls – there are no singularities (except
deep inside the black hole) and only retarded fields are employed.

In this assessment I respectfully disagree with my colleague Bob Wald, who
finds that the method incorporates a number of unjustified assumptions. I would
concede that expositions of the method – including my own in LRR – might not have
sufficiently clarified some of its subtle aspects. But I see this as faulty exposition,
not as an intrinsic difficulty with the method of matched asymptotic expansions.
I refer the reader to the recent work by Sam Gralla and Bob Wald [5] for their views
on this issue, and their own approach to the motion of an extended body in general
relativity.

The introduction of a point particle in a classical field theory appears at first sight
to be severely misguided. This is all the more true in a nonlinear theory such as
general relativity. The lesson learned here is that surprisingly often, one can get
away with it. The derivation of the gravitational self-force based on the method
of matched asymptotic expansions does indeed show that the result obtained on
the basis of a point-particle description can be reliable, in spite of all its questionable
aspects. This is a remarkable observation, and one that carries a lot of convenience:
It is indeed much easier to implement the point-mass description than to perform
the matching of two metrics in two coordinate systems. The lesson, of course, carries
over to the scalar and electromagnetic cases.
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Computational Methods for the Self-Force
in Black Hole Spacetimes

Leor Barack

Abstract We survey the set of computational methods devised for implementing
the MiSaTaQuWa formulation in practice, for orbits around Kerr black holes. We fo-
cus on the gravitational self-force (SF) and review in detail two of these methods: (i)
the standard mode-sum method, in which the perturbation field is decomposed into
multipole harmonics and the MiSaTaQuWa regularization is performed, effectively,
mode by mode; and (ii) m-mode regularization, whereby one regularizes individual
azimuthal modes of the full perturbation. The implementation of these strategies
involves the numerical integration of the relevant perturbation equations, and we
discuss several practical issues that arise and ways to deal with them. These issues
include the choice of gauge, the numerical representation of the particle singularity,
and the handling of high-frequency contributions near the particle in frequency-
domain calculations. As an example, we show results from an actual computation
of the gravitational SF for an eccentric geodesic orbit around a Schwarzschild black
hole, using direct numerical integration of the Lorenz-gauge perturbation equations
in the time domain.

1 Introduction and Overview

The development of a robust formulation for the self-force (SF) in curved spacetime
has been motivated strongly by the prospects of observing gravitational waves from
extreme mass-ratio inspirals (EMRIs) with LISA (see Jennrich’s contribution in this
volume). It is estimated that LISA will observe hundreds such events [53], out to
cosmological distances [52], allowing a powerful microscopy of the strong-field
geometry outside astrophysical massive black holes. The rich science encapsulated
in the EMRI waveforms [1, 9, 10, 39, 54] makes this class of sources a high priority
for LISA. However, the full scientific promise of EMRI detections could only be
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realized if accurate and faithful theoretical templates of inspiral waveforms were
available by the time LISA flies. The underlying idealized physical problem is that
of a structureless point particle of mass �, set in a generic (eccentric, inclined)
strong-field orbit around a Kerr black hole of a much larger mass, M ��. The
goal is to model the gravitational waveforms emitted as radiation reaction drives the
gradual inspiral up until the eventual plunge through the black hole’s event horizon.
A prerequisite is to calculate the local gravitational SF acting on the inspiralling
object, at least at leading order in the small mass [O.�2/]. This defines the mission
statement for the ongoing “SF program” that sets the context for this review.

The theoretical framework underpinning the SF program is reviewed elsewhere
in this volume (see Wald’s, Detweiler’s, and Poisson’s contributions). It comprises
the works by Mino, Sasaki, and Tanaka [86] (gravitational SF using matched asymp-
totic expansions), Quinn and Wald [103] (gravitational SF using an axiomatic
approach), Detweiler and Whiting [44] (R-field reinterpretation of the perturbed
motion), Gralla and Wald [57] (rigorous derivation of the SF using a one-parameter
family of spacetimes), Barack and Ori [18] (gauge dependence of the gravita-
tional SF), and Poisson [97] (a self-contained and pedagogical review, with an
elegant reproduction of previous derivations). The main end product of this theo-
retical advance was a firmly established general formula for the SF in a class of
spacetimes including Kerr. This formula (Eq. 2 below) will be the starting point of
our review. We will refer to it, following Poisson [97], as the MiSaTaQuWa formula,
an acronym based on the names of the authors of Refs. [86] and [103], where the
formula was first derived.

Starting in the late 1990s, work began to recast the MiSaTaQuWa formula in a
practical form and implement it in actual calculations of the SF. While the “holy
grail” of this program remains the calculation of the gravitational SF for generic
orbits in Kerr, much of the initial effort has concentrated on the toy problem of the
scalar-field SF, and on simple classes of orbits (radial, circular) in Schwarzschild
spacetime. The last few years, however, have seen first calculations of the gravita-
tional (and electromagnetic) SFs for generic orbits in Schwarzschild – and work on
Kerr is now under way. In our presentation we shall focus, for concreteness, on the
gravitational problem.

The scope of our discussion will be restricted to work concerned with the direct
evaluation of the MiSaTaQuWa SF along a given prespecified orbit (normally taken
to be a geodesic of the background spacetime); we will not consider here the im-
portant question of how orbits evolve under the effect of the SF. There is a parallel
research effort [49,50,55,65,67,84,100,108] aimed to devise a faithful scheme for
calculations of the slow (“adiabatic”) orbital evolution in LISA-relevant sources.
This effort is largely based on a strategy proposed by Mino [81–83, 107], in which
a time-average measure of the rate of change of the orbital “constants of motion” is
calculated from a certain “radiative” Green’s function without resorting to the local
SF, but neglecting its conservative effects. It is not inconceivable that this method
would prove sufficiently accurate for LISA applications. However, ultimately, the
performance and accuracy of this method could only be assessed against precise
calculations of the full SF.
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1.1 The MiSaTaQuWa Formula

The starting point for our discussion is the MiSaTaQuWa formula, which we now
state. Consider a timelike geodesic � in Kerr spacetime and let � be proper time
along � . Let also x˛ D z˛.�/ describe � in some smooth coordinate system, and
u˛ � d z˛=d� be the four velocity. Denote by g˛ˇ the Kerr background metric, and
by h˛ˇ the retarded metric perturbation from a particle of mass � whose worldline
is � . Assume h˛ˇ is given in the Lorenz gauge:

g�ˇ Nh˛ˇ I� D 0 with Nh˛ˇ � h˛ˇ � 1

2
g˛ˇh

�
� : (1)

Throughout this article, and as usual in perturbation theory, indices are raised and
lowered using the background metric g˛ˇ , and covariant derivatives (denoted by
semicolons) are taken with respect to that metric. (We also use the conventional
geometrized units where G D c D 1, and we adopt metric signature �CCC.) At
any spacetime point x the trace-reversed perturbation can be written as a sum of two
pieces, Nh˛ˇ D Nhdir

˛ˇ
C Nhtail

˛ˇ
, the former being the “direct” contribution coming from

the intersection of the past light cone of x with � , and the latter being the “tail”
contribution arising from the part of � inside this light cone (see Fig. 1). Both Nh˛ˇ
and Nhdir

˛ˇ
obviously diverge when evaluated on � ; however, Nhtail

˛ˇ
is continuous and

differentiable (though not smooth) there.
The MiSaTaQuWa formula states that the gravitational SF along � is given by1

F ˛self.z/ D lim
x!z

�k˛ˇ�ı Nhtail
ˇ� Iı D lim

x!z

�
�k˛ˇ�ı Nhˇ� Iı � �k˛ˇ�ı Nhdir

ˇ� Iı
�
; (2)

Fig. 1 An illustration of the
setup described in the text.
z.�/ is a point on the timelike
worldline � (thick solid line)
and x is a field point close
to z, shown with a portion
of its past light cone. � is the
spatial geodesic distance from
x to � and ıx˛ � x˛ � z˛ .
The metric perturbation at x
consists of a direct and a tail
contribution, illustrated
by the thick dashed and
dash-dot lines, respectively

1 In the original MiSaTaQuWa formulation, the SF is not expressed directly in terms of the gradient
of Nhtail

˛ˇ , but rather as a worldline integral over the gradient of the relevant retarded Green’s func-
tion (cf. Eq. 1.9.6 of Poisson [97]). The commutation of the derivative operator and the worldline
integral produces local terms at x, which, however, vanish (in the vacuum case which concerns us
here) upon contraction with k˛ˇ�ı at the limit x ! z.
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where k˛ˇ�ı .x/ is any smooth off-� extension of the tensor k˛ˇ�ı0 defined on � as2

k
˛ˇ�ı
0 D 1

2
g˛ıuˇu� � g˛ˇu�uı � 1

2
u˛uˇu�uı C 1

4
u˛gˇ�uı C 1

4
g˛ıgˇ� : (3)

An alternative formulation, as compelling in its interpretation of the perturbed
motion as it is useful for practical implementation, is due to Detweiler and Whiting
[40, 44]. This formulation introduces the alternative splitting Nh˛ˇ D NhS

˛ˇ
C NhR

˛ˇ
,

where the “R” field (unlike the tail field) is a certain smooth solution of the pertur-
bation equations, which, nonetheless, gives rise to the same physical SF as the tail
field:

F ˛self.z/ D lim
x!z

�k˛ˇ�ı NhR
ˇ� Iı D lim

x!z

�
�k˛ˇ�ı Nhˇ� Iı � �k˛ˇ�ı NhS

ˇ� Iı
�
: (4)

The gradient fields NhR
˛ˇ I� and Nhtail

˛ˇ I� differ by terms which are continuous (yet
not differentiable) on � (cf. Eq. 1.9.5 of [97]), and which vanish at x ! z upon
contraction with k˛ˇ�ı . The singular “S” field NhS

˛ˇ
and the direct field Nhdir

˛ˇ
share

the same leading-order singularity near � . More precisely, considering a particular
point z on � and a nearby off-� field point x (see Fig. 1), we have [21, 87, 91]

NhS;dir
˛ˇ

.x/ D 4� Ou˛.x/Ouˇ .x/
�.x/

C �wS;dir
˛ˇ

.x/

�.x/
C c

S;dir
˛ˇ

; (5)

where Ouˇ is the four-velocity vector parallelly propagated from z to x, � is the spatial
geodesic distance from x to � (i.e., the length of the short normal geodesic section
connecting x to � ), wS;dir

˛ˇ
are smooth functions of x (and z) which vanish at x ! z

at least quadratically in the coordinate differences x˛ � z˛ , and cS;dir
˛ˇ

are constants.
The S and direct fields differ only in the explicit form of w˛ˇ and (possibly) in the
value of c, neither of which will be important in what follows.

Equations 2 and 4 prescribe the correct regularization of the gravitational SF
and form the fundamental basis for all SF calculations. It is important to make the
point that the calculation methods to be described below do not involve any fur-
ther regularization: they are simply implementations of the MiSaTaQuWa formula.
In particular, the mode-sum methods at the focus of our discussion (sometimes
referred to, perhaps misleadingly, as “regularization” methods) simply recast the
MiSaTaQuWa formula in a more practical – but otherwise equivalent – form.

1.2 Gauge Dependence

Another crucial point to have in mind is that the MiSaTaQuWa formula (2) is guar-
anteed to hold true only if Nh˛ˇ satisfies the Lorenz-gauge condition (1). Relatedly,

2 The quantity k˛ˇ�ı Nhˇ�Iı is the linear perturbation in the connection coefficients, ı� ˛
�ˇ.h��/,

projected orthogonally to � ; that is, k˛ˇ�ı Nhˇ�Iı D .gˇ� C uˇu� /ı� ˛
ˇ� .
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the singular fields NhS;dir
˛ˇ

are guaranteed to have the form (5) only in the Lorenz
gauge; other gauge choices may “distort” the local isotropy of the singularity (as
demonstrated in Ref. [18] with a few examples).

Yet, it is important to understand the gauge dependence of the SF. A thorough
analysis of this issue was presented in Ref. [18]. It was explained that the very
definition of the gravitational SF through a mapping of the physical trajectory from
a “perturbed” geometry onto a “background” spacetime automatically gives rise to
a gauge ambiguity in the SF. From this recognition there readily follows a gauge
transformation law for the SF: For a given physical metric perturbation h�� in a
given gauge, consider an infinitesimal gauge displacement x˛ ! x˛ � �˛./ �/,
under which the perturbation transforms according to

h�� ! h�� C ��I� C ��I�: (6)

The corresponding gravitational SF then transforms as [18]

F ˛self ! F ˛self � �
h
.g˛� C u˛u�/ R�� CR˛���u���u�

i
; (7)

where an overdot denotes covariant differentiation with respect to proper time,
R˛
���

is the Riemann tensor associated with the background geometry, and the
terms in square brackets are, of course, evaluated at the particle.

Strictly speaking, the notion of a gravitational SF in a non-Lorenz gauge only
makes sense if, for �˛ relating that gauge to the Lorenz gauge, the expression on
the right-hand side of Eq. 7 is well defined. This is not at all an obvious condition;
some simple counterexamples are analyzed in [18]. In gauges where the expres-
sion in square brackets in Eq. 7 does not have a well-defined (finite and direction
independent) particle limit, one might still devise a useful notion of the SF by aver-
aging over angular directions, or by taking a directional limit in a consistent fashion
[18, 57].

1.3 Implementation Strategies

One faces several practical challenges in trying to implement the MiSaTaQuWa
formula. Some analytic approximations (see under “quasi-local” and “weak field”
below) can tackle the tail calculation directly, but an accurate treatment of the
strong-field SF must involve a numerical computation, bringing about several tech-
nical difficulties. Foremostly, how does one go about extracting the tail (or R) piece
from the full retarded perturbation in practice? Equations 2 and 3 suggest using the
subtraction Nh˛ˇ � Nhdir

˛ˇ
(or Nh˛ˇ � NhS

˛ˇ
). This, however, involves the removal of one

divergent quantity from another, which is not easily tractable in actual numerical
calculations.

Several strategies have been proposed for dealing with this “subtraction” prob-
lem, and in the main part of this review we shall describe a few of them in
some detail. Here we proceed with a brief overview of the main implementation
frameworks, including those based on analytic approximations.
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1.3.1 Quasi-Local Calculations

This approach tackles the calculation of the tail contribution directly, by analyti-
cally evaluating the Hadamard expansion of the Green’s function [2–5,93,94]. Such
calculations capture the “near” part of the tail, which, one might hope, represents
the dominant contribution in problems of interest. Quasi-local calculations could be
supplemented by a numerical computation of the “far” part of the tail, a strategy
referred to as “matched expansions” (not to be confused with “matched asymptotic
expansions”). The applicability of this idea was demonstrated very recently [37]
with a full calculation in Nariai spacetime (a simple toy spacetime featuring many
of the characteristics of Schwarzschild).

1.3.2 Weak-Field Analysis

The tail formula can be evaluated analytically for certain weak-field configurations
[47, 96, 98–100], within a Newtonian or a post-Newtonian (PN) framework. Such
work has provided important insight into the nature and properties of the SF. PN
techniques have also been implemented in combination with the mode-sum method
discussed below [63, 64, 89–91].

1.3.3 Radiation-Gauge Regularization

This approach, introduced in 2006 [70], proposes a reformulation of the MiSa-
TaQuWa regularization in the radiation gauge, which enables a reconstruction of the
R-part of the metric perturbation from a regularized Newman–Penrose scalar ( 0 or
 4). The main advantage of this method is that it reduces the numerical compo-
nent of the calculation to a solution of a single scalar-like (Teukolsky’s) equation.
However, some of the technical complexity is relegated to the metric reconstruction
stage. This technique has been implemented so far only for a particle held static in
Schwarzschild, but more interesting cases are currently being studied [69,101]. See
also the discussion in Section 3.1.

1.3.4 Mode-Sum Method

An approach whereby one evaluates the tail contribution mode by mode in a multi-
pole expansion [7,16,17,19,21,22,45,62–64,75,87]. The subtraction “full�direct”
(or “full�S-field”) is performed mode by mode, avoiding the need to deal with di-
vergent quantities. The method exploits the separability of the field equations in
Kerr into multipole harmonics. The mode-sum method has provided the framework
for the bulk of work on SF calculations over the last decade. We will discuss it in
detail in Section 2.
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1.3.5 “Puncture” Methods

A set of recently proposed methods custom-built for time-domain numerical im-
plementation in 2C 1 or 3C 1 dimensions [11, 12, 69, 77, 116]. Common to these
methods is the idea to utilize as a variable for the numerical time evolution a “punc-
tured” field, constructed from the full field by removing a suitable singular piece,
given analytically. The piece removed approximates the correct S-field sufficiently
well that the resulting “residual” field is guaranteed to yield the correct MiSa-
TaQuWa SF. In the 2 C 1D version of this approach the regularization is done mode
by mode in the azimuthal (m-mode) expansion of the full field. This procedure of-
fers significant simplification; we shall review it in detail in Section 5.

SF Calculations to Date As we have mentioned already, the program to calculate
the SF in black hole orbits has been progressing gradually, through the study of a
set of simplified model problems. Some of the necessary computational techniques
were first tested within the simpler framework of a scalar-field toy model before
being applied to the electromagnetic (EM) and gravitational problems. Authors have
considered special classes of orbits (static, radial, circular) before attempting more
generic cases, and much of the work so far has focused on Schwarzschild orbits.
The state of the art is that there now exist numerical codes for calculating the scalar,
EM, and gravitational SFs for all (bound) geodesics in Schwarzschild spacetime. It
is reasonable to predict that workers in the field will now increasingly be turning
their attention to the Kerr problem.

The information in Tables 1–3 is meant to provide a quick reference to work done
so far. It covers actual evaluations of the local SF that are based on the MiSaTaQuWa
formulation (or the analogous scalar-field and EM formulations of Refs. [102] and
[46,66,103], respectively), either directly or through one of the aforementioned im-
plementation methods. We have included weak-field and PN implementations, but
have not included quasi-local calculations and work based on the radiative Green’s
function approach. The three tables list separately works on the scalar, EM, and
gravitational SFs. In each table, works are listed roughly in chronological order.
Some of the numerical techniques indicated under “calculation method” are dis-
cussed in Sections 4 and 5 of this review.

The rest of this review is structured as follows. Section 2 is a self-contained intro-
duction to the mode-sum method. The basic idea is presented through an elementary
example, followed by a formulation of the method as applied to generic orbits in
Kerr. In Section 3, we discuss the practicalities of numerical calculations with point-
like sources, and review some of the methods proposed to facilitate such calculations
in both the frequency and time domains. Section 4 focuses on a particular imple-
mentation method, namely the direct time-domain integration of the Lorenz-gauge
metric perturbation equations (in Schwarzschild). This method enabled the recent
milestone calculation of the gravitational SF for eccentric orbits in Schwarzschild,
and we present results from this calculation. In Section 5 we discuss puncture-type
methods, proposed (with the Kerr problem in mind) as alternative to the standard
mode-sum scheme. We focus on one particular variant: the m-mode regularization
method. Section 6 reflects on recent advances and speculates on future directions.
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Table 1 Calculations of the scalar-field SF within the MiSaTaQuWa framework. In this table, as
well as in Tables 2 and 3, “direct” implies explicit evaluation of the MiSaTaQuWa tail term; “spec-
tral” indicates numerical calculation through frequency-domain analysis; and “evolution” refers to
numerical calculation via integration in the time domain

Case Author(s)
Implementation
strategy

Computation
method

Schwarzschild: Burko [29] Mode sum Analytic
Static particlea

Newtonian potential: Pfenning and Poisson [96] Direct Analytic
Generic motion
Schwarzschild: Burko [30] Mode sum Spectral
Circular geodesics Detweiler et al. [45, 48]
Schwarzschild: Barack and Burko [8] Mode sum Evolution in 1C1D
Radial geodesics
Spherical mass shell: Burko et al. [33] Mode sum Analytic
Static particle
Schwarzschild: Nakano et al. [90] Post-Newtonian Analytic
Circular geodesics Hikida et al. [64]
Kerr–Newman: Burko and Liu [32] Mode sum Semi-analytic
Static particle
Isotropic cosmology: Burko et al. [34] Direct Analytic
Static particle
Isotropic cosmology: Haas and Poisson [61] Direct Analytic
Slow motion
Schwarzschild: Haas [59] Mode sum Evolution in 1C1D
Eccentric geodesics
Schwarzschild: Vega and Detweiler [116] Puncture Evolution in 1C1D
Circular geodesics
Kerr: circular Barack and Warburton [119] Mode sum Spectral
Equatorial geodesics
aThis case was analyzed independently by Wiseman [120] using a different method.

Table 2 Calculations of the electromagnetic self-force based on MiSaTaQuWa formula

Case Author(s)
Implementation
strategy

Computation
method

Schwarzschild: Burko [29] Mode sum Analytic
Static particlea

Newtonian potential: Pfenning and Poisson [96] Direct Analytic
Generic motion
Isotropic cosmology: Haas and Poisson [61] Direct Analytic
Slow motion
Schwarzschild: Keidl et al. [70] Radiation gauge Analytic
Static particle Regularization
Schwarzschild: Haas [60] Mode sum Evolution in 1C1D
Eccentric geodesics
aThis calculation recovers results by Will and Smith [105] using a different method.
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Table 3 Calculations of the gravitational self-force based on MiSaTaQuWa formula

Case Author(s)
Implementation
strategy

Computation method

Newtonian potential: Pfenning and Poisson [96] Direct Analytic
Generic motion
Schwarzschild: Barack and Lousto [14] Mode sum 1C1D evolution in
Radial geodesics Regge–Wheeler gauge
Schwarzschild: Keidl et al. [70] Radiation gauge Analytic
Static particle Regularization
Schwarzschild: Barack and Sago [24] Mode sum 1C1D evolution in
Circular geodesics Lorenz gauge
Schwarzschild: Detweiler [42] Mode sum Spectral numerics in
Circular geodesics Regge–Wheeler gauge
Schwarzschild: Barack and Sago [25, 26] Mode sum 1C1D evolution in
Eccentric geodesics Lorenz gauge

2 Mode-Sum Method

Let us write the MiSaTaQuWa formula (4) in the more compact form

F ˛self.z/ D lim
x!z

�
F ˛.x/ � F ˛S .x/


; (8)

whereF ˛ and F ˛S are fields ( the “full force” and “S force,”respectively) constructed
through

F ˛.x/ D �k˛ˇ�ı Nhˇ� Iı ; F ˛S .x/ D �k˛ˇ�ı NhS
ˇ� Iı : (9)

Recall that k˛ˇ�ı .x/ are tensor fields defined through a (smooth) extension of
k
˛ˇ�ı
0 (given in Eq. 3) off the worldline. The fields F ˛.x/ and F ˛S .x/ may be

defined through any such extension, as long as the same extension is applied in
both. Both F ˛ and F ˛S , of course, diverge at the particle, but their difference,
F ˛R � �k˛ˇ�ı NhR

ˇ� Iı , is a smooth (analytic) function of x even at the particle.
In the mode-sum method we formally decompose the fields F ˛ and F ˛S into mul-

tipole (l; m) harmonics in the black hole spacetime. These harmonics are defined in
the Kerr/Schwarzschild background based on the Boyer–Lindquist/Schwarzschild
coordinates .t; r; �; '/ in the standard way, that is, through a projection onto an or-
thogonal basis of angular functions defined on surfaces of constant t and r . Let us
denote by F ˛l.x/ and F ˛lS .x/ the l-mode contribution to F ˛ and F ˛S , respectively
(summed overm). A key observation is that each of these l-mode fields is finite even
at the particle. This suggests a natural regularization procedure, which, essentially,
amounts to performing the subtraction F ˛ � F ˛S mode by mode. The idea is best
developed through an elementary example, as follows.
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2.1 An Elementary Example

Consider a pointlike particle of mass � at rest in flat space. The location of the
particle is x D xp in a given Cartesian system. In this simple static configuration,
the perturbed Einstein equations read

r2 Nhtt D �16	� ı3.x � xp/ (10)

(with all other components vanishing), where Nh˛ˇ .x/, recall, is the trace-reversed
metric perturbation (Eq. 1), r2 is the Laplacian operator, and we have represented
the particle with a delta-function distribution. The static perturbation Nh˛ˇ automati-
cally satisfies the Lorenz-gauge condition (1). Of course, in this simple case we can
immediately write down the exact physical solution (it is the Coulomb-like solution
Nht t D 4�=jx � xpj), and we simply have NhS

t t D Nht t and F ˛S D F ˛, so that Eq. 8
trivially gives F ˛self D 0 as expected. However, for the sake of our discussion, let us
instead proceed (indeed, rather artificially in our case) by considering the multipole
expansion of the perturbation.

To this end, introduce polar coordinates .r; �; '/, such that our particle is located
at .r0 ¤ 0; �0; '0/, and expand ht t in spherical harmonics on the spheres rD const,
in the form

Nhtt D
1X
lD0

Nhltt.r; �; '/; where Nhltt.r; �; '/ D
lX

mD�l
Qhlm

tt .r/ Ylm.�; '/: (11)

This expansion separates Eq. 10 into radial an angular parts, the former reading (for
each l; m)

Qhlmtt;rr C 2

r
Qhlm

tt;r � l.l C 1/

r2
Qhlm

tt D �16	�
r20

Y 
lm.�0; '0/ ı.r � r0/; (12)

where an asterisk denotes complex conjugation. The unique physical l; m-mode so-
lution, continuous everywhere and regular at both r D 0 and r ! 1, reads

Qhlm
tt .r/ D 16	�

.2l C 1/r0
Y 

lm.�0; '0/ �
	
.r=r0/

�l�1; r � r0;

.r=r0/
l ; r � r0;

(13)

giving
Nhltt.r; �/ D 4�

r0
Pl.cos �/ �

	
.r=r0/

�l�1; r � r0;

.r=r0/
l ; r � r0;

(14)

where Pl is the Legendre polynomial and � is the angle subtended by the two radius
vectors to x and xp (see Fig. 2).

Now consider the multipole decomposition of the “full-force” field defined on the
left-hand side of Eq. 9. This decomposition will, of course, depend on how the tensor
k˛ˇ�ı is extended off the particle. We choose here a simple “fixed k” extension,
defined through k˛ˇ�ı.x/� k

˛ˇ�ı
0 (in our Minkowskian coordinates .t; x/). Then
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Fig. 2 An illustration of the simple setup described in the text: A particle of mass � in flat space is
at rest at .r0; �0; '0/. The gravitational field of the particle is decomposed into spherical harmonics,
each contributing a finite amount F l

r˙ to the “one-sided” radial full force acting on the particle

Ft D 0 and Fi D�k
t tj
i

Nht t;j D .�=4/ Nht t;i . Focus now on the r component. The l
mode of Fr is given in terms of the l mode of Nht t;r simply as F lr D .�=4/ Nhlt t;r .
Using Eq. 14 and evaluating Fr at the particle (taking � ! 0 followed by r ! r0̇ ),
we obtain

F lr˙.xp/ D �L�
2

r20
� �2

2r20
; where L � l C 1

2
: (15)

Here, the subscripts ˙ indicate the two (different) values obtained by taking the
particle limit from “outside” (r ! rC) and “inside” (r ! r�).

Let us note the following features manifest in the above simple analysis:

� The individual l modes of the metric perturbation, Nhl
˛ˇ

, are each continuous at
the particle’s location, although their derivatives are discontinuous there.

� The individual l modes of the full force, F l˛ , have finite one-sided values at the
particle.

� At large l , each of the one-sided values of the full force at the particle is domi-
nated by a term / l . (The mode sum obviously diverges at the particle, reflecting
the divergence of the full force F˛ there.)

It turns out (as we shall see later) that all the above features are quite generic,
and they carry over intact to the much more general problem of a particle moving in
Kerr spacetime. Specifically, we find that, at any point along the particle’s trajectory,
the (one-sided values of the) full-force l modes always have the large-l form

F l˛˙ D ˙LA˛ C B˛ C C˛=LCO.L�2/: (16)

In our elementary problem the power series in 1=L truncates at the L0 term, but in
general the series can be infinite. The l-independent coefficients A˛, B˛ , and C˛,
whose values depend on the geometry as well on the particle’s location and four-
velocity, reflect the asymptotic structure of the particle singularity at large l . These
coefficients, called regularization parameters, play a crucial role in the mode-sum
regularization procedure, as we describe next.
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2.2 The Mode-Sum Formula

Consider a mass particle moving on a geodesic trajectory in Kerr, and suppose we
are interested in the value of the SF at a point z with Boyer–Lindquist coordinates
(t0; r0; �0; '0) along the trajectory. Starting with Eq. 8, let us formally expandF ˛.x/
and F ˛S .x/ in spherical harmonics3 on the surfaces t; r D const. Denoting the corre-
sponding l-mode contributions (summed overm) by F ˛l .x/ and F ˛lS .x/, we write4

F ˛self.z/ D lim
x!z

1X
lD0

h
F ˛l.x/ � F ˛lS .x/

i
: (17)

Since F ˛.x/�F ˛S .x/ is a smooth function for all x, the mode sum in Eq. 17 is guar-
anteed to converge exponentially for all x (this is a general mathematical property
of the multipole expansion). In particular, the sum converges uniformly at x D z,
and we are allowed to change the order of limit and summation. We expect, how-
ever, that the particle limit of the individual terms F ˛l and F ˛lS is only defined in a
one-sided sense. Hence, we write

F ˛self.z/ D
1X
lD0

h
F ˛l˙ .z/ � F ˛lS˙.z/

i
; (18)

where ˙ indicates the values obtained by first taking the limits t ! t0, � ! �0 and
' ! '0, and then taking r ! r0̇ . Of course, the difference F ˛l˙ .z/� F ˛lS;˙.z/ does
not depend on the direction from which the radial limit is taken: As the difference
F ˛l .x/ � F ˛lS .x/ is the l mode of a smooth function, it is itself smooth for all x.

Furthermore, since the mode sum in Eq. 18 converges exponentially, we expect
F ˛l and F ˛lS to share the same large-l power expansion (16), with the same expan-
sion coefficients. This motivates us to reexpress Eq. 18 in the form

F ˛self.z/ D
1X
lD0

h
F ˛l˙ .z/� LA˛ � B˛ � C˛=L

i
�

1X
lD0

h
F ˛lS˙.z/� LA˛ � B˛ � C˛=L

i
: (19)

Here, each of the terms in square brackets vanishes at least as � 1�2 as l ! 1,
and so each of the two sums converges at least as � 1=l . We hence arrive at the

3 Here we ignore the vectorial nature of F ˛ and F ˛
S and treat each of their Boyer–Lindquist com-

ponents as a scalar function. We do this for a mere mathematical convenience. See [62] for a more
sophisticated, covariant treatment.
4 Note that the form of F ˛l and F ˛l

S will depend on the specific off-worldline extension chosen for
the tensor k. However, this ambiguity disappears upon taking the limit x ! z, and the final SF is
of course insensitive to the choice of extension.
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following mode-sum reformulation of the MiSaTaQuWa equation:

F ˛self.z/ D
1X
lD0

h
F ˛l˙ .z/� LA˛ � B˛ � C ˛

i
�D˛ (20)

with

D˛ �
1X
lD0

h
F ˛lS˙.z/� LA˛ � B˛ � C ˛

i
: (21)

The mode-sum formula (20), first proposed in Refs. [17] (scalar-field case) and
[7] (gravitational case) provides a practical way of calculating the SF, once the
regularization parameters A˛, B˛, C ˛, and D˛ are known. The values of these
parameters are obtained analytically via a local analysis of the singular (or direct)
field near the particle. Early calculations of the regularization parameters [6, 7, 17],
which were restricted to specific orbits, were based on a local analysis of the Green’s
function near coincidence (x ! z) at large l . Later, after the local form of the direct
field had been derived explicitly to sufficient accuracy [87], workers have been able
to derive general expressions for the regularization parameters, valid for generic
(geodesic) orbits – first in Schwarzschild [16, 19, 21], then in Kerr [20, 22]. Later
derivations (in the scalar case) are presented in Ref. [45], where higher-order terms
in the 1=L expansion were derived analytically in order to accelerate the conver-
gence of the mode sum; and in Ref. [62], where the regularization parameters were
redefined as scalar quantities using a covariant projection of the singular field onto
a null tetrad based on the worldline.

In what follows, we sketch the derivation of the parameters (using the method of
Refs. [16, 22]) for generic geodesics in Kerr.

In passing, we remind that the mode-sum formula (in the gravitational case) is
formulated in the Lorenz gauge, just like the MiSaTaQuWa formula on which it
relies. The values of the regularization parameters; the form of the large-l expansion
of the singular force; or even the very definiteness of the SF – none of these is gauge
independent. It has been shown, however, that the regularization parameters remain
invariant under gauge transformations (from the Lorenz gauge) that are sufficiently
regular [18].

2.3 Derivation of the Regularization Parameters

Consider a geodesic worldline � in Kerr, and refer back to Fig. 1. Let point z
along � have Boyer–Lindquist coordinates .t0; r0; �0; '0/. The singular force at
x (a point in the immediate vicinity of z) is F ˛S .x/ D �k˛ˇ�ı NhS

ˇ� Iı (Eq. 9), where
NhS
ˇ�
.x/ is given in Eq. 5. We hereafter use the “fixed k” extension, defined through

k˛ˇ�ı .x/ � k
˛ˇ�ı
0 .z/ (note this definition is coordinate dependent; here we re-

fer specifically to contravariant Boyer–Lindquist components). We assume x˛ are
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smooth coordinates, and denote the coordinate difference between points x and z by
ıx˛ � x˛ � z˛ . In Eq. 5 the quantities �2.x/ and Ou˛.x/ are smooth functions of ıx,
and we may expand them in the form

�2 D S0 C S1 CO.ıx4/; Ou˛ D u˛ C ıu˛ CO.ıx2/; (22)

where S0 and S1 are, respectively, quadratic and cubic in ıx, and ıu˛ is linear in
ıx. Explicitly, these expansion coefficients read

S0 D .g˛ˇ C u˛uˇ /ıx
˛ıxˇ ; (23)

S1 D
�

u�u��
�
˛ˇ C g˛ˇ;�=2

�
ıx˛ıxˇıx� ; (24)

ıu˛ D � �˛ˇu�ıx
ˇ ; (25)

where the metric and its derivatives, as well as the background connections � �
˛ˇ

, are
all evaluated at z (for a derivation of S1, see Appendix A of [19]).

We now substitute the above expansions in Eq. 5 and construct the field F ˛S .x/.
We may write down the resulting expression as a sum of terms sorted according to
how they scale with ıx:

F ˛S .x/ D P ˛
.1/
.ıx/

�30
C P ˛

.4/
.ıx/

�50
C P ˛

.7/
.ıx/

�70
CO.ıx/: (26)

Here �0 � S
1=2
0 , and P ˛

.n/
denotes a certain multilinear function of the coordinate

differences ıx˛, of homogeneous order n in ıx. Note that the first term on the right-
hand side scales as ıx�2, the second as ıx�1, and the third as ıx0. The O.ıx/
remainder disappears at the limit x ! z and cannot affect the value of the final SF;
it is therefore safe to ignore it. The explicit form of P ˛

.7/
will not be needed in our

analysis. The two other coefficients read

P ˛.1/ D �1
2
K˛ı
0 S0;ı ; (27)

P ˛.4/ D �1
2
K˛ı
0 S0S1;ı C 3

4
K˛ı
0 S1S0;ı � 1

2
K˛ı
1 S0S0;ı ; (28)

where
K˛ı
0 D 4k˛ˇ�ıuˇu� ; K˛ı

1 D 4k˛ˇ�ı .ıuˇu� C uˇıu�/: (29)

The l modes of the F ˛S .z/ are constructed, by definition, through

F ˛lS˙ D lim
x!z˙

lX
mD�l

Ylm.�; '/

Z
d˝ 0 Y 

lm.�
0; ' 0/ F ˛S .r; t; � 0; ' 0I z/

D lim
ır!0˙

L

2	

Z
d˝ 0Pl .cos Q�/F ˛S .r; t0; � 0; ' 0I z/; (30)
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where d˝ 0 � d cos � 0 d' 0, cos Q� � cos � 0 cos �0 C sin � 0 sin �0 cos.' 0 � '0/, and,
recall, L D l C 1=2. In the second line we have already taken the limits t !
t0, � ! �0, and ' ! '0, thereby choosing to approach the particle along the
radial direction, recalling that we expect two different one-side values (hence the
designation “˙”). It is now convenient to use Q� as a new “polar” angular integration
variable [noting Q� D 0 for .� 0; ' 0/ D .�0; '0/], along with a new “azimuthal”
variable Q' based around the particle; then introduce a pair of (locally) Cartesian-
like angular coordinates, through

x D �. Q�/ cos Q'; y D �. Q�/ cos Q': (31)

Here � � 2 sin. Q�=2/ [D Q� C O. Q�3/ near the particle]. With no loss of generality,
we choose Q' such that the four-velocity at z has no component in the y direction:
uy D 0. Note x D y D 0 at the particle, so ıxx D x and ıxy D y.

To evaluate the integral in Eq. 30, let us consider separately the contributions
from each of the three terms of F ˛S in Eq. 26. As explained in Ref. [19], the sec-
ond and third terms (scaling near the particle as � ıx�1 and � ıx0, respectively)
are sufficiently regular to allow interchanging the order of the limit and integral in
Eq. 30. Also (relatedly), for these two terms the radial limit is well defined and the
two-side ambiguity does not occur. The third term, in particular, contributes to F ˛lS
an amount

L

2	

Z
d cos Q� d Q' Pl .cos Q�/

OP ˛
.7/
.x; y/

O�70.x; y/
; (32)

where hats denote evaluation at ır D ıt D 0. We observe that O�0 is an even function
of both x and y, and so is cos Q� . However, each of the terms in OP ˛

.7/
.x; y/ (such as

/ x2y5, / x4y3, etc.) is odd in either x or y. It follows from symmetry that the
integral in Eq. 32 vanishes. Hence, the term / P ˛

.7/
contributes nothing to the l

mode F ˛lS .
To evaluate the contribution of the term ��5

0 P ˛
.4/

, first use Eq. 31 to factor �4

out of OP ˛
.4/

, writing OP ˛
.4/
.x; y/ D �4 OP ˛

.4/
.cos Q'; sin Q'/. Similarly, write O�0.x; y/ D

� O�0.cos Q'; sin Q'/. This allows us to separate the Q� and Q' integrals for this contribu-
tion, in the form"

L

2	

Z 1

�1
d cos Q� Pl.cos Q�/

�. Q�/

#"Z 2	

0

d Q'
OP ˛
.4/
.cos Q'; sin Q'/

O�50.cos Q'; sin Q'/

#
: (33)

Here the Q� integral is elementary: The entire term in the first set of square brackets
reads simply .2	/�1 (for any l). The Q' integral is l independent. It is not elemen-
tary, but it can be expressed explicitly in terms of elliptic integrals. We arrive at
the important conclusion that the term ��5

0 P ˛
.4/

contributes to each l-mode F ˛lS a
constant amount, independent of l . Let us denote this constant contribution B˛ . To
expressB˛ explicitly in terms of the Boyer–Lindquist coordinates and four-velocity
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at z is straightforward but rather tedious [it involves, in particular, writing down the
explicit coordinate transformation .�; '/ ! . Q�; Q'/]. This has been worked out in
Ref. [22], and we give the result in the Appendix.

We have one more contribution to F ˛lS to consider: that of the first term in Eq. 26.
This contribution reads

lim
ır!0˙

L

2	

Z
dx dy Pl .cos Q�/��3

0 P ˛.1/; (34)

where we have used the Jacobian @. Q�; Q'/=@.x; y/ D .sin �/�1. Here �0 and P ˛
.1/

are already evaluated at t D t0. The latter is simply a linear combination of ır ,
x, and y: P ˛

.1/
D c˛r ır C c˛xx C c˛yy, where from Eqs. 27 and 23 the coefficients

are c˛
ˇ

D �K˛ı
0 .gıˇ C uıuˇ /. Since �0 and cos Q� are even functions of y, we find

from symmetry that the term / c˛y does not contribute to the integral in Eq. 34.

Furthermore, expanding the Legendre Polynomial in the form Pl .cos Q�/ D 1 C
al Q�2 C O. Q�4/ [where al D �l.l C 1/=4], we find that neither the / al term nor
the O. Q�4/ remainder contribute to the integral: the former by virtue of the same
symmetry argument which applied to the term ��7

0 P ˛
.7/

, and the latter because it

contributes to the integrand an amount of O.ıx2/, which we may absorb in the
remainder term in Eq. 26 and thus ignore.

Thus, the contribution to F ˛lS from the term ��3
0 P ˛

.1/
reduces to

lim
ır!0˙

L

2	

Z
dx dy ��3

0 .c˛r ır C c˛xx/ (35)

(where, recall, ��3
0 is evaluated at t0). Notice this expression depends on l only

through the prefactor L. The integral is a standard one, although care must be taken
in evaluating the directional limit – how this is done is explained in detail in Ref.
[19]. One finds that the term in Eq. 35 has the form5 ˙LA˛ , where the signs corre-
spond to ır ! 0˙, and where the various Boyer–Lindquist components of A˛ are
given by [22]

Ar D ��
2

V

 
sin2 �0

grrg��g''

!1=2 �
V C u2r=grr

�1=2
;

At D �.ur=ut/A
r ; A� D A' D 0; (36)

with V � 1C u2
�
=g�� C u2'=g'' .

5 It is easy to convince oneself that the two-sided limits ır ! 0˙ in Eq. 35 are equal in magnitude
and different in sign: Notice �0.�ır;�x; y/ D �0.ır; x; y/ (for ıt D 0), which, together with the
fact that the integration domain is symmetric in x, implies that the integral in Eq. 35 is an odd
function of ır .
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In summary, we find that the l modes F ˛lS are given precisely by

F ˛lS˙ D ˙LA˛ C B˛; (37)

in which A˛ and B˛ are l-independent vectorial quantities whose values are given
explicitly in Eqs. 36 and 65. As we mentioned before, we expect the l modes of the
full field, F ˛l˙ , to admit the same power expansion in L�1 as F ˛lS˙ [since the sum in
Eq. 17 converges exponentially]. Hence, recalling Eq. 16, we find

C ˛ D 0: (38)

Furthermore, we find that each of the individual terms in the sum in Eq. 21 vanishes,
giving

D˛ D 0: (39)

We comment on a potentially confusing aspect of the above analysis: We have
discarded in Eq. 26 those terms of F ˛S .x/ that vanish at x ! z. Clearly, the mul-
tipole expansion of these neglected terms could contribute to F ˛lS˙ (e.g., they may
well add a term / L�2 in Eq. 37). Such terms, however, must add up to zero upon
summation over l (when evaluated at the particle). They hence affect neither the
value of D˛ in Eq. 21, nor the value of the final SF in Eq. 20.

This completes the calculation of all necessary regularization parameters. The
calculation of the SF through the mode-sum formula (20) now reduces to the prob-
lem of obtaining the full-force l-modes F ˛l˙ along the orbit. This is usually done
numerically, and requires one to solve the appropriate perturbation equations. In the
next section we discuss the multitude of numerical strategies proposed for this
purpose.

3 Numerical Implementation Strategies

There are two (related) broad issues that need to be addressed in preparing to imple-
ment the mode-sum formula in practice (these issues arise, in some form, whether
one uses the mode sum scheme or any of the other implementation methods based
on the MiSaTaQuWa formalism). The first practical issue has often been referred to
as the gauge problem: The mode-sum method (as the MiSaTaQuWa formalism un-
derpinning it) is formulated in terms of the metric perturbation in the Lorenz gauge,
while standard methods in black hole perturbation theory are formulated in other
gauges. The second practical issue concerns the numerical treatment of the point-
particle singularity; the problem takes a different form in the frequency domain and
in the time domain, and we shall discuss these two frameworks separately below.
We start, however, with a brief discussion of the gauge problem and the methods
developed to address it.
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3.1 Overcoming the Gauge Problem

The calculation of the gravitational SF requires direct information about the lo-
cal metric perturbation near (and at) the particle. More specifically, one needs
to be able to construct the metric perturbation, along with its derivatives, in the
Lorenz gauge, at the particle’s location. The mode-sum approach allows us to do
so without encountering infinities by considering individual multipoles of the per-
turbation, but the problem remains how to obtain these multipoles in the desired
Lorenz gauge. Unfortunately, standard formulations of black hole perturbations in-
voke other gauges, favored for their algebraic simplicity. Such gauges are simple
because they reflect faithfully the global symmetries of the underlying black hole
spacetimes – unlike the Lorenz gauge, which is suitable for describing the locally
isotropic particle singularity, but complies less well with the global symmetry of the
background.

A common gauge choice for perturbation studies in Schwarzschild is Regge and
Wheeler’s [88,104,121,122], in which certain projections of the metric perturbation
onto a tensor-harmonic basis are taken to vanish, resulting in a significant simplifi-
cation of the perturbation equations. Another such useful “algebraic” gauge is the
radiation gauge introduced by Chrzanowski [38], in which one sets to zero the pro-
jection of the perturbation along a principle null direction of the background black
hole geometry. Perturbations of the Kerr geometry have been studied almost exclu-
sively using the powerful formalism by Teukolsky [114], in which the perturbation is
formulated in terms of the Newman–Penrose gauge-invariant scalars, rather than the
metric. A reconstruction procedure for the metric perturbation out of the Teukolsky
variables (in vacuum) was prescribed by Chrzanowski [38] (with later supplements
by Wald [117] and Ori [92]), but only in the radiation gauge. It is not known how to
similarly reconstruct the metric in the Lorenz gauge.

Several strategies have been proposed for dealing with this gauge-related diffi-
culty. Some involve a deviation from the original MiSaTaQuWa notion of SF, while
other seek to tackle the calculation of the Lorenz-gauge perturbation directly. Here
is a survey of the main strategies.

3.1.1 Self-Force in an “Hybrid” Gauge

Equation 7 in Section 1 describes the gauge transformation of the SF. Let us refer
here to a gauge as “regular” if the transformation from the Lorenz gauge yields a
well-defined SF in that gauge [this requires that the expression in square brackets
in Eq. 7 admits a definite and finite particle limit]. It has been shown [18] that the
mode-sum formula maintains its form (20), with the same regularization parameters,
for any such regular gauges. Namely, for the SF in a specific regular gauge “reg” we
have the mode-sum formula

F ˛selfŒreg� D
1X
lD0

h
F ˛l˙ Œreg�� LA˛ � B˛

i
; (40)
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where the full-force modes F ˛l˙ Œreg� are these constructed from the full metric
perturbation in the “reg” gauge (we have already set C ˛ D D˛ D 0 here).

Now recall the radiative inspiral problem which motivates us here: Although the
momentary SF is gauge dependent, the long-term radiative evolution of the orbit
(as expressed, e.g., through the drift of the constants of motion) has gauge-invariant
characteristics that should be accessible from the SF in whatever regular gauge.
And so, as far as the physical inspiral problem is concerned, one might have hoped
to circumvent the gauge problem by simply evaluating the SF in any gauge which
is both regular and practical, using Eq. 40. Unfortunately, while the Lorenz gauge
itself is “regular but not practical,” both the Regge–Wheeler gauge and the radiation
gauge are generally “practical but not regular,” as demonstrated in Ref. [18].

However, a practical solution now suggests itself: Devise a gauge that is regular
in the above sense, and yet practical in that it relates to one of the “practical” gauges
– say, the radiation gauge – through a simple, explicit gauge transformation (unlike
the Lorenz gauge itself). Heuristically, one may picture such a “hybrid” gauge (also
referred to as “intermediate” gauge [22]) as one in which the metric perturbation
retains its isotropic Lorenz-like form near the particle, while away from the particle
it deforms so as to resemble the radiation-gauge perturbation. The SF in such a
hybrid gauge would have the mode-sum formula

F ˛selfŒhyb� D
1X
lD0

h
F ˛l˙ Œrad��LA˛ � B˛

i
� ıD˛; (41)

where F ˛l˙ Œrad� are the l modes of the full force in the radiation gauge, and the
“counter term” ıD˛ is the differenceF ˛l˙ Œrad��F ˛l˙ Œhyb�, summed over l and eval-
uated at the particle. With a suitable choice of the hybrid gauge, the term ıD˛ can
be calculated analytically, and Eq. 41 then prescribes a practical way of construct-
ing the SF in a useful, regular gauge, out of the numerically calculated modes of the
perturbation in the radiation gauge.

Different variants of this idea were studied by several authors [18,22,85,91,106],
but it has not been implemented in full so far.

3.1.2 Generalized SF and Gauge Invariants

Another idea (set out in Ref. [18] and further developed in Ref. [57]) involves the
generalization of the SF notion through the introduction of a suitable averaging over
angular directions. In some gauges that are not strictly regular in the aforementioned
sense, the SF could still be defined in a directional sense. Such is the case in which
the expression in square brackets in Eq. 7 has a finite yet direction-dependent parti-
cle limit (upon transforming from the Lorenz gauge), and the resulting “directional”
SF is bounded for any chosen direction. (This seems to be the situation in the Regge–
Wheeler gauge, but not in the radiation gauge – in the latter, the metric perturbation
from a point particle develops a stringlike one-dimensional singularity [18].) In such



346 L. Barack

cases, a suitable averaging over angular directions introduces a well-defined notion
of an “average” SF, which generalized the original MiSaTaQuWa SF (it represents
a generalization since, obviously, the average SF would coincide with the stan-
dard MiSaTaQuWa SF for all regular gauges, including Lorenz’s). The notion of
an average SF could be a useful one if it can be used in a simple way to con-
struct gauge-invariant quantities that describe the radiative motion. This is yet to
be demonstrated.

A related method invokes the directional SF itself as an agent for constructing
the desired gauge invariants. In this approach, one defines (for example) a “Regge–
Wheeler” SF by taking a particular directional limit consistently throughout the
calculation, and then using the value of this SF to construct the gauge invariants.
This approach has been applied successfully, in combination with the mode-sum
method, by Detweiler and others [41, 42] (see also Detweiler’s contribution in this
volume).

3.1.3 Radiation-Gauge Regularization

Keidl et al. [69, 70] proposed the following construction: Starting with the Lorenz-
gauge S field, construct the associated gauge-invariant Newman–Penrose scalar  S

0

(or  S
4 ), and decompose it into spin-weighted spheroidal harmonics. Then obtain

the harmonics of the retarded field  ret
0 by solving the Teukolsky equation with

suitable boundary conditions, and (for each harmonic) define the R part through
 R
0 �  ret

0 �  S
0 . If  S

0 is known precisely, then  R
0 is a vacuum solution of the

Teukolsky equation. To this solution, then, apply Chrzanowski’s reconstruction pro-
cedure to obtain a smooth radiation-gauge metric perturbation hR

˛ˇ
Œrad�, and use

that to construct a “radiation gauge” SF. The relation between this definition of the
radiation-gauge SF and the one obtained by applying the gauge transformation for-
mula (7) to the standard Lorenz-gauge MiSaTaQuWa SF (the latter, recall, is not
well defined) is yet to be investigated.

In reality, the S field is usually known only approximately, resulting in that  R
0

retains some nonsmoothness. How to apply Chrzanowski’s reconstruction to nons-
mooth potentials is a matter of appreciable technical challenge.

3.1.4 Direct Lorenz-Gauge Implementation

In 2005, Barack and Lousto [15] succeeded in solving the full set of Lorenz-gauge
perturbation equations in Schwarzschild, using numerical evolution in 1C1D. This
development opened the door for a direct implementation of the mode-sum formula
in the Lorenz gauge. It later facilitated the first calculations of the gravitational SF
for bound orbits in Schwarzschild [24–26].

In Section 4 we shall review this approach in detail. Here we just point to a
few of its important advantages: (i) This direct approach obviously circumvents
the gauge problem. The entire calculation is done within the Lorenz gauge, and
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the mode-sum formula can be implemented directly, in its original form. (ii) The
Lorenz-gauge perturbation equations take a fully hyperbolic form, making them par-
ticularly suitable for numerical implementation in the time domain. Conveniently,
the supplementary gauge conditions (which take the form of elliptic “constraint”
equations) can be made to hold automatically, as we discuss in Section 4. (iii) In
this approach one solves directly for the metric perturbation components, without
having to resort to complicated reconstruction procedures. This is an important ad-
vantage because metric reconstruction involves differentiation of the field variables,
which inevitably results in loss of numerical accuracy. (iv) Working with the Lorenz-
gauge perturbation components as field variables is also advantageous in that these
behave more regularly near point particles than do Teukolsky’s or Moncrief’s vari-
ables. This has a simple manifestation, for example, within the 1C1D treatment in
Schwarzschild: The individual multipole modes of the Lorenz-gauge perturbation
are always continuous at the particle, just like in the simple example of Section 2.1;
on the other hand, the multipole modes of Teukolsky’s or Moncrief’s variables are
discontinuous at the particle, and so are, in general, the modes of the metric pertur-
bation in the Regge-Wheeler gauge. Obviously, the regularity of the Lorenz-gauge
modes makes them more suitable as numerical variables.

3.2 Numerical Representation of the Point Particle

Common to all numerical implementation methods is the basic preliminary task
of solving the field equations (in whatever formulation) for the full (retarded) per-
turbation from a point particle in a specified orbit. This immediately brings about
the practical issue of the numerical representation of the particle singularity. The
particulars of the challenge depend on the methodological framework: In time-
domain methods one faces the problem of dealing with the irregularity of the field
variables near the worldline; in frequency-domain (spectral) treatments, such irreg-
ularity manifests itself in a problematic high-frequency behavior. We now survey
some of the relevant methods.

3.2.1 Particle Representation in the Time Domain

Extended-Body Representations In the context of fully nonlinear Numerical Rel-
ativity, the problem of a binary black with a small mass ratio remains a difficult
challenge, because of the large span of lengthscales intrinsic in this problem. (Cur-
rent Numerical Relativistic technology can handle mass ratios as small as 1 W 10
[56] – still nothing near the � 1 W 105 ratio needed for LISA EMRI applications.)
Bishop et al. [28] attempted a Numerical Relativistic treatment in which the par-
ticle is modeled by a quasi-rigid widely extended body whose “center” follows a
geodesic. Comparison with perturbation results did not show sufficient accuracy,
and the method requires further development.
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An extended-body approach has also been implemented in perturbative studies.
Khanna et al. [31, 71, 74] solved the Teukolsky equation in the time domain (i.e.,
in 2 C 1D, for each azimuthal m mode) with a source “particle” represented by
a narrow Gaussian distribution. This crude technique was much improved recently
by Sundararajan et al. [112, 113] using a “finite impulse representation,” whereby
the source is described by a series of spikes whose relative magnitude is carefully
controlled so as to assure that the source has integral properties similar to that of a
delta function. Such methods were demonstrated to reproduce wave-zone solutions
with great accuracy (indeed, that is what they are designed to do), but they are likely
to remain less useful for computing the accurate local perturbation near the particle
as required for SF calculations.

Extended-body representations suffer from the inevitable trade-off between
smoothness and localization: One can only smoothen the solution by making it
less localized, and one can better localize it only by making it less smooth. In
what follows we concentrate on methods in which the source particle is precisely
localized on the orbit: The energy–momentum of the particle in represented by a
delta-function source term (as in Eq. 10, or Eq. 44 below), and the delta distribution
is treated analytically within the numerical scheme, in an exact manner.

Delta-Function Representation in 1C1D In full 3C1D spacetime, the full (re-
tarded) metric perturbation obviously diverges toward the particle (on any given
time slice). The divergence is asymptotically Coulomb-like in the Lorenz gauge (and
can take a different form in other gauges). In spherically symmetric spacetimes, one
can decompose the perturbation into tensor harmonics and solve a separated version
of the field equations in 1C1D (time C radius) for each harmonic separately. In the
particle problem this becomes beneficial not only thanks to the obvious dimensional
reduction, but also because it mitigates the problematics introduced by the particle’s
singularity: The angular integration involved in constructing the individual l modes
effectively “smears” the Coulomb-like singularity across the surface of a 2-sphere,
and the resulting l modes are finite even at the location or the particle. Furthermore,
in the case of the metric perturbation in the Lorenz gauge, the individual l modes are
also continuous at the particle (cf. Eq. 14 in Section 1). The corresponding l modes
of the Teukolsky or Moncrief gauge-invariant variables are generally not continuous
at the particle, and neither are the modes of the metric perturbation in non-Lorenz
gauges.

The boundedness of the l modes is, of course, a crucial feature of the l-mode
regularization scheme, as we have already discussed. That same feature also greatly
simplifies the 1C1D numerical treatment of the particle. Lousto and Price [78]
formulated a general method for incorporating a delta-function source in a finite-
difference treatment of the field equations in 1C1D. In this method, the finite-
difference approximation at a numerical grid cell (in t–r space) traversed by the
particle’s world line is obtained, essentially, by integrating the field equation “by
hand” over the grid cell at the required accuracy. The original (1D) delta function
present in the source term thereby integrates out to contribute a finite term at each
time step. The original Lousto–Price scheme (formulated with a first-order global
convergence rate) was later improved by Martel and Poisson [80] (second-order
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convergence) and Lousto [76] (fourth-order convergence). This simple but powerful
idea is at the core of many of the 1C1D finite-difference implementations presented
in the last few years [24, 59, 79], including the work discussed in Section 4.

Despite such advances, 1C1D particles remain numerically expensive to handle,
because the nonsmoothness associated with them introduces a large scale variance
in the solutions: The l-mode field gradients grow sharply near the particle, and,
moreover, become increasingly more difficult to resolve with larger l (recall the
l-mode gradient is / ` at large l). The mode-sum formula, recall, converges rather
slowly (like � 1=l), and so requires one to compute a considerably large number of
modes (typically � 20 with even a moderate accuracy goal). This proves to stretch
the limit of what can be achieved today using finite differentiation on a fixed mesh.

Several methods have been proposed to address this problem in the current con-
text. Sopuerta and collaborators [35,36,110,111] explored the use of finite-element
discretization. This technique is particularly powerful in dealing with multi-scale
problems, and, being quasi-spectral, it benefits from an exponential convergence
rate. So far it has been applied successfully for generic orbits in Schwarzschild, and
higher-dimensional implementations (for Kerr studies) are currently being consid-
ered. A related quasi-spectral scheme was recently suggested by Field et al. [51].
Finally, Thornburg [115] very recently developed an adaptive mess refinement al-
gorithm for Lousto–Price’s finite differences scheme (with a global fourth-order
convergence). This was successfully implemented for a scalar charge in a circular
orbit in Schwarzschild, and generalizations are being considered.

Puncture Methods In Kerr spacetime, one no longer benefits from a 1C1D sepa-
rability. The Lorenz-gauge perturbation equations are only separable into azimuthal
m-modes, each a function of t; r; � in a 2C1D space. The m modes are not finite
on the worldline, but rather they diverge there logarithmically (see the discussion in
Section II.C of Ref. [11]). Since the 2C1D numerical solutions are truly divergent, a
direct finite-difference treatment becomes problematic. However, since the singular
behavior of the perturbation can be approximated analytically, a simple remedy to
this problem suggests itself.

The idea, which has recently been studied independently by several groups
[11, 77, 116], is to utilize a new perturbation variable for the numerical time evo-
lution (the “residual” field), constructed from the full (retarded) field by subtracting
a suitable function (the “puncture” field), given analytically, which approximates
the singular part of the perturbation well enough that the residual field is (at least)
bounded at the particle. The perturbation equations are then recast with the residual
field as their independent variable, and with a new source term (depending on the
puncture field and its derivatives) which now extends off the worldline but contains
no delta function. The equations are then solved for the residual field in the time
domain, using, for example, standard finite differentiation.

Several variants of this method have been studied and tested with scalar-field
codes in 1C1D [116] and 2C1D [11, 77], and also proposed for use in full 3C1D
[69]. The various schemes differ primarily in the way they handle the puncture func-
tion far from the particle: Barack and Golbourn [11] introduce a puncture with a
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strictly compact support around the particle, Detweiler and Vega [116] truncate it
with a smooth attenuation function, and in Lousto and Nakano [77] the puncture is
not truncated at all. We will discuss the puncture method in more detail in Section 5.

To obtain the necessary input for the SF mode-sum formula, the 2C1D (or
3C1D) numerical solutions need to be decomposed into l modes, in what then
becomes a somewhat awkward procedure (we decompose the field into separate
l modes just to add these modes all up again after regularization). Fortunately, there
is a more direct alternative: Barack et al. [12] showed how the SF can be constructed
directly, in a simple way, from the 2C1D m modes of the residual field (assuming
only that these mode are differentiable at the particle, which is achieved by design-
ing a suitable puncture). This direct “m mode regularization” scheme, too, will be
described in Section 5. It is hoped that this technique could provide a natural frame-
work for calculations in Kerr. It is yet to be applied in practice.

3.2.2 Particle Representation in the Frequency Domain: the High-Frequency
Problem and Its Resolution

The l modes required as input for the SF mode-sum formula can also be obtained
using a spectral treatment of the field equations. This has the obvious advantage that
one then only deals with ordinary differential equations, although constructing the
l modes involves the additional step of summing over sufficiently many frequency
modes. (See [27] for a recent analysis of the relative efficiencies of frequency vs.
time domain treatments.) As with the time-domain methods discussed above, the
representation of the particle in the frequency domain too brings about technical
complications, but these now take a different form.

To illustrate the problem, consider the toy model of a scalar charge in
Schwarzschild, allowing the particle to move on some bound (eccentric) geodesic
of the background, with radial location given as a function of time by rD rp.t/.
Decompose the scalar field in spherical harmonics, and denote the multipolar mode
functions by �lm.t; r/. The time-domain modes �lm are continuous along r D rp.t/

for each l; m. However, the derivatives �lm;r and �lm;t will generally suffer a finite
jump discontinuity across r D rp.t/ (recall our elementary example in Section 2.1),
which reflects the presence of a source “shell” representing the l; m mode of the
scalar charge. In particular, if the orbit is eccentric, the derivatives of �lm will
generally be discontinuous functions of t at a fixed value of r along the orbit.

Now imagine trying to reconstruct �lm.t; r/ (for some fixed r along the orbit) as
a sum over its Fourier components:

�lm.t; r/ D
X
!

Rlm!.r/e
�i!t : (42)

Since, for an eccentric orbit, �lm.t; r/ is only a C 0 function of t at the particle’s
worldline, it follows from standard Fourier theory [68] that the Fourier sum in Eq. 42
will only converge there like � 1=!. The actual situation is even worse, because for



Computational Methods for the Self-Force in Black Hole Spacetimes 351

SF calculations we need not only �lm but also its derivatives. Since, for example,
�lm;r is a discontinuous function of t , we will inevitably face here the well known
“Gibbs phenomenon”: the Fourier sum will fail to converge to the correct value
at r ! rp.t/. Of course, the problematic behavior of the Fourier sum is simply a
consequence of our attempt to reconstruct a discontinuous function as a sum over
smooth harmonics.

From a practical point of view this would mean that (i) at the coincidence limit
r ! rp.t/ the sum over ! modes would fail to yield the correct one-sided values
of �lm;r , however many ! modes are included in the sum; and (ii) if we reconstruct
�lm;r at a point r D r0 off the worldline, then the Fourier series should indeed for-
mally converge, however the number of ! modes required for achieving a prescribed
precision would grow unboundedly as r0 approaches rp.t/, making it extremely dif-
ficult to evaluate �lm;r at the coincidence limit.

This technical difficulty is rather generic, and will show also in calculations of
the local EM and gravitational fields. The situation is no different in the Kerr case,
because there too the mode-sum formula requires as input the spherical-harmonic
modes of the perturbation field, and for each such mode the source is represented
by a ı-distribution on a thin shell, which renders the field derivatives discontinuous
across that shell. The problem takes an even more severe form when considering EM
or gravitational perturbations via the Teukolsky formalism: Here, the l; m modes of
the perturbation fields (now the Newman–Penrose scalars) are not even continuous
at the particle’s orbit – a consequence of the fact that the source term for Teukolsky’s
equation involves derivatives of the electric four-current or the energy–momentum
tensor (a single derivative in the EM case; a second derivative in the gravitational
case). Again, a naive attempt to construct these multipoles as a sum over their !
modes will be hampered by the Gibbs phenomenon.

A simple and elegant way around the problem was proposed recently in Ref. [23].
It was shown how the desired values of the field and its derivatives at the particle can
be constructed from a sum over properly weighted homogeneous (source-free) radial
functionsRlm!.r/, instead of the actual inhomogeneous solutions of the frequency-
domain equation. The Fourier sum of such homogeneous radial functions, which are
smooth everywhere, converges exponentially fast. The Fourier sum of the deriva-
tives, which are also smooth, is likewise exponentially convergent. The validity of
the method (and the exponential convergence) was demonstrated in Ref. [23] with
an explicit numerical calculation in the scalar-field monopole case (l D 0). It was
later implemented in a frequency-domain calculation of the monopole and dipole
modes of the Lorenz gauge metric perturbation for eccentric orbits in Schwarzschild
[13, 25, 26]. The same method should be applicable for any of the other problems
mentioned above, including the calculation of EM and gravitational perturbations
using Teukolsky’s equation.

The method of Ref. [23] (dubbed method of extended homogeneous solutions)
completely circumvents the problem of slow convergence (or the lack thereof) in
frequency-domain calculations involving point sources. It makes the frequency-
domain approach an attractive method of choice for SF calculations. The method
is now being implemented in first calculations of the scalar-field SF for Kerr or-
bits [119].
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4 An Example: Gravitational Self-Force in Schwarzschild Via
1C1D Evolution in Lorenz Gauge

As an example of a fully worked out calculation of the SF, we review here the work
by Barack and Sago on eccentric geodesic in Schwarzschild [24, 26]. This work
represents a direct implementation of the mode-sum formula in its original form
(20). The decomposed Lorenz-gauge metric perturbation equations are integrated
directly using numerical evolution in 1C1D. The numerical algorithm employs a
straightforward fourth-order-convergent finite-difference scheme (using a version
of the Lousto–Price method) on a staggered numerical mesh based on characteris-
tic coordinates. Below we briefly describe the perturbation formalism, discuss the
numerical implementation in some more detail, and present some results.

4.1 Lorenz-Gauge Formulation

The linearized Einstein equation in the Lorenz gauge takes the form

� Nh˛ˇ C 2R�˛
�
ˇ

Nh�� D �16	T˛ˇ ; (43)

where Nh�� is the trace-reversed metric perturbation (Eq. 1), � is the covari-
ant D’Alembertian operator, R˛ˇ�ı is the Riemann tensor of the background
spacetime, and T˛ˇ in the source’s energy–momentum tensor. For a point par-
ticle of mass � moving on a timelike geodesic x�p .�/, the latter is modeled as

T˛ˇ .x
�/ D �

Z 1

�1
.�g/�1=2 ı4Œx� � x�p .�/�u˛uˇ d�; (44)

where g is the background metric’s determinant and u˛ in the particle’s four-
velocity. Eq. 43 is a linear, diagonal hyperbolic system, which admits a well-posed
initial-value formulation on a spacelike Cauchy hypersurface (see, e.g., Theorem
10.1.2 of [118]). Furthermore, if the gauge conditions (Eq. 1) are satisfied on the
initial Cauchy surface, then they are guaranteed to hold everywhere (assuming that
Eq. 43 is satisfied everywhere and that T˛ˇ

Iˇ D 0, as in our case).6

We now specialize to eccentric geodesics around a Schwarzschild black hole,
and employ a Schwarzschild coordinate system (t; r; �; ') in which the orbit is
equatorial (�p D 	=2). Such orbits constitute a two-parameter family; we may
characterize each orbit by the radial “turning points” rmin and rmax, or alterna-
tively by the “semi-latus rectum” p � 2.rmaxrmin/=.rmax C rmin/ and “eccentricity”
e � .rmax � rmin/=.rmax C rmin/.

6 The gauge conditions (1) do not fully specify the gauge: There is a residual gauge freedom within
the family of Lorenz gauges, h˛ˇ ! h˛ˇ C �˛Iˇ C �ˇI˛ , with any �� satisfying ��� D 0. It is
easy to verify that both Eqs. 1 and 43 remain invariant under such gauge transformations.
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Barack and Lousto [15] decomposed the metric perturbation into tensor
harmonics, in the form

Nh˛ˇ D �

r

X
l;m

10X
iD1

Nh.i/lm.r; t/ Y .i/lm
˛ˇ

.�; '/; (45)

and similarly for the source T˛ˇ . The harmonics Y .i/lm
˛ˇ

.�; '/ (whose components
are constructed from ordinary spherical harmonics and their first and second deriva-
tives) form a complete orthogonal basis for second-rank covariant tensors on a
2-sphere (see Appendix A of [15]). The time-radial functions Nh.i/lm (i D 1; : : : ; 10)
form our basic set of perturbation fields, and serve as variables for the numerical
evolution.7 The tensor-harmonic decomposition decouples Eq. 43 with respect to
l; m, although not with respect to i : For each l; m, the variables Nh.i/lm satisfy a cou-
pled set of hyperbolic (in a 1+1D sense) scalar-like equations, which may be written
in the form

�.2/ Nh.i/lm C M.i/l

.j /
Nh.j /lm D S .i/lm .i D 1; : : : ; 10/: (46)

Here �.2/ is the 1+1D scalar field wave operator @2uv C V.r/, where v and u are the
standard Eddington–Finkelstein null coordinates, and V.r/D 1

4
.1�2M=r/ �2M=r3

Cl.l C 1/=r2


is an effective potential. The “coupling” terms M.i/l

.j /
Nh.j /lm involve

first derivatives of the Nh.j /lm’s at most (no second derivatives), so that, conveniently,
the set (46) decouples at its principal part. The decoupled source terms S .i/lm are
each / ıŒr � rp.�/� (no derivatives of ı function) and, as a result, the physical
solutions Nh.j /lm are continuous even at the particle. Explicit expressions for the
coupling terms and the source terms in Eq. 46 can be found in Ref. [15].

In addition to the evolution equations (46), the functions Nh.i/lm also satisfy
four first-order elliptic equations, which arise from the separation of the gauge
conditions (1) into l; m modes. In the continuum initial-value problem, the solu-
tions Nh.i/lm satisfy these “constraints” automatically if only they satisfy them on
the initial Cauchy surface. This is more difficult to guarantee in a finite-difference
treatment, where (i) it is often impossible to prescribe exact initial data that satisfy
the constraints, and (ii) discretization errors may amplify constraint violations over
the evolution. Inspired by a remedy proposed for a similar problem in the context
of nonlinear Numerical Relativity [58], Ref. [15] proposed the inclusion of “diver-
gence dissipation” terms, / h

Iˇ
˛ˇ

, in the original set (43), so designed to guarantee
that any violations of the Lorenz-gauge conditions are efficiently damped during
the evolution. These damping terms modify only the explicit form of the M terms
in Eq. 46 as shown in [15].

7 To simplify the appearance of Eq. 45 we have used here a slightly different normalization than
that of [15] for the functions Nh.i/lm .
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4.2 Numerical Implementation

The code developed by Barack and Sago [24, 26] solves the coupled set (46)
(with constraint dissipation terms incorporated in the M terms) via time evolution.
The numerical domain, covering a portion of the external Schwarzschild geome-
try, is depicted in Fig. 3. The numerical grid is based on Eddington–Finkelstein
null coordinates v; u, and initial data (the values of the 10 fields Nh.i/lm for each
l; m) are specified on two characteristic initial surfaces v D const and u D const.
Equations 46 are then discretized on this grid using a finite-difference algorithm
which is globally fourth-order convergent. The numerical integrator solves for the
various Nh.i/lm’s along consecutive v D const rays. A particularly convenient fea-
ture of this setup is that no boundary conditions need be specified (the characteristic
grid has no causal boundaries). Moreover, one need not be at all concerned with
the determination of faithful initial conditions: It is sufficient to set Nh.i/lm D 0 on
the initial surfaces and simply let the resulting spurious radiation (which emanate
from the intersection of the particle’s worldline with the initial surface) dissipate
away over the evolution time. The early part of the evolution, which is typically
dominated by such spurious radiation, is simply discarded.

The conservative modes l D 0 and l D 1 (the monopole and dipole, respectively)
require a separate treatment, as they do not evolve stably using the above numeri-
cal scheme. (A naive attempt to evolve these modes leads to numerical instabilities
which, so far, could not be cured.) Fortunately, the set (46) simplifies considerably
for these modes, and solutions can be obtained in a semi-analytic manner based
on physical considerations. Detweiler and Poisson [43] worked out the l D 0; 1

Lorenz-gauge solutions for circular orbits, and their work is generalized to eccentric
orbits in Ref. [13], relying on the aforementioned method of extended homogeneous
solutions. The calculation of [13] yields the values of the fields Nh.i/lm and their
derivatives for l D 0; 1.
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Fig. 3 The numerical 1C1D domain in the Barack–Sago code [24, 26]: A staggered mesh
based on characteristic (Eddington–Finkelstein) coordinates v; u. t and r� are, respectively, the
Schwarzschild time and tortoise radial coordinates. The evolution proceeds from characteristic ini-
tial data on two null surfaces. Illustrated are a few sample geodesic orbits (radial plunge, circular,
eccentric)
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To construct the l modes F ˛l˙ [the necessary input for the mode-sum formula
(20)], one first substitutes the expansion (45) in the expression for the full force F ˛

(left-hand expression in Eq. 9), and then formally expands the result in spherical
harmonics. The outcome is a formula for F ˛l˙ given in terms of the various fields
Nh.i/l 0m and their derivatives (evaluated at the particle and summed overm), where, if
the fixed-k extension is used, one finds in general l � 3 � l 0 � l C 3. One then uses
the numerical values of the fields Nh.i/lm and their derivatives, as calculated along
the orbit using the above code, to construct F ˛l˙ for sufficiently many l modes. The
mode-sum formula (20) then gives the SF. Figure 4 shows the final result for an
eccentric geodesic with p D 7M and e D 0:2.

The calculation we have just described represents a milestone in the SF program:
We now finally have a code capable of tackling the generic EMRI-relevant SF prob-
lem in Schwarzschild. (Indeed, to address the fully generic physical problem would
require a final generalization to the Kerr case!) Using this code, and similar codes
developed independently by others [42], we can now begin to explore the physical
consequences of the gravitational SF – particularly those effects associated with its
conservative piece. Work done so far includes (i) study of gauge invariant SF effects
on circular orbits [42], (ii) comparison of SF calculations and results from PN the-
ory in the weak field regime [42, 109], (iii) comparison of SF results from different
calculation schemes and using different gauges [109], and (iv) a calculation of the
shift in the last stable circular orbit (and its frequency) due to the conservative piece
of the SF [25]. Work is in progress to calculate SF-related precessional effects for
eccentric orbits.
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5 Toward Self-Force Calculations in Kerr: the Puncture
Method and m-Mode Regularization

The time-domain Lorenz-gauge treatment of Section 4 relies crucially on the separa-
bility of the field equations into (tensorial) spherical harmonics, which is no longer
possible in Kerr. In the Kerr problem one can at best separate the metric perturbation
equations into azimuthalm modes, using the substitution8

Nh˛ˇ D
1X

mD�1
Nhm˛ˇ .t; r; �/eim' : (47)

Then one faces solving the coupled set for the 2C1D variables Nhm
˛ˇ

. This, nowadays,
is easily within the capability of even a standard desktop computer; indeed, over the
past decade, 2C1D numerical evolution has been a method of choice in many studies
of Kerr perturbations [11, 71–74, 77, 95, 112]. Alas, the introduction of a ı-function
source in a 2C1D evolution is problematic, since the variables Nhm

˛ˇ
then suffer a

singularity near the particle. The puncture method, which we have mentioned briefly
in Section 3.2, overcomes this technical difficulty. In this section we review this
method (as implemented by Barack and Golbourn [11]) in some more detail. We
also describe a new, ad hoc, regularization method – the m-mode regularization
scheme – which enables a straightforward construction of the SF directly from the
2C1D numerical solutions, without resorting to a multipole decomposition.

5.1 Puncture Method in 2C1D

In Section 1 we have split the (trace-reversed) metric perturbation as Nh˛ˇ D NhS
˛ˇ

C
NhR
˛ˇ

, with the gravitational SF then obtained from the smooth field NhR
˛ˇ

as prescribed
in Eq. 4. Here we introduce a new splitting,

Nh˛ˇ D NhS
˛ˇ C NhR

˛ˇ D Nhpunc
˛ˇ

C Nhres
˛ˇ ; (48)

so that
NhR
˛ˇ D Nhres

˛ˇ C . Nhpunc
˛ˇ

� NhS
˛ˇ /: (49)

We denote the m modes of these various quantities, defined as in Eq. 47, by NhR;m
˛ˇ

,
Nhres;m
˛ˇ

, etc. The new splitting is defined (in a nonunique way) by devising a puncture

8 A full separation of variables in Kerr is possible within Teukolsky’s formalism, which, alas, brings
about the metric reconstruction and gauge-related difficulties discussed in previous chapters. A full
separation of the metric perturbation equations themselves, in Kerr, has not been formulated yet,
to the best of our knowledge.
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field Nhpunc
˛ˇ

, given analytically, which approximates NhS
˛ˇ

near the particle well enough

that themmodes of the resulting residual field Nhres
˛ˇ

are continuous and differentiable
along the particle’s worldline (and anywhere else). A particular such puncture is pre-
scribed below (Eq. 56). The form of the puncture function away from the particle can
be chosen as convenient; for example, in such a way that it can be decomposed into
m modes explicitly, in analytic form (as in Ref. [11], for a scalar-field toy model).

The Lorenz-gauge perturbation equations (43) are now written in the form

� Nhres
˛ˇ C 2R�˛

�
ˇ

Nhres
�� D S res

˛ˇ ; (50)

with
S res
˛ˇ � �16	T˛ˇ � � Nhpunc

˛ˇ
� 2R�˛�ˇ Nhpunc

�� : (51)

The support of the source S res
˛ˇ

now extends beyond the particle’s worldline, but it

contains no ı function on the worldline.9 The equations are separated intommodes,
with the m-mode source given by

S
res;m
˛ˇ

.t; r; �/ � 1

2	

Z 	

�	
S res
˛ˇ .t; r; �; '/ e

�im' d': (52)

If the puncture is sufficiently simple, the source S res;m
˛ˇ

can be evaluated in closed

form (as in [11]). Them-mode field equations for the variables Nhres;m
˛ˇ

.t; r; �/, which
are everywhere continuous and differentiable, can now be integrated numerically
using straightforward finite differentiation on a 2C1D grid.

To ease the imposition of boundary conditions for Nhres;m
˛ˇ

, it is convenient to sup-

press the support of the puncture Nhpunc
˛ˇ

away from the particle, so that the physical

boundary conditions for Nhres
˛ˇ

become practically identical to that of the full re-

tarded field Nh˛ˇ . In [11] this is achieved in a simple way by introducing an auxiliary
“worldtube” around the particle’s worldline (in the 2C1D space): Inside this world-
tube one solves the “punctured” m-mode equations for Nhres;m

˛ˇ
, while outside the

worldtube one uses the original, retarded-fieldm-modes Nhm
˛ˇ

as evolution variables;
the value of the evolution variables is adjusted on the boundary of the worldtube
using Nhm

˛ˇ
D Nhres;m

˛ˇ
C Nhpunc;m

˛ˇ
.

Two very similar variants of the puncture scheme have been developed and im-
plemented independently by two groups [11,77] – both for the toy model of a scalar
charge on a circular orbit around a Schwarzschild black hole (refraining from a
spherical harmonics decomposition and instead working in 2C1D). The method is
yet to be applied to Kerr and to gravitational perturbations.

9 This can be shown by integrating S res
˛ˇ over a small 3-ball containing the particle (at a given time),

and then inspecting the limit as the radius of the ball tends to zero [11].
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5.2 m-Mode Regularization

The 2C1D numerical solutions obtained using the puncture method can be used
to construct the input modes F ˛l˙ for the mode-sum formula (20), but this would
require the additional step of a decomposition in spherical harmonics. It appears,
however, that there is a simple way to construct the SF directly from the residual
modes Nhres;m

˛ˇ
, without resorting to a multipole decomposition. Such “m-mode reg-

ularization” procedure was prescribed recently in Ref. [12] for the scalar, EM, and
gravitational SFs. We describe it here as applied to the gravitational SF.

In analogy with Eq. 9, let us define the “force” fields

F ˛res.x/ D �k˛ˇ�ı Nhres
ˇ� Iı ; F ˛punc.x/ D �k˛ˇ�ı Nhpunc

ˇ� Iı : (53)

Then, recalling Eqs. 4 and 49, we may write the SF at a point z along the orbit as

F ˛self.z/ D lim
x!z

h
F ˛res.x/C

�
F ˛punc.x/ � F ˛S .x/

�i
: (54)

Recall that the expression in square brackets (D �k˛ˇ�ı NhR
ˇ� Iı ) is a smooth (ana-

lytic) function of x, and so the limit x ! z is well defined.
Now consider a particular puncture function, prescribed as follows. For an arbi-

trary spacetime point x outside the black hole, let˙x be the spatial hypersurface t D
const containing x, let N�.t/ be the value of � at which ˙x intersects the particle’s
worldline, and denote Nz.t/ � zŒ N�.t/� and Nu˛ � u˛.Nz/. For given x define the coordi-
nate distance ıx˛ � x˛ � Nz˛.t/ [with Boyer–Lindquist components .0; ır; ı�; ı'/],
and construct the three quantities NS0, NS1, and ı Nu˛ defined just as S0, S1, and ıu˛ in
Eqs. 23–25, with z replaced by Nz. For jıxj very small, the sum NS0C NS1 approximates
the squared geodesic distance from x to the worldline, and Nu˛.z/Cı Nu˛ approximates
the four-velocity Ou˛ parallelly propagated from Nz to x:

NS0 C NS1 D �2 CO.ıx4/; Nu˛ C ı Nu˛ D Ou˛ CO.ıx2/ (55)

(recall Eq. 22). We emphasize, however, that here the quantities NS0, NS1, and ı Nu˛
are given globally, in closed form, for any x outside the black hole. The puncture
function we wish to consider is given, for any x, by

Nhpunc
˛ˇ

.x/ D 4�
�Nu˛ Nuˇ C ı Nu˛ Nuˇ C Nu˛ı Nuˇ

�
. NS0 C NS1/1=2

: (56)

This function can be attenuated far from the particle in order to control its global
properties, but such modifications will not affect our discussion here.

We now recall the form of the “physical” singular field NhS
˛ˇ

expressed in Eq. 5.
This expression applies to any nearby points z and x, but here we wish to apply it
with x being a given point near the worldline and z D Nz.t/ being the associated
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worldline point on ˙x . It is not difficult to show [12] that, near the particle, the
difference between the puncture (56) and the S field has the form

Nhpunc
˛ˇ

� NhS
˛ˇ D N��3

0 P
.4/

˛ˇ
.ıx/C const CO.ıx2/; (57)

where N�0 � NS1=20 , and P .4/
˛ˇ

is a smooth function of the coordinate differences ıx˛,

of homogeneous order .ıx/4. It follows that the difference between the correspond-
ing force fields has the local form

F ˛punc.x/ � F ˛S .x/ D N��5
0 P ˛.5/.ıx/CO.ıx/ (58)

(for any smooth k-extension), where P ˛
.5/

is yet another smooth function, now of

homogeneous order .ıx/5. Notice that F ˛punc �F ˛S is bounded but generally discon-
tinuous (direction dependent) at x ! Nz. From Eq. 54 it then follows that F ˛res too
is bounded but discontinuous at x ! Nz [since the limit of the entire expression in
square brackets in (54) is known to be definite].

We now arrive at the crucial step of our discussion. In Eq. 54, for a given point z
along the particle’s worldline, we express the (analytic) function in square brackets
as a formal sum overm modes, in the form

F ˛self.z/ D lim
x!z

1X
mD�1

h
F ˛;mres .x/C

�
F ˛;mpunc .x/ � F

˛;m
S .x/

�i
; (59)

where

F ˛;mres .x/ � 1

2	

Z 	

�	
F ˛res.t; r; � '

0I Nz/eim.'�'0/ d' 0; (60)

and similarly for F ˛;mpunc and F ˛;mS . Since the m-mode sum is formally a Fourier
expansion, and since the Fourier expansion of an analytic function converges uni-
formly, we may replace the order of limit and summation in Eq. 59:

F ˛self.z/ D
1X

mD�1
lim
x!z

h
F ˛;mres .x/C

�
F ˛;mpunc .x/ � F

˛;m
S .x/

�i
: (61)

From Eq. 58, omitting the termsO.ıx/ as they cannot possibly affect the final value
of the SF in Eq. 54, we have

lim
x!z

�
F ˛;mpunc � F ˛;mS

�
D lim
x!Nz

1

2	
eim'

Z 	

�	
N��5
0 P ˛.5/e

�im'0
d' 0; (62)

where the integrand is evaluated at ' D ' 0 and where we have used the fact that
x ! z implies also x ! Nz. Crucially, one finds [12] that the last integral vanishes at
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the limit x ! Nz, for any m, regardless of the explicit form of P ˛
.5/

.10 Hence, Eq. 61
reduces to

F ˛self.z/ D
1X

mD�1
F ˛;mres .z/: (63)

Here the substitution x D z is allowed since the limit x ! z is known to be well
defined (and, in particular, direction independent). Phrased differently, the modes
F ˛;mres corresponding to our puncture (56) are continuous at the particle, as desired.

Our result (63) can be written explicitly in terms of the m modes of the residual
field Nhres

ˇ�
, and easily so if we use the fixed-k extension introduced in Section 2.3

(the choice of k-extension may affect the value of the individual m modes, but not
the eventual value of the SF). We then have

F ˛self D
1X

mD�1
�k˛ˇ�ı

� Nhres;m
ˇ�

eim'
�

Iı ; (64)

where, of course, the derivatives are evaluated at the particle.
Equation 64 prescribes an extremely simple algorithm for constructing the SF

in a 2C1D framework. In the puncture scheme we effectively “regularize” the field
equations themselves (not their solutions, as in the standard l-mode regularization
method), by writing them in the form (50) with a sufficiently accurate puncture func-
tion (like the one prescribed in 56). Once the m modes of the residual perturbation
have been solved for, the SF is constructed directly from these mode with no further
regularization needed.

The m-mode method is yet to be applied in actual calculations of the SF. It has
the potential of providing a robust, simple, and efficient framework for calculations
of the gravitational SF in Kerr spacetime.

6 Reflections and Prospects

We have attempted here to give a snapshot of the activity surrounding the devel-
opment of reliable, efficient, and accurate computational methods for the SF in
black hole spacetimes. The problem still attracts considerable attention (more than
half of the papers on our reference list date � 2005), with a multitude of differ-
ent approaches being studied by different groups. This multitude is, of course, a
great blessing, as it offers the opportunity for cross-validation of techniques and

10 It should not come as a surprise that at x D z the sum overm-modes F ˛;m
punc �F ˛;m

S (which are all
zero) fails to recover the original function F ˛

punc�F˛
S (which is discontinuous and hence indefinite).

Recall that the formal Fourier sum at a step discontinuity (where the function itself is indefinite) is
in fact convergent: it yields the two-side average value of the function at the discontinuity. Techni-
cally, this peculiarity of the formal Fourier expansion is due simply to the noninterchangeability of
the sum and limit at the point of discontinuity.
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results – a particularly important prospect given the intricate nature of the numerics
involved and the fact that SF calculations explore a new territory in black hole
physics, yet uncharted by neither PN theory nor Numerical Relativity.

Indeed, the field has by now matured enough that such cross-validation exercises
are becoming possible: A first such comparison between results from different cal-
culations (using different gauges and different numerical methods) was presented
very recently in Ref. [109]. We are now able to use SF codes to explore, for the
first time, the conservative post-geodesic dynamics of strong-field orbits around a
Schwarzschild black hole [25,41,42,109]. We can compute physical gauge-invariant
post-geodesic effects and test them directly against results from PN theory in the
weak-field regime [41, 42, 109]. Indeed, we can now start to use strong-field SF
results in order to calibrate PN methods and assess their performance [25]. The
exciting prospects for synergistic interaction between SF and PN theories are be-
ginning to materialize, with much scope for important developments in the coming
years (see Detweiler’s contribution in this volume).

At present, the state of the art in SF calculations is a code that can calculate
the gravitational SF along any bound geodesic of the Schwarzschild geometry (cur-
rently at great computational cost, which future developments may help reduce).
This code, as many others mentioned in our review, is an implementation of the
mode-sum regularization method, which has proven a useful framework for calcu-
lations in Schwarzschild.

The Kerr problem, on the other hand, has hardly been tackled so far, and it rep-
resents the next significant challenge. Although the standard mode-sum method is
in principle applicable to the gravitational SF in Kerr spacetime, the details of its
numerical implementation in this case are yet to be worked out. It is possible that
higher-dimension techniques (like them-mode scheme discussed in Section 5) could
provide an attractive alternative to standard mode-sum in the Kerr case.

In the short term, activity is likely to focus on the following tasks: (i) continue to
improve the computational efficiency of SF calculations using advanced numerical
techniques (mesh refinement, spectral methods, etc.); (ii) tackle the Kerr problem;
(iii) use SF codes to study post-geodesic physical effects (such as the finite-mass
correction to the orbital precession rate), and in particular assess the relative im-
portance of conservative SF effects in the EMRI problem; (iv) explore what can be
learned from a comparison between SF and PN results.

Within the context of the LISA EMRI problem, the computation of the SF on
momentarily geodesic particles is only one essential ingredient. There is still much
more to understand before a faithful model of an astrophysical inspiral can be an-
nounced. Most crucially, a reliable method must be devised for calculating the
long-term evolution of the inspiral orbit. Work to address this problem has begun
recently [57, 65, 99, 100] but much further study is needed.

Acknowledgements We acknowledge support from PPARC/STFC through grant number
PP/D001110/1.
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Appendix: The Regularization Parameter B˛ in Kerr

We state here the explicit value of the regularization parameter B˛ for the gravita-
tional SF at a point (t0; r0; �0; '0) along a generic (geodesic) orbit in Kerr. In what
follows u˛ represents the four-velocity at that point, and g˛ˇ and � �

˛ˇ
are the Kerr

metric and connection coefficients there. The derivation of all regularization param-
eters in Kerr was reported in Ref. [22], with the explicit value of B˛ (reproduced
here) given in the online arXiv version of that paper [20].

Using the method sketched in Section 2.3, one obtains

B˛ D �2.2	/�1P ˛abcdI
abcd ; (65)

where hereafter roman indices (a; b; c; :::) run over the two Boyer–Lindquist angular
coordinates �; '. The coefficients P ˛

abcd
are given by

P ˛abcd D .3P ˛aPbe � P ˛ePab/C ecd C 1

2

�
3P ˛dPabc � .2P ˛ab C P ˛

ab /Pcd

; (66)

where

P˛ˇ � g˛ˇ C u˛uˇ ; P˛ˇ� �
�

u�u��
�
˛ˇ C g˛ˇ;�=2

�
; (67)

and

C �'' D 1

2
sin �0 cos �0; C

'

�'
D C

'

'�
D �1

2
cot �0; (68)

with all other coefficients C e
cd

vanishing. The quantities I abcd are

I abcd D .sin �0/�N
Z 2	

0

G.�/�5=2.sin �/N .cos �/4�N d�;

whereN � N.abcd/ is the number of times the index ' occurs in the combination
.a; b; c; d /, namely

N D ıa' C ıb' C ıc' C ıd' ; (69)

and

G.�/ D P Q' Q' sin2 � C 2P� Q' sin � cos � C P�� cos2 �; (70)

where

P Q' Q' � P''= sin2 �0; P� Q' � P�'= sin �0: (71)

To write down I abcd more explicitly, denote

˛ � P��=P Q' Q' � 1; ˇ � 2P� Q'=P Q' Q' : (72)

Then I abcd takes the form
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I abcd D .sin �0/�N

d

h
QI

.N/
K

OK.w/C I
.N/
E

OE.w/
i
; (73)

where
Q D ˛ C 2 � .˛2 C ˇ2/1=2; (74)

d D 3P
5=2

Q' Q' .˛
2 C ˇ2/2.4˛ C 4 � ˇ2/3=2.Q=2/1=2; (75)

OK.w/ and OE.w/ are complete elliptic integrals of the first and second kinds, respec-
tively, and the argument is

w D 2.˛2 C ˇ2/1=2

˛ C 2C .˛2 C ˇ2/1=2
: (76)

The ten coefficients I .N/K ; I
.N/
E are given by

I
.0/
K D 4

�
12˛3 C ˛2.8 � 3ˇ2/� 4˛ˇ2 C ˇ2.ˇ2 � 8/


;

I
.0/
E D �16Œ8˛3 C ˛2.4 � 7ˇ2/C ˛ˇ2.ˇ2 � 4/� ˇ2.ˇ2 C 4/�; (77)

I
.1/
K D 8ˇ

�
9˛2 � 2˛.ˇ2 � 4/C ˇ2


;

I
.1/
E D �4ˇŒ12˛3 � ˛2.ˇ2 � 52/C ˛.32 � 12ˇ2/C ˇ2.3ˇ2 C 4/�; (78)

I
.2/
K D �4 �8˛3 � ˛2.ˇ2 � 8/� 8˛ˇ2 C ˇ2.3ˇ2 � 8/


;

I
.2/
E D 8Œ4˛4 C ˛3.ˇ2 C 12/� 2˛2.ˇ2 � 4/

C3˛ˇ2.ˇ2 � 4/C 2ˇ2.3ˇ2 � 4/�; (79)

I
.3/
K D 8ˇ

�
˛3 � 7˛2 C ˛.3ˇ2 � 8/C ˇ2


;

I
.3/
E D �4ˇŒ8˛4 � 4˛3 C ˛2.15ˇ2 � 44/C 4˛.5ˇ2 � 8/

Cˇ2.3ˇ2 C 4/�; (80)

I
.4/
K D �4Œ4˛4 � 4˛3 C ˛2.7ˇ2 � 8/C 12˛ˇ2 � ˇ2.ˇ2 � 8/�;
I
.4/
E D 16Œ4˛5 C 4˛4 C ˛3.7ˇ2 � 4/C ˛2.11ˇ2 � 4/

C.2˛ C 1/ˇ2.ˇ2 C 4/�: (81)
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Radiation Reaction and Energy–Momentum
Conservation

Dmitri Gal’tsov

Abstract We discuss subtle points of the momentum balance for radiating particles
in flat and curved space-times. An instantaneous balance is obscured by the presence
of the Schott term which is a finite part of the bound field momentum. To establish
the balance, one has to take into account the initial and final conditions for acceler-
ation, or to apply averaging. In curved space-time, an additional contribution arises
from the tidal deformation of the bound field. This force is shown to be the finite
remnant from the mass renormalization and it is different both from the radiation re-
coil force and the Schott force. For radiation of nongravitational nature from point
particles in curved space-time the reaction force can be computed by substituting
the retarded field directly to the equations of motion. A similar procedure is appli-
cable to gravitational radiation in a vacuum space-time, but fails in the non-vacuum
case. The existence of the gravitational quasilocal reaction force in this general case
seems implausible, though it still exists in the nonrelativistic approximation. We
also explain the putative antidamping effect for gravitational radiation under non-
geodesic motion and derive the nonrelativistic gravitational quadrupole Schott term.
Radiation reaction in curved space of dimension other than four is also discussed.

1 Introduction

One of the major tasks of gravitational wave astronomy is the precise theoretical pre-
diction and observational measurement of gravitational waveforms from an inspiral
fall of compact bodies into a supermassive black hole. This requires knowledge of
the orbits with account for gravitational radiation reaction. Radiation gives rise to
the reaction force, which can be incorporated into the equations of motion. The stan-
dard strategy to get the reaction force consists in substitution of the retarded field
produced by the body into its equation of motion. The resulting equation is believed
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to give a correct description of the instantaneous effect of radiation on the motion
of the body. If the effect of reaction is small with respect to the main force, one
can treat it adiabatically. But when the reaction force is not small, the situation is
more subtle: the balance equations involve not only the kinetic energy–momentum
of the body and that of radiation, but also a variable contribution of the bound field.
Generically, an instantaneous loss of the energy–momentum by the body is not equal
to the energy–momentum carried away by radiation.

This situation looks particularly simple in flat space Maxwell–Lorentz electro-
dynamics, where due to linearity of the equations one can use the notion of the
point-like particle described by the delta-function. The Lorentz–Dirac equation ob-
tained by substituting the retarded field into the equation of motion and performing
the mass renormalization is expected to describe the motion of the particle with
account for radiation loss. However, it turns out that the momentum loss due to ra-
diation gives only a part of the reaction force. Although the initial system of the
charges and the Maxwell field obey the overall momentum conservation equations,
the Lorentz–Dirac equation, treated as the particle equation of motion, violates the
naively expected balance between the particle momentum and the momentum of
radiation. The difference is given by the so-called Schott term, which is the third-
order total derivative of the coordinate. A careful comparison of the Dirac derivation
[7, 17] and the Rohrlich analysis [8,23,24] has led Teitelboim [28] (see also [29]) to
interpret the Schott term as the finite contribution of the bound (non-radiated) mo-
mentum of the charge remaining after the mass renormalization (an explicit proof of
this claim was given in [11]). This may look strange, since we are used to thinking
about the bound field as a stable Coulomb “coat,” which is spherically symmetric
in the instantaneous rest frame, or pancake shaped for a relativistic charge. But this
simple picture is valid only for constant velocity. Once acceleration is nonzero, the
energy–momentum carried by the Coulomb coat becomes variable. The most sur-
prising fact is that this momentum is simply proportional to the acceleration, and
thus its derivative (the force) is the third derivative of the particle coordinate. Of
course, the split of the total field into radiation and the bound field has to be done
at all distances from the charge, not just in the wave zone. This split was given by
Rohrlich [24]; for more recent discussion see the book by B. Kosyakov [19]. It is
worth noting that in this case the finite part of the reaction force is entirely given by
the time-antisymmetric part of the particle field (half-difference of the retarded and
advanced potentials).

Thus, the energy–momentum balance of the system consisting of the accelerated
charge and its Maxwell field includes three, not just two, ingredients: the particle
momentum, the momentum carried by radiation, and the bound electromagnetic
momentum. The radiation momentum can be extracted both from the particle mo-
mentum and, indirectly, from the bound momentum. This explains the origin of
radiation of the uniformly accelerated charge, in which case the total reaction force
is zero and thus the kinetic particle momentum is constant. While the charge is un-
dergoing a constant acceleration, its bound electromagnetic momentum decreases
and is transferred to radiation. Physically, however, the acceleration has to start at
some moment and to finish at some moment, and during the stages of acquiring
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and loosing the acceleration the bound momentum is exchanged with the kinetic
momentum. Therefore, the total energy–momentum loss of the charge will be equal
to the momentum carried away by radiation. But an instantaneous balance is ob-
scured by the presence of the Schott term. Another simple situation is periodic
motion. Since the ambiguous Schott term is a total derivative, its contribution van-
ishes if one integrates over the period, or, equivalently, averages over the period.

For radiation of linear fields of nongravitational nature or of the linearized grav-
itational field in curved space-time the situation is more complicated because there
are no local conservation laws unless Killing symmetries are present, and because
the tail term cannot be found in the closed form [5, 16] (for a review see [22]).
Another new feature in this case is that the reaction force contains a finite time-
symmetric contribution coming from the half-sum of the retarded and advanced
potentials – the force found by DeWitt–DeWitt [6] in linearized gravity and later re-
discovered in the full General Relativity by Smith and Will [26] (the DDSW force).
This force, however, has nothing to do with radiation and so the work done by this
force is not expected to contribute to the energy balance for radiation. In the sta-
tionary space-time the total energy of the particle and the field is conserved, so one
can expect that the energy balance between radiation and the particle energy loss
will hold integrally or in average. In the case of axial symmetry, similar consider-
ations apply to an associated angular momentum. An explicit proof of this balance
for scalar, electromagnetic, and linearized gravitational radiation in the Kerr space-
time was given in [9]. Apparently this work was not properly understood and was
criticized in a number of papers until 2005, when analogous calculations were per-
formed by other people (for a review and further references see [27]).

The case of linearized gravity is not entirely similar to other linear fields in the
curved background, however. In fact, linearized gravity on the non-vacuum back-
ground is not a consistent linear theory since the full Bianchi identities do not allow
for the harmonic gauge necessary to locally disentangle the linearized Einstein equa-
tions [14]. Physically, this means that the proper source of the gravitational radiation
from the point particle is not just its energy–momentum tensor, but it also includes
a contribution from the perturbed source of the background. Thus, the total source
is nonlocal, which raises doubts that there might exist a local equation describing
radiation reaction (here we mean the nonlocality stronger than that of the tail term,
which is still localized on the world line of the point particle).

2 Energy–Momentum Balance Equation

We start by considering an interacting system of N point charges and the Maxwell
field in Minkowski space-time, which is described by the coupled system of
equations

@�F
�� D 4	

Z NX
aD1

Pz�ı.x � za.�//d�; m0aRz�a D eaF
�
� Pz�a: (1)
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It has 3N C 1 degrees of freedom, where 1 stands for the Maxwell field. The
corresponding energy–momentum conservation equation is

@�

�
m

T
��C F

T
��

�
D 0; (2)

where

m

T
�� D

Z NX
aD1

m0aPz�Pz�ı.x � za.�//d�;
F

T
�� D 1

4	

�
F ��F �

� C ���

4
F ˛ˇF˛ˇ

�
:

(3)

We have introduced the bare masses m0a in anticipation of mass renormalization.
Since the Maxwell equation is linear, one can decompose the total field in the
vicinity of any given charge ea into the sum of the field generated by the other
N � 1 charges, F ��ext (regular at its location) and the retarded field of ea; F

��
a ret.

In spite of the fact that the total field acting on ea; F
��
a D F

��
ext C F

��
a ret diverges at

x� D z�a , energy–momentum conservation is ensured by the equations of motion.
The required mass renormalization does not change this statement.

The field F ��a ret describes radiation and the bound field, which both contribute to
the field energy–momentum. The overall conservation equation does not distinguish
between these two parts, so an additional analysis is needed. The retarded potential
at a given point x of space-time depends on the world-line variables taken at the
moment of proper time sret.x/ defined as the solution to the equation

R�R� D 0; R� D x� � z�.sret/; (4)

satisfying x0 > z0. The advanced solution to the same equation with z0 > x0 refers
to the advanced proper time sadv.x/. Introducing the invariant distance

� D v�.sret/R
�; v� D dz�

ds
; (5)

which is equal to the spatial distance jRj D jx � z.sret/j between the points of
emission and observation in the momentarily co-moving Lorentz frame at the
time moment x0 D z0.sret/, one can present the retarded potential as (we omit the
index a):

A
�
ret.x/ D ev�

�

ˇ̌̌
sret.x/

: (6)

Introduce the normalized null vector c� D R�=�, such that vc D 1, and the unit
space-like vector u� D c� � v�; u2 D �1. The following differentiation rules then
hold:

c� D @�sret.x/; @�� D v� C �c�; @�c
� D 1

�

�
ı�� � v�c

� � c�v� � �c�c�
�
;

(7)
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where � D P� D �.ac/ � 1: The retarded field strength will read:

F
��
ret D e .�.ac/ � 1/

�2
vŒ�c�
 � e

�
aŒ�c�
; (8)

where antisymmetrization is defined by e.g. vŒ�c�
 D v�c��v�c�. The retarded po-
tential in Minkowski space admits a natural decomposition with respect to T-parity:

A
�
ret D A

�
self C A

�
rad; (9)

where the radiative part A�rad D 1
2

�
A
�
ret � A

�
adv

�
obeys an homogeneous wave equa-

tion, while the self partA�self D 1
2

�
A
�
ret CA

�
adv

�
has a source at x D z.s/. One could

expect that only T-symmetric A�self corresponds to the bound field, but it is not so.
For an accelerated charge the situation is more subtle.

2.1 Decomposition of the Stress Tensor

Constructing the energy–momentum tensor
F

T �� with the retarded field F ��ret , one
finds that it admits a natural decomposition:

F

T
�� DF

T
��
emitC

F

T
��
bound; (10)

where the first term is selected by its dependence on � as ��2:

F

T
��
emit D � ..ac/

2 C a2/c�c�

�2
; (11)

while the second contains higher powers of ��1:

F

T
��
bound D a.�c�/ C 2.ac/c�c� � .ac/v.�c�/

�3
C v.�c�/ � c�c� � ���

2�4
; (12)

where symmetrization without 1=2 is understood, say v.�c�/ D v�c� C v�c�. The
“emit” part (11) has the following properties:

� It is the tensor product of two null vectors c�.
� It is traceless.
� It falls off as jxj�2 when jxj ! 1.
� As follows from the differentiation rules (7), it is divergence free without assum-

ing the validity of the equations of motion:

@�
F

T
��
emit D 0: (13)

All these features indicate that T ��emit describes the outgoing radiation.
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Since the total energy–momentum tensor including the contribution of charges is
(on shell) divergence free, with account for (13) we find that

@�
F

T
��
bound C @�

m

T
�� D 0; (14)

so the bound field momentum can be exchanged with the particle momentum. Note,
that outside the world line the bound stress tensor is divergence free. It is also worth
noting, that Eq. 13 does not mean that there is no reaction force acting on a particle
that counterbalances the emitted momentum.

Consider now the total balance of forces. The conservation of the total four-
momentum (2) implies that the sum of the mechanical momentum and the momen-
tum carried by the electromagnetic field is constant (for simplicity we do not include
the external field):

dp
�
mech

ds
C dp

�
em

ds
D 0: (15)

Here the mechanical part is proportional to the bare mass of the charge

p
�
mech D

Z
m

T
��d˙� D m0v�; (16)

while the field part is given by

p�em D
Z

F

T
��d˙� ; (17)

where integration of the electromagnetic stress tensor is performed over a space-like
hypersurface whose choice will be specified later on. It has to be emphasized that
the stress tensor of the electromagnetic field is constructed in terms of the physical
retarded field. According to the above splitting, we can write

dp
�
mech

ds
D f

�
emit C f

�
bound; (18)

f
�

emit D �
Z

F

T
��
emitd˙� ; f

�
bound D �

Z
F

T
��
boundd˙� : (19)

On the other hand, the derivative of the bare mechanical momentum of the charge
can be found by substituting the retarded field into the equation of motion. In this
case it is useful to decompose the retarded field according to (9), obtaining another
split of the mechanical momentum:

dp
�
mech

ds
D eF

��
ret v� D e

�
F
��
self C F

��
rad

�
v� D f

�
self C f

�
rad: (20)
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Now, somewhat unexpectedly, f �rad ¤ f
�

emit and f �self ¤ f
�

bound, the difference
being called the Schott term [11]:

f
�

rad D f
�

emit C f
�

Schott; f
�

self D f
�

bound � f
�

Schott: (21)

Clearly,
f
�

self C f
�

rad D f
�

bound C f
�

emit; (22)

as expected. Note that both f �bound and f �self contain divergences that mutually cancel
in Eq. 22.

The forces f �self and f �rad can be found using the Green functions [17]

Gself.Z/ D ı.Z2/; Grad.Z/ D Z0

jZ0jı.Z
2/; (23)

where Z� D Z�.s; s0/ D z�.s/� z0�.s0/. Substituting the value of the electromag-
netic field generated by the charge on its world line one obtains

f �.s/ D 2e2
Z

ZŒ�.s; s0/v�
.s0/v�.s/
d

dZ2
G.Z/ds0; (24)

for both f �self and f �rad. Due to delta-functions, only a finite number of Taylor expan-
sion terms in � D s � s0 contribute to the integral. In the four-dimensional case, it
is sufficient to retain the terms up to �3:

2ZŒ�.s; s0/v�
.s0/v�.s/ D Pv��2 � 2

3
.Rv� C v�Pv2/�3 CO.�4/: (25)

Taking into account that Z2 D �2 CO.�4/, the leading terms in the expansions of
derivatives of the Green functions will be

d

dZ2
Gself.Z/ D d

d�2
ı.�2/;

d

dZ2
Grad.Z/ D d

d�2

�
�

j� jı.�
2/

�
: (26)

Regularizing the delta-functions of �2 by point-splitting

ı.�2/ D lim
"!C0 ı.�

2 � "2/ D lim
"!C0

ı.� � "/C ı.� C "/

2"
; (27)

with a prescription that the limit should be taken after evaluating the integrals, one
finds

f
�

self D �e
2

2"
a�; f

�
rad D 2e2

3
.v�a2 C Pa�/: (28)

After the mass renormalization,m0 C 1
2"

D m, we get the Lorentz–Dirac equation

ma� D 2e2

3
.v�a2 C Pa�/: (29)
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The first term at the right-hand side is equal to the derivative of the momentum
carried away by radiation,

f
�

emit D �dp
�
emit

ds
D 2e2

3
a2v�: (30)

Its independent evaluation by integration of
F

T
��
emit can be found in [11]. The sec-

ond total derivative term is the Schott term. It is worth noting, that within the local
calculation, the Schott term originates from the T-odd part of the retarded field.

2.2 Bound Momentum

An explicit evaluation of the bound momentum associated with a given moment of
proper time s on the particle world-line,

p
�
bound.s/ D

Z
˙.s/

F

T
��
boundd˙� ; (31)

was given in [11], which we follow here. First of all one has to choose the space-like
hypersurface ˙.s/ intersecting the world line at x� D z�.s/. A convenient choice
will be the hyperplane orthogonal to the world line

v�.s/ .x
� � z�.s// D 0: (32)

The integral (31) is divergent on the world line. We introduce the small length
parameter ", the radius of the 2-sphere @Y".s/ (Fig. 1), defined as the intersection of
the hyperplane (32) with the hyperboloid .x � z.s//2 D �"2. We also introduce the
sphere @YR.s/ of the large radius R defined as the intersection of ˙.s/ with the
hyperboloid .x � z.s//2 D �R2. The total field momentum can be obtained as
the limit " ! 0; R ! 1 of the integral over the domain Y.s/ 
 ˙.s/ between the
boundaries @Y".s/ and @YR.s/.

Let us evaluate the variation of this quantity between the instants s1 and s2 of the
proper time on the world line of the charge

�p�em D
Z

Y.s2/

T ��d˙� �
Z

Y.s1/

T ��d˙� : (33)

For the bound momentum it is convenient to consider the tubes S" and SR formed
as sequences of the spheres @Y".s/ and @YR.s/ on the interval s 2 Œs1; s2� and to
transform this quantity to
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Fig. 1 Integration of the
bound electromagnetic
momentum. Here ˙.s1/
is the space-like hyperplane
transverse to the world line
z�.s/ intersecting it at the
proper time s1 (similarly
˙.s2/). The hypersurfaces S"
and SR are small and large
tubes around the world line
formed by sequences of the
2-spheres @Y".s/ and @YR.s/
for s 2 Œs1; s2�. The domain
Y.s2/ � ˙.s2/ (similarly
Y.s1/) is the 3-annulus
between @YR.s2/ and @Y".s2/

s1

s
2

Sε

Σ(s1)

∂YR(s1)

Y ( s
2
)

SR

zμ(s)

∂Yε(s1)

�p
�
bound D

Z
SR

T
��

bounddS� �
Z
S"

T
��

bounddS� ; (34)

in view of the conservation equation for T ��bound outside the world line, see the remark
after Eq. 14. Here the integration elements dS� are directed outward to the world
line. The contribution from the distant surface SR vanishes if one assumes that
the acceleration is zero in the limit s ! �1 [28]. This is nontrivial: though the
stress tensor (12) decays as R�3 at spatial infinity, the corresponding flux does
not vanish a priori, because the surface element contains a term (proportional to
the acceleration) which asymptotically grows as R3. As a consequence, the sur-
viving term will be proportional to the acceleration taken at the instant sret of the
proper time, where sret ! �1 in the limit R ! 1. Finally, we are left with
the integral over the inner boundary S" only. To find an integration measure on
S" we foliate the space-time domain shown in Fig. 1 by the hypersurfaces ˙.s/
parameterized by the spherical coordinates r; �1 D �; �2 D '. Introducing the
unit space-like vector n�.s; �i /; n�n� D �1 transverse to v�, we use the coor-
dinate transformation x� D z�.s/ C rn�.s; �i /. The induced metric on S" reads
dS� D "2Œ1 � ".an/�n�dsd˝ , and hence

dp
�
bound

ds
D �

Z
S"

"2Œ1 � ".an/�
F

T
��
boundn�d˝; (35)
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where the limit " ! 0 has to be taken. One has to expand
F

T
��
bound in terms of ".

In fact, the energy–momentum tensor depends on the space-time point x� through
the quantity �, depending directly on x�, and also through the retarded proper time
sret. We have to express the resulting quantity as a function of the proper time s
corresponding to the intersection of the world line with the space-like hypersurface.
We write T bound

�� in terms of the null vector R� D c��:

4	

e2
T
��

bound D a.�R�/

�4
C .2.aR/ � 1/R�R�

�6
C .1� .aR// v.�R�/

�5
� ���

2�4
; (36)

and expandR� as

R� D x� � z�.sret/ D "n� C v�� � 1

2
a��2 C 1

6
Pa��3 C O.�4/; (37)

where � D s � sret > 0 and all the vectors are taken at s. This expansion in powers
of � has to be rewritten in terms of ". The relation between the two can be found
from the condition R2 D 0:

� D "C an

2
"2 C �

9.an/2 C a2 � 4 Pan� "3
24

C O."4/: (38)

Substituting this into Eq. 37 and further to (36) we find:

�p
�
bound D e2

4	

s2Z
s1

ds

	 �n�
2"2

C a�

2"
C ��

.an/2 C a2=3
�

v�

C �
.an/2 C a2=2

�
n� � 2 Pa�=3C 3.an/a�=4

 

d˝: (39)

The leading divergent term 1="2 disappears after angular integration. Thus we
obtain [11]:

f
�

bound D �dp
�
bound

ds
D �e

2a�

2"
C 2e2

3
Pa�: (40)

Here the first divergent term has to be absorbed by the renormalization of mass,
while the second is the finite Schott term. Comparing this with (28) we confirm the
identity (22). Note that a priori the regularization parameter " here (the radius of the
small tube) is not related to the splitting parameter of the delta-function in the previ-
ous local force calculation. But actually they give the same form for divergent terms,
for which reason we use the same symbol " for both of them. With this convention,
the divergent terms in the momentum conservation identity (22) mutually cancel.

The significance of the Schott term in the balance of momentum between the ra-
diating charge and the emitted radiation is not always recognized in the textbooks on
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classical electrodynamics. Instead, its presence is often interpreted as a drawback of
classical theory, since formally it may lead to self-accelerating solutions. Meanwhile
such solutions must be discriminated as unphysical since they do not satisfy proper
initial/final conditions that should be imposed on the third-order equation of mo-
tion [17]. From the above analysis it is clear that the Lorentz–Dirac equation,
although formulated in terms of particle variables, actually describes the composite
system consisting of a charge and its bound electromagnetic momentum. The redefi-
nition of the particle momentum joining to it the bound electromagnetic momentum
obscures the problem of interpretation. It is better to think of the Schott term as the
field degree of freedom and interpret the Lorentz–Dirac equation as the momentum
balance equation for the total system including the electromagnetic field.

An instantaneous momentum balance is not just the balance between the particle
and radiation, the energy–momentum can be also transferred between the particle
and the field coat bound to it. Or, the radiated momentum is not always taken from
the mechanical momentum of the charge, but by virtue of the Schott term, it can be
extracted from the field coat too. This is what happens in the case of the uniformly
accelerated charge, when the total reaction force instantaneously is zero, while
radiation carries the momentum away at a constant rate. The balance in ensured by
the Schott term. However, the constant acceleration cannot last infinitely long. One
has to consider the switching on/off processes in order to understand that finally
the energy–momentum of radiation is taken from the particle. This consideration
clarifies the necessity of the time averaging or integration over time needed to
establish the momentum balance between radiation and the source particle. The
equation of motion including the reaction force instantaneously does not imply
the equality of the radiative momentum loss and the particle momentum. This fea-
ture is general enough, it is also applicable to radiation of nongravitational nature
from particles moving along the geodesics in curved space-time, as well as to the
gravitational radiation.

2.3 The Rest Frame (Nonrelativistic Limit)

In the rest frame of a charge the recoil force has no spatial component. This is due
to the fact that radiation in two opposite directions is the same so that the spatial
momentum is not lost by radiation, though the energy is lost. Hence the total spatial
component of the reaction force is presented by the Schott term, namely

fSchott D 2

3
e2 Pa: (41)

The work done by this force,Z
fSchott � vdt D

Z
2

3
e2 Pa � vdt D �

Z
2

3
e2a2dt C boundary terms; (42)

correctly reproduces the radiative loss in the rest frame. (Boundary terms should
vanish by appropriate asymptotic switching on/off or periodicity conditions.)
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3 Flat Dimensions Other than Four

Recent interest to models with large extra dimensions motivates the study of
radiation and radiation reaction in dimensions other than four. It turns out that the
radiation picture is substantially different in even and odd dimensions because of
the different structure of the retarded Green’s functions for massless fields in the
coordinate representation [10] (they still look similarly in all dimensions in the
momentum representation). In even dimensions the retarded potential is localized
on the past light cone (Huygens principle) so the situation is qualitatively similar to
that in the 4D case. In odd dimensions it is nonzero also inside the past null cone
though radiation still propagates along the null rays. In 3D, for instance, the scalar
Green’s function reads

G3Dret .X/ D #.X0/#.X2/.X2/�1=2; X� D x� � x0�: (43)

It does not contain the “direct” part singular on the light cone. Green’s functions
in higher odd dimensions D D 2n C 1 can be obtained by the recurrent relation
[10, 12]

G2nC1
ret .X/ � dG2n�1

ret

dX2
; (44)

In particular, in 5D

G5Dret .X/ � #.X0/

�
ı.X2/

.X2/1=2
� 1

2

#.X2/

.X2/3=2

�
; (45)

both the direct and the tail parts are present. It turns out that the direct part regular-
izes the tail contribution to the field stress proportional to the derivative of G that
otherwise would be singular outside the world line.

In even dimensional space-times the split of the retarded potentials into the time
symmetric and the radiative parts leads to purely divergent self-force and a finite
radiative part:

f
�

self D f
�

div; f
�

rad D finite: (46)

Divergent terms are Lagrangian type and can be absorbed by introducing suitable
counter-terms. Since the Coulomb dependence is more singular at the location of the
source in higher dimensions, the self-action gives rise to larger number of divergent
terms 1="n, where n is changing from unity to the integer part of D=2 � 1. The
highest divergence is absorbed by the renormalization of mass, while to absorb other
divergences additional counter-terms are needed depending on higher derivatives
of the velocity. These are not present in the initial action, so higher-dimensional
classical theories are not renormalizable. In 6D one has two divergent terms (which
in terms of the field split correspond to fself [18]):

f
�

div D � 1

6"3
a� C 1

2"

�
3

4
v�. Paa/C 3

8
a2a� C 1

4
Ra�
�
; (47)
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the leading term being eliminated by the mass renormalization and the subleading
requiring the counter-term [18]

S1 D �.1/0
Z
.Rz/2ds; (48)

which leads to the Frenet–Serret dynamics [1] unless the renormalized value .1/0 D
0. For each two space-time dimensions one new higher-derivative counter-term is
needed to absorb divergences.

The split of the field stress tensor built with the retarded field into the sum of the
emitted and bound terms is also possible in all even dimensions, and one always has
the relation (22). In 6D, for example, the radiation recoil force in 6D is

f
�

emit D 4

45
e2
�

Pa2v� C 2

21
.a Pa/a� � 2

9
a4v� � 2

105
a2 Pa�

�
; (49)

and the Schott terms is

f
�

Schott D �4e
2

45

�
«a� C 16

7
a2 Pa� C 60

7
.a Pa/a� C 4 Pa2v� C 4.a Ra/v�

�
; (50)

the sum of two being orthogonal to the 6-velocity. The Schott terms is again given
by the finite part of the integrated bound momentum.

In odd dimensions one always has tail terms. A split of the retarded field into the
self and the radiative parts is always possible, and the substitution into the equations
of motion leads to divergent and finite terms. Divergent ones can again be absorbed
introducing the counter-terms. The split of the stress–tensor into the emitted and the
bound parts is more subtle. The situation is obscured by the fact that though the free
field is massless and thus propagates along the null cone, the full retarded potential
fills the interior of the past light cone. Still one is able to obtain the general formula
for radiation momentum that is no more associated with the retarded proper time on
the world line [13].

4 Local Method for Curved Space-Time

An approach initiated by DeWitt and Brehme and further applied to linearized
gravity in [20] appeals to computation of the integral of the stress tensor in the
world-tube surrounding the world line. This is similar to our calculation of the bound
momentum. However, in curved space-time the split of the stress tensor into the
emitted and the bound parts becomes problematic, so the complete analysis of the
balance between radiation, the kinetic momentum, and the bound momentum is not
available. Meanwhile, to compute the total reaction force one can use a much sim-
pler calculation substituting the retarded field directly into the equations of motion
[14]. This approach was also formulated in higher even-dimensional space-time in
the paper [12] which we follow here.
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4.1 Hadamard Expansion in Any Dimensions

As in DD 4 [5], the curved space Green’s functions for massless fields in other
dimensions can be constructed starting with the Hadamard solution. For sim-
plicity we consider here the scalar case. The scalar Hadamard Green’s function
GH .x; x

0/ is a solution of the homogeneous wave equation �xGH .x; x
0/D 0;

where � Dg��r�r� . The procedure consists in expanding GH .x; x0/ in terms
of the Synge world function �.x; x0/. ForDD 4, the Hadamard expansion contains
two terms singular in � , namely, ��1 and ln � . In higher dimensions one has to add
other singular terms, and by dimensionality it is easy to guess that each dimension
introduces an additional factor ��1=2. Thus, the Hadamard expansion in DD 2d

dimensions (d > 3=2 is integer or half-integer) generically must read

GH .x; x
0/ D 1

.2	/d

"
DX
nD1

gn�
1�n=2 C v ln �

#
; (51)

where gn Dgn.x; x
0/; v D v.x; x0/ are two-point functions. It can be shown, that

in odd dimensions we actually have only odd powers of ��1=2, and in even
dimensions – only even powers, that is, an expansion in terms of inverse integer
powers of � . The logarithmic term is present only in even dimensions.

Substituting (51) into the wave equation, in the leading singular order we will
have gD D�1=2: In the next to leading order we obtain the equation:

2 @�gD�1�� C gD�1�� � .D � 1/gD�1 D 0: (52)

which does not have analytic solutions, so gD�1 D 0. For DD 3 this means the
absence of the logarithmic term. Similarly, considering the equation for g.D�1�2k/,
k 2 N, we find gD�1�2k D 0: This means that for an even-dimensional space-time
the Hadamard Green’s function contains only integer negative powers of � plus
logarithm and a regular part, while in the odd-dimensional case – only half-integer
powers of � plus a regular part.

For the sequence of Green’s functions in the flat space-time, the one in
DC 2 dimension is proportional to the derivative of the Green’s function in
the twice preceding dimension D. In fact, in even dimensions the symmet-
ric Green’s function is the derivative of the order d � 2 of the delta-function:
GD � ıd�2.�/; � D .x � x0/2=2 and thus, GDC2� dGD=d� . Applying regular-
ization, ı..x � x0/2/ D lim"!C0 ı.j.x � x0/2j � "2/; we obtain

GDC2 � dGD=d"2: (53)

This relation has a consequence that the Laurent expansion of the Lorentz–Dirac
force in terms of " in the even-dimensional Minkowski space has only odd negative
powers, and no even terms. So the number of divergent terms in the self-action in-
creases by one for each next even dimension. In curved space passing to the standard
notation for gn we have
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GH D 1

.2	/d

 
d�2X
kD0

uk
�d�1�k C v ln � C w

!
; (54)

where u0 D �1=2 and we denoted v D ud�1; w D ud . Applying � with respect to
x�, we obtain the system of recurrent differential equations for ui .x; x0/. Integrat-
ing them along the geodesic connecting the points x; x0, one can uniquely express
u1.x; x0/ through u0.x; x0/. Furthermore, u2 is expressed through u1, etc.

To relate the coefficient functions uDi .x; x
0/ in different dimensions we first ob-

serve that u0 D �1=2 for any D. It is worth noting, however, that in the expansion
in terms of �

uD0 D �1=2 D 1C 1=12R˛ˇ�
˛�ˇ C � � �; (55)

where the tensor indices ˛; ˇ run through all values corresponding to D. With this
in mind, we can write uD

0
0 D uD0 for anyD; D0. The next equation in the recurrence

gives forD;D0 > 5,

uD
0

1 D uD1
d � 2
d 0 � 2

: (56)

Similarly forD > 7, D0 D D C 2 one obtains:

uDC2
2 D uD2

d � 3
d � 1 : (57)

Continuing this process further one finds

� 1

d � 1

@GDH
@�

D .2	/GdirDC2
H ; (58)

where the “direct” part of the Hadamard function is

GH dir D 1

.2	/d

d�2X
kD0

uk
�d�1�k : (59)

4.2 Divergences

For the retarded Green’s function one finds:

Gret D 1

2.2	/d�1�.x
0; ˙.x//

 
d�2X
mD0

.�1/mud�2�mı.m/.�/
mŠ

� v�.��/
!
: (60)

The first term constitutes the direct part of the retarded function with the support on
the light cone:

Gdir D 1

2.2	/d�1�Œ˙�
d�2X
mD0

.�1/mud�2�mı.m/.�/
mŠ

: (61)
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Similarly to the recurrent relations of the previous section, we obtain for the
retarded Green’s functions:

@GDret

@�
D �2	 .d � 1/GDC2

dir : (62)

Using the regularization ı.�/ D lim"!C0 ı.� � E /; where E D "2=2, we obtain
for the direct part of the reaction force

f
� dir
DC2 D � 1

D � 1
@f

� dir
D .s;E /

@E
: (63)

The limit E ! C0 has to be taken after the differentiation. The direct force is
due to the light cone part of the retarded Green’s function. This is not the full local
contribution to the Lorentz–Dirac force. An additional contribution comes from the
differentiation of the theta-function in the tail term v �.�/. In the scalar case this
contribution vanishes, but in the electromagnetic case an extra local term arises:

f
�

loc D e2
�
Œv�˛�Pz� � Œv�˛ �Pz�

� Pz� Pz˛ ; (64)

where the coincidence limit Œv�˛ � depends on the dimension. The remaining contri-
bution from the tail term will have the form of an integral along the past half of the
particle world line.

The direct part of the Lorentz–Dirac force contains divergences. To separate the
divergent terms one can use the decomposition of the retarded potential suggested
in the case of four dimensions by Detweiler and Whiting [3, 4]. In higher even di-
mensions we can follow essentially the same procedure. We define the “singular”
partGS of the retarded Green’s function as the sum of the symmetric part (self) and
the tail function v as follows

GS.x; x
0/ D Gself.x; x

0/C v.x; x0/
4.2	/d�1 D Gself dir.x; x

0/C v.x; x0/ �.��/
4.2	/d�1 : (65)

Here the direct part of the self function means its part without the tail v-term. The
remaining part of the Green’s functionGR.x; x

0/ D Gret.x; x
0/�GS.x; x

0/ satisfies
a free wave equation and is regular. Taking into account �v D 0, it is clear that GS

satisfies the same inhomogeneous equation as Gself. The v-term in the second line
of Eq. 65 is localized outside the light cone. Therefore the corresponding field (for
instance, scalar), at an arbitrary point x will be given by

�S.x/ D �self dir C m0q

4.2	/d�1

�advZ
�ret

v.x; z.�//d�; (66)

where the retarded and advanced proper time values �ret.x/; �adv.x/ are the inter-
section points of the past and future light cones centered at x with the world line.
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Inserting (66) into the Lorentz–Dirac force defined on the world line x D z.�/,
we observe that the integral contribution from the tail term vanishes and so the di-
vergent part is entirely given by �self dir: Using for delta-functions the point-splitting
regularization we find that all divergent terms arise as negative powers of ". To prove
the existence of the counter-terms we consider the interaction term in the action sub-
stituting the field as the S-part of the retarded solution to the wave equation. In the
scalar case we will have:

SS D 1

2

Z
GS.x; x

0/�.x/�.x0/
p
g.z/g.z0/ dx dx0; (67)

where a factor one-half is introduced to avoid double counting when self-interaction
is considered. Substituting the currents we get the integral over the world line. Since
the Green’s function is localized on the light cone we expand the integrand in terms
of the difference t D � � � 0 around the point z.�/:

SS �
Z

d�
Z X

k;l

Bkl.�/ı
.k/.t2 � "2/t ldt: (68)

Here the coefficients Bkl .z/ depend on the curvature, while the delta-functions are
flat: ı.k/.t2�"2/. By virtue of parity, the integrals with odd l vanish, so only the odd
inverse powers of " will be present in the expansion. Moreover, once we know the
divergent terms in some dimensionD, we can obtain by differentiation all divergent
terms in D C 2, except for 1=" term. The linearly divergent term corresponds to
l D 2k. The integral is equal to

1Z
0

ı.k/.t2 � "2/t2kdt D .�1/k.2k � 1/ŠŠ
2kC1

1

"
:

In four dimensions this term is unique. Applying our recurrence chain we obtain the
inverse cubic divergence in six dimensions and calculate again the linearly divergent
term. Thus, in D D 2d dimensions we will get d � 1 divergent terms from which
d �2 can be obtained by the differentiation of the previous-dimensional divergence,
and the linearly divergent will be new. This linearly divergent self-action term in the
action will have generically the form

S
.�1/
S � 1

"

Z d�2X
kD0

.�1/k.2k � 1/ŠŠ

2kC1 Bk;2k.�/d�:

Here the coefficient functions are obtained taking the coincidence limits of the two-
point tensors involved in the expansion of the Hadamard solution. They actually
depend on the derivatives of the world-line embedding function z.�/ as well as the
curvature terms taken on the world line:

Bk;2k.�/ D Bk;2k.Pz; Rz; : : : ; R.z.�//; R��.z.�//; : : :/:
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The vector case is technically the same, now one has to expand in powers of t in
the integrand of

SS D 1

2

Z
GS
�˛.x; x

0/j�.x/j ˛.x0/
p
g.z/g.z0/ dx dx0:

From this analysis it follows that in any dimension the highest divergent term
can be absorbed by the renormalization of the mass as in the generating four-
dimensional case. To absorb the remaining d � 2 divergences one has to add to the
initial action the sum of d � 2 counter-terms depending on higher derivatives of
the particle velocity. Typically the counter-terms depend on the Riemann tensor of
the background.

4.3 Four Dimensions

In four dimensions the scalar retarded Green’s function contains a single direct term
localized on the light cone and a tail term:

Gret D 1

4	
�Œ˙.x/; x0�

h
�1=2ı.�/ � v�.�/

i
: (69)

The retarded solution for the scalar field reads

�ret.x/ D m0q

�ret.x/Z
�1

h
��1=2ı.�/C v�.�/

i
d� 0: (70)

Differentiating this expression we obtain �� D @�� on the world line:

��.z.�// D m0q

�Z
�1

Œ��1=2ı0.�/�� ��1=2I� ı.�/ � vı.�/�� C v� � d�
0; (71)

where integration is performed along the past history of the particle. All the two-
point functions are taken on the world line at the points x D z.�/ (observation
point) and z0 D z.� 0/ (emission point).

To compute local contributions from the terms proportional to a delta-function
or its derivative, it is enough to expand the integrand in terms of the difference
s D �� D � � � 0 around the point z.�/. The Taylor (covariant) expansion of the
fundamental biscalar �.z.�/; z.� 0// is given by [2]:

�.z.�/; z.� 0// D
1X
kD0

1

kŠ
Dk�.�; �/.� � � 0/k ; (72)



Radiation Reaction and Energy–Momentum Conservation 385

where we denote as Q.�; � 0/ the quantity Q.z.�/; z.� 0// for any Q taken on the
world line, and D is a covariant derivative along the world line (also denoted by
a dot):

D� � P� D �˛ Pz˛ ; D2� � R� D �˛ˇ Pz˛ Pzˇ C �˛ Rz˛ ; etc:

Such an expansion exists since the difference s D � � � 0 is a two-point scalar itself:
this is the integral from the scalar function

R
.�Pz2/1=2ds; along the world line from

z.�/ to z.� 0/. Taking the limits and using Pz2.�/ D �1, we find:

�.s/ D �s
2

2
� Rz2.�/ s

4

24
C O.s5/: (73)

To obtain an expansion of the derivative of � over z�.�/ one can expand ��.�; ��s/
in powers of s. This quantity transforms as a vector at z.�/ and a scalar at z.� 0/,

��.s/ D s

�
Pz� � Rz� s

2
C«z� s

2

6

�
C O.s4/; (74)

where the index � corresponds to the point z.�/: �� D @�.z; z0/=@z�. Recall that
the initial Greek indices correspond to z.� 0/. The expansion of ı.��/ will read:

ı.��/ D ı.s2=2/C s4
Rz2.�/
24

ı0.s2=2/C � � �; (75)

where the derivative of the delta-function is taken with respect to the full argu-
ment. Since the most singular term is �1=2ı0.�/�� , the maximal order giving the
nonzero result after the integration is s3. (Note, that in order to use our dimen-
sional recurrent relations to obtain a reaction force in higher dimensions we should
perform an expansion up to higher orders in s.) Thus, with the required accuracy,
ı.��/ D 2ı.s2/; and all the integrals for the delta-derivatives are the same as in the
flat space-time. This allows us to use the same regularization of the delta-functions
with double roots ı.s2/ by the point-splitting. Expanding the biscalar �1=2 and its
gradient at z we have:

�1=2 D 1C s2

12
R�� Pz� Pz� ; @��1=2 D s

6
R�� Pz� : (76)

Combining all the contributions we obtain finally for the field strength on the world
line:

��

ˇ̌̌
z.�/

D m0q

0@ 1

2"
Rz� � 1

3
«z� � 1

6
R�� Pz� � 1

6
R�ı Pz� Pzı Pz� C 1

12
RPz� C

�Z
1

v� d� 0
1A :
(77)

After the renormalization of mass one recovers the familiar equation.
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Similarly, in the electromagnetic case one finds the retarded Maxwell tensor on
the world line x D z.�/:

F ret
��

ˇ̌̌
z.�/

D e

�Z
�1

Œu�˛I �ı.�/C u�˛��ı
0.�/C v�˛I�C v�˛��ı.�/� f� $ �g�Pz˛d� 0:

(78)

Performing expansions on the world line, one easily recover the DeWitt–Brehme–
Hobbs result

f �em D e2

24� Rz�
2"

C˘��

�
2

3
«z� C 1

3
R�˛ Pz˛

�
C Pz�.�/

�Z
�1
.v�˛I� � v I�

�˛ /Pz˛.� 0/d� 0
35;
(79)

where ˘�� D g�� � Pz�Pz� . For geodesic motion the entire reaction force is given
by the tail term.

4.4 Self and Radiative Forces in Curved Space-Time

Apart from the tail term, another new feature of the instantaneous momentum
balance between the radiating charge and radiation is the presence of the finite
contribution in the self part of the reaction force originating from the half-sum of
the retarded and advanced potentials. As we have seen in the previous section, in the
case of Minkowski space the self part in four and other even dimensions is a pure
divergence which has to be absorbed by renormalization of the mass and (in higher
dimensions) the bare coupling constants in the higher derivative counter-terms.
In curved space, as was first shown in [5], the tail term in the equation for radiating
charge moving along the geodesic with nonrelativistic velocity (in weak gravita-
tional field) contains apart from the dissipative term also the conservative force.
This conservative force was later found for a static charge in the Schwarzschild
metric [26]. Here we would like to explore the significance of this result in view
of the above analysis of self/radiative decomposition. In the paper [6] the splitting
of the retarded field into the self and radiative parts was not used. Considering the
geodesic motion we have the equation:

mRz˛ D e2 Pzˇ
Z �

�1
v˛retˇ� Pz� .s0/ds0: (80)

Splitting the tail function with respect to T-parity

v˛retˇ� Pz� D v˛selfˇ� Pz� C v˛radˇ� Pz� ; (81)
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and repeating the calculations along the lines of [6] one finds in the weak-field
nonrelativistic case the corresponding (spatial) parts of the reaction force in terms
of the flat space theory:

fself D fdiv C fDDSW; frad D fSchott; (82)

where the divergent term is the same as in the flat space. The two finite terms

fDDSW D GMe2

r4
r; fSchott D 2

3
e2 Pa (83)

are the DDSW force and the Schott force. Therefore, the DDSW force is a finite part
of the T-even (self) contribution to the tail, while the T-odd (rad) part reproduces the
Schott term which is precisely the same as in the flat space. Similar result holds for
the scalar radiation.

5 Gravitational Radiation

Gravitational radiation in the framework of linearized gravity on the curved back-
ground may seem similar to scalar or electromagnetic radiation, but the similarity
is incomplete. The difference is that radiation of nongravitational nature emitted by
bodies moving along geodesics in the fixed background is not influenced by the non-
linear nature of the Einstein equations. For gravitational radiation this is not so. The
scalar or vector linear field equations in curved space imply vanishing of the covari-
ant divergence of the field stress tensor of matter field with respect to the background
metric. In the gravitational case one has the Bianchi identity that generally does not
imply the covariant conservation of the matter perturbation stress tensor alone un-
less the background is vacuum. In most of the literature on gravitational radiation
reaction the background is assumed to be vacuum. This seems to be satisfactory for
the Schwarzschild or Kerr metrics. But physically we have to deal not with an eter-
nal black hole, but with the collapsing body that is not globally vacuous. Meanwhile
the conservation laws that may hold in the asymptotically flat case has to be consid-
ered globally. It turns out that we must take into account the contribution from the
(perturbed) source of the background field as well. This is directly implied by the
Bianchi identities.

5.1 Bianchi Identity

Let the background be generated by the stress tensor
B

T�� . We are interested by grav-
itational radiation emitted by a point particle of mass m moving along the geodesic
of the background. Perturbations caused by the particle are assumed to be small so
the particle stress tensor,
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m

T
�� D m

Z
Pz�.�/Pz�.�/ı.x � z.�//p�g d�; (84)

is the first-order quantity with respect to
B

T �� . By construction, the tensor (84) is
divergence free provided the particle follows the geodesic in the space-time. Since
it is the first-order quantity, it must be divergence free with respect to the background
covariant derivative up to the terms of the second order. Expanding the full metric
Og�� D g�� C h�� , where 2 D 8	G, and the Einstein tensor

OG�� D B

G
��C 1

G
�� ; (85)

we could naively expect the full Einstein equations to be of the form

OG�� D 2
�
B

T
��C 1

T
��

�
: (86)

Since
B

G�� D 2
B

T�� ; we then should have
1

G
�� D 2

m

T
�� : (87)

But the left-hand side of this equation is not divergence free with respect to the
background covariant derivative. Expanding the full covariant derivative as

Or� D Br�C 1r�; (88)

and taking into account the Bianchi identity for the background
Br�

B

G�� D 0, we
obtain in the first order

Br�
1

G
�� D � 1r�

B

G
�� : (89)

Therefore
Br�

m

T
�� D � 1r�

B

T
�� ; (90)

where the right-hand side is the first-order quantity. Thus Eq. 87 is contradictory.
Physically the reason is that we have to take into account the perturbation of the
background ıT �� caused by the particle, so that the correct equation should be

1

G
�� D 2

�
m

T
�� C ıT ��

�
: (91)

But this is not an equation for h�� , since in order to find ıT �� one has to consider
the matter field equations for the background metric. The problem thus becomes
essentially nonlocal. This nonlocality does not reduce to that of the tail term in the
DeWitt–Brehme equation.
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5.2 Vacuum Background

If
B

T �� D 0 the above obstacle is removed and one can proceed further with the
linearized equations for h�� . The derivation of the reaction force initiated in [21]
and completed in [20] was based on the DeWitt–Brehme type calculation involving
the integration of the field momentum over a small tube surrounding the particle
world line. As was noted later [25], this derivation had some drawbacks (for more
recent discussion and further references see [15]). One problem consisted in com-
puting the contributions of “caps” at the ends of the chosen tube segment which
were not rigorously calculated. Another problem was the singular integral over the
internal boundary of the tube which was simply discarded. In addition, the usual
mass renormalization is not directly applicable in the gravitational case: due to the
equivalence principle the mass does not enter into the geodesic equations.

In [14] the local derivation of the gravitational reaction force was given which is
free from the above problems and, in addition, is much simpler technically. It deals
with the quantities defined only on the world line and does not involve the am-
biguous volume integrals over the world-tube at all. The elimination of divergences
amounts to the redefinition of the affine parameter on the world-line.

We start with reparametrization invariant form of the particle action introducing
the einbein e.�/ on the world line acting as a Lagrange multiplier:

SŒz�; e� D �1
2

Z �
e.�/ g�� Pz�Pz� C m2

e.�/

�
d�: (92)

Variation with respect to z�.�/ and e.�/ gives the equations

D

d�
.ePz�/ D 0; e D mp�g�� Pz�Pz� ; (93)

and we obtain the geodesic equation in a manifestly reparametrization invariant
form

D

d�

 
Pz�p�g�� Pz�Pz�

!
D 0: (94)

Assuming now that the particle motion with no account for radiation reaction is
geodesic on the background metric, the perturbed equation in the leading order in 
will read

Rz� D 

2

�
g�� � Pz�Pz�

Pz2
�
.h��I� � 2h��I�/Pz�Pz�; (95)

where contractions are with the background metric.
The particle energy–momentum tensor in our formulation will read

m

T
�� D

Z
e.�/Pz�.�/Pz�.�/ı.x � z.�//p�g d�; (96)
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and we choose the non-perturbed ein-bein e0 D const as a bare parameter. After the
calculation similar to that of the preceding section we obtain

Rz� D 2e0

8<: 7

2"
Rz� C 1

4
˘��

�Z
�1

h
4v��˛ˇ I� � 2

�
g��v��˛ˇ I� C v��˛ˇ I�

�

�g��v��˛ˇ I�
i

Pz0˛ Pz0ˇ Pz�Pz�d� 0
9=; : (97)

Renormalization of the einbein is�
1

e0
� 72

2"

�
Rz� D 1

e
Rz�: (98)

Finally, we choose the renormalized affine parameter so that Pz2 D �1, which is
equivalent to setting e D m and obtain the MiSaTaQuWa equation. As was shown
in [14] this equation remains valid in a class of non-vacuum metrics, in particular,
for Einstein spaces.

5.3 Gravitational Radiation for Non-Geodesic Motion

If the particle world line is non-geodesic, the radiation reaction force contains a
putative antidamping term which is a local part of the rad contribution to the self-
force:

f
�

rad D �11
2

3
.g�� � Pz�Pz�/«z� C tail: (99)

The reason is simply that the source of gravitational radiation is incomplete and the
stress tensor is not divergence free as required. Indeed, if the force is nongravita-
tional, one has to take into account the contribution of stresses of the field causing
the body to accelerate. For instance, to describe gravitational radiation of an electron
in the atom, one has to add the contribution from the Maxwell field stresses (spatial
components, nonrelativistic motion):

� ij D �2GT ij ; T ij Dm

T
ijC st

T
ij ; (100)

where

m

T
ij D

X
aD1;2

maPziaPzjaı3.Xa/;
st

T
ij D �e1e2

4	

X i1X
j
2

.X21X
2
2 /
3=2

C .i $ j /; (101)
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andX ia D xi � zia.t/: Using this source one can calculate the gravitational force and
find the gravitational Schott term

f iGshott D �G�
15

d 5Dij

dt5
xj ; � D m1m2

m1 Cm2
; (102)

whereDij is the quadrupole moment.
Note that this derivation of the Schott term is not based on the local calcula-

tion, the two-body treatment was necessary. These features seem to be general:
gravitational radiation reaction from a non-geodesically moving particle cannot be
described by some DeWitt–Brehme-type equation.

6 Conclusions

The purpose of this lecture was to discuss some subtle points associated with in-
terpretation of the radiation reaction force. We have shown that the Lorentz–Dirac
equation in classical electrodynamics describes the balance of three and not just two
momenta: the mechanical momentum of the particle, the momentum of emitted ra-
diation, and the momentum carried by the electromagnetic field bound to the charge.
The total momentum is conserved, but this does not imply an instantaneous balance
of the emitted momentum and that of the particle. The bound field momentum de-
scribed by the Schott terms destroys the local balance. The total balance, however,
is restored if one consider the situation when the charge has zero acceleration at
the initial and final moments, or for a periodic motion subject to averaging. These
considerations are equally applicable to radiation reaction of a charge in curved
space-time and for gravitational radiation reaction. This explains, in particular, the
necessity of averaging in calculating the evolution of the Carter constant in the Kerr
field [27].

A novel feature related to curved space is the existence of the finite DDSW force
arising due to the tidal deformation of the bound electromagnetic field of the charge.
This force is often interpreted as part of radiation reaction force, but one has clearly
understood, however, that it has nothing to do either with radiation or with the Schott
force. As we have shown, it is given by the T-even part of the retarded field, and thus
represents a finite remnant from the mass renormalization.

Derivation of the reaction force of nongravitational nature acting on a charge
moving (both geodesically and non-geodesically) in curved space-time can be com-
puted by directly substituting the retarded field into the equations of motion, as in
the Minkowski space. The regularization is easily achieved by the point-spliting, and
divergences are eliminated by renormalization of mass. In higher dimensions one
needs counter-terms depending on higher derivatives of the velocity. Divergences
may contain the Riemann tensor of the background.

Gravitational radiation reaction force can be obtained in a way similar to a
nongravitational one only in vacuum space-time. In non-vacuum background the



392 D. Gal’tsov

source of radiation apart from the local contribution from the particle must contain
the contribution from the perturbed background. This can be seen from the analysis
of the Bianchi identity. This second contribution is nonlocal, so the possibility to
obtain the equation of the DeWitt–Brehme type seems implausible.

For a non-geodesically moving mass the formal derivation of the reaction force
leads to putative antidamping effect. To cure this problem one has to take into
account the contribution of stresses forcing the mass to accelerate. Then in the
nonrelativistic case one derives the gravitational quadrupole Schott term, but the
derivation is nonlocal. This is another example when the (quasi)local equation of
motion with the reaction force does not exist. Here by quasilocality we mean the
possibility of the tail term.
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The State of Current Self-Force Research

Lior M. Burko

Abstract We briefly review some of the issues relevant to self-force research.
We consider frequency-domain and time-domain approaches, adiabatic and post-
adiabatic waveforms, the need for a revised regularization method for 2C1D
numerical-simulations, the so-called m-mode regularization, and the need for
second-order self-forces and their effect on the gravitational waveforms.

1 Introduction

The two-body problem in General Relativity has been practically solved only re-
cently, 90 years after the formulation of the theory [3, 16, 42]. The solution for two
bound gravitating bodies, including their combined gravitational field, is numeri-
cal, and exhibits the rich strong nonlinear dynamics that characterizes the problem.
Indeed, numerical relativity has made impressive progress over the last couple of
years, and is now routinely used to study phenomena such as spin flips and kick ve-
locities in binary black hole mergers (see, e.g., [2, 17] and references cited therein).

The typical numerical relativity problem involves two objects of comparable
masses. Therefore, the dynamical timescale for the problem in the strong-field
regime is comparable to the orbital period. Specifically, the binary merges within a
few orbits, starting with initial separation comparable to the system’s mass. The sit-
uation is quite different when the masses of the two members of the binary are very
different. In the extreme mass ratio case the system exhibits two distinct timescales,
namely the orbital period timescale and the binary evolution timescale, the latter
being much greater than the former. Full numerical relativity simulations would
therefore be a wasteful approach to undertake: the binary evolves over very many
orbits. Indeed, for typical extreme mass-ratio inspirals (EMRIs) of astrophysical
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interest the expected number of orbits is in the range 105 – 5�105. Specifically, for a
binary with massesM and�	M , the orbital timescale �M , and the inspiral time-
scale �M 2=�, which is longer than the orbital timescale by a factor of M=�� 1.
The number of orbits therefore scales withM=�. Following a full numerical relativ-
ity simulation over this many orbits is as yet impossible, and certainly is impractical.
Instead, the two very different timescales suggest a different approach, based on adi-
abatic evolution of the system. The extreme mass ratio of the two members of the
binary suggests the use of perturbation theory, with the smallness parameter being
the binary’s mass ratio �=M .

Perturbation theory simplifies the problem in some sense, although practically
the problem is as yet unsolved, as can be attested by the papers in these Proceedings.
The introduced simplicity of a point particle brings with it an entire Pandora’s box of
problems: Is the model of a point particle self-consistent within General Relativity?

In this chapter we focus our overview on the frequency-domain (FD) and time-
domain (TD) approaches to calculate EMRIs, with the objective of finding accu-
rate gravitational wave templates. Regularization methods are discussed elsewhere.
An important requirement for such templates is that the source parameters span a
very wide range in eccentricities. EMRIs in the good-sensitivity frequency band for
LISA are expected to span a wide range in eccentricities. Specifically, such sources
are believed to be created as a result of the compact object’s scattering by multi-body
interactions onto a highly eccentric orbit in the spacetime of the central black hole.
For central black holes with mass ofM D 3�106Mˇ it was shown by Hopman and
Alexander [31] that the probability distribution function of compact objects entering
the LISA band with eccentricity " in the range 0 � " � 0:81 peaks for " � 0:6�0:7.
Intermediate mass black holes would have even higher eccentricities. Specifically,
it was shown in [31] that for a central black hole of M D 103Mˇ the maximal
eccentricity is "max D 0:998 and all inspiraling compact objects (except for white
dwarfs that are likely to be tidally torn) are likely to have eccentricities close to the
maximal value. The wide range of eccentricities of possible LISA EMRI sources
raises the question of how the construction of theoretical templates depends on the
parameters of the EMRI. Specifically, we are interested in how different approaches
to compute theoretical gravitational-wave templates depend on the eccentricity.

Construction of theoretical templates is important both for detection of EMRIs
gravitational waves and for accurate parameter estimation. Numerical waveforms
can be constructed using the FD or the TD approaches. The former approach has
been developed to very high accuracy, and is considered robust and accurate [1,18–
20,26,28,32,33,38,39,46,49–51]. On the other hand, advances to the TD approach
have been hindered first by the success of the FD approach [29,32], and by the cru-
dity of the initial attempts to evolve numerically the fields coupled to a point-like
source with the Teukolsky equation [34, 37]. Significant improvement in the accu-
racy of TD solutions of the inhomogeneous Teukolsky equation, that is, the 2C1D
solution of the Teukolsky equation coupled to a point mass, was recently achieved
in [15, 47]. For the first time, it was shown that TD calculations can be as accu-
rate as FD calculations. The TD method of [15] was improved with the introduction
of the “discrete delta” model of the source [47] and an appropriate low pass fil-
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ter that makes the discrete delta useful also for eccentric or inclined orbits [48].
Specifically, correlation integrals of gravitational waveforms sourced by generic or-
bits (i.e., inclined and eccentric orbits) done for the same system in the FD and TD
approaches show that the two agree to a high level [48]. One may therefore argue
that the two methods are comparable in the results they are capable of producing.
We therefore contend that the viewpoint that the TD solution of the inhomogeneous
Teukolsky equations is far from being competitive from the FD solution can no
longer be supported. However, we believe that one should not seek competition of
the two approaches, but rather how they complement each other, as either method
has nonoverlapping strengths.

The organization of this paper is as follows. In Section 2 we discuss the
Teukolsky equation, and its use for finding adiabatic waveforms, followed by a pro-
cedure based on the linearized Einstein equations in the Lorenz gauge. In Section 3
we discuss the FD approach for calculating the self-force, and in Section 4 the
TD counterpart. Finally, in Section 5 we discuss post-adiabatic waveforms and the
importance of second-order self-forces.

2 The Teukolsky Equation

2.1 The Inhomogeneous Teukolsky Equation
with a Distributional Source

The Teukolsky equation, that governs the perturbations of Kerr geometry in Boyer–
Lindquist coordinates with a matter-source term, is given by [52]�
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Here, � WD � 1=.r � ia cos �/. All the symbols used above are defined in [52].
By choosing their values in Boyer–Lindquist coordinates and expressing Eq. 1
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explicitly, we obtain an explicit but quite complicated form for the source term.
The Teukolsky function  is a gauge-invariant projection of the Weyl tensor on the
null legs of the Kinnersley tetrad. Specifically, it is  4 WD � C˛ˇ�ın

˛ Nmˇn� Nmı .
There is also a comparable equation for  0 WD � C˛ˇ�ı`

˛mˇ`�mı . Note, that
although  0 and  4 are gauge invariant, they are tetrad dependent. It is there-
fore important that they are projected off the Weyl tensor in the Kinnersley tetrad.
The major problem with evaluating self-forces using the Teukolsky equation ap-
proach is the reconstruction of the metric perturbations needed for the determination
of the self-force, including the problem of finding the contributions of the non-
radiative modes `D 0; 1, where ` is the colatitude number.

One technical difficulty associated with the source term on Eq. 1 is that it includes
not just delta functions, but also their gradients. Several approaches to the numerical
modeling of these distributions have been attempted [15, 47].

2.2 Adiabatic Waveforms

The source term for the Teukolsky equation (1) depends on an integral over the
world line of the orbiting particle, specifically the various projections of the
stress-energy tensor on the null tetrad vectors. The most immediate problem is
that the complete history of the source term includes the radiation-reaction af-
fected world line, which is the very quantity we are seeking.

Several approaches to address this difficulty have been proposed. The simplest
approach, undertaken in [32], is to approximate the world line as a Kerr geodesic
orbit. This approximation is valid in the adiabatic limit, and is useful to find the
first-order radiative correction. The approach suggested in [32] is to model the short
timescale by geodesic Kerr motion, with constant constants of motion. The latter
vary appreciably only on longer timescales, such that they are not constants of the
motion in the strict sense, but would be in the absence of radiation-reaction effects.
The short timescale pieces are then connected by making small adjustments to the
constants of the motion, in a manner that preserves global conservation laws by
means of the fluxes of energy and angular momentum to infinity and down the event
horizon of the Kerr black hole. This approach is complicated by the third constant
of the motion, namely the Carter constant. The latter, being essentially the square
of the angular momentum, is a nonadditive constant of motion in the absence of
radiation reaction. One may therefore not associate “this much” Carter constant to
this part of space, and “that much” to another because of essentially self-interference
effects. The evaluation of the rate of change of Carter’s constant normally requires
the local self-force, and therefore the so-called radiation reaction without radiation-
reaction approach has limited applicability, and cannot address generic cases. The
nonadditivity of Carter’s constant implies that one may not use balance arguments as
with the fluxes of energy and angular momentum, and one must then seek alternative
methods for evaluating the rate of change of Carter’s constant.
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2.3 Numerical Solution of the Teukolsky Equation

Direct numerical solutions of the Teukolsky equation (1) is problematic because
of its long-range effective potential. At great distances, r ! 1, where r is the
“tortoise coordinate,” the outgoing and incoming solutions behave like ei!r� and
r�4 e�i!r� , respectively. The latter then are swamped by the former, and the solu-
tion becomes inaccurate. The solution for this problem is to solve in practice the
Sasaki–Nakamura equation, that enjoys a shorter effective potential, and therefore
does not share the technical problem of its Teukolsky counterpart. The solutions to
the Sasaki–Nakamura equation and the Teukolsky equation are related by a trans-
formation that can be calculated accurately anywhere, including the radiation zone.
Therefore, one may in practice solve the Sasaki–Nakamura equation, and then trans-
form the solutions to the solutions of the Teukolsky equation, without ever needing
to solve directly the latter.

For generic orbits, when working in the FD one needs to sum over harmonics of
the three fundamental frequencies, namely, ˝� , ˝� , and ˝r . When the orbits are
relatively simple, the number of modes to be summed over is easily manageable, and
the FD approach leads to a fast and accurate solution, exhibiting the so-called voices
of the gravitational waveforms. It is important to emphasize that for such orbits
the FD calculation is much more computationally efficient than its TD counterpart.
However, for generic orbits, the situation is quite different. Already for equatorial
orbits, the number of modes to be calculated for waveforms calculated at a given
accuracy level grows fast with the eccentricity of the orbit, as was shown recently by
Barton et al. [11]. Indeed, Drasco has shown how the different overtones are excited
and evolve during the motion, and in particular how their number and distribution
evolve [25].

In contrast, the TD calculation time does not show such a strong dependence
on the eccentricity of the orbit. When a fixed spatial and temporal grid density is
used, the calculation time is even independent of the orbital parameters [11]. Weak
dependence of the computation time is found, however, when the grid parameters
are optimized for the orbital parameters, for example, when the grid parameters are
taken to be the coarsest that give rise to the desired accuracy level. The TD calcula-
tion may be faster than a FD calculation for the same orbit and the same accuracy
level, specifically when the orbital eccentricity is very high. At lower eccentricities,
the FD calculation would be faster. It therefore makes sense that in practice certain
parts of the parameter space would be calculated with one method, and other parts
of the parameter space with another. Figure 1 shows the comparison of the compu-
tational time for individual azimuthal modesm for a particular orbit for FD and TD
calculations. Typically, the TD computation time is insensitive to the value ofm, but
the FD computation time increases fast with m. One should bear in mind, however,
that with a fixed grid resolution, one is in practice limited in the resolution of high
m (and therefore also `) modes, so that the � resolution is limited. Increasing the
grid density to enhance the � resolution would shift the entire TD curve upward.
One may of course adapt the grid angular resolution to the calculated mode, which
is expected to result in an increasing computational time as a function of the mode
numberm. Quantitative studies of this question are yet to be done.
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Fig. 1 The computation time of individual azimuthal m modes in a frequency-domain (FD) and
a time-domain (TD) computation. The orbit has semilatus rectum p D 4:64M , and eccentricity
" D 0:5, and the black hole spin is a D 0:5M . The FD results (in 2C1D simulations) are shown
in circles, and the TD results in squares. For more detail, see [11]

One difficulty of the inhomogeneous Teukolsky equation is that the source term
includes derivatives of delta functions. These derivatives are a source for high-
frequency numerical noise in the TD, which needs to be removed either by the
introduction of a low pass filter (as was done in [47]), or by introducing artificial
viscosity.

2.4 The Linearized Einstein Equations

Another approach is to write directly the linearized Einstein equations in the Lorenz
gauge. The source term for the linearized Einstein equations includes only delta
functions, but not their derivatives. Therefore, there is reason to expect numerical
noise production to be lower than in the case of the Teukolsky equation. Of course,
the solution of the linearized Einstein equations involves the solution of 10 coupled
wave equations, in addition to 4 gauge conditions that need to be monitored or even
enforced. The field equations take the form

D2 Nh˛ˇ C 4g�ı� ��.˛
Nhˇ/�;ı C 2 Nh�.˛G �

ˇ/ C Nh��F��
.˛ˇ/ C 2R

� �

˛ ˇ
Nh��D�16	 T˛ˇ ;

(3)
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Here, D2 is the scalar field wave operator, that is,
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i
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and includes only delta functions but not their derivatives. This approach is now
being undertaken [36].

3 Frequency-Domain Calculations of the Self-Force

The most popular approach for calculating the self-force in the FD is to use
mode-sum regularization or the Detweiler–Whiting decomposition. Specifically,
one calculates directly the colatitude ` modes of the divergent, bare self-force, and
then subtracts the divergent piece. If this is done carefully enough, one obtains the
unique finite, physical self-force.

The simplest case is that of scalar field self-force sourced by a Schwarzschild
circular orbit. Indeed, this case was the first to be studied [12, 23]. In principle,
one may find numerically the large ` behavior of the individual field modes, and
perform mode-sum regularization using the numerically obtained values. While this
approach is not impossible, one can obtain better and more accurate results using
the analytically obtained regularization parameters. The latter were calculated for
generic Kerr geodesics, so that they are readily available [8]. A similar approach
was successfully applied also for the gravitational self-force (radial Schwarzschild
trajectories) [7].

3.1 Mode-Sum Regularization

In its simplest form, the mode-sum approach requires finding the contributions
to the self-force mode by mode. The contribution to the physical self-force from
the tail part of the Green’s function can be decomposed into stationary Teukolsky
modes, and then summed over the frequencies ! and the azimuthal numbers m.
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The self-force equals then the limit " ! 0� of the sum over all ` modes, of the
difference between the force sourced by the entire world line (the bare force baref `� )
and the force sourced by the half-infinite world line to the future of ", where the
particle has proper time � D 0, and " is an event along the past (� < 0) world line.
Next, we seek a regularization function h`� which is independent of ", such that the
series X

`

�
baref `� � h`�

�
(8)

converges. Once such a regularization function is found, the regularized self-force
is then given by

regf� D
X
`

�
baref `� � h`�

�
�D�; (9)

where D� is a finite valued function of the metric of the space-time of the back-
ground, and of the orbital parameters. It has been shown that the regularization
function h`� has the general form

h`� D
�
`C 1

2

�
A� C B� C

�
`C 1

2

��1
C�: (10)

The functions A�; B�; C�, and D� are the regularization parameters, and they are
functions of the background metric and of the orbital parameters. For generic Kerr
geodesics, it was shown that C� D 0 (which guarantees that the self-force has
no logarithmic divergences), and that D� D 0. Note, that unless it is known that
D� D 0 (or any other function for that matter), one may not calculate the self-
force from just the numerically found asymptotic behavior of the ` modes of the
bare force. It is therefore fortuitous that D� D 0 for all Kerr geodesics, which may
enable practical numerical evaluation of the regularization parameters. However,
such calculations are slow, and require many ` modes, which is computationally
expensive.

A much better way to proceed is to evaluate the regularization parametersA�; B�
analytically, which can be done because they depend only on the local behavior of
the Green’s function. One may even further speed up the convergence of the sum
over all ` modes by including the contributions of terms that are higher orders in
1=.` C 1=2/. The first use in this technique was made in [12], and it was further
developed in [23].

3.2 The Detweiler–Whiting Regular Part of the Self-Force

In [23], the approach to mode-sum regularization was different: The retarded scalar
field  ret was divided to a singular part  S and a regular part  R, such that

 ret D  S C  R: (11)
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Since both the retarded and the singular fields are solutions to the inhomogeneous
wave equation that is sourced by the point particle, it immediately follows that
the regular field is a solution of the homogeneous wave equation. It was shown
by Detweiler and Whiting [24], that the correct physical self-force is found when
the regular piece  R is used instead of the tail part as in the mode-sum approach
discussed above. The Detweiler–Whiting regular piece of the field, that satisfies
the homogeneous wave equation, provides us with an alternative, and for many
purposes clearer, conceptual viewpoint of the origin of the self-force. The latter
originates from the free waves that the particle emitted at retarded times. The parti-
cle moves on a geodesic orbit in a perturbed space-time that is regular everywhere in
a neighborhood of the world line. This viewpoint complements the older self-force
viewpoint, that maintains that the particle moves along an accelerated world line in
the background space-time. Either viewpoint has advantages, and we contend that
using them complementarily may add insight to practical applications.

The gravitational self-force for circular Schwarzschild orbits was calculated by
Detweiler in [22]. The calculation was done in the FD and in the Regge–Wheeler
gauge, and was done from the viewpoint of geodesic motion in a (smooth) perturbed
spacetime. That is, the particle is following geodesic motion not in Schwarzschild,
but rather in Schwarzschild endowed with a linear perturbation field that is sourced
by the particle itself at retarded times. Detweiler also considered observables, that
is, gauge independent quantities, that are the only meaningful quantities to seek in
the gravitational waveforms. Specifically, Detweiler found in [22] the effects on the
orbital frequency and on the rate of passage of proper time along the world line.
Detweiler was also able to show agreement of his results with the post-Newtonian
results in the weak-field limit. Very importantly, Detweiler’s results were also shown
to be in agreement, to within numerical accuracy, with the TD calculations done
from the complementary viewpoint, that is, that of accelerated motion on a fixed
background, that we discuss below in the following section [45].

4 Time-Domain Calculations of the Self-Force

TD calculations have a number of advantages over FD calculations. First, one is
freed from the dependence of the computation time on the orbital parameters. Sec-
ond, it is quite straightforward to specify any world line, and the computation would
continue much in the same way. Last, back reaction of the self-force on the world
line appears to be done in a more natural way in the TD.

4.1 1C1D Numerical Simulations

In the case of the Teukolsky equation progress on the TD front was lagging behind
the FD approach, as discussed above. For self-force calculations, however, the first
TD computation of the self-force appeared shortly after the first FD calculation,
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albeit for the very simplified problem of scalar field self-force, and radial free fall
in Schwarzschild [4]. In [4], the summation over all ` modes of the self-force was
expedited by approximating the remainder of the partial sum over ` modes with the
use of the trigamma function.

The TD calculation of scalar field self-force in the case of radial fall in
Schwarzschild was then followed in [7] for its gravitational self-force counter-
part. The most significant added difficulty in the gravitational self-force case is
the gauge problem. Specifically, the mode-sum regularization approach is based
on the regularization parameters being calculated in the Lorenz gauge. However,
the full, or bare force is most easily calculated in a gauge that simplifies the field
equations, namely the Regge–Wheeler gauge for the Schwarzschild space-time.
To do the subtraction meaningfully, one needs to have both pieces of the self-force
be given in the same gauge. In [7] this problem was fortuitously avoided, because
of an accidental coincidence of the results for the regularization parameters in the
two gauges for the particular world line of interest. This fortunate coincidence
occurs because for radial Schwarzschild geodesics the transformation between the
Lorenz gauge and the Regge–Wheeler gauge is regular. For more general orbits this
transformation is singular. Other advantages to working in the Lorenz gauge are
that it makes hyperbolicity manifest, and that the local singularity of the particle’s
field is isotropic and isolated.

Circular Schwarzschild orbits were first considered for the gravitational self-
force in [10]. The entire calculation was done in [10] in the Lorenz gauge in the
TD. The calculation in [10] was done in 1C1D, which simplified the calculations
considerably, and facilitated the successful calculation of the self-force. However,
this approach is not generalizable to more complicated orbits, because of the direct
use made of the spherical symmetry of the background to reduce the number of
dimensions.

4.2 2C1D Numerical Simulations

One therefore needs 2C1D simulations. The problem with 2C1D calculations of the
self-force is twofold. First, obviously the computational problem is harder in 2C1D
than in 1C1D. The bigger problem, however, is that the mode-sum regularization
method was developed for the decomposition of the full (retarded) perturbation
field into multipole modes, specifically into ` modes, followed by the applica-
tion of a certain mode-by-mode regularization procedure that depends crucially on
the large ` behavior of the individual modes. Decomposition of the field is most
naturally done in 2C1D in azimuthal m modes, not multipoles `. One therefore
needs to first have a robust regularization scheme that is based on the field being
decomposed into azimuthal m modes. Such a regularization scheme was indeed
presented in [6].
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4.2.1 m-Mode Regularization

Letting the space-time of a rotating black hole be the background metric g�� and the
(assumed small) perturbation due to the particle be the metric h�� , one may write
the vacuum Einstein equations asG˛ˇ .g�� Ch��/ D 8	 T˛ˇ , which can be written
as a linearized perturbation over a fixed background in the Lorenz gauge (for the
trace-reversed metric perturbations) as follows (see [10] for details and definitions)

rˇrˇ Nh��.x˛/C 2R� �� �
Nh�� D �16	 T�� ; (12)

where the stress-energy tensor of a point particle of mass m moving along an arbi-
trary world-line x˛p .�/ is given by Eq. 7.

As the Kerr space-time is axisymmetric, TD solutions are most convenient when
the computational domain is at least 2C1 dimensional (two space dimensions and
time). While 3 space dimensions are possible, the computational costs involved
would be high, in addition to the lack of a viable regularization method without
any mode decomposition. In 2C1 dimensions one solves for the azimuthal modes
of the full field. The linearized Einstein equations then take a form similar to Eq. 3.
In the context of the Schwarzschild space-time, the numerical solution was done in
double-null coordinates [5], which allows for an explicit expression of the solution
at a grid point in which it is unknown, when all expressions are evaluated at the
center of each computational cell. As the total field is decomposed into azimuthal
modes, the divergent behavior of eachm mode can be found analytically. Indeed, in
the much simpler context of a Schwarzschild black hole background, this analytical
behavior was found explicitly in terms of a perturbation expansion [5]. Specifically,
the typical metric function h diverges approaching the particle � as

h.x/ � �

d
; (13)

where d is a measure of the distance from the evaluation point x to the point-like
particle (along a space-like geodesic). It can then be shown, that the m mode of the
field diverges logarithmically [5]. This situation is not as convenient as in the case
that the bare field is decomposed into spherical harmonic modes. In the latter case,
each `;m mode of the field is regular, even though the total field diverges. In our
case, although eachm mode in itself is singular, the singular piece can be found an-
alytically. In the context of a Schwarzschild black hole, this logarithmic divergence
was handled by applying a so-called puncture scheme [5]. Specifically, outside a
world tube the numerical solution of the bare field is found. The world tube thick-
ness allows for a natural cut off to be introduced, so that no numerical divergences
occur. Inside the world tube, however, where the bare field grows unboundedly, one
can introduce a “regular field mode” so that

hmR WD hm � hmp ; (14)
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which can be solved numerically inside the world tube as it is regular. The key point
is that hmp is known analytically (i.e., it has the same logarithmic divergence as the
full field). One can then use the known analytic relation of the bare and regular
fields, and match smoothly across the surface of the world tube.

4.2.2 The Square of the Geodesic Distance

The square of the geodesic distance is given by

S D S0 C S1 C S2 C � � � ; (15)

where

S0 D .g˛ˇ C u˛uˇ / ıx
˛ ıxˇ ; (16)

S1 D .g˛ˇ C u˛uˇ /�
ˇ
�� ıx

˛ ıx� ıx� : (17)

For a circular Schwarzschild orbit,

S0 D r � 2M

r � 3M

�
M

r
ıx0 ıx0 � 2pMr ıx0 ıx3

�
C r

r � 2M
ıx1 ıx1

Cr2 ıx2 ıx2 C r2
�
r � 2M

r � 3M

�
ıx3 ıx3; (18)

S1 D � M

.r � 2M/2
ıx1 ıx1 ıx1

C ıx1

r2.r � 3M/

h
M.r �M/ ıx0 ıx0 C r3.r � 3M/ ıx2 ıx2

Cr3.r �M/ ıx3 ıx3 � 2r.r �M/
p
Mr ıx0 ıx3

i
:

(19)

We would normally take a t D const hypersurface, and evaluate the square of the
geodesic distance on that hypersurface, that is, ıx0 D 0. Our expressions then
simplify to

S0 D r

r � 2M
ıx1 ıx1 C r2 ıx2 ıx2 C r2

�
r � 2M
r � 3M

�
ıx3 ıx3; (20)

S1 D � M

.r � 2M/2
ıx1 ıx1 ıx1 C ıx1

r2.r � 3M/

�
r3.r � 3M/ ıx2 ıx2

C r3.r �M/ ıx3 ıx3

: (21)

Finally "P D p
S0 C S1, neglecting terms of higher order.
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4.2.3 The Puncture Function

One introduces next the puncture function

� P
˛ˇ D 4�

"P.x/

h
Nu˛ Nuˇ C

� N� �˛� Nuˇ C N� �ˇ� Nu˛
�

Nu� ıx�
i
: (22)

Here, the barred quantities are defined as follows. First, the point Nz˛.t/ is a point
along the particle’s world line, at the time that the field point x˛ is evaluated. That
is, it is the intersection of the spatial slice containing x˛ with the particle’s world
line. Then, Nu˛ and N� �

˛ˇ
are evaluated on the particle’s world line at the same point.

Finally, here ıx˛ WD x˛ � Nz˛ .
The puncture function is applied for the trace-reverse metric perturbations, that

is, � P
˛ˇ

� NhP
˛ˇ

. We define the residual field

Nhres
˛ˇ WD Nh˛ˇ � NhP

˛ˇ : (23)

Therefore,

r�r� Nh˛ˇ C 2R
� �

˛ ˇ
Nh��

D r�r�
� Nhres
˛ˇ C NhP

˛ˇ

�
C 2R

� �

˛ ˇ

� Nhres
�� C NhP

��

�
D
�
r�r� Nhres

˛ˇ C 2R
� �

˛ ˇ
Nhres
��

�
C
�
r�r� NhP

˛ˇ C 2R
� �

˛ ˇ
NhP
��

�
D �16	 T˛ˇ ; (24)

so that the residual field satisfies the equation

r�r� Nhres
˛ˇ C 2R

� �

˛ ˇ
Nhres
�� D �16	 T˛ˇ �

�
r�r� NhP

˛ˇ C 2R
� �

˛ ˇ
NhP
��

�
WD Zres

˛ˇ

:(25)

Notice, that the puncture field is known analytically. Numerically, Eq. 25 is the one
that needs to be evaluated.

Having found the regularized metric perturbations Nhres
˛ˇ

, one can now find the
self-force. Specifically,

f ˛ D �1
2
�
�
g˛� C u˛u�

� �
hres
��I� C hres

��I� � hres
��I�

�
u�u� ; (26)

or, alternatively,
f ˛ D �k˛ˇ�ı Nhres

ˇ� Iı ; (27)

where

k˛ˇ�ı D 1

2
g˛ıuˇu� � g˛ˇu�uı � 1

2
u˛uˇu�uı C 1

4
gˇ�u˛uı C 1

4
g˛ıgˇ� : (28)
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Notice, that Eq. 26 is written for the residual piece of the metric perturbations, while
Eq. 27 is written for the trace-reversed perturbations.

This approach was applied successfully by Barack and Golbourn [5] for the
scalar field self-force for a circular Schwarzschild orbit. Most importantly, even
though the Schwarzschild background is spherically symmetric, no use of this sym-
metry was done explicitly in [5]. Therefore, the generalization to the Kerr case, and
to more generic orbits, should be possible. The gravitational self-force counterpart
is now in progress [35].

5 Post-adiabatic Self-Force-Driven Orbital Evolution

5.1 The Importance of Second-Order Self-Forces

Adiabatic templates can describe EMRI waveforms to O.�=M/�1. To obtain the
self-forceO.�=M/0 corrections, it is not sufficient to include the self-force to lead-
ing order in the small body’s mass �: one needs also to include the self force to the
next order, that is, to O.�2/. In support of this claim, we present here a simple ar-
gument, based on [14], for the simplest case of quasi-circular Schwarzschild orbits.
One should bear in mind, however, that the regularization problem of second-order
self forces is a rather difficult one, because it includes highly singular source terms
that make the standard retarded solutions diverge [44].

Let a nonspinning test body of mass � be accelerated because of its self-force
f SF
˛ in a quasi-circular orbit around a Schwarzschild black hole of mass M (sat-

isfying �=M 	 1), such that its four-velocity is u˛ and its proper time is � . The
equations of motion (hereafter EOM) are given by

�
Du˛

d�
D f SF

ˇ g˛ˇ ; (29)

which we solve perturbatively order by order in �=M . The metric in the usual
Schwarzschild coordinates is given by

ds2 D �F.r/ dt2 C F �1.r/ dr2 C r2 d˝2; (30)

where F.r/ D 1 � 2M=r . Here, d˝2 D d#2 C sin2 # d�2.
As the orbit is planar, the # component of the EOM is trivial. We use the nor-

malization condition for u˛, namely u˛u˛ D �1, to eliminate ut from the EOM
Dui= d� D ��1f SF

k
gik , i; k D t; r; �, where D denotes covariant differentiation

compatible with the metric (30). We next use the t component of the EOM to elim-
inate Put . We can simplify the EOM to first-order (nonlinear) ordinary differential
equations by taking Pr D V.r/, Px D Vx0.r/, where x denotes any quantity. We find
the EOM to be
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VV 0 � 3MV2

r.r � 2M/
� .r � 2M/�

� 1

�.ut /2

��
1 � 2M

r

�
f SF
r C V

1� 2M=r
f SF
t

�
D 0; (31)

and

V� 0 � 3MV

r4
C 2

M=r3 C �

1� 2M=r
�
2

r
V

�
1 � 3M

r

�
� f SF

t

�.ut /2

�
� 2.M=r3 C �/1=2

�.ut /2r2
f SF
� D 0; (32)

where .ut /2 D 1=Œ1� 3M=r� r2� �V 2=.1� 2M=r/�. We denote by˝ the orbital
frequency as measured at infinity, and by an overdot and a prime (partial) differen-
tiation with respect to coordinate time t and r , respectively. Here, � measures the
deviation from Kepler’s law, that is,

˝2 D M=r3 C �.r/: (33)

This last relation is gauge independent, although each of the terms on the right-
hand side (RHS) are separately gauge dependent. Specifically, we fix the gauge by
choosing the first term on the RHS to include the radial Schwarzschild coordinate
r : under an infinitesimal coordinate transformation x˛ ! x0˛ D x˛ C �˛ where the
gauge vector �˛ DO.�/, the metric perturbations h˛ˇ ! h0

˛ˇ
Dh˛ˇ � 2r.˛�ˇ/.

In the last expression, the covariant derivative operator r˛ is compatible with
the background metric (30). A gauge choice of the metric perturbationsh˛ˇ (e.g., the
Regge–Wheeler or the Lorenz gauges) is therefore equivalent to a condition on the
gauge vector �˛ . The latter may have a radial component, that changes the radial
coordinate description of the orbit. As noted by Detweiler [21], while the angular
velocity ˝ is gauge invariant, the radius of the orbit r is not. This means that un-
der a gauge transformation the different terms on the RHS of Eq. 33 change, but in
such a manner that their combination, or the left-hand side (LHS) of (33) is invari-
ant. One may, therefore, fix the gauge (possibly up to a residual gauge freedom) by
determining the ratio of the terms on the RHS of (33), or, alternatively, by fixing the
geometrical meaning of the symbol r appearing on the RHS of (33). In particular,
the latter may be fixed to equal the Schwarzschild radial coordinate of the unper-
turbed Schwarzschild background (30). By clarifying the geometrical meaning of
r we therefore effectively fix the gauge. Notice that this fixing is not equivalent to
merely choosing which coordinates are used to describe the background geometry.
Our analysis below does not depend, however, on the choice of gauge. One may
indeed, for the purpose of the present argument, just argue that the LHS of (33) is
determined in some gauge.

We next expand in powers of " WD �=M (do not confuse with the symbol " used
above, denoting the orbital eccentricity) as �.r/ D � .1/ C � .2/, V D V .1/ C V .2/,



410 L.M. Burko

and ai D a
.1/
i C a

.2/
i , x.j / denoting the term in x which is at O."j /, and ai being

the (self) acceleration. We then expand the self-force as f SF
i D f

.1/
i C f

.2/
i , where

f
.j /
i D �a

.j /
i . Solving perturbatively, we find the first-order terms to be

� .1/ D �r � 3M
�r2

f .1/r ; (34)

V .1/ D 2r

�M

r � 3M

r � 6M

"�
M

r

� 1
2
�
1 � 2M

r

�
f
.1/
� CMf

.1/
t

#
; (35)

and the second-order terms to be

� .2/ D �r � 3M

�r2

"
f .2/r C r2

V .1/f
.1/
t

.r � 2M/2

#

C r

�
� .1/f .1/r � 3MV .1/

2

r.r � 2M/2
C V .1/V .1/

0

r � 2M ; (36)

V .2/ D r.r � 3M/

�2M2.r � 6M/2

"
2

�
M

r

� 1
2

f
.1/
� f .1/0

r r.r � 2M/2

�.r � 3M/C
�
M

r

� 1
2

f
.1/
� f .1/

r .5r � 6M/.r � 2M/

�.r � 3M/C 2Mf
.1/
t f .1/0

r r2.r � 2M/.r � 3M/

C4Mf .1/
t f .1/r r2.r � 3M/C 2�M2f

.2/
t .r � 6M/

C 2�

�
M

r

� 3
2

f
.2/
� .r � 2M/.r � 6M/

#
: (37)

The first-order corrections for the orbital parameters, given in Eqs. 34 and 35,
involve dissipative and conservative effects. Dissipation is included in Eq. 35,
whereas Eq. 34 involves conservative changes to the particle’s world line. Indeed,
the latter depends only on f .1/r , that for circular Schwarzschild orbits is purely con-
servative.

The second-order corrections to the orbital parameters, given by Eqs. 36 and 37
mix conservative and dissipative effects, and includes terms that are quadratic in
f
.1/
i , in addition to terms that are linear in the second-order self-force, namely f .2/i .

The key element in our argument, is now to show that the O.�=M/0 cor-
rections to the gravitational waveforms depend on Eqs. 36 and 37, and therefore
depend on f .2/i .

We can study the importance of the higher-order correction by considering
two dimensionless quantities, dNcyc= d.lnf /, the number of orbits spent in a
logarithmic interval of frequencies, and V=.r!/. Then, we compare these quantities
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between a theoretical template accurate to O.�=M/�1, and a template accurate
to O.�=M/0. V=.r!/ is related to the rate of change of the envelope of the chirp
wave. Notice that dNcyc= d.lnf / � !2=Œ.2/	 P!� is gauge independent. The differ-
ence in these quantities between the O.�=M/0 expressions and their O.�=M/�1
counterparts can be expanded using the expressions above. We find that

�
dNcyc

d.lnf /
D � 2

3	

r
M

r

"
3

2

r3�.1/

MV .1/
C 1

3

r4� 0
.1/

MV .1/
� V.2/

V 2
.1/

#
; (38)

and

�

�
V

r!

�.� V
r!

�2
D
r
M

r

"
1

2

r3�.1/

MV .1/
� V.2/

V 2
.1/

#
: (39)

While the LHS of Eq. 38 is gauge invariant, the RHS is written as a sum of three
terms, each of which is gauge dependent: it is only their sum which is gauge in-
dependent, in the same sense as the discussion following Eq. 33. Notice that the
last two quantities are at O.�=M/0. Notice also that Eqs. 38 and 39 do not de-
pend on �.2/. All the second-order effects are included in V.2/, and they all arise

from f
.2/
t and f .2/r . Recall that these components of the self-force are the dissi-

pative ones. Therefore, in the circular orbit Schwarzschild case, the post-adiabatic
effects originate in the first-order self-force in addition to the dissipative piece of the
second-order self-force. We have no reason to expect that this division persists also
in more general cases. The dependence of Eqs. 36 and 37 on V.2/ implies that the
second-order self-forces are necessary for the calculation of the O.�=M/0 effects
in the waveforms. Schematically, denoting the 4-acceleration by a, the dissipative
part of a.n/ with a subscript “D” and the conservative part with a subscript “C ”,
where n is the order of the self-force, we find that for circular Schwarzschild orbits
the last terms that determine the self-force are given by

a D a.0/„ƒ‚…
D0

C Œ a
.1/
D„ƒ‚…

Waveform to
O.�=M/�1

C a
.1/
C �

� �
M

�
C Œa

.2/
D„ ƒ‚ …

Waveform to O.�=M/0

C a
.2/
C �

� �
M

�2 C � � �„ ƒ‚ …
Waveform to O.�=M/

: (40)

Here, we braced together the terms that contribute to the waveforms (specifically,
the phase of the waveforms) at various orders in the mass ratio, specifically at or-
der O.�=M/0 which is important for parameter estimation. The first term on the
RHS in Eq. 40 is the vanishing (in the absence of nongravitational forces) geodesic
acceleration, that is included here for completeness.

A more general approach for the post-adiabatic EMRI inspiral was recently pre-
sented by Hinderer and Flanagan [30]. Hinderer and Flanagan wrote the EMRI
equations of motion in action-angle variables and obtained the post-adiabatic cor-
rections to the orbital motion. The method presented in [30] is more general than
the argument we presented above, that was made simple by making the geodesic
orbit circular. For that case, [30] found results in agreement with those of [14].
Specifically, for circular and for equatorial orbits, the leading order corrections
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are suppressed by one power of the mass ratio, and give rise to phase errors of
O.�=M/0 over a complete inspiral through the relativistic regime. These post-
1-adiabatic corrections are generated by the fluctuating, dissipative piece of the
first-order self-force, by the conservative piece of the first-order self-force, and by
the orbit-averaged, dissipative piece of the second-order self-force.

5.2 Conservative Self-Force Effects

We have argued that the O.�=M/0 self-force effects (at least for the simple case
of circular Schwarzschild orbits) include contributions from the dissipative second-
order self-force and the conservative first-order self-force. What are these effects on
the EMRI gravitational waveform?

The traditional approach to the self-force was to consider the adiabatic wave-
forms as a satisfactory approximation for the waveform, and to ignore conservative
effects, mostly for the argument that they do not accumulate secularly. Conservative
effects are in practice ignored when one is using the so-called radiation reaction
without radiation-reaction forces. In that approach one uses the fluxes of fields
associated with otherwise conserved quantities, and integrates them over a large
sphere, taken in practice to be at infinity. As the fields associated with conserva-
tive effects drop off quicker at infinity than those associated with dissipative effects,
one in practice discards all conservative effects when one integrate over a distant
surface. The complementary viewpoint is that of the self-force. The adiabatic self-
force is equivalent in practice to the force obtained from the “half-retarded minus
half-advanced” potential. As both the advanced and the retarded potentials include
the same divergent piece on the world line, their difference is finite, and is equal to
the radiation-reaction potential. However, this difference does not capture the con-
servative piece of the self-force.

The “half-retarded minus half-advanced” approach, while equivalent to the adi-
abatic self-force [27,43], suffers from a fundamental difficulty. Physical interaction
is normally believed to be retarded, for reasons of causality. The explicit inclusion
of the advanced potential in the physical self-force makes the self-force expres-
sion acausal, and in some sense also anti-causal. While the “half-retarded minus
half-advanced” prescription undoubtedly leads to the correct adiabatic results (ne-
glecting for the moment the discarded conservative contributions), the perception of
physical reality it leads to is quite different from the accepted one, and required the
reality of advanced interactions.

This question of the conservative contributions to the waveforms was considered
first in [13]. The model used in [13] was a simple one, intended to only raise this
question. Specifically, [13] argued that in addition to the dissipative forces, there
is also a conservative force, that in the circular orbit Schwarzschild case is radial.
This radial force depends only on the distance from the central black hole, and
therefore affects the orbit like any other component to the total radial force that
is different from the inverse-square law. Specifically, it causes precession of the
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periastron. In the absence of specific information on the functional dependence of
the radial component of the self-force, [13] instead considered the effect of various
post-Newtonian orders of the radial self-force. It was shown that the effect would
be a retrograde contribution to the periastron precession at O.�=M/, in addition
the usual general relativistic periastron precession, which is a geodesic effect at
O.�=M/0.

The effect of such an excess periaston precession on the waveform is therefore
dephasing of the latter: as the orbit is dephased by the periastron precession, the
gravitational waveform suffers similar dephasing. As this dephasing is atO.�=M/0

it may have an importance implications on EMRI gravitational wave detection and
precise parameter estimation.

The simple argument of [13] was revisited in much greater depth in [41]. In [41] a
simple toy problem of an electric charge moving slowly in the weak background of a
central object, subjected to its electromagnetic self force. In this toy model the self-
force is known analytically, and the dissipative and conservative contributions can
be clearly separated. Pound, Poisson, and Nickel then made use of the conceptual
clarity of their model, and eloquently showed how the conservative self-force effects
contribute to the dephasing of the orbits, by changing the positional orbital elements
while keeping the constant of the motion (the three principal orbital elements in the
language of [41]) unchanged, precisely what one would expect of the effects of the
conservative self-force effects on the orbit to be. The gravitational self-force case
was considered in [40]. It was shown in [40] that the conservative effects cause
significant long-term changes in the waveforms, by changing the phasing and the
time dependence of the orbit and consequently also those of the waveform.

Another important conservative effect was studied recently in [9]. It was found
that the innermost stable circular orbit (ISCO) in Schwarzschild is altered by
the conservative self-force, so that �risco D �3:27 � in the Lorenz gauge, and
�˝isco=˝isco D 0:487�=M (gauge independent). These results provide an accu-
rate strong-field benchmark against which various approximation methods can be
tested.

Acknowledgements The author was supported in part by NSF grant No. PHY–0757344 and
NASA/SSC grant No. NNX07AL52A.
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Abstract The relativistic motion of a compact binary system moving in circular
orbit is investigated using the post-Newtonian (PN) approximation and the pertur-
bative self-force (SF) formalism. A particular gauge-invariant observable quantity
is computed as a function of the binary’s orbital frequency. The conservative ef-
fect induced by the gravitational SF is obtained numerically with high precision,
and compared to the PN prediction developed to high order. The PN calculation
involves the computation of the 3PN regularized metric at the location of the par-
ticle. Its divergent self-field is regularized by means of dimensional regularization.
The poles / .d � 3/�1 that occur within dimensional regularization at the 3PN
order disappear from the final gauge-invariant result. The leading 4PN and next-to-
leading 5PN conservative logarithmic contributions originating from gravitational
wave tails are also obtained. Making use of these exact PN results, some previously
unknown PN coefficients are measured up to the very high 7PN order by fitting to
the numerical SF data. Using just the 2PN and new logarithmic terms, the value
of the 3PN coefficient is also confirmed numerically with very high precision. The
consistency of this cross-cultural comparison provides a crucial test of the very dif-
ferent regularization methods used in both SF and PN formalisms, and illustrates the
complementarity of these approximation schemes when modeling compact binary
systems.
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1 Introduction and Motivation

For the gravitational wave observatories LIGO/Virgo/GEO on Earth and LISA
in space, routine identification of inspiralling compact binaries (binary systems
composed of neutron stars and/or black holes) will require high-accuracy predic-
tions from general relativity theory [24, 49]. Providing such predictions represents
a formidable task that can be addressed using approximation schemes in gen-
eral relativity. The two main approximation schemes available are: (i) the post-
Newtonian expansion, well suited to describe the inspiralling phase of compact
binaries in the slow motion and weak-field regime independently of the mass ra-
tio; and (ii) the self-force approach, based on perturbation theory, which gives
an accurate description of extreme mass ratio binaries even in the strong-field
regime.

The post-Newtonian (PN) templates for compact binary inspiral have been de-
veloped to 3.5PN order in the phase [10, 14, 17] and 3PN order in the amplitude
[15, 18] (see Blanchet’s contribution in this volume).1 These are suitable for the
inspiral of two neutron stars in the frequency bandwidth of LIGO and Virgo detec-
tors. For detection of black-hole binaries (with higher masses), the construction of
template banks either requires the matching of the PN waveform with full numerical
simulations for the merger phase and the ringdown of the final black-hole [1, 20],
or using the effective-one-body formalism [21] (see also Damour’s and Nagar’s
contribution in this volume).

In a completely different parameter regime, gravitational self-force (SF) analysis
[30,33,36,40,43] (see also Poisson’s contribution in this volume) is expected to pro-
vide templates for extreme mass ratio inspirals (EMRIs) anticipated to be present in
the LISA frequency bandwidth. SF analysis is a natural extension of first-order per-
turbation theory, and the latter has a long history of comparisons with PN analysis
[25, 37–39, 41, 45–47]. SF analysis itself, however, is just now mature enough to
present some limited comparisons with PN analysis, although it is not yet ready for
template generation.

In recent works [11, 12] (hereinafter referred to as Papers I and II, respectively)
we performed a high-accuracy comparison between the PN and SF analyses in their
common domain of validity, that of the slow motion weak-field regime of an ex-
treme mass ratio binary (see illustration of various methods in Fig. 1). The problem
was tackled previously by Detweiler [28], who computed numerically within the
SF approach a certain gauge invariant quantity (called the redshift observable), and
compared it with the 2PN prediction extracted from existing PN results [16]. We
then extended this comparison in Papers I and II up to higher PN orders. This
required an improvement in the numerical resolution of the SF calculation in or-
der to distinguish more accurately the various contributions of very high PN order
terms. However, our primary difficulty has been that the relevant PN results for the

1 As usual the nPN order refers to terms equivalent to .v=c/2n beyond Newtonian theory, where v
is a typical internal velocity of the material system and c is the speed of light.
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Fig. 1 Different analytical approximation schemes and numerical techniques are used to study
black-hole binaries, depending on the mass ratio m1=m2 and the orbital velocity v2 	 Gm=r12,
where m D m1 C m2. The post-Newtonian theory and black hole perturbation theory can be
compared in the slow motion regime (v � c equivalent to r12 � Gm=c2 for circular orbits) of an
extreme mass ratio (m1 � m2) binary

metric were previously not available beyond the 2PN order, and had to be care-
fully derived. We have finally demonstrated an excellent agreement between the SF
contribution to the analytical PN result (derived through 3PN order, with inclusion
of specific logarithmic terms at 4PN and 5PN orders) and the exact numerical SF
result.

In this article we present a summary of the Papers I and II. The plan is as fol-
lows: After having introduced in Section 2 the coordinate-invariant relation used to
perform the comparison, we describe in Section 3 how the divergent self-field of
point particles is regularized in both SF and PN formalisms. Section 4 provides a
brief overview of how the SF computation proceeds. Sections 5 and 6 present the
PN computations of the 3PN regularized metric, as well as of the 4PN and 5PN
logarithmic contributions. The PN results for the gauge-invariant relation are dis-
cussed in Section 7. Finally, Section 8 is devoted to the comparison of these PN
results with the SF numerical data, and the measurement of unknown high-order PN
coefficients.
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2 The Gauge-Invariant Redshift Observable

We consider a system of two (non-spinning) compact objects with masses m1 and
m2, and moving on slowly inspiralling quasi-circular orbits. In the PN analysis, let
m1 and m2 be arbitrary; in the SF analysis, further assume that m1 	 m2. We can
then call m1 the “particle,” and m2 the “black hole.”

SF analysis shows that the dissipative parts of the SF for a circular orbit are
the t and ' components. These result in a loss of energy and angular momentum
from the small mass at the same precise rate as energy and angular momentum
are radiated away [28]. In addition, earlier perturbative calculations of energy and
angular momentum fluxes [25, 37–39, 41, 45–47] for this situation show them to be
equivalent to the results of the PN analysis in their common domain of validity.
Hence, by invoking an argument of energy and angular momentum balance, we
know that the PN results also agree with the dissipative parts of the SF, and further
comparison can reveal nothing new.

For our PN–SF comparison, we shall thus neglect the dissipative, radiation-
reaction force responsible for the inspiral, and restrict ourselves to the conservative
part of the dynamics. In PN theory this means neglecting the dissipative radiation-
reaction force at 2.5PN and 3.5PN orders, and considering only the conservative
dynamics at the even-parity 1PN, 2PN, and 3PN orders. This clean separation be-
tween conservative even-parity and dissipative odd-parity PN terms is correct up
to 3.5PN order. However, such split breaks at 4PN order, since at that approxi-
mation arises a contribution of the radiation-reaction force, which originates from
gravitational wave tails propagating to infinity [7] (this will be further discussed
in Section 6). In SF theory, there is also a clean split between the dissipative and
conservative parts of the SF (see e.g. [4]). This split is particularly transparent for a
quasi-circular orbit, where the r component is the only nonvanishing component of
the conservative SF.

Henceforth, the orbits of both masses are assumed to be and to remain circular,
because we are ignoring the dissipative radiation-reaction effects. For our compari-
son we require two physical quantities which are precisely defined in the context of
each of our approximation schemes. The orbital frequency˝ of the circular orbit as
measured by a distant observer is one such quantity. The second quantity is defined
as follows.

With circular orbits and no dissipation, the geometry has a helical Killing vector
field k˛. A Killing vector is only defined up to an overall constant factor. In our case
k˛ extends out to a large distance where the geometry is essentially flat. There,

k˛@˛ D @t C˝ @' ; (1)

in any natural coordinate system which respects the helical symmetry [44]. We let
this equality define the overall constant factor, thereby specifying the Killing vector
field uniquely.

An observer moving with the particle m1, while orbiting the black hole m2,
would detect no change in the local geometry. Thus, the four-velocity u˛1 of the
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particle is tangent to the Killing vector k˛ evaluated at the location of the particle,
which we denote by k˛1 . A second physical quantity is then defined as the constant
of proportionality, call it uT1 , between these two vectors, namely

u˛1 D uT1 k
˛
1 : (2)

The four-velocity of the particle is normalized so that .g˛ˇ /1u˛1uˇ1 D �1; .g˛ˇ /1 is
the regularized metric at the particle’s location, whereas the metric itself is formally
singular at the particle m1 in both PN and SF approaches.

If we happen to choose a coordinate system such that (1) is satisfied everywhere,
then in particular kt1 D 1, and thus uT1 � ut1, the t component of the four-velocity
of m1. The Killing vector on the particle is then k˛1 D u˛1=ut1, and simply reduces
to the particle’s ordinary PN coordinate velocity v˛1=c. In such a coordinate system,
the description of the invariant quantity we are thus considering is

uT1 � ut1 D
�

�.g˛ˇ /1
v˛1vˇ1
c2

��1=2
: (3)

It is important to note that this quantity is precisely defined in both PN and SF
frameworks, and it does not depend upon the choice of coordinates or upon the
choice of perturbative gauge. The quantity uT1 represents the redshift of light rays
emitted from the particle and received on the helical symmetry axis perpendicular
to the orbital plane [28]; we shall refer to it as the redshift observable.

3 Regularization Issues in the SF and PN Formalisms

The redshift observable (3) depends upon using a valid method of regularization.
The regularized metric .g˛ˇ /1 is defined with very different prescriptions in the SF
and PN approaches. Both analyses require subtle treatment of singular fields at the
location of the masses. Subtracting away the infinite part of a field while carefully
preserving the part which is desired is always a delicate task.

In the SF prescription, the regularized metric reads

gSF
˛ˇ .x/ D Ng˛ˇ .x/C hR

˛ˇ .x/; (4)

where Ng˛ˇ denotes the background Schwarzschild metric of the black hole, and
where the “Regular” metric perturbation hR

˛ˇ
is smooth in a neighborhood of the

particle, and given by the difference

hR
˛ˇ D hret

˛ˇ � hS
˛ˇ (5)

between the retarded metric perturbation hret
˛ˇ

and the purely locally deter-

mined “Singular” field hS
˛ˇ

. Following the Detweiler–Whiting prescription [30],
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a Hadamard expansion of Green’s functions in curved spacetime provides an
expansion for hS

˛ˇ
. In a neighborhood of the particle with a special, locally inertial

coordinate system, hS
˛ˇ

appears as the m1=r part of the particle’s Schwarzschild
metric along with its tidal distortion caused by the background geometry of the
large black hole. Details of the expansion are given in Section 6.1 of [27]. The spe-
cial locally inertial coordinates for a circular geodesic in the Schwarzschild metric
are given as functions of the Schwarzschild coordinates in Appendix B of [29]. (See
also Detweiler’s and Barack’s contributions in this volume.) Since the metric (4) is
regular at the particle’s position y˛1 , we simply have�

gSF
˛ˇ

�
1

D gSF
˛ˇ .y1/: (6)

In the perturbative SF analysis we are only working through first order in the mass
ratio q � m1=m2, and at that level of approximation hR

˛ˇ
D O.q/. Then uT1 can be

computed accurately to the same perturbative order and compares well with the PN
result to 2PN order [28]. The regularized 2PN metric is known [16], and therefore
the comparison is straightforward.

In the PN prescription on the other hand, one first computes the metric gPN
˛ˇ
.x; t/

using an iterative PN procedure at any field point outside the particle, in a coordinate
system x˛ D fct; xi g. That metric is generated by the two particles, and includes
both regular and singular contributions around each particle. Such iterative PN cal-
culation is a very long and intricate procedure up to say 3PN, at which order it
will be partly based on existing computations of the 3PN equations of motion using
Hadamard [13] and dimensional [9] regularizations. Then we compute the regular-
ized metric at the location of the particle by taking the limit when x ! y1.t/, where
y1.t/ is the particle’s trajectory. In 3 spatial dimensions, that limit is singular. In
order to treat the infinite part of the field, we extend the computation in d spatial di-
mensions, following the prescription of dimensional regularization [19, 48], which
is based on an analytic continuation (AC) in the dimension d viewed as a complex
number. We do not use Hadamard’s regularization that found its limit at 3PN order.
Considering the analytic continuation in a neighborhood of " � d � 3 ! 0, we
define �

gPN
˛ˇ

�
1

D AC
"!0

h
lim

x!y1

gPN
˛ˇ .x; t/

i
: (7)

The limit " ! 0 does not exist in general due to the presence of poles / "�1
occurring at the 3PN order; we thus do not take the strict limit " ! 0 but compute
the singular Laurent expansion when " ! 0. At 3PN order the result takes the
schematic form �

gPN
˛ˇ

�
1

D 1

"
g
.�1/
˛ˇ

.y1; t/C g
.0/

˛ˇ
.y1; t/C O."/; (8)

where g
.�1/
˛ˇ

.y1; t/ denotes the pole part, which is purely of 3PN order, and

g
.0/

˛ˇ
.y1; t/ is the finite part. At higher PN orders we expect the presence of multipole
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poles / "�n. As we shall see, the (simple) poles at 3PN order will disappear from
the final gauge-invariant relationship uT1 .˝/. In fact, the occurrence of poles at the
3PN order is specific to the use of the harmonic gauge condition. Previous work
on the 3PN equations of motion of point particle binaries has shown that the poles
can be absorbed into a renormalization of the world lines of the particles, so they
should not appear in any physical coordinate invariant quantity. Thus, dimensional
regularization is a powerful regularization method in the PN context. In particular
this regularization is free of the ambiguities plaguing the Hadamard regularization
at the 3PN order [9, 10, 26] (see the contributions by Schäfer and Blanchet in this
volume).

Although the two regularizations in SF and PN analyses have been carefully
designed, it appears to be nontrivial that they will yield results consistent up to a high
level of approximation. Our cross-cultural comparison of the redshift observable uT1
is a test of the equivalence of the SF and PN metrics (6) and (7) and is, thus, a test
of the two independent (and very different) regularization procedures in use.

4 Circular Orbits in the Perturbed Schwarzschild Geometry

Previously, we described the truly coordinate and perturbative-gauge independent
properties of˝ and the redshift observable uT1 . In this section we use Schwarzschild
coordinates, and we refer to “gauge invariance” as a property that holds within the
restricted class of gauges for which (1) is a helical Killing vector. In all other re-
spects, the gauge choice is arbitrary. With this assumption, no generality is lost, and
a great deal of simplicity is gained.

The effect of the gravitational SF is most easily described as having m1 move
along a geodesic of the regularized metric (4). We are interested in circular orbits
and let u˛ be the four-velocity of m1.2 This differs from the four-velocity Nu˛ of
a geodesic of the straight Schwarzschild geometry at the same radial coordinate
r by an amount of O.q/. Recall that we are describing perturbation analysis with
q 	 1, therefore hR

˛ˇ
D O.q/, and all equations in this section necessarily hold

only through first order in q.
It is straightforward to determine the components of the geodesic equation for

the metric (4) [28], and then to find the components of the four-velocity u˛ of m1
when it is in a circular orbit at Schwarzschild radius r . We reiterate that the four-
velocity is to be normalized with respect to Ng˛ˇ C hR

˛ˇ
rather than Ng˛ˇ , and that

hR
˛ˇ

is assumed to respect the symmetry of the helical Killing vector. In this case we

have3

.ut /2 D r

r � 3m2
h
1C Nu˛ NuˇhR

˛ˇ � r

2
Nu˛ Nuˇ@rhR

˛ˇ

i
; (9a)

2 Since we are interested in the motion of the small particle m1, we remove the index 1 from u˛1 .
3 In all of this section we shall set G D c D 1.
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.u'/2 D r � 2m2

r.r � 3m2/

"
m2.1C Nu˛ NuˇhR

˛ˇ
/

r.r � 2m2/
� 1

2
Nu˛ Nuˇ@rhR

˛ˇ

#
: (9b)

A consequence of these relations is that the orbital frequency of m1 in a circular
orbit about a perturbed Schwarzschild black hole of mass m2 is, through first order
in the perturbation, given by

˝2 D
�

u'

ut

�2
D m2

r3
� r � 3m2

2r2
Nu˛ Nuˇ@rhR

˛ˇ : (10)

The angular frequency˝ is a physical observable, and is independent of the gauge
choice. However, the perturbed Schwarzschild metric does not have spherical sym-
metry, and the radius of the orbit r is not an observable and does depend upon the
gauge choice. That is to say, an infinitesimal coordinate transformation of O.q/
might change Nu˛ Nuˇ@rhR

˛ˇ
. But if it does, then it will also change the radius r of the

orbit in just such a way that ˝2 as determined from (10) remains unchanged. Both
ut � uT and u' � ˝ uT are gauge invariant as well.

Our principle interest is in the relationship between ˝ and uT , which we now
establish directly using (9a) and (10). To this end, following [28], we introduce the
gauge-invariant measure of the orbital radius

R˝ �
�m2
˝2

�1=3
; (11)

and readily establish a first-order, gauge-invariant, algebraic relationship between
uT (to which ut evaluates in our gauge) and R˝ (or equivalently˝), namely:

.uT /2 D
�
1 � 3m2

R˝

��1 �
1C Nu˛ NuˇhR

˛ˇ

�
: (12)

See Paper I for a detailed derivation of this result. The lowest order term in q on
the right-hand side is identical to what is obtained for a circular geodesic of the
unperturbed Schwarzschild metric. Indeed, recall that the Schwarzschild part of uT

is known exactly as uTSchw D .1 � 3m2=R˝/
�1=2. Thus, if we write

uT � uTSchw C q uTSF C O.q2/; (13)

the first order term in (12) gives:

q uTSF D 1

2

�
1 � 3m2

R˝

��1=2
Nu˛ NuˇhR

˛ˇ ; (14)

which is O.q/, and contains the effect of the “gravitational self-force” on the re-
lationship between uT and ˝ , even though it bears little resemblance to a force.
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The numerical SF approach henceforth focuses attention on the calculation of the
combination Nu˛ NuˇhR

˛ˇ
. See [28] and Paper I for more details on the implementation

of the regularization of the perturbation, and on the numerical computation of the
quantity Nu˛ NuˇhR

˛ˇ
.

5 Overview of the 3PN Calculation

Our aim is to compute the 3PN regularized metric (7) by direct PN iteration of
the Einstein field equations in the case of singular point mass sources. In the dimen-
sional regularization scheme, we look for the solution of the Einstein field equations
in d C 1 space-time dimensions. We treat the space dimension as an arbitrary com-
plex number, d 2 C, and interpret any intermediate formula in the PN iteration
of those equations by analytic continuation in d . Then we analytically continue d
down to the value of interest (namely 3), posing d � 3C ". In most of the calcula-
tions we neglect terms of order " or higher, that is, we retain the finite part and the
eventual poles.

5.1 Iterative PN Computation of the Metric

Defining the gravitational field variable h˛ˇ � p�g g˛ˇ � �˛ˇ , 4 and adopting the
harmonic coordinate condition @ˇh˛ˇ D 0, we can write the “relaxed” Einstein field
equations in the form of ordinary d’Alembert equations, namely

�h˛ˇ D 16	G.d/

c4
jgjT ˛ˇ C
˛ˇ Œh; @h; @2h�; (15)

where � � ���@�@� is the flat-space-time d’Alembertian operator in d C 1 dimen-
sions. The gravitational source term 
˛ˇ in (15) is a functional of h�� and its first
and second space-time derivatives; it depends explicitly on the dimension d . The
matter stress-energy tensor T ˛ˇ is composed of Dirac delta-functions in d dimen-
sions. Finally, the d -dimensional gravitational constant G.d/ is related to the usual
Newton constant G by

G.d/ D G `"0; (16)

where `0 denotes the characteristic length associated with dimensional regulariza-
tion. We shall check that this length scale disappears from the final gauge-invariant
three-dimensional result.

4 Here g˛ˇ is the contravariant metric, inverse of the covariant metric g˛ˇ of determinant g D
det.g˛ˇ/, and �˛ˇ D diag.�1; 1; 1; 1/ represents an auxiliary Minkowski metric in Cartesian coor-
dinates.
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The 3PN metric is given in expanded form for general matter sources in terms of
some “elementary” retarded potentials (sometimes called near-zone potentials) V ,
Vi , K , OWij, ORi , OX , OZij, OYi , and OT , which were introduced in Ref. [13] for three di-
mensions and generalized to d dimensions in Ref. [9]. All these potentials have
a finite nonzero PN limit when c ! C1 and parameterize the successive PN
approximations. Although this decomposition in terms of near-zone potentials is
convenient, such potentials have no physical meaning by themselves.

Let us first define the combination

V � V � 2

c2

�
d � 3
d � 2

�
K C 4 OX

c4
C 16 OT

c6
: (17)

Then the 3PN metric components can be written in the rather compact form [9]

gPN
00 D �e�2V =c2

 
1 � 8ViVi

c6
� 32 ORiVi

c8

!
C O.c�10/; (18a)

gPN
0i D �e� .d�3/V

.d�2/c2

 
4Vi

c3

"
1C 1

2

�
d � 1
d � 2

V

c2

�2#
C 8 ORi

c5
C 16

c7

�
OYi C 1

2
OWijVj

�!
C O.c�9/; (18b)

gPN
ij D e

2V

.d�2/c2

�
ıij C 4

c4
OWij C 16

c6

�
OZij � ViVj C 1

2.d � 2/
ıijVkVk

��
C O.c�8/; (18c)

where the exponentials are to be expanded to the order required for practical calcula-
tions. The successive PN truncations of the field equations (15) give us the equations
satisfied by all the above potentials up to 3PN order. We conveniently define from
the components of the matter stress-energy tensor T ˛ˇ the following density, current
density, and stress density:

� � 2

d � 1

.d � 2/T 00 C T ii

c2
; (19a)

�i � T 0i

c
; (19b)

�ij � T ij; (19c)

where T i i � ıijT
ij . As examples, the leading-order potentials in the metric obey

�V D � 4	G.d/ �; (20a)

�Vi D � 4	G.d/ �i ; (20b)

� OWij D � 4	G.d/
�
�ij � ıij

�kk

d � 2
�

� 1

2

�
d � 1

d � 2

�
@iV @jV: (20c)
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All the potentials evidently include many PN corrections. The potentials V and Vi
have a compact support (i.e., their source is localized on the isolated matter sys-
tem) and will admit a finite limit when " ! 0 without any pole. Most of the other
potentials have, in addition to a compact-support part, a non-compact support con-
tribution, such as that generated by the term / @iV @jV in the source of OWij . These
non-compact support pieces are the most delicate to compute, because they typically
generate some poles / 1=" at the 3PN order. The d’Alembert equations satisfied by
all higher-order PN potentials, whose sources are made of nonlinear combinations
of lower-order potentials, can be found in Paper I. Clearly, the higher the PN order
of a potential, the more complicated is its source, but it requires computations at a
lower relative order.

Many of the latter potentials have already been computed for compact binary
systems, and we have extensively used these results from [9, 13]. Notably, all the
compact-support potentials such as V and Vi , and all the compact-support parts of
other potentials, have been computed for any field point x, and then at the source
point y1 following the regularization. However, the most difficult non-compact sup-
port potentials such as OX and OT could not be computed at any field point x, and
were regularized directly on the particle’s world line. Since for the equations of
motion we needed only the gradients of these potentials, only the gradients were
regularized on the particle, yielding the results for .@i OX/1 and .@i OT /1 needed in the
equations of motion. However, the 3PN metric requires the values of the potentials
themselves regularized on the particles, that is, . OX/1 and . OT /1. For the present work
we therefore computed, using the tools developed in [9, 13], the difficult nonlinear
potentials . OX/1 and . OT /1, and especially the non-compact support parts therein. Un-
fortunately, the potential OX is always the most tricky to compute, because its source
involves the cubically nonlinear and non-compact-support term OWij @ijV , and it has
to be evaluated at relative 1PN order.

In this calculation we also met a new difficulty with respect to the computation
of the 3PN equations of motion. Indeed, we found that the potential OX is divergent
because of the bound of the Poisson-like integral at infinity. Thus, the potential OX
develops an IR divergence, in addition to the UV divergence due to the singular
nature of the source and which is cured by dimensional regularization. The IR di-
vergence is a particular case of the well-known divergence of Poisson integrals in
the PN expansion for general (regular) sources, linked to the fact that the PN expan-
sion is a singular perturbation expansion, with coefficients typically blowing up at
spatial infinity. The IR divergence is discussed in Paper I, where we show how to
resolve it by means of a finite part prescription.

The 3PN metric (18) is valid for a general isolated matter system, and we apply
it to the case of a system of N point particles with “Schwarzschild” masses ma and
without spins (here a D 1; : : : ; N ). In this case we have

�.x; t/ D
X
a

Q�a ı.d/Œx � ya.t/�; (21a)

�i .x; t/ D
X
a

�a via ı
.d/Œx � ya.t/�; (21b)
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�ij .x; t/ D
X
a

�a via vja ı
.d/Œx � ya.t/�; (21c)

where ı.d/ denotes the Dirac density distribution in d spatial dimensions, such thatR
ddx ı.d/.x/ D 1. We defined the effective masses of the particles by

�a.t/ D maq
.gg˛ˇ /.ya; t/ v˛a vˇa=c2

; (22a)

Q�a.t/ D 2

d � 1

�
d � 2C v2a

c2

�
�a.t/: (22b)

5.2 The Example of the Zeroth-Order Iteration

For illustration purposes, let us consider the simple case of the dimensional reg-
ularization of the Newtonian potential generated by two point particles of masses
m1 and m2. The PN metric (18) reduces to gPN

00 D �1 C 2V=c2 C O.c�4/, where
V is solution of the Poisson equation �V D �4	G.d/� C O.c�2/, with source
�.x/ D 2.d�2/

d�1
�
m1ı

.d/.x � y1/Cm2ı
.d/.x � y2/

C O.c�2/. Solving this Poisson
equation in d space dimensions yields

V.x/ D 2.d � 2/

d � 1 k

�
G.d/m1

jx � y1jd�2 C G.d/m2

jx � y2jd�2

�
C O.c�2/; (23)

where k � � .d�2
2
/=	

d�2
2 tends to 1 when " ! 0 (� is the usual Eulerian func-

tion). When d D 3, the Newtonian potential (23) is not defined in the limit x ! y1
because of the divergent self-field of particle 1. By contrast, thanks to the analytic
continuation in the space dimension, it is always possible to choose <.d/ < 2 such
that the d -dimensional potential (23) has a well-defined limit when x ! y1, namely
.V /1 � V.y1/ given by

.V /1 D 2.d � 2/
d � 1

k
G.d/m2

rd�2
12

C O.c�2/; (24)

where we have posed r12 � jy1� y2j. Relying on the unicity of the analytic contin-
uation, we obtain the unique three-dimensional result

.V /1 D Gm2

r12
C O."/C O.c�2/: (25)

This procedure is clear up to a high order, but let us mention a subtle point in the
calculation of Paper I, namely that we had to systematically reintroduce the correc-
tion terms O."/ in the Newtonian part of the metric and other quantities. Indeed, in
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various operations such as replacing r12 in Eq. 25 by its 3PN expression in terms of
the orbital frequency ˝ , the corrections O."/ will be multiplied by some poles at
3PN order, and they will therefore contribute in fine to the finite part at 3PN order.
Such corrections are necessary only in the Newtonian results (since the poles arise
only at 3PN order). For instance, the three-dimensional Newtonian potential (25) is
to be replaced by its d -dimensional version valid up to terms O."2/, namely

.V /1 D Gm2

r12

	
1C "

�
1

2
� ln

�
r12 p

`0

��
C O."2/



C O.c�2/; (26)

in which p� p
4	 eC=2 with C D 0:5772 � � � being the Euler–Mascheroni constant.

This Newtonian calculation is generalized at higher orders in the iterative PN
process described in the previous section. The result is the 3PN regularized metric
(8) which is given in explicit form by Eqs. 4.2 of Paper I.

6 Logarithmic Terms at 4PN and 5PN Orders

We now discuss the logarithmic contributions in the near-zone metric of a generic
isolated PN source, and then of a compact binary system. Our motivation is that
knowing analytically determined logarithmic terms in the PN expansion is crucial
for efficiently extracting from the SF data the numerical values of higher order PN
coefficients. This will be further discussed in Section 8.

The occurrence of logarithmic terms in the PN expansion has been investigated
in many previous works [2,3,5–7,31,32,34,35]. Notably Anderson et al. [3] found
that the dominant logarithm arises at the 4PN order, and Blanchet and Damour [5,7]
showed that this logarithm is associated with gravitational wave tails modifying the
usual 2.5PN radiation-reaction damping at the 4PN order. Furthermore, the general
structure of the PN expansion is known [6]: it is of the type

P
.v=c/k Œln.v=c/�q ,

where k and q are positive integers, involving only powers of logarithms; more
exotic terms such as Œln.ln.v=c//�q cannot arise.

Following Paper II, we shall determine the leading 4PN logarithm and the next-
to-leading 5PN logarithm in the conservative part of the dynamics of a compact
binary system. The computation of such logarithmic contributions relies only very
weakly on a regularization scheme. We shall thus work in three space dimensions;
from now on we set " D 0.

6.1 Physical Origin of Logarithmic Terms

Because of the nonlinearity of the field equations, the gravitational field at coordi-
nate time t is in general not a function of the state of motion of the source at retarded
time t � r=c, where r D jxj is the distance to the center of the source, but depends
on the entire past “history” of the source. This means that the near-zone metric
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depends on the source at all times before the current time t , say t 0 6 t (indeed in
the near-zone one expands all retardations, i.e., r=c ! 0). This “hereditary” effect
starts at 4PN order in the near-zone, and originates from gravitational wave tails,
namely the scattering of gravitational radiation by the background curvature of the
space-time generated by the mass M of the source. In a certain gauge where the
hereditary terms are collected into the 00 component of the metric, we have

ıgtail
00 .x; t/ D �8G

2M

5c10
xaxb

Z t

�1
dt 0M .7/

ab
.t 0/ ln

�
c.t � t 0/
2r

�
; (27)

where M is the ADM mass of the source, and M .n/

ab
is the nth time derivative of its

quadrupole moment. This tail-induced contribution is of 4PN order.
The occurrence of the tail effect in the near-zone metric implies that the usual

2.5PN radiation-reaction force density in the matter source is corrected at the rela-
tive 1.5PN order as

F irad.x; t/ D � 2G
5c5

� xa
�
M
.5/
ia .t/C 4GM

c3

Z t

�1
dt 0 M .7/

ia .t 0/ ln

�
c.t � t 0/
2�

��
;

(28)

where � is the Newtonian mass density in the source, and � is the typical wavelength
of the radiation. The leading term in (28) is the standard Burke–Thorne [22, 23]
radiation-reaction force density at the 2.5PN order, responsible for the leading ra-
diation effect. The hereditary correction was obtained in [5, 7], and shown to be
consistent with wave tails propagating at large distances from the source [8].

The radiation-reaction force (28) deserves its name because it is not invariant
under a time reversal, and therefore gives rise to dissipative effects. A good way
to see this is to change the condition of retarded potentials to advanced potentials,
that is, to formally change c into �c. The first term in (28) is clearly non-invariant
because it comes with an odd number of powers of 1=c. The second term is also
non-invariant, despite the fact that it comes with an even power of 1=c in front (i.e.,
1=c8 in (28), corresponding to 4PN), because it is composed of an integral extending
over the past rather than a time-symmetric integral.

However, thanks to the even power of 1=c carried by the hereditary integral (27),
this means that there exists a conservative piece associated with it. Recall that in our
calculation we neglect the dissipative radiation-reaction effects and are interested
only in the conservative part of the dynamics; we have implemented this restriction
by assuming the existence of the helical Killing vector (1), depending on the orbital
frequency ˝ of the circular motion. The presence of this scale ˝ , imposed by the
helical Killing symmetry, permits immediately to identify the conservative piece
associated with the tail term in (27), through the decomposition

ln

�
c.t � t 0/
2r

�
D ln

�
c.t � t 0/
2�

�
� ln

� r
�

�
; (29)
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where now the characteristic length scale � is defined by � � 2	c=˝ . The second
term in (29), when inserted into the tail integral in (27), can be integrated out and
gives rise to the conservative 4PN piece

ıgcons
00 .x; t/ D 8G2M

5c10
xaxbM

.6/

ab
.t/ ln

� r
�

�
: (30)

This contribution to the metric has to be included in our study of the conservative
part of the dynamics, while the purely dissipative piece in (27) enters the radiation
reaction (28), and is excluded by our assumption of existence of the helical Killing
vector. The term (30) is precisely the conservative 4PN logarithmic contribution in
the near-zone metric that we want to compute, as well as its 5PN correction.

Notice that it is possible to find a gauge where all the logarithms are gathered in
the 00 component of the metric, as we did in Eq. 30, only at 4PN order. When look-
ing to subdominant logarithmic terms at 5PN order, we are obliged to include some
vectorial 0i and tensorial ij components of the metric. But still it will be possible,
and extremely convenient, to define a gauge in which the logarithms are “maxi-
mally” transferred to the 00 and 0i components (while the remaining contribution
in the ij components is “minimal”). Using such a gauge saves a lot of calculations
when performing the PN iteration; this was the strategy adopted in Paper II to com-
pute the higher order 5PN logarithms beyond Eq. 30.

6.2 Expression of the Near-Zone Metric

To compute these 4PN and 5PN conservative logarithmic contributions, we make
use of the multipolar post-Minkowskian wave-generation formalism [5–8]. We first
identify these logarithmic contributions in the exterior of a generic isolated PN
source. We then deduce the metric inside the matter source by a matching per-
formed in the exterior part of the near-zone. We finally get the 4PN and 5PN
logarithmic contributions in the near-zone metric, valid in a specific gauge defined
in Paper II, as5

ıg00DG
2M

c10

�
8

5

�
1� 2U

c2

�
xabM

.6/

ab
C 4

35c2
r2xabM

.8/

ab
� 8

189c2
xabcM

.8/

abc

�
ln
� r
�

�
� 8

5

G3M

c12
xaM

.6/

ab

Z
d3x0

jx � x0j �
0 x0b ln

�
r 0

�

�
C O

�
1

c14

�
; (31a)

ıg0i D G2M

c11

�
16

21
OxiabM .7/

ab
� 64

45
"iabx

acS
.6/

bc

�
ln
� r
�

�
C O

�
1

c13

�
; (31b)

5 We use shorthands such as xab D xaxb ; Oxabc D xabc � 1
5
.ıabxc C ıacxb C ıbcxa/r2 denotes

the symmetric and trace-free part of xabc; "abc is the Levi-Civita antisymmetric symbol.
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ıgij D G2M

c10

�
8

5
xabM

.6/

ab
ıij

�
ln
� r
�

�
C O

�
1

c12

�
; (31c)

whereMab , Mabc and Sab denote the mass quadrupole, mass octupole, and current
quadrupole moments of the source, respectively, and where

U.x; t/ D G

Z
d3x0

jx � x0j �.x
0; t/ (32)

is the Newtonian potential, sourced by the Newtonian mass density � of the source.
We recall that � D 2	c=˝ , where ˝ is the scale entering the Killing vector (1).
Notice in particular the 5PN contribution in ıg00 which involves the Poisson integral
of a logarithmically modified source density, and which will contribute in fine to the
5PN logarithms in the case of binary systems.

We can then apply the result (31) to the case of a compact binary system moving
on a circular orbit. In this case,˝ is the orbital frequency of the motion. We compute
the metric at the location of one of the particles and obtain the result

.ıg00/1 D G2M

c10

�
8

5

�
1 � 2U1

c2

�
yab1 M

.6/

ab
� 8

5c2
U1y

a
1y

b
2M

.6/

ab

C 4

35c2
y21y

ab
1 M

.8/

ab
� 8

189c2
yabc1 M

.8/

abc

�
ln
�r12
�

�
C O

�
1

c14

�
;

(33a)

.ıg0i /1 D G2M

c11

�
16

21
Oyiab1 M

.7/

ab
� 64

45
"iab y

ac
1 S

.6/

bc

�
ln
�r12
�

�
C O

�
1

c13

�
;

(33b)

.ıgij /1 D G2M

c10

�
8

5
yab1 M

.6/

ab
ıij

�
ln
� r12
�

�
C O

�
1

c12

�
; (33c)

where U1DGm2=r12 is the Newtonian potential felt by particle 1. Finally, the last
step is to replace the multipole moments Mab , Mabc , and Sab by the relevant PN
expressions valid for circular-orbit compact binaries; we need also the ADM mass
M , which reduces to m D m1 C m2 in first approximation. Note that the mass
quadrupole moment Mab (and also the ADM mass M ) must crucially include a
1PN contribution. Again, we emphasize that for the 4PN and 5PN logarithms we
do not need the full apparatus of dimensional regularization, in contrast to the fully
fledged 3PN calculation sketched in Section 5.

7 Post-Newtonian Results for the Redshift Observable

To compute the gauge-invariant quantity uT (associated with the particle 1 for heli-
cal symmetry, circular orbits), we adopt its coordinate form as given by (3), namely



High-Accuracy Comparison Between the PN and SF Dynamics of Black-Hole Binaries 431

ut D
�

�.g˛ˇ /1
v˛1vˇ1
c2

��1=2
; (34)

and plug into it the 3PN regularized metric (8), explicitly computed from the 3PN
near-zone expression (18) reduced to binary point masses, and including the 4PN
and 5PN logarithmic corrections computed in Section 6. To begin with, this yields
the expression of ut for an arbitrary mass ratio q D m1=m2, and for a generic
noncircular orbit in a general reference frame. We then choose the frame of the
center of mass, which is consistently defined by the nullity of the center-of-mass
integral of the motion, deduced from the equations of motion. Restricting ourselves
to exactly circular orbits (consistently with the helical Killing symmetry we neglect
radiation-reaction effects), the result is expressed by means of the convenient di-
mensionless gauge-invariant PN parameter

x �
�
Gm˝

c3

�2=3
; (35)

which is directly related to the orbital frequency˝ of the circular orbit, and depends
on the total mass m D m1 Cm2 of the binary.

We discover most satisfactorily that all the poles / 1=" (as well as the associated
constant `0) cancel out in the final expression for ut . Our final result for a 3PN (plus
4PN and 5PN logarithmic terms), gauge-invariant, algebraic relationship between
uT (to which ut now evaluates) and x (or equivalently˝), is6

uT .x/ D 1C
�
3

4
C 3

4
� � �

2

�
x C

�
27

16
C 27

16
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�� C �2

24

�
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32
�2 C 5

32
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�
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�
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� 32
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�C 64

15
�

�
� ln x

�
x5

C
�
A5.�/C

�
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105
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�C 1684

21
� C 4388

105
�� � 3664

105
�2
�
� ln x

�
x6

C o.x6/: (36)

We introduced the notation � � .m2 � m1/=m D p
1 � 4�, where � D m1m2=m

2 is
the symmetric mass ratio. While it has been shown in [28] (see also Section 2 above)

6 The Landau o symbol for remainders takes its standard meaning.
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that uT is gauge invariant at any PN order in the extreme mass ratio limit � 	 1, here
we find that it is also gauge invariant for any mass ratio up to 3PN order (even up
to 5PN order for the logarithmic terms). This result is expected from (2), according to
which uT is a scalar under our hypothesis of helical symmetry. Being proportional to the
symmetric mass ratio �, the 4PN and 5PN logarithmic contributions vanish in the test-
mass limit – this is clear given that the Schwarzschild result for uT .˝/ does not involve
any logarithm. Notice that the functionsA4.�/ and A5.�/ entering the expression of the
non-logarithmic contribution to uT .˝/ at the 4PN and 5PN orders are unknown, and
would be very difficult to compute within standard PN theory. However, we know that
they are polynomials in �, with leading-order coefficient given by the Schwarzschildean
result (see Eq. 40).

We now investigate the small mass ratio regime q 	 1, for comparison purposes
with the perturbative SF calculation. We introduce a convenient PN parameter appro-
priate to the small mass limit of particle 1:

y �
�
Gm2 ˝

c3

�2=3
; (37)

which is related to the usual PN parameter x by x D y.1 C q/2=3, and to the gauge-
invariant measure (11) of the orbital radius by y D Gm2=.R˝c

2/. We also use the
expression of the symmetric mass ratio � in terms of the (asymmetric) mass ratio q D
m1=m2, namely � D q=.1C q/2. Our complete redshift observable, expanded through
post-SF order, is of the type

uT D uTSchw C q uTSF C q2 uTPSF C O.q3/; (38)

where the Schwarzschild result is known in closed form as uTSchw.y/ D .1 � 3y/�1=2.
By expanding the PN result (36) in powers of q, we find that the SF contribution reads

uTSF.y/ D �y � 2y2 � 5y3 C
�

�121
3

C 41

32
	2
�
y4 C

�
˛4 � 64

5
lny

�
y5

C
�
˛5 C 956

105
ln y

�
y6 C o.y6/: (39)

The coefficients ˛4 and ˛5 are pure numbers that parametrize the small mass ratio ex-
pansions of the functions A4 and A5 through

A4 D 15309

256
C
�
˛4 � 25515

128

�
q C O.q2/; (40a)

A5 D 168399

1024
C
�
˛5 � 168399

256

�
q C O.q2/: (40b)

We also give the result for the combination Nu˛ NuˇhR
˛ˇ related to uTSF by Eq. 14, since

this is the quantity primarily used in the numerical SF calculation:
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Nu˛ Nuˇ OhR
˛ˇ D �2y � y2 � 7

4
y3 C

�
�1387
24

C 41

16
	2
�
y4 C

�
a4 � 128

5
ln y

�
y5

C
�
a5 C 5944

105
lny

�
y6 C o.y6/: (41)

We have conveniently rescaled the first-order perturbation hR
˛ˇ

by the mass ratio q,

denoting OhR
˛ˇ

� hR
˛ˇ
=q. Here a4 and a5 denote some unknown pure numbers related to

˛4 and ˛5 by

a4 D 2˛4 C 9301

64
� 123

32
	2; (42a)

a5 D 2˛5 � 3˛4 C 17097

128
� 369

128
	2: (42b)

The expansions (39)–(41) were determined up to 2PN order / y3 in [28], based on the
Hadamard-regularized 2PN metric given in [16]. The result at 3PN order / y4 was ob-
tained in Paper I using the powerful dimensional regularization scheme. By comparing
the expansion (39) with our accurate numerical SF data for uTSF.˝/, we shall be able to
measure the coefficients ˛4 and ˛5 (or a4 and a5) with at least eight significant digits
for the 4PN coefficient, and five significant digits for the 5PN coefficient. These results,
as well as the estimation of even higher-order PN coefficients, will be detailed in the
next section.

Similarly, from the PN result (36) valid for any mass ratio q, we get the post-SF
contribution as

uTPSF.y/ D y C 3y2 C 97

8
y3 C

�
725

12
� 41

64
	2
�
y4 C "4 y

5

C
�
"5 C 4588

35
ln y

�
y6 C o.y6/; (43)

which could in principle be compared to a future post-SF calculation making use of
second-order black hole perturbation theory. Note that there is no logarithm at 4PN or-
der in the post-SF term; the next 4PN logarithm would arise at cubic order q3, that is,
at the post-post-SF level. The coefficients "4 and "5 in (43) are unknown, and unfortu-
nately they are expected to be extremely difficult to obtain, not only analytically in the
standard PN theory, but also numerically as they require a second-order perturbative SF
scheme.

8 Numerical Evaluation of Post-Newtonian Coefficients

In the SF limit, the SF effect uTSF on the redshift observable uT is related via (12) to the
regularized metric perturbation OhR

˛ˇ
at the location of the particle through
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uTSF D 1

2
.1� 3y/�1=2 Nu˛ Nuˇ OhR

˛ˇ; (44)

where Nu˛ is the background four-velocity of the particle. Recall that here OhR
˛ˇ stands

for the perturbation per unit mass ratio, that is, hR
˛ˇ
=q. In SF analysis, the combination

Nu˛ Nuˇ OhR
˛ˇ

arises more naturally than uTSF; this is the quantity we shall be interested in
fitting in this section. However, our final results in Table 5 will include the correspond-
ing values of the coefficients for the redshift observable uTSF. We refer to Section II of
Paper I for a discussion of the computation of the regularized metric perturbation OhR

˛ˇ
,

and the invariant properties of the combination Nu˛ Nuˇ OhR
˛ˇ

with respect to the choice of
perturbative gauge. In this section we often use r � 1=y, a gauge-invariant measure of
the orbital radius scaled by the black hole mass m2 (see Eqs. 11 and 37).

Our earlier numerical work in [11,12,28] provided values of the function Nu˛ Nuˇ OhR
˛ˇ.r/

which cover a range in r from 4 to 750. Following a procedure described in [29], we
have used Monte Carlo analysis to estimate the accuracy of our values for Nu˛ Nuˇ OhR

˛ˇ .
As was reported in Paper I, this gives us confidence in these base numbers to better
than one part in 1013. We denote a standard error � representing the numerical error in
Nu˛ Nuˇ OhR

˛ˇ by

� ' jNu˛ Nuˇ OhR
˛ˇ j � E � 10�13; (45)

where E ' 1 is being used as a placeholder to identify our estimate of the errors in our
numerical results.

8.1 Overview

A common task in physics is creating a functional model for a set of data. In our prob-
lem we have a set of N data points fi and associated uncertainties �i , with each pair
evaluated at an abscissa ri . We wish to represent this data as some model function f .r/
which consists of a linear sum of M basis functions Fj .r/ such that

f .r/ D
MX
jD1

cj Fj .r/: (46)

The numerical goal is to determine theM coefficients cj that yield the best fit in a least
squares sense over the range of data. That is, the cj are to be chosen such that

�2 �
NX
iD1

"
fi �PM

jD1 cj Fj .ri /

�i

#2
(47)

is a minimum under small changes in the cj . For our application we choose the basis
functions Fj .r/ to be a set of terms that are typical in PN expansions, such as r�1, r�2,
. . . , and also terms such as r�5 ln.r/. We recognize that a solution to this extremum
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problem is not guaranteed to provide an accurate representation of the data .ri ; fi ; �i /.
The quality of the numerical fit is measured by �2 as defined in Eq. 47. If the model of
the data is a good one, then the �2 statistic itself has an expectation value of the number
of degrees of freedom in the problem, N �M , with an uncertainty (standard deviation)
of
p
2.N �M/.

Our numerical work leans heavily upon Ref. [42] for solving the extremum problem
for Eq. 47. The numerical evaluation of the fitting coefficient cj includes a determina-
tion of its uncertainty ˙j which depends upon (i) the actual values of ri in use, (ii) all
of the �i , and (iii) the set of basis functions Fj .r/. In fact, the estimates of the ˙j do
not depend at all on the data (or residuals) being fitted. As a consequence the estimates
of the ˙j are only valid if the data are well represented by the set of basis functions.
For emphasis, the ˙j depend upon Fj .ri / and upon �i but are completely independent
of the fi . Only if the fit is considered to be good, could the ˙j give any kind of real-
istic estimate for the uncertainty in the coefficients cj . If the fit is not of high quality
(unacceptable �2), then the ˙j bear no useful information [42]. We will come back to
this point in the discussion below.

We also should remark that the task of determining coefficients in the 1=r charac-
terization of our numerical data is almost incompatible with the task of determining
an asymptotic expansion of Nu˛ Nuˇ OhR

˛ˇ from an analytic analysis. Analytically, the strict
r ! C1 limit is always technically possible, whereas numerically, not only is that
limit never attainable, but we must always contend with function evaluations at just a
finite number of discrete points, obtained within a finite range of the independent vari-
able, and computed with finite numerical precision. Nevertheless, this is what we have
done below.

The numerical problem is even more constrained than we have just indicated. At
large r , even though the data may still be computable there, the higher order terms for
which we are interested in evaluating PN coefficients rapidly descend below the error
level of our numerical data. This is clearly evident in Fig. 2 below. For small r , the
introduction of so many PN coefficients is necessary that it becomes extremely difficult
to characterize our numerical data accurately. Thus, in practice, we find ourselves ac-
tually working with less than the full range of our available data. At large r we could
effectively drop points because they contribute so little to any fit we consider. At the
other extreme, the advantage of adding more points in going to smaller r is rapidly out-
weighed by the increased uncertainty in every fitted coefficient. This results from the
need to add more basis functions in an attempt to fit the data at small r . Further details
will become evident in Section 8.4 below.

8.2 Framework for Evaluating PN Coefficients Numerically

In a generic fashion we describe an expansion of Nu˛ Nuˇ OhR
˛ˇ

in terms of PN coefficients
aj and bj with

Nu˛ Nuˇ OhR
˛ˇ D

X
j>0

aj

rjC1
� ln r

X
j>4

bj

rjC1
; (48)
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Fig. 2 The absolute value of the contributions of the numerically determined post-Newtonian
terms to r5 Nu˛ Nuˇ OhR

˛ˇ . Here PNL refers to just the logarithm term at the specified order. The contri-
bution of a4 is not shown but would be a horizontal line (since the 4PN terms behaves like r�5)
at approximately 121.3. The remainder after a4 and all the known coefficients are removed from
r5 Nu˛ Nuˇ OhR

˛ˇ is the top (red) continuous line. The lower (black) dotted line labelled “err” shows the

uncertainty in r5 Nu˛ Nuˇ OhR
˛ˇ , namely 2E r4 � 10�13. The jagged (green) line labeled “jresj” is the

absolute remainder after all of the fitted terms have been removed. The figure reveals that, with
regard to the uncertainty of the calculated Nu˛ Nuˇ OhR

˛ˇ , the choice E ' 1 was slightly too large

where a0 is the Newtonian term, a1 is the 1PN term, and so on. Similarly, for use in
applications involving uT we also introduce the coefficients ˛j and ˇj in the expansion
of the SF contribution

uTSF D
X
j>0

˛j

rjC1
� ln r

X
j>4

ˇj

rjC1
: (49)

These series allow for the possibility of logarithmic terms, which are known not to
start before the 4PN order. We also concluded in Paper II that .ln r/2 terms cannot arise
before the 5.5PN order. Since we are computing a conservative effect, possible time-odd
logarithmic squared contributions at the 5.5PN or 6.5PN orders do not contribute. But
there is still the possibility for a conservative 7PN .ln r/2 effect, probably originating
from a tail modification of the dissipative 5.5PN .ln r/2 term. However, we shall not
permit for such a small effect in our fits. As discussed below in Section 8.4, we already
have problems distinguishing the 7PN linear ln r term from the 7PN non-logarithmic
contribution.

The analytically determined values of the coefficients a0, a1, a2, a3, b4, b5 and ˛0,
˛1, ˛2, ˛3, ˇ4, ˇ5 computed in Ref. [28] and Papers I and II are reported in Table 1.
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Table 1 The analytically
determined PN coefficients
for Nu˛ Nuˇ OhR

˛ˇ (left) and uTSF

(right)

Coeff. Value Coeff. Value

a0 �2 ˛0 �1
a1 �1 ˛1 �2
a2 � 7

4
˛2 �5

a3 � 1387
24

C 41
16
	2 ˛3 � 121

3
C 41

32
	2

b4 � 128
5

ˇ4 � 64
5

b5 C 5944
105

ˇ5 C 956
105

8.3 Consistency Between Analytically and Numerically
Determined PN Coefficients

In this section, we investigate the use of our data for Nu˛ Nuˇ OhR
˛ˇ

and the fitting procedures
we have described above (and expanded upon in the beginning of Section 8.4). We will
begin by fitting for enough of the other PN coefficients to be able to verify numerically
the various coefficients a3, b4 , and b5 now known from PN analysis.

As a first step in this section, we will complete the task that was begun in [28],
namely, the numerical determination of the coefficient a3 (and ˛3), this time taking
fully into account the known logarithmic terms at 4PN and 5PN orders. For illustrative
purposes only, these results are given in Table 2. We were able to obtain a fit with six
undetermined parameters, and could include data from r D 700 down to r D 35. Note
that, with the inclusion of the b4 and b5 coefficients, the precision of our tabulated value
for a3 has increased by more than four orders of magnitude from Paper I, although
our accuracy is still no better than about 2˙ . Such a discrepancy is not uncommon.
The uncertainty, ˙ , reflects only how well the data in the given, finite range can be
represented by a combination of the basis functions. It is not a measure of the quality of
a coefficient when considered as a PN expansion parameter, which necessarily involves
an r ! C1 limiting process.

Our next step is to include the known value for a3 and to use our numerical data
to estimate values for the b4 and b5 coefficients. Our best quality numerical result was
obtained with five fitted parameters, over a range from r D 700 down to only r D 65,
and is given in the first row of Table 3. Notice that while our b4 is determined relatively
precisely, it has only about 6˙ accuracy. The higher order coefficient b5 is more difficult
to obtain and, at this point, it is very poorly determined, but we can use the known value
of b4 in order to improve the accuracy for b5. These results are presented in Table 3,
which again shows that we needed to fit for a total of six parameters to get a result of
reasonable accuracy. With this, we have reached a limit for treating our data in this way,
since adding further parameters and inner points does not result in any higher quality fit.

By now we have presented enough to show that we have data which allows high
precision, with an accuracy that we now have some experience in relating to the com-
puted error estimates. This experience will be valuable when we come to discuss further
results in the next section. For convenience, we summarize the relevant information fur-
ther, in Table 4, referring just to our estimates of known PN parameters, and relating
our error estimates to the observed accuracy.
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Table 2 The results of a numerical fit for a set of six coefficients that includes a3, which is now
known analytically [11]. This fit uses the known results for b4 and b5 [12], but not the known value
of a3. Thus, it is not the best fit of our data possible. The uncertainty in the last digit or two is in
parentheses. The range runs from r D 35 to r D 700, with 266 data points and a respectable �2

of 264

3PN coeff. Ref. [28] Paper I Paper II PN (exact)

a3 �32:34.6/ �32:479.10/ �32:5008069.7/ �32:50080538 � � �
˛3 �27:61.3/ �27:677.5/ �27:6879035.4/ �27:68790269 � � �

Table 3 The numerically determined PN coefficients for Nu˛ Nuˇ OhR
˛ˇ . Each row represents a different

fit. The first two columns give the starting point rmin at the inner boundary of the fitting range, and
the value of �2 statistic per degree of freedom (dof) for the chosen fit. The degrees of freedom,
N �M , for the fit, range between 212 and 255, depending on rmin. If a value for a coefficient is not
shown, then either that parameter was not included in that particular fit (far right) or its analytically
known value was used (e.g., b4). The formal uncertainty of a coefficient in the last digit or two is
in parentheses. The outer boundary is at 700 in each case

rmin �2=dof a4 b4 a5 b5 a6 b6 a7

65 0.961 �121:40.1/ �25:612.2/ �102.1/ 45:5.3/ �2081.9/
85 0.976 �121:3180.7/ �91:5.7/ 48:5.2/ �2170.8/
65 0.961 �121:313.1/ �79.2/ 50:6.4/ �1868.44/ 131.21/
40 0.969 �121:3052.6/ �47.1/ 55:7.2/ �359.41/ 625.15/ �7722.162/

Table 4 Comparing the analytically known PN coefficients (column 5) with their numerically
determined counterparts (column 3), and comparing the numerically determined error estimates
(column 3) with the apparent accuracy (column 4). The source of the data is given in column 1

Source Coeff. Estimate Accuracy Exact result

Paper I ˛3 �27:677.5/ ! .11/ �27:6879 � � �
Table 2 a3 �32:5008069.7/ ! .15/ �32:50080538 � � �
Table 3 b4 �25:612.2/ ! .12/ �25:6
Table 3 b5 C55:7.2/ ! .9/ C56:6095 � � �

8.4 Determining Higher Order PN Terms Numerically

In this section we make maximum use of the coefficients which are already known. We
find that in our best-fit analysis we can use a set of five basis functions corresponding
to the unknown coefficients a4, a5, a6, b6 and a7.

In Table 5, we describe the numerical fit of our data over a range in r from 40

to 700. The �2 statistic is 259 and slightly larger than the degrees of freedom, 256,
which denotes a good fit. Further, we expect that a good fit would be insensitive to
changes in the boundaries of the range of data being fit, and we find, indeed, that if the
outer boundary of the range decreases to 300 then essentially none of the data in the
table changes, except for �2 and the degrees of freedom which decrease in a consistent
fashion. Figure 2 shows that in the outer part of the range Nu˛ Nuˇ OhR

˛ˇ is heavily dominated
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Table 5 The numerically determined values of higher-order PN coef-

ficients for Nu˛ Nuˇ OhR
˛ˇ (left) and for uTSF (right). The uncertainty in the last

digit or two is in parentheses. The range runs from r D 40 to r D 700,
with 261 data points being fit. The �2 statistic is 259. We believe that
a contribution from a b7 confounds the a7 coefficient. Both terms fall
off rapidly and have influence over the fit only at small r . And the ra-
dial dependence of these two terms only differ by a factor of ln r [or
possibly .ln r/2; see Paper II] which changes slowly over their limited
range of significance

Coeff. Value Coeff. Value

a4 �121:30310.10/ ˛4 �114:34747.5/
a5 �42:89.2/ ˛5 �245:53.1/
a6 �215.4/ ˛6 �695.2/
b6 C680.1/ ˇ6 C339:3.5/
a7 �8279.25/ ˛7 �5837.16/

by only a few lower order terms in the PN expansion – those above the lower black
double-dashed line in the figure.

The inner edge of the range is more troublesome. The importance of a given higher
order PN term decreases rapidly with increasing r . Moving the inner boundary of the
range outward might move a currently well determined term into insignificance. This
could actually lead to a smaller �2, but it would also lead to an increase in the ˙j

of every coefficient. Moving the inner edge of the range inward might require that
an additional higher order term be added to the fit. This extra term loses significance
quickly with increasing r so the new coefficient will be poorly determined and also
result in an overall looser fit with an increase of˙j for all of the coefficients. If the inner
boundary and the set of basis functions are chosen properly, then a robust fit is revealed
when the parameters being fit are insensitive to modest changes in the boundaries of the
range. The fit described in Table 5 appears to be robust. The parameters in this Table
are consistent with all fits with the inner boundary of the range varying from 35 to 45
and the outer boundary varying from 300 to 700.

If an additional term, with coefficient b7, is added to the basis functions then, for
identical ranges, each of the ˙j increases by a factor of about 10, and the changes
in a4 and a5 are within this uncertainty. The coefficient a6 changes sign and b6 and
a7 change by an amount significantly larger than the corresponding ˙j . And the new
coefficient b7 is quite large. In the context of fitting data to a set of basis functions these
are recognized symptoms of over-fitting and imply that the extra coefficient degrades
the fit.

8.5 Summary

Our best fit can be visualized in Fig. 3, where we plot the SF effect uTSF on the redshift
variable uT as a function of r D y�1, as well as several truncated PN series up to
7PN order, based on the analytically determined coefficients summarized in Table 1,
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Fig. 3 The self-force contribution uTSF to the redshift observable uT , plotted as a function of the
gauge-invariant variable y. Note that y�1 is an invariant measure of the orbital radius scaled by the
black hole mass m2 (see Eqs. 11 and 37). The “exact” numerical points are taken from Ref. [28].
Here, PN refers to all terms, including logarithms, up to the specified order (however recall that we
did not include in our fit a log-term at 7PN order)

as well as our best fit of the higher-order PN coefficients reported in Table 5. Observe
in particular the smooth convergence of the successive PN approximations toward the
exact SF results. Note, though, that there is still a small separation between the 7PN
curve and the exact data in the very relativistic regime shown at the extreme left of
Fig. 3.

We have found that our data in the limited range of 35 6 r 6 700 can be extremely
well characterized by a fit with five appropriately chosen (basis) functions. That is,
the coefficients in Table 5 are well determined, with small uncertainties, and small
changes in the actual details of the fit result in coefficients lying within their error
estimates. Fewer coefficients would result in a very poor characterization of the same
data while more coefficients result in large uncertainties in the estimated coefficients,
which themselves become overly sensitive to small changes in specific details (such
as the actual choice of points to be fitted). In practice, over the data range we finally
choose, and with the five coefficients we fit for, we end up with exceedingly good results
for the estimated coefficients, and with residuals which sink to the level of our noise.
We have a very high quality fit which is quite insensitive to minor details. Nevertheless,
as Table 4 hints, error estimates for these highest order coefficients should be regarded
with an appropriate degree of caution.
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LISA and Capture Sources

Oliver Jennrich

Abstract LISA is a joint ESA/NASA mission to detect and observe gravitational
waves. It is designed to register the change in distance between free-falling reference
points to picometer accuracy, allowing to measure the effect of gravitational waves
created by the coalescence of massive black holes almost anywhere in the universe,
stellar mass black holes and neutron stars spiraling into massive black holes in other
galaxies at intermediate distances, and tightly orbiting binary stars in our galaxy.
LISA will be able to detect gravitational waves from coalescing massive black holes
to redshifts of z � 10 and higher, allowing an unprecedented view into the early
stages of galaxy formation. The signals from the many million binary stars in our
galaxy yield information about the evolution and the morphology of our galaxy,
giving a view of the population of binary stars unobstructed by dust. Among the
most challenging, yet scientifically interesting sources are the captures of a small
massive object by massive black holes where the mass ratio exceeds 1,000. Those
events, named extreme mass ratio inspirals (EMRI), create very complex waveforms
and allow to test general relativity to very high precision. LISA has been recently
confirmed as a candidate for the L1 mission in ESA’s Cosmic Vision program and
is foreseen to be launched in the 2018 time frame.

1 LISA – A Mission to Detect and Observe Gravitational Waves

LISA is a spaceborne interferometric gravitational wave detector, jointly planned by
ESA and NASA [16, 24, 48, 75] based on earlier ideas to build a gravitational wave
detector in space [20, 30]. In contrast to ground-based gravitational wave detectors
[1, 4, 33, 45, 66, 70, 71, 82] that have a typical sensitivity in the range from 1 Hz to
1 kHz, the sensitivity for LISA stretches between 0:1 mHz and 0:1 Hz, accessing
a frequency window that is inaccessible to ground-based detectors due to seismic
noise and gravity gradient noise.
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The sensitivity for low frequencies allows LISA to assess gravitational waves
that are emitted by some of the most violent events in the universe, such as the
coalescence of massive black holes (mBH � 105 Mˇ � � � 107 Mˇ) that occur during
the formation and the growth of galaxies, signals from galactic binary systems, and
the capture of stellar-size compact objects by massive black holes. It is even possible
that LISA will be able to detect gravitational waves from times shortly after the Big
Bang. The general science of LISA is discussed in detail in [3,19,25,42,43,53,54];
the focus of this paper is on the capture of compact objects by massive black holes.

1.1 Mission Concept

LISA comprises three spacecraft in a heliocentric orbit, forming an equilateral tri-
angle with 5 � 106 km a side (the “armlength”). The plane of the triangle is inclined
by 60ı with respect to the ecliptic, causing the constellation to counter-rotate while
orbiting around the Sun. This peculiar arrangement of the satellites results in a sta-
ble constellation, as orbital mechanics cause the constellation to rigid: it maintains
its size and shape closely during the nominal mission time of 5 years [32] allowing
to operate LISA without further station keeping maneuvers.

The rigidity of the constellation is only approximate, so that the distances be-
tween the satellites change by up to 1%, causing a differential velocity along the
line of sight of up to 15 m/s, and resulting in the constellation to slightly change its
form.

The distance to the Earth of about 50 � 106 km (Fig. 1), corresponding to a trail-
ing (or leading) angle of 20ı, has been chosen as a compromise between long-term
stability of the constellation and communications requirements.

5×109 m

Fig. 1 Schematics of the LISA constellation orbiting the Sun. The constellation is inclined by
60ı with respect to the ecliptic and trails the Earth by about 20ı , resulting in a distance of about
50 � 106 km to Earth. The distance between the satellites (the armlength) is nominally 5 � 106 km
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As gravitational waves cause a strain in the space-time [57], measuring the
change in the distance of spatially separated objects is a common concept for mea-
suring the effect of gravitational waves. Each spacecraft houses two test masses,
kept in free fall, that form the reference points for an interferometric measurement
of the inter-spacecraft distance.

1.2 Sensitivity

It is customary in the field of gravitational wave detection to state the sensitivity and
noise figures in terms of a linear spectral density S.f /, that is, quantities are given
in units1 of 1/

p
Hz; RMS values of the quantities can be retrieved by integrating

the spectral density S2.f / over the frequency band �f of interest and taking the
square root:

�xrms D
vuutZ
�f

S2x .f /
df

2	
(1)

The interferometric measurement allows to assess the distance between the
(almost) free-falling test masses to a level of 10 pm/

p
Hz, resulting in a strain sensi-

tivity of about e-20 /
p

Hz, enough to detect, for example, the coalescence of massive
black holes even at redshifts of z D 20 with a signal-to-noise ratio of several hun-
dreds [43, 49, 50]. The science requirements for LISA specify the sensitivity in a
frequency window of 0:03 mHz to 0:1 Hz (Fig. 2) as this is where most of the
sources for LISA are expected to emit.

The limitation to the sensitivity at frequencies below approximately 3 mHz is
given by residual acceleration noise of the order of 3e-15 m/s acting on the test
masses. Any acceleration along the line connecting the test masses in two differ-
ent satellites mimics the action of a gravitational wave and therefore limits LISA’s
sensitivity.

At higher frequencies, the noise associated with the position measurement limits
the sensitivity to about 10 pm/

p
Hz. This noise is partly due to the unavoidable shot

noise of the photons and partly due to imperfections and digitization noise in the
phase meter.

The sensitivity is further reduced for frequencies above about 30 mHz by the
transfer function of the detector: the effect of gravitational waves cancels out as the
wavelength of the gravitational wave equals an integer multiple of the optical path
in the detector [51].

The sensitivity of LISA to changes in the distance between the spacecraft is
small, compared with ground-based detectors. However, as gravitational waves pro-
duce a strain, or a fractional change in distance, the large distance between the
satellites provides a sensitivity to gravitational waves comparable to those of the
much shorter ground-based detectors.

1 Some authors use the spectral density, that is, S2.f / for the same purpose.
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Fig. 2 Sensitivity requirements (green solid) and current best estimate of the performance (red
dots). The strain sensitivity (left axis) is given for the full instrument, the displacement sensitivity
(right axis) has been converted to a single arm link, that is represents the equivalent accuracy for
the armlength measurement, combining all noise sources. The design of the instrument is such that
a 	35% performance margin is included, resulting in the values for the current best estimate to be
consistently lower than the requirement

1.3 Measurement Principle

For practical reasons, the interferometric measurement in LISA is broken up into
three distinct parts: the measurement between the spacecraft, that is, between the
optical benches that are fixed to the spacecraft, and the measurement between each
of the test masses and its respective optical bench (see Fig. 4). While such a partition
of the measurement is usually avoided as it increases the noise introduced by the
detectors, it does little harm in the case of LISA, as the noise budget is dominated
by the contribution of the shot noise in the measurement between the spacecraft.

The distance between the test mass and the optical bench is measured by re-
flecting light off the test mass and combining this measurement beam with a local
oscillator on the optical bench (“test mass interferometer”).

To measure the distance between the spacecraft, about 2 W of infrared light
(1:064 nm) is sent through a 40 �cm telescope, used for receiving and transmit-
ting, to the respective far spacecraft, that is, spacecraft A transmits to spacecraft
B and C (nomenclature as in Fig. 3) etc., forming six single laser links. In an
ordinary interferometer, the received light would be directly reflected back to the
transmitting spacecraft A where the light would then be combined with a local os-
cillator, completing the measurement. However, due to the large distance between
the two spacecrafts, a direct reflection of the light is not feasible. Diffraction widens
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AB

C

Fig. 3 Schematics of the LISA constellation. Each satellite transmits laser light to the two other
satellites and receives laser light from the two other satellites. The laser used for transmitting is
phase-locked to the received laser light, establishing a transponder scheme. As transmitted and
received light share the same telescope, a polarization multiplexing scheme is used to separate the
two beams. The use of linear polarisations requires slightly different optical benches on the sending
and the receiving spacecraft

Measurement S/C to test mass Measurement S/C to test mass

S/C to S/C measurement

Fig. 4 The measurement of the distance between the test masses is broken up into three parts: The
measurement between the two spacecraft, that is, the optical benches and one measurement each
between the test mass and its optical bench
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the transmitted laser beam to many kilometers at the receiving spacecrafts and the
received power is of the order of 100 pW (or about 5 � 108 photons per second),
resulting in a dilution factor of 10�10, resulting in a photon rate of about 1 photon
per second if direct reflection was attempted.

Therefore, a transponder scheme with offset phase-locking is implemented.
The received light on spacecraft B is combined with a local oscillator derived
from the transmitting laser (B) and the phase difference is measured. The frequency
of the laser (B) can then be controlled so that the beat note corresponds precisely to
an electronic offset frequency, rendering the phase of the transmitting laser a true
copy of the phase of the received light. Recombining the light on spacecraft A then
yields a beat note that contains the electronic offset frequency on spacecraft B, the
Doppler shift (that can be as large as 15 m/s), and the signal due to the gravitational
wave (“science interferometer”). To be able to distinguish a gravitational wave
signal from a noise in the electronic offset frequency, the latter needs to be known
precisely enough. This is achieved by multiplying the clock frequency on each
spacecraft up to a few GHz, impose it as sidebands to the laser. On the other space-
craft, these sidebands can be compared to the local clock, allowing to assess and
correct the noise of the local clock.

Extending the phase-locking scheme so that the two lasers on one spacecraft are
phase-locked to each other as well, it is obvious that all six lasers can be phase-
locked to one (arbitrarily chosen) master laser. Such a scheme requires then nine in-
dividual phase measurements, two for each arm and one each between the two lasers
on a single spacecraft. In addition, each measurement of the test masses with respect
to the optical bench requires another six phase measurements, so that a total of
15 phase measurements carry the complete information on the gravitational waves.

These signals will be sent to ground and combined on ground to form the LISA
data streams that will be made available to the scientific community.

A more detailed overview of the instrumentation of LISA and the technology
employed by LISA can be found in [47].

2 Capture Sources

The capture of compact objects by massive black holes is believed to occur regularly
at the centers of galaxies where the central black hole is surrounded by a dense stel-
lar environment. A “captured” object does not necessarily fall into the central black
hole in the observation period, although eventually, most of them will. The term
refers to an object that is in a bound orbit around the central black hole and comes
close enough to it to emit a detectable amount of gravitational radiation. Such a
scenario is possible only for compact objects, as non-compact objects (i.e., normal
stars, molecular clouds) will be tidally disrupted long before they reach those orbits
and will not emit gravitational waves in the LISA band.

Out of the stellar cloud surrounding the central black hole, compact stars, such
as neutron stars and black holes, can be deflected toward the central black hole
through interaction with other objects. If these “infalling” compact objects come
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close enough to the central black hole, the energy loss through the emission of
gravitational radiation is large enough to put them into a bound orbit around the
central black hole [40, 44, 46, 63, 72]. Even low-mass main sequence stars can be
captured [34], despite the fact that main sequence stars usually suffer from early
tidal disruption.

Another mechanism that can bring compact objects close to the central black
hole is based on tidal effects: Binary systems can be disrupted by tidal forces, leav-
ing one constituent close to the central black hole [56]; compact cores of giant stars
can be tidally stripped of their gas envelope by the central black hole and end up
close to it [29].

Yet another class of compact objects might have formed in situ: black holes that
have formed near the central black hole by the evolution of giant stars such as those
seen near the central black hole in the Milky Way [52, 60, 62] or in the center of
M31 [18].

The compact objects (neutron stars, black holes, and white dwarfs) resulting from
those mechanisms would then survive as quasi point-like objects orbiting the central
black hole until eventually their orbital energy is carried away through the emission
of gravitational radiation and they vanish at the horizon. During the period of or-
biting the central black hole, they would radiate waves in the LISA band for a long
time, many of them emitting approximately 105 cycles or more of radiation before
falling into the central black hole.

Two principal classes of systems can be distinguished according to their astro-
physical characteristics and their mass ratio: extreme mass ratio inspirals (EMRI)
and intermediate mass ratio inspirals (IMRI). For EMRIs, the ratio of the mass of
the inspiraling object to that of the central black hole is 10�4 or smaller. This class
comprises white dwarfs, neutron stars, or stellar-mass black holes. As black holes
are the most massive objects in this class, they sink towards the denser regions of
the galactic nucleus and will be therefore over-represented among the EMRI popu-
lation. In addition, their higher mass makes for a stronger gravitational wave signal,
allowing detection of them from larger distances, thus increasing their event rate
further. The typical expected EMRI system is therefore a stellar-mass black hole
with a mass of about 10 Mˇ falling into a 106 Mˇ massive black hole.

For IMRIs, the ratio between compact object and massive black hole is some-
what larger, between 10�4 and 10�2. The inspiraling object here is expected to be
an intermediate mass black hole, such as may have been formed in the first gener-
ation of star formation (Population III stars) [55]. The canonical expected source
is an intermediate-mass black hole with a mass of 103 Mˇ falling into a 106 Mˇ
massive black hole.

3 Science Return

Capture sources figure among the principal sources that allow to conduct funda-
mental tests of general relativity with LISA. Their signals contain rich information
about the geometry around the central black holes and allow to test certain aspects
of general relativity to unprecedented precision.
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To emit gravitational radiation that can be detected with LISA, these objects are
necessarily so close to their central black holes that it completely determines the or-
bital dynamics – surrounding stars or even accretion disks will have at most a small
effect on the orbits. The compact object then acts as the textbook “test particle,” ex-
ploring the background space-time around the central black hole. The evolution of
the signals, lasting for thousands or even hundreds of thousands of cycles, reflects
in detail the near-geodesic orbits they follow around the central black hole; the or-
bits in turn map the space-time [67]. Comparing this phase evolution to the phase
evolution of a signal from a compact object in a pure Kerr geometry allows to look
for deviations from the geometry predicted by general relativity, thereby testing one
of the most fundamental theorems of Einstein’s theory, that black holes are uniquely
determined by their mass and their angular momentum [14].

An even more fundamental test of GR will be the direct observation of the event
horizon. Direct evidence will come from seeing the signals changing characteristics
as the compact object approaches the horizon and transfers from the inspiral phase
to the coalescence or merger phase. If no such change will be observed, this would
be strong evidence for the lack of an event horizon, and therefore ruling out a black
hole as the central object.

Beyond fundamental physics, there are astrophysical payoffs for detecting these
signals as well, as both EMRIs and IMRIs sample the stellar population near the
central black holes. The different formation channels for EMRI lead to distinguish-
able properties of their orbits and consequently to different characteristics of the
gravitational wave signals: direct captures of objects into close orbits are typically
characterized by high eccentricities that can be clearly identified by the harmonic
content of the gravitational wave signal; tidally captured objects will have nearly
circular orbits with more or less random inclination, depending on their origin; and
objects that evolved in the vicinity of the central black hole will occur in circular
orbits that are most likely aligned with the accretion disk, and therefore with the
spin of the black hole.

The observed rate of IMRI events will give a valuable handle on the demograph-
ics of the intermediate-mass black holes and their progenitors in the nucleus of
galaxies. With additional information from simulations of mass segregation, stellar
interactions and population evolution, the rates, and mass spectrum of the different
classes of detected objects will provide unique insight into the coevolution of black
holes and their host galaxies.

Capture sources can even play an important role in cosmology. The signals from
EMRI and IMRI, depend only on a few parameters such as the masses of the cen-
tral black hole and the compact object, the initial orbital angular momentum, the
spin of the black hole and the initial separation, in particular, the frequency of the
signals is determined by the mass of the central black hole, whereas the amplitude
is determined by the mass of the infalling object.

As the signal shape and amplitude can be very precisely determined and as
gravitational waves do not suffer from dispersion or absorption by the interstellar
medium, the ratio of the observed signal strength to the calculated signal strength is
a direct measure for the luminosity distance of the sources. If these measurements
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can be combined with red-shift measurements of the host galaxy, an independent
redshift–distance relationship can be given.

In the case of EMRIs, a direct detection of the host galaxy is unlikely, as EMRI
are not expected to produce an electromagnetic signal. It is, however, possible to
make a statistical argument: Provided LISA detects a suitable number of EMRIs
(�20 to a redshift of z D 0:5), it is possible to establish such an independent
redshift–distance relationship, thus determining Hubble’s constant to a precision
of better than 1% [53].

A more detailed and very extensive review of the sources, the astrophysics, sci-
ence, and detection of EMRIs using LISA can be found in [3].

It is worthwhile noting that the sensitivity of LISA is “just right” for the detection
of EMRI in the sense that a significant degradation of the sensitivity in the frequency
range of a few millihertz would diminish the science return for the EMRIs drasti-
cally. However, the cost benefit of giving up sensitivity in this frequency range as
part of a descoping scenario is marginal and would at present not be justified [74].

4 Detection

Before exploiting the scientific potential of EMRI and IMRI observations, it is
necessary to be able to detect those signals in the LISA data stream. Three main
issues arise: the complexity of the signal, the algorithms used for detection, and the
expected rate for EMRI and IMRI events.

Furthermore, the capture signals fall at least partly in the frequency range where
the sensitivity is limited by the signal confusion of the galactic binary sources (see
Section 4.3).

4.1 Capture Rates

Robust estimates for the rates of EMRI and IMRI require a model of the stellar
distribution and dynamics in the galactic nucleus, taking into account the interaction
between the stars, the relativistic effects close to the central black hole, and the
relative abundance of the various stellar types.

Taking the relative abundance from stellar evolution simulations or observations,
the two major approaches to the problem of stellar dynamics are based on direct
N -body integration and on statistical methods.

The direct integration poses a significant numerical challenge, as a large number
of objects has to be integrated and the equation of motion has to include post-
Newtonian terms to accurately predict the number of captured objects [44].
Dedicated hardware and the general progress in computational speeds will allow to
perform simulations yielding more accurate results.
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Table 1 Number of EMRI detections for LISA, SNR, and distance thresholds. The
predicted number of detectable EMRIs by LISA for a downgraded mission scenario
(3-year mission, poor removal of confusion noise, see Section 4.3) and a nominal
mission scenario (5-year mission, good removal of confusion noise). It should be
noted that the estimates for the event rates are optimistic; true rates could be a factor
of up to 100 lower, causing all detection numbers to scale accordingly. Numbers are
taken from original data in [35]. The first two columns are the black hole mass M�
and the compact body mass m2. The third column gives the SNR at a luminosity
distance of 1 Gpc and the fourth column gives the maximum redshift at which such
a source could be detected, given a detection threshold of SNR D 30. Values taken
from [3]

M� (106 Mˇ) m2 (Mˇ) SNR at 1 Gpc zmax Nominal # Downgraded #

0.3 0.6 18 0.13 8 0.7
0.3 10 73 0.44 700 89
0.3 100 620 2.5 1 1
1 0.6 30 0.21 94 9
1 10 210 1.0 1,100 660
1 100 920 3.5 1 1
3 0.6 25 0.17 67 2
3 10 270 1.3 1,700 134
3 100 1,500 5.2 2 1

Statistical methods such as approaches based on the Fokker–Planck equation [26]
or Monte Carlo methods are generally numerically cheaper. However, they have a
harder time than direct integration methods in predicting EMRI rates, as the EMRI
events are not only intrinsically rare, but also very sensitive to the details of the stel-
lar dynamics around the central black hole as the capture “event” is rather gradual,
as it requires a large number of orbits around the central black hole to allow the
object to dissipate enough energy and bring it close enough to the black hole to be
detectable in the LISA band[2].

The current implementations of statistical approaches have various shortcom-
ings, so that a full understanding of the processes that lead to EMRIs and hence a
robust prediction for their rate and their parameters, such as eccentricities, masses,
stellar types, etc. are not yet available. Consequently, the rates for EMRIs assumed
for LISA have quite a large spread, from a few to a few hundreds during the lifetime
of the mission (see Table 1).

4.2 Signal Characteristics

The signals emitted from EMRI can be very complex due to the fact that the inspi-
raling object explores the metric close to the central black hole and experiences the
full wealth of relativistic effects, which makes it difficult and numerically costly to
create precise waveforms. It is, on the other hand, precisely this complexity that
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makes the EMRI signals distinctive with respect to the precise geometry of the
space-time around a black hole.

The standard approach, exploiting the post-Newtonian approximation of the fully
relativistic equation of motions cannot work in the case of EMRI. Typically, the
post-Newtonian expansion converges poorly when v=c & 0:3 [21, 73]. As EMRI
typically spend up to a few 106 orbits in this regime, using v=c as an expansion
parameter is not useful.

Another technique that has seen dramatic and spectacular progress in the last
few years, numerical relativity, is despite all this progress not very useful either.
In contrast to (almost) equal mass mergers, where only a few orbits have to be
calculated, the large number of orbits required to get a waveform for EMRI makes
numerical relativity too slow for that purpose.

One of the methods that can be successfully employed to calculate at least ap-
proximate waveforms is based on perturbation theory. As the mass ratio in EMRIs
is very small, the inspiralling object can be regarded as a small perturbation to the
very well known background space-time of the central black hole. The computa-
tional complexity in this case stems from the accurate calculation of the gravitational
self-force of the particle. While the mathematical theory of the self-force has been
developed in the last decade ([64, 65] and references therein) a full, generic inspiral
trajectory and a waveform from a particle on that trajectory is out of reach for the
near future, as the calculations are computationally very expensive.

It is, however, much easier to compute adiabatic waveforms by calculating a
sequence of geodesic trajectories and stitching together the waveforms resulting
from these trajectories. These waveforms are called adiabatic, as this procedure
only works as long as the timescale for the changes in the orbit are long compared
to the orbital period itself, allowing to calculate average rates of change for the
orbital constants. For a more detailed discussion see for example [3].

While the adiabatic waveforms are much easier to generate than the full wave-
form, their computation is still too expensive for the needs of data analysis in the
current stage. In order to test algorithms and find the most suitable one for detect-
ing EMRI in the LISA data stream, a very large number of signal templates has
to be generated so that the whole parameter space is covered. Two families of ap-
proximate “kludge” waveforms have been developed, the analytic kludge and the
numeric kludge. The purpose of these kludge waveforms is to allow their easy (and
fast) calculation while at the same time being reasonably accurate, that is, yielding
a good enough overlap (typically 95%) with the real waveform, so as not to lose too
much signal to noise.

The analytic kludge is based on the gravitational wave emission from a parti-
cle on a Keplerian orbit and is then augmented by relativistic precession of the
pericentre and the orbital plane and the inspiral, both taken from post-Newtonian
calculations [12]. The fact that those waveforms can be expressed in an analytic way
makes them very fast to calculate. However, their accuracy is limited in the later
stages of the inspiral, as the approximation of the true orbits by Keplerian orbits
becomes less and less accurate as the compact object comes close to the central
black hole.
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The numeric kludge waveforms are designed to overcome that problem by using
the true geodesic orbit of the infalling particle, integrating the geodesic equation
numerically. The building of the numerical kludge waveforms involves construct-
ing a inspiral trajectory in phase space, for which a description that is accurate until
the very end of the inspiral has been obtained [36] allowing to integrate the geodesic
equation to get the trajectory of the inspiraling object in the Kerr background metric.
The trajectory is then used to calculate the waveforms using standard radiation emis-
sion formulas. The numerical kludge waveforms show a very high overlap (95%)
with the adiabatic waveforms for objects with a pericenter of larger than about 5M
(where M is the mass of the black hole), making them a very useful tool in the
LISA Data Analysis for detection and preliminary source identification, limiting the
parameter range for a follow-up search with more accurate templates significantly.

4.3 Data Analysis

The LISA data analysis in general and for EMRI in particular makes significant use
of template matching, where the noise-weighted inner product between the signal
h.t/ and the template r.t I q/ is evaluated as

.hjr/ D
1Z
0

Qh.!/Qr.!I q/C Qh.!/Qr.!I q/
S.!/

d!; (2)

where Qh denotes the Fourier transform of h (with respect to t), S.!/ is the power
spectral density of the noise entering the data stream and q stands for the parameters
of the template.

The relevant noise for the detection of EMRI is not only the instrumental noise
as given in Fig. 5 but includes also the so called galactic binary foreground. While
reaching the instrumental sensitivity is a challenging problem, particularly in the
face of laser frequency noise and relative spacecraft motion, it is well understood
and techniques for dealing with the laser frequency noise have been developed
[5, 23, 27, 28, 59, 68, 69, 76–80]. The galactic binary background is caused by mil-
lions of galactic binaries emitting gravitational waves [15, 17, 31, 41, 61], in the
frequency band below a few millihertz, overlapping in time and frequency and cre-
ating a strongly coloured confusion noise.

It should be noted that depending on the event rates, signals from capture sources
might contribute to the confusion noise [13].

Identifying the most likely parameters q0 of the template and determining the
probability density function (pdf) p.q/ of the parameters q, usually referred to as
parameter estimation, requires one way or the other comparing the signal against
a large number of templates. Currently, the data analysis for LISA is still in the
exploratory phase, although quite a lot of progress has been made over the last few
years, partly driven by the Mock LISA Data Challenge [6–9, 58].
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Fig. 5 Typical EMRI signals showing the complexity of the signals. Signals A (red, solid) and B
(green, dashed) originate from identical systems, a 10 Mˇ black hole orbiting a 106 Mˇ central
black hole, but differ in sky position and spin of the central black hole, given in the table below.
The different initial conditions lead to a different time to plunge tc , which for both systems lies
far enough in the future to justify the use of analytic kludge waveforms. In the plot, time is given
in units of the mass of the central object (106 Mˇ equals about 5 s) and the strain in the ratio of
the mass � of the compact object to the luminosity distance D, normalized to 1 Gpc=10 Mˇ. The
signals are obtained through the lisatools software which is freely available at http://code.
google.com/p/lisatools/

Position Spin tc

Lat. (ı) Long. (ı) Mag. (S=M2) Polar (ı) Azimuth (ı) (days)

A �15.4 77.6 0.52 95.1 8.1 384
B �34.4 113.3 0.56 125.53 2.2 698

As the size of the template space will ultimately dominate the computational
cost of the data analysis, a brief analysis of the expected size is helpful. Without
any further assumptions, N cycles of observed gravitational wave radiation and d
parameters to be fit would lead to about N d templates for an optimal matched-filter
search for EMRI waveforms. As noted before, EMRIs should emit about 105 cycles
of radiation in the LISA band, resulting in 105d templates. Even for a small number
of parameters as d D 7, this is an enormous number, exceeding the capabilities of
any present computing architecture by many orders of magnitude.

Fortunately, the situation becomes a lot better, when the search is restricted to
signals with a “high enough” SNR. For strong signals, hierarchical methods, such as
ones that use crude templates [10,36,37], matching only short stretches of the signal,
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or that sample the template space very coarsely, have been shown to work. The false
alarm rate will be quite high for the initially estimated candidates, but drops off very
quickly when follow-up searches around the candidates are performed.

For LISA, several detailed implementations of the first step of a hierarchical
method have been investigated, such as semi-coherent analysis [35] and time-
frequency analysis [37–39, 81].

Another approach is based on a stochastic search, usually conducted with some
variant of the Metropolis–Hastings algorithm. Recent progress [11, 22] shows that
stochastic searches are a promising method for tackling the problem of parameter
estimation for EMRIs as well.

The actual performance of LISA with regard to the parameter estimation of
EMRI depends to some degree on how well the signals from the galactic binaries
can be identified, limiting the contamination of the EMRI signal by the signals of
galactic binaries. The higher in frequency the EMRI are, the higher the “effective”
SNR. Typical parameter accuracies for EMRI are very high [12]. Mass and spin of
the central black hole, the mass of the inspiralling object, and the eccentricity of the
orbit (at some time; eccentricity is a function of time) get estimated with a fractional
accuracy of about 10�4. The inclination cos.i/ of the orbit as measured with respect
to the spin of the central black hole can be determined to about 10�3 to 10�2. The
location of the EMRI in the sky can be constrained to a few square degrees and
the luminosity distance to about 5%. The parameters for IMRI can be determined
with even greater accuracy due to the higher mass of the IMRI that causes stronger
gravitational waves.

5 Summary and Conclusions

Following [3], the science connected to EMRI and IMRI observations with LISA
can be summarized in five categories: the characterization of the internal dynamics,
the nature of the inspiralling objects, the characteristics of the central black hole,
cosmology and early structure formation, and testing general relativity.

The characterization of the internal dynamics will yield information about the
capture process itself, as different mechanisms lead to different eccentricities.
Furthermore, different types of capture objects have different rates, lead to different
orbits and different signal strengths, giving a handle on population studies. The char-
acteristics of the central black hole can be assessed through the dependence of the
signals on its spin and mass. EMRI observations can make a contribution to cos-
mology when used to establish an independent distance scale through either direct
observation of the host galaxy or statistical methods whereas some information on
structure formation and the growth of black holes can be obtained through the ob-
servation of EMRI rates. EMRI enable high-precision tests of general relativity, as
they map out in detail the space-time around the central black hole.

EMRI pose the most difficult data analysis problem that LISA faces, because of
the large number of potentially distinguishable signals and because of the challenges
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in general relativity of computing reliable orbits over long durations. The numeri-
cal and conceptual problems of the data analysis are still a field of active research,
however, the recent years have brought significant progress in algorithms and nu-
merics so that the current situation allows to look forward in optimism regarding the
remaining challenges.
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Motion in Alternative Theories of Gravity

Gilles Esposito-Farèse

Abstract Although general relativity (GR) passes all present experimental tests
with flying colors, it remains important to study alternative theories of gravity for
several theoretical and phenomenological reasons that we recall in these lecture
notes. The various possible ways of modifying GR are presented, and we notably
show that the motion of massive bodies may be changed even if one assumes that
matter is minimally coupled to the metric as in GR. This is illustrated with the par-
ticular case of scalar-tensor theories of gravity, whose Fokker action is discussed,
and we also mention the consequences of the no-hair theorem on the motion of black
holes. The finite size of the bodies modifies their motion with respect to pointlike
particles, and we give a simple argument showing that the corresponding effects are
generically much larger in alternative theories than in GR. We also discuss possible
modifications of Newtonian dynamics (MOND) at large distances, which have been
proposed to avoid the dark matter hypothesis. We underline that all the previous
classes of alternatives to GR may a priori be used to predict such a phenomenology,
but that they generically involve several theoretical and experimental difficulties.

1 Introduction

Since general relativity (GR) is superbly consistent with all precision experimental
tests – as we will see below several examples, one may naturally ask the question:
Why should we consider alternative theories of gravity? The reason is actually three-
fold. First, it is quite instructive to contrast GR’s predictions with those of alternative
models in order to understand better which features of the theory have been exper-
imentally tested, and what new observations may allow us to test the remaining
features [36]. Second, theoretical attempts at quantizing gravity or unifying it with
other interactions generically predict the existence of partners to the graviton, that
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is, extra fields contributing to the gravitational force. This is notably the case in
all extra-dimensional (Kaluza–Klein) theories, where the components gab of the
metric tensor [where a and b belong to the D � 4 extra dimensions] behave as
.D � 4/.D � 3/=2 scalar fields (called moduli) in four dimensions. Independently
of such moduli, supersymmetry (notably needed in string theory) also implies the
existence of several fields in the graviton supermultiplet, in particular another scalar
called the dilaton. The third reason why it remains important to study alternative
theories of gravity is the existence of several puzzling experimental issues. Cosmo-
logical data are notably consistent with a Universe filled with about 72% of “dark
energy” (a fluid with negative pressure opposite to its energy density) and 24%
of “dark matter” (a fluid with negligible pressure and vanishingly small interac-
tion with ordinary matter and itself) [101,102]. Another strange phenomenon is the
anomalous extra acceleration toward the Sun that the two Pioneer spacecrafts have
undergone beyond 30 astronomical units [4, 85, 107] (see also [74]). Although such
issues do not threaten directly GR itself, since they may be explained by the exis-
tence of unknown “dark” fluids (or by yet unmodeled sources of noise in the case
of the Pioneer anomaly), they may nevertheless be a hint that something needs to be
changed in the gravitational law at large distances.

Since many theoretical and experimental physicists devised their own gravity
models, the field of alternative theories is much too wide for the present lecture
notes. Detailed reviews may be found in Refs. [52, 108, 113, 114]. We shall focus
here on the particular case of scalar-tensor theories and some of their generaliza-
tions. Before introducing them, let us recall that GR is based on two independent
hypotheses, which can be most conveniently described by writing its action

S D c3

16	G

Z
d 4x

p�g R„ ƒ‚ …
Einstein�Hilbert

CSmatterŒmatter; g�� �„ ƒ‚ …
metric coupling

; (1)

where g denotes the determinant of the metric g�� , R its scalar curvature, and we
use the sign conventions of Ref. [82], notably the mostly plus signature. The first
assumption of GR is that matter fields are universally and minimally coupled to one
single metric tensor g�� . This ensures the “Einstein equivalence principle,” whose
consequences will be summarized in Section 2. The second hypothesis of GR is that
this metric g�� propagates as a pure spin-2 field, i.e., that its kinetic term is given
by the Einstein–Hilbert action. The core of the present lecture notes, Sections 3–6,
will be devoted to the observational consequences of other possible kinetic terms.

2 Modifying the Matter Action

In the above action (1), square brackets in SmatterŒmatter; g�� �mean a functional de-
pendence on the fields, that is, it also depends on their first derivatives. For instance,
the action of a point particle,
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Spoint particle D �
Z
mc ds D �

Z
mc

q
�g��.x/ v�v� dt; (2)

depends not only on its spacetime position x but also on its 4-velocity v� �
dx�=dt . Since the matter action defines the motion of matter in a given metric g�� ,
it is a priori what needs to be modified with respect to GR in order to predict differ-
ent trajectories. This idea has been studied in depth by Milgrom in [80,81], where he
assumed that the action of a point particle could also depend on its acceleration and
even higher time derivatives: Spp.x; v; a; Pa; : : : /. However, any modification with
respect to action (2) is tightly constrained experimentally for usual accelerations,
notably by high-precision tests of special relativity. On the other hand, physics may
happen to differ for tiny accelerations, much smaller than the Earth’s gravitational
attraction. In such a case, the mathematical consistency of the theory may be in-
voked to restrict the space of allowed theories. A theorem derived by Ostrogradski
in 1850 [88,117] shows notably that the Hamiltonian is generically unbounded from
below if Spp.x; v; a; : : : ; dnx=dtn/ depends on a finite number of time derivatives,
and therefore that the theory is unstable. A possible solution would thus be to con-
sider nonlocal theories, depending on a infinite number of time derivatives. This
is actually what Milgrom found to be necessary in order to recover the Newtonian
limit and satisfy Galileo invariance. Although nonlocal theories are worth studying,
and are actually obtained as effective models of string theory, their phenomenology
is quite difficult to analyze, and we will not consider them any longer in the present
lecture notes. General discussions and specific models may be found for instance in
[49, 50, 80, 99, 100].

Another possible modification of the matter action SmatterŒmatter; g�� � is actually
predicted by string theory: Different matter fields are coupled to different metric ten-
sors, and the action takes thus the form SmatterŒmatter.i/; g.i/�� �. In other words, two
different bodies a priori do not feel the same geometry, and their accelerations may
differ both in norm and direction. However, the universality of free fall is extremely
well tested experimentally, as well as the three other observational consequences of
a metric coupling SmatterŒmatter; g�� �, that we will recall below. The conclusion is

that string theory must actually show that the different metrics g.i/�� are almost equal
to each other. One possible reason is that their differences may be mediated by mas-
sive fields, and would become thus exponentially small at large enough distances.
But even in presence of massless fields contributing to the difference between the
various g.i/�� , a generic mechanism has been shown to attract the theory toward GR
during the cosmological expansion of the Universe [45, 47, 48].

Let us now recall the four observational consequences of a metric coupling
SmatterŒmatter; g�� �, as well as their best experimental verifications. If all matter
fields feel the same metric g�� , it is possible to define a “Fermi coordinate system”
along any worldline, such that the metric takes the diagonal form diag.�1; 1; 1; 1/
and its first derivatives vanish. In other words, up to small tidal effects proportional
to the spatial distance to the worldline, everything behaves as in special relativity.
This is the mathematically well-defined notion of a freely falling elevator. The ef-
facement of gravity in this coordinate system implies that (i) all coupling constants
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and mass scales of the Standard Model of particle physics are indeed space and
time independent. One of the best experimental confirmations is the time inde-
pendence of the fine-structure constant, j P̨=˛j < 7 � 10�17year�1, six orders of
magnitude smaller than the inverse age of the Universe [38, 59, 98]. A second con-
sequence of the validity of special relativity within the freely falling elevator is that
(ii) local (nongravitational) experiments are Lorentz invariant. The isotropy of space
has notably been tested at the 10�27 level in [34, 75, 89]. The third consequence of
a metric coupling is the very existence of this freely falling elevator where gravity
is effaced, that is, (iii) the universality of free fall: (non self-gravitating) bodies fall
with the same acceleration in an external gravitational field. This has been tested
at a few parts in 1013 both in laboratory experiments [2, 9], and by studying the
relative acceleration of the Earth and the Moon toward the Sun [116]. The fourth
consequence of a metric coupling is (iv) the universality of gravitational redshift. It
may be understood intuitively by invoking the equivalence between the physics in
a gravitational field and within an accelerated rocket: The classical Doppler effect
suffices to show that clocks at the two ends of the rocket do not tick at the same
rate, and one can immediately deduce that lower clocks are slower in a gravitational
field. More precisely, a metric coupling implies that in a static Newtonian potential
g00 D �1 C 2U.x/=c2 C O.1=c4/, the proper times measured by two clocks is
such that �1=�2 D 1C ŒU.x1/ � U.x2/� =c2 C O.1=c4/. This has been tested at the
2 � 10�4 level 30 years ago by flying a hydrogen maser clock [109, 110], and the
planned Pharao/Aces mission [92] should increase the precision by two orders of
magnitude.

In conclusion, the four consequences of a metric coupling have been very well
tested experimentally, notably the universality of free fall (i.e., the relative motion
of massive bodies in a gravitational field). Therefore, although theoretical con-
siderations let us expect that the Einstein equivalence principle is violated at a
fundamental level, we do know that deviations from GR are beyond present experi-
mental accuracy. In the following, we will thus restrict our discussion to theories that
satisfy exactly this principle, that is, which assume the matter action takes the form
SmatterŒmatter; g�� �. On the other hand, we will now assume that the kinetic term of
the gravitational field, say Sgravity, is not necessarily given by the Einstein–Hilbert
action of Eq. 1.

3 Modified Motion in Metric Theories?

For a given background metric g�� , the kinetic term Sgravity defines how gravita-
tional waves propagate, and the matter action Smatter how massive bodies move in
spacetime. If we assume a universal metric coupling SmatterŒmatter; g�� � as in GR,
we are thus tempted to conclude that the motion of matter must be strictly the same
as in GR, and that the present lecture notes should stop here. However, Sgravity also
defines how g�� is generated by the matter distribution. Therefore, the motion of
massive bodies within this metric does actually depend directly on the dynamics of
gravity!
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The clearest way to illustrate this conclusion is to integrate away the metric ten-
sor, that is, to replace it in terms of its material sources, in order to construct the
so-called Fokker action. We give below a schematic derivation of its expression,
taken from [41]. Gauge-fixing subtleties are discussed notably in Appendix C of
[46]. We start from an action of the form

S D S˚ Œ˚�C SmatterŒ�; ˚�; (3)

where˚ denotes globally all fields participating in the gravitational interaction, and
� denotes the matter sources. We also denote as N̊ Œ�� a solution of the field equation
ıS=ı˚ D 0 for given sources � . Let us now define the Fokker action

SFokkerŒ�� � S˚
� N̊ Œ�� C Smatter

�
�; N̊ Œ�� ; (4)

and show that it gives the correct equations of motion for matter � . Indeed, its vari-
ational derivative reads

ıSFokkerŒ��

ı�
D
�
ıSŒ�; ˚�

ı�

�
˚D N̊ Œ�


C
�
ıSŒ�; ˚�

ı˚

�
˚D N̊ Œ�


ı N̊ Œ��
ı�

; (5)

where the second term of the right-hand side vanishes because N̊ Œ�� has been chosen
as a solution of ıS=ı˚ D 0. Therefore, ıSFokkerŒ��=ı� D 0 does yield the correct
equations of motion ıSŒ�; ˚�=ı� D 0 for matter within the background˚ D N̊ Œ��
it consistently generates. The most important point to notice here is that the Fokker
action (4) is not simply given by the matter action SmatterŒ�; ˚�, computed in the
consistent background ˚ D N̊ Œ��. Not only the �-dependence of this background
must be taken into account when varying the Fokker action, but its definition (4)
also depends crucially on the kinetic term (and the nonlinear dynamics) of the field,
S˚

� N̊ Œ��.
To illustrate more vividly that the motion of massive bodies does depend on the

dynamics of the gravitational field(s), let us give a diagrammatic representation of
the above formal definition (4) of the Fokker action. We first introduce some sym-
bols in Fig. 1, notably white blobs for matter sources and straight lines for field
propagators. Using this notation, the original action (3) may be translated as in
Fig. 2, which actually defines the various vertices. In this figure, the numerical fac-
tors have been chosen to simplify the field equation satisfied by N̊ Œ��, which takes
the diagrammatic form of Fig. 3. This figure tells us how to replace any black blob

= Propagator of the fields (Green function)

Material sources

Left-hand side of the field equations

Fields

Fig. 1 Diagrammatic representation of matter sources, fields, and their propagator
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Fig. 2 Diagrammatic representation of the full action (3) of the theory, expanded in powers of ˚
(black blobs). The first line corresponds to the field action S˚ Œ˚�, and the second one to the matter
action SmatterŒ�; ˚� (describing notably the matter–field interaction)

=                   +                   +                 +                    +                         + …

Fig. 3 Diagrammatic representation of the field equation ıS=ı˚ D 0 satisfied by N̊ Œ��

SFokker S0 (        )   +  ( + )
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1
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1
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1
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1
2

1
4

NewtonFree bodies
1PM

2PM

Fig. 4 Diagrammatic representation of the Fokker action (4), which depends only on matter
sources � (white blobs). The dumbbell diagram labeled “Newton” represents the Newtonian in-
teraction / G, together with all velocity-dependent relativistic corrections. The 3-blob diagrams
labelled “1PM” represent first post-Minkowskian corrections, that is, the O.G2/ post-Newtonian
terms as well as their full velocity dependence. The 4-blob diagrams labeled “2PM” represent
second post-Minkowskian corrections / G3

(field ˚) by a white blob (source �) plus higher corrections, in which one can again
replace iteratively black blobs by white ones plus corrections. The Fokker action (4)
is thus simply obtained by eliminating in such a way black blobs from Fig. 2, and
the result is displayed in Fig. 4. This figure clearly shows that the dynamics of the
field (i.e., the first line of Fig. 2) does contribute to that of massive bodies. Indeed,
if it had not been taken into account, the Newtonian interaction would have been
twice too large, no “T” diagram would have appeared in Fig. 4, and the numerical
coefficients of all other diagrams would have also changed.
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For any theory of gravity, whose field dynamics is imposed by Sgravity, one
may now explicitly compute the diagrams entering Fig. 4. Of course, any gauge
invariance must be fixed in order to define the field propagator as the inverse of
the quadratic kinetic term (first dumbbell diagram of Fig. 2). In the case of GR,
one may for instance fix the harmonic gauge, and the first line of Fig. 4 translates1

as the well-known Einstein–Infeld–Hoffmann action describing the interaction of
several massive bodies labelled A, B , . . . :

SFokker D �
X
A

Z
dt mAc

2
q
1 � v2

A
=c2

C1

2

X
A¤B

Z
dt
G mAmB

rAB

h
1C 1

2c2
.v2A C v2B / � 3

2c2
.vA � vB /

� 1

2c2
.nAB � vA/.nAB � vB /C �PPN

c2
.vA � vB /

2
i

�1
2

X
B¤A¤C

Z
dt
G2mAmBmC

rABrAC c
2
.2ˇPPN � 1/C O

�
1

c4

�
: (6)

Here rAB denotes the (instantaneous) distance between bodies A and B , nAB is the
unit 3-vector pointing from B to A, vA is the 3-velocity of body A, and a sum over
B ¤ A ¤ C allowsB andC to be the same body. The first line of Eq. 6, notedS0Œ��
in Figs. 2 and 4, merely describes free bodies in special relativity. The second line of
Eq. 6 describes the 2-body interaction, that is, the dumbbell diagram of Fig. 4 that
we labeled “Newton.” Its lowest-order term is indeed the Newtonian gravitational
potential, and we have also displayed its first post-Newtonian (1PN) corrections,
of order O.v2=c2/. Finally, the last line of Eq. 6 corresponds to the “V” and “T”
diagrams labeled “1PM” in Fig. 4, computed here at their lowest (1PN) order.

The two coefficients ˇPPN and �PPN entering Eq. 6 are simply equal to unity in
GR. They were introduced by Eddington [51] to describe phenomenologically other
possible theories of gravity, although he did not have any specific model in mind.
It happens that the most natural alternatives to GR, scalar-tensor theories (that we
will introduce in Section 4 below), do predict different values for these two param-
eters. This comes from the fact that massive bodies can exchange scalar particles
in addition to the usual gravitons of GR. If we represent gravitons as curly lines
and scalar fields as straight lines, the diagrams contributing to the Fokker action (6)
are indeed displayed in Fig. 5. The four diagrams involving at least one scalar line
contribute to change the values of the Eddington parameters ˇPPN and �PPN. We will
give their explicit values in Eq. 9, but we refer to Ref. [41] for their derivation from
diagrammatic calculations.

Besides ˇPPN and �PPN, many other parameters may actually be introduced to
describe the most general behavior of massive bodies at the 1PN order. Under
reasonable assumptions, notably that the matter action takes the metric form

1 One needs to compute the integrals represented by the various diagrams to derive expression (6).
See Ref. [41] for explicit diagrammatic calculations.
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Fig. 5 Diagrams contributing to the N -body action (6) at 1PN order, in scalar-tensor theories of
gravity. Graviton and scalar exchanges are represented, respectively, as curly and straight lines

SmatterŒmatter; g�� � and that the gravitational interaction does not involve any
specific length scale, Nordtvedt and Will [115] showed that 8 extra parameters are a
priori possible, in addition to Eddington’s ˇPPN and �PPN. However, these 8 param-
eters vanish both in GR and in scalar-tensor gravity, therefore we will not introduce
them in these lecture notes. A detailed presentation is available in the book [113].

4 Scalar-Tensor Theories of Gravity

Among alternative theories of gravity, those which involve scalar partners to the
graviton are privileged for several reasons. Not only their existence is predicted in
all extra-dimensional theories, but they also play a crucial role in modern cosmology
(in particular during the accelerated expansion phases of the Universe). They are
above all consistent field theories, with a well-posed Cauchy problem, and they
respect most of GR’s symmetries (notably conservation laws and local Lorentz in-
variance even if a subsystem is influenced by external masses). To simplify the
discussion, we will focus on models involving a single scalar field, although the
study of tensor-multi-scalar theories can also be done in great detail [39]. We will
thus consider the class of theories defined by the action [19, 86, 111]

SD c3

16	G

Z
d 4x

p�g �R� 2g�� @�'@�'
�CSmatter

�
matterIg���A2.'/g

��


:

(7)

A potential V.'/ may also be considered in this action, and is actually crucial in
cosmology, but we will study here solar-system-size effects and assume that the
scalar-field mass (and other self-interactions described by V.'/) is small enough to
be negligible at this scale. The physical metric g�� , to which matter is universally
coupled (and which defines thus the lengths and times measured by material rods
and clocks), is the product of the Einstein metric g

�� (whose kinetic term is the
Einstein–Hilbert action) and a function A2.'/ characterizing how matter is coupled
to the scalar field. It will be convenient to expand it around the background value '0
of the scalar field far from any massive body, as

lnA.'/ D lnA.'0/C ˛0.' � '0/C 1

2
ˇ0.' � '0/2 C O.' � '0/3; (8)

where ˛0 defines the linear coupling constant of matter to scalar excitations, ˇ0 its
quadratic coupling to two scalar lines, etc.
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4.1 Weak-Field Predictions

Newtonian and 1PN predictions depend only on these first two coupling constants,
˛0 and ˇ0. For instance, the effective gravitational constant between two bodies is
not given by the bare constant G entering action (7), but by G D G.1C ˛20/, in
which a contribution G comes from the exchange of a (spin-2) graviton whereas
G˛20 is due to the exchange of a (spin-0) scalar field, each matter-scalar vertex
bringing a factor ˛0. The first line of Fig. 5 gives a diagrammatic illustration of
this sum. [Actually, the value of a gravitational constant depends on the chosen
units, and the expression G D G.1 C ˛20/ corresponds to the “Einstein-frame”
representation used to write action (7). An extra factor A20 D A.'0/

2 enters when
using the physical metric g�� D A2.'/g

�� to define observable quantities, and
the actual gravitational constant that is measured reads GA20.1 C ˛20/. No such
extra factors A0 enter the computation of dimensionless observable quantities, like
the Eddington parameters ˇPPN and �PPN.] Two kinds of 1PN corrections enter the
Fokker action (6): velocity-dependent terms in the 2-body interaction (first line of
Fig. 5), which involve the parameter �PPN, and the lowest-order 3-body interactions
(second line of Fig. 5), which involve ˇPPN. Diagrammatic calculations [43] or more
standard techniques [39, 113] can be used to compute their expressions in scalar-
tensor theories:

�PPN D 1 � 2˛20
1C ˛20

; ˇPPN D 1C 1

2

˛0ˇ0˛0

.1C ˛20/
2
: (9)

Here again, the factor ˛20 comes from the exchange of a scalar particle between two
bodies, whereas ˛0ˇ0˛0 comes from a scalar exchange between three bodies (cf. the
purely scalar “V” diagram of Fig. 5).

Several solar-system observations tightly constrain these 1PN parameters to be
close to 1, i.e., their general relativistic values. The main ones are Mercury’s per-
ihelion advance [96], Lunar Laser Ranging (which allows us to test the so-called
Nordtvedt effect, i.e., whether there is a difference between the Earth’s and the
Moon’s accelerations toward the Sun) [116], and experiments involving the prop-
agation of light in the curved spacetime of the solar system (by order of increasing
accuracy: radar echo delay between the Earth and Mars, light deflection measured
by Very Long Baseline Interferometry over the whole celestial sphere [97], and
time-delay variation to the Cassini spacecraft near solar conjunction [20]). These
1PN constraints are summarized in Fig. 6, and the conclusion is that GR is basically
the only theory consistent with weak-field experiments. However, when translated
in terms of the linear and quadratic coupling constants ˛0 and ˇ0 of matter to the
scalar field, the same solar-system constraints take the shape of Fig. 7. Therefore, the
linear coupling constant j˛0j must be smaller than 3� 10�3, but we do not have any
significant constraint on ˇ0 [nor any higher-order vertex entering expansion (8)].
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Fig. 6 Solar-system constraints on the post-Newtonian parameters ˇPPN and �PPN. The allowed
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2 C � � � The allowed region is the dark grey horizontal strip. The vertical axis
(ˇ0 D 0) corresponds to Brans–Dicke theory [27,56,71] with a parameter 2!BD C 3 D 1=˛20 . The
horizontal axis (˛0 D 0) corresponds to theories which are perturbatively equivalent to GR, that is,
which predict strictly no deviation from it (at any order 1=cn) in the weak-field conditions of the
solar system
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4.2 Strong-Field Predictions

A qualitatively different class of constraints is obtained by studying scalar-tensor
theories in the strong-field regime, that is, near compact bodies whose radius R is
not extremely large with respect to their Schwarzschild radius 2Gm=c2. This is no-
tably the case when considering neutron stars, whose ratio Gm=Rc2 � 0:2 is not
far from the theoretical maximum of 0:5 for black holes. Although the metric is very
significantly different from the flat one inside such compact bodies and in their im-
mediate vicinity, their orbital velocity in a binary system may nevertheless be small
enough to perform a consistent expansion in powers of v2=c2 � Gm=rc2, where r
denotes the interbody distance (as opposed to their radius R). This is usually called
a post-Keplerian expansion.2 In such a case, one can show [39,113] that the predic-
tions of scalar-tensor theories are similar to those of weak-field conditions, with the
only difference that the matter-scalar coupling constant ˛0 and ˇ0 are replaced by
body-dependent quantities, say ˛A and ˇA for a body labeled A. For instance, the
effective gravitational constant describing the lowest-order attraction between two
compact bodies A and B reads now GAB D G.1 C ˛A˛B /, instead of the weak-
field expression G D G.1C ˛20/ mentioned above. Similarly, the 1PN parameters
ˇPPN and �PPN are replaced by body-dependent ones ˇABC and �AB , taking the same
forms as in Eq. 9 but where ˛20 is replaced by ˛A˛B , and ˛0ˇ0˛0 by ˛BˇA˛C (see
Ref. [39] for precise expressions). All post-Keplerian effects can thus be derived
straightforwardly, in a similar way as in the solar system. In addition to these pre-
dictions, one may also compute the energy loss due to the emission of gravitational
waves by a binary system. It takes the schematic form3

Energy

flux
D
	

Quadrupole

c5
CO

�
1

c7

�

spin 2

C
(

Monopole

c

�
0C 1

c2

�2
C Dipole

c3
C Quadrupole

c5
CO

�
1

c7

�)
spin 0

; (10)

where the first line comes from the emission of usual (spin-2) gravitons, and
the second one from the emission of scalar (spin-0) waves. Note that the dipo-
lar term is of order O.1=c3/, generically much larger than the standard O.1=c5/
quadrupole of GR. As expected for a dipole, it vanishes when considering a perfectly

2 Two different (though related) meanings of “post-Keplerian” exist in the literature. We are here
considering a post-Keplerian expansion in powers of v2orbital=c

2, while keeping the full nonpertur-
bative dependence in the gravitational self-energy Gm=Rc2. On the other hand, post-Keplerian
deviations mean relativistic effects modifying the lowest-order Keplerian motion, like those de-
scribed in Section 4.3. Only this latter meaning is used in GR, because its strong equivalence
principle implies that the internal structure of a body does not influence its motion up to order
O.1=c10/, as recalled in Section 5.
3 The precise definitions of these multipoles and their explicit expressions may be found for in-
stance in Section 6 of Ref. [39].
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Fig. 8 Scalar charge ˛A of a neutron star versus its baryonic mass mA, for the model A.'/ D
exp.�3'2/, that is, ˇ0 D �6. The solid line corresponds to a small value of ˛0 (namely, the
VLBI bound of Fig. 7), and the dashed line to ˛0 D 0. The dotted lines correspond to unstable
configurations of the star

symmetrical binary system, because there is no longer any privileged spatial
orientation. Its precise calculation [39, 113] shows indeed that it involves the
difference of the scalar charges of the two bodies, and is actually proportional to
.˛A � ˛B /

2. Although the monopolar term is a priori of the even larger order
O.1=c/ for bodies which are not at equilibrium (e.g., collapsing or exploding stars),
it reduces to order O.1=c5/ for usual bodies, as displayed in Eq. 10, because of the
conservation of their scalar charge.

The only remaining difficulty, to derive the predictions of scalar-tensor theories
in the strong-field regime, is to compute the body-dependent coupling constants ˛A
and ˇA. This can be done thanks to numerical integrations of the field equations in-
side the bodies, as explained in [40,42,43]. For negative values of the parameter ˇ0
entering expansion (8), one shows, both analytically and numerically, that nonper-
turbative effects occur beyond a critical compactness Gm=Rc2 depending on ˇ0.
For instance, for ˇ0 D �6, the linear coupling constant ˛A of a neutron star to the
scalar field takes the values displayed in Fig. 8.

One sees that even if ˛0 is vanishingly small in the background (and thereby in
the solar system), neutron stars can develop an order-one coupling constant to the
scalar field. Their physics and their orbital motion can thus differ significantly from
the predictions of GR, although the scalar field may have strictly no effect in the
solar system.

4.3 Binary-Pulsar Tests

Now that we know how to compute the predictions of scalar-tensor theories even in
strong-field conditions, how may we test them? It happens that nature has provided
us with fantastic objects called pulsars. These are neutron stars (thereby very com-
pact objects, Gm=Rc2 � 0:2) which are rapidly rotating and highly magnetized,
and which emit a beam of radio waves like lighthouses. They can thus be considered
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as natural clocks, and the oldest pulsars are indeed very stable ones. Therefore, a
pulsar A orbiting a companion B is a moving clock, the best tool that one could
dream of to test a relativistic theory. Indeed, by precisely timing its pulse arrivals,
one gets a stroboscopic information on its orbit, and one can measure several rela-
tivistic effects. Such effects do depend on the two masses mA, mB , which are not
directly measurable. However, two different effects suffice to determine them, and
a third relativistic observable then gives a test of the theory.

For instance, in the case of the famous Hulse–Taylor binary pulsar PSR
B1913C16 [112], three relativistic parameters have been determined with great
accuracy: (i) the Einstein time delay parameter �T , which combines the second-
order Doppler effect (/ v2A=2c

2) together with the redshift due to the companion
(/ GmB=rABc

2); (ii) the periastron advance P! (/ v2=c2); and (iii) the rate
of change of the orbital period, PP , caused by gravitational radiation damping
(/ v5=c5 in GR, but of order v3=c3 in scalar-tensor theories; see Eq. 10). The same
parameters have also been measured for the neutron star-white dwarf binary PSR
J1141�6545, but with less accuracy [10, 11]. In addition to these three parameters,
(iv) the “range” (global factor GmB=c

3) and (v) “shape” (time dependence) of the
Shapiro time delay have also been determined for two other binary pulsars, PSR
B1534C12 [103] and PSR J0737�3039 [31, 73, 76]. The latter system is partic-
ularly interesting because both bodies have been detected as pulsars. Since their
independent timing gives us the (projected) size of their respective orbits, the ratio
of these sizes provides a direct measure of (vi) the mass ratio mA=mB � 1:07.
In other words, 6 relativistic parameters have been measured for the double pulsar
PSR J0737�3039. After using two of them to determine the masses mA and mB,
this system thereby provides 6 � 2 D 4 tests of relativistic gravity in strong-field
conditions.

The clearest way to illustrate these tests is to plot the various experimental con-
straints in the mass plane .mA; mB/, for a given theory of gravity. Any theory indeed
predicts the expressions of the various timing parameters in terms of these unknown
masses and other Keplerian observables, such as the orbital period and the eccentric-
ity. The equations predictions.mA; mB/ D observed values thereby define different
curves in the mass plane, or rather different strips if one takes into account exper-
imental errors. If these strips have a common intersection, there exists a pair of
masses that is consistent with all observables, and the theory is confirmed. On the
other hand, if the strips do not meet simultaneously, the theory is ruled out. Figure 9
displays this mass plane for the Hulse–Taylor binary pulsar. Its left panel shows
that GR is superbly consistent with these data. Its right panel illustrates that the
three strips can be significantly deformed in scalar-tensor theories, because scalar
exchanges between the pulsar and its companion modify all theoretical predictions.
In the displayed case, corresponding to a quadratic matter-scalar coupling constant
ˇ0 D �6 (as in Fig. 8), the strips do not meet simultaneously and the theory is thus
excluded. On the contrary, they may have a common intersection in other scalar-
tensor theories, even if it does not correspond to the same values of the masses
mA and mB that were consistent with GR. The allowed region of the theory space
.j˛0j; ˇ0/ is displayed in Fig. 10.
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Fig. 10 Same theory plane .j˛0j; ˇ0/ as in Fig. 7, but taking now into account the constraints im-
posed by the Hulse–Taylor binary pulsar (bold line). LLR stands as before for “lunar laser ranging”
and VLBI for “very long baseline interferometry.” The allowed region is the dark grey one. While
solar system tests impose a small value of j˛0j, binary pulsars impose the orthogonal constraint
ˇ0 > �4:5

As mentioned above, several other relativistic binary pulsars are presently
known, and Fig. 11 displays their simultaneous constraints on this theory plane
[37,42–44,55]. To clarify this plot, we have used a logarithmic scale for the vertical
(j˛0j) axis. The drawback is that GR, corresponding to ˛0 D ˇ0 D 0, is sent down
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Fig. 11 Same theory plane as in Fig. 10, but now with a logarithmic scale for the linear matter-
scalar coupling constant j˛0j. This plot displays solar-system and several binary-pulsar constraints,
using the latest published data. The allowed region is shaded. The curve labeled SEP corresponds to
tests of the “strong equivalence principle” using a set of neutron star-white dwarf low-eccentricity
binaries. The dashed lines corresponds to expected constraints if we find a relativistic pulsar-black
hole (PSR-BH) binary, or when gravity-wave antennas detect the coalescence of double-neutron
star (NS-NS) or neutron star-black hole (NS-BH) binaries

to infinity, but the important point to recall is that it does lie within the allowed
(grey) region. Figures 10 and 11 illustrate vividly the qualitative difference between
solar-system and binary-pulsar observations. Indeed, while weak-field tests only
constrain the linear coupling constant j˛0j to be small without giving much infor-
mation about the quadratic coupling constant ˇ0, binary pulsars impose ˇ0 > �4:5
even for a vanishingly small ˛0. This constraint is due to the spontaneous scalar-
ization of neutron stars which occurs when �ˇ0 is large enough, and which was
illustrated in Fig. 8 above. Equations 9 allow us to rewrite this inequality in terms
of the Eddington parameters ˇPPN and �PPN, which are both consistent with 1 in the
solar system. One finds

ˇPPN � 1
�PPN � 1

< 1:1: (11)

The singular (0=0) nature of this ratio underlines why such a conclusion could not
be obtained in weak-field experiments.
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4.4 Black Holes in Scalar-Tensor Gravity

In Fig. 11 is displayed the order of magnitude of the tight constraint that can be
expected if we are lucky enough to detect a relativistic pulsar-black hole binary.
However, let us comment on the behavior of black holes in scalar-tensor theories.
Since we saw in Fig. 8 above that nonperturbative effects can occur in strong-field
conditions, one should a priori expect even larger deviations from GR for black holes
(extreme compactness Gm=Rc2 D 0:5) than for neutron stars (large compactness
Gm=Rc2 � 0:2). However, the so-called no-hair theorem [13, 28, 39, 60, 61, 63]
shows that black holes must have a strictly vanishing scalar charge, ˛BH D 0.
The basic idea is that otherwise the scalar field ' would diverge at the horizon,
and this would be an unphysical solution. A first consequence is that a collapsing
star must radiate away its scalar charge when forming a black hole. This is related
to the generically large O.1=c/ monopolar radiation of scalar waves predicted for
nonequilibrium configurations, as discussed below Eq. 10. But the second crucial
consequence is that black holes, once formed and stabilized, are not coupled at all
to the scalar field, and therefore behave exactly as in GR: They generate the same
solution for the Einstein metric g

�� , do not excite the scalar field ', and move
within the curved geometry of g

�� as in GR. The conclusion is therefore that there
is strictly no observable scalar-field effect in a binary black-hole system.

Of course, there do exist significant perturbations caused by the scalar field dur-
ing the short time of the black-hole formation or when it captures a star (see e.g.,
[32]), because of the emission of a generically large amount of energy via scalar
waves. Similarly, if one assumes that there exists a nonconstant background of scalar
field '0.x/, then its own energy momentum tensor T�� contributes to the curva-
ture of the Einstein metric g

�� , and even black holes would thus indirectly feel its
presence. However, this would not be a consequence of the modification of gravity
itself, but of the assumption of a nontrivial background T�� . Even within pure GR,
one could also have assumed that black holes move within a nontrivial background,
caused for instance by the presence of dark matter or some large gravitational waves,
and one would predict then a different motion than in a trivial background. One
should thus qualify our conclusion above: Given some precise boundary conditions,
for instance asymptotic flatness and no incoming radiation, black holes at equilib-
rium behave exactly as in GR.

It remains now to understand how a pulsar-black hole binary can allow us to
constrain scalar-tensor theories as in Fig. 11. The reason is that one of the two
bodies is not a black hole, but a neutron star with scalar charge ˛A ¤ 0. Let us
even recall that massive enough neutron stars can develop order-one scalar charges
as in Fig. 8, even if matter did not feel at all the scalar field in the solar system
(˛0 D 0). A pulsar-black hole binary must therefore emit a large amount of dipolar
waves / .˛A � ˛BH /

2=c3 D ˛2A=c
3 D O.1=c3/, as given by Eq. 10, and this can

be several orders of magnitude larger than the usual O.1=c5/ quadrupolar radiation
predicted by GR. Any pulsar-black hole binary whose variation of the orbital period,
PP , is consistent with GR will thus tightly constrain scalar-tensor models.
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5 Extended Bodies

In this section, we will discuss finite-size effects on the motion of massive bodies,
in GR and in scalar-tensor theories [43, 62, 87]. It is still convenient to describe the
position of such extended bodies by using one point in their interior, for instance
their approximate center of mass. In other words, we will skeletonize the extended
body’s worldtube as a unique worldline, say xc . However, the action (2) describing
the motion of a point particle cannot remain valid to all orders, because the metric
g��.xleft/ on one side of the body is not strictly the same as g��.xright/ on the other
side. By expanding the metric around its value at xc , it is thus clear that an effective
action describing the motion of an extended body must depend on derivatives of
the metric, and since we wish to construct a covariant expression, such derivatives
must be built from contractions of the curvature tensor, its covariant derivatives,
or any product of them. Moreover, if the body is nonspinning and spherical when
isolated, it does not have any privileged direction, and the only 4-vector available to
contract possible free indices is the 4-velocity u� D dx�=ds of the point xc . The
first couplings to curvature that one may think of are thus of the form [62]

Sextended body D Spoint particle C
Z �

k1R C k2R��u�u� C � � � � c ds; (12)

where k1 and k2 denote body-dependent form factors (no term R����u�u�u�u� is
written since it vanishes because of the symmetry properties of the Riemann ten-
sor). However, as recalled in [25,43], any perturbative contribution to an action, say
SŒ �, which is proportional to its lowest-order field equations, ıS=ı , is equivalent
to a local field redefinition. Indeed, SŒ C "� D SŒ � C "ıS=ı C O."2/, where
the small quantity " may be itself a functional of the field  . Therefore, up to local
redefinitions of the worldline xc and the metric g�� inside the body, which do not
change the observable effects encoded in the metric g��.xobs/ at the observer’s loca-
tion, one may replace R and R�� in action (12) above by their sources. Outside the
extended body, such couplings to R or R�� have thus strictly no observable effect
(see [25] for a discussion of the field redefinitions inside the body even when it is
skeletonized as a point particle).

The first finite-size observable effects must therefore involve the Weyl tensor
C���� , which does not vanish outside the body. Because of the symmetry properties
of this tensor, the lowest-order terms one may construct from it take the form [62]

Sextended body D Spoint particle C
Z �

k3 C
2
���� C k4 C���˛ C

���

ˇ
u˛uˇ

Ck5 C�˛�ˇ C� �

� ı
u˛uˇu�uı C � � �

�
c ds: (13)

By comparing the dimensions of Spoint particle D � R mc ds and these couplings to
the Weyl tensor, we expect k C 2 � m and therefore k � mR4E (where k denotes
any of the form factors k3, k4, or k5, and RE means the radius of the extended
body, here written with an index to avoid a confusion with the curvature scalar).
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In conclusion, for a compact body such that Gm=REc2 � 1, we expect the form
factors k to be of order m.Gm=c2/4, and the corrections to its motion will be pro-
portional to k c2C 2 D k c2O.1=c4/ D O.1=c10/. Therefore, finite-size effects start
at the fifth post-Newtonian (5PN) order, consistently with the Newtonian reasoning.
Indeed, if one considers two bodies A and B that are spherical when isolated, one
can show that B is deformed as an ellipsoid by the tidal forces caused by A, and
this deformation induces an extra force � .GmA=r

2
AB/.RB=rAB/

5 felt by A. If B
is a compact body, that is, GmB=RBc2 � 1, one concludes that the extra force felt
by body A is of order O.1=c10/. We recovered above the same conclusion within
GR thanks to a very simple dimensional argument. Note however that the explicit
calculation is more involved than our estimate of the order of magnitude, because
one must take into account the Weyl tensor generated by the two (or more) bodies
of the system.

Let us now follow the same dimensional reasoning within scalar-tensor theories
of gravity. We assumed in Eq. 7 that matter is coupled to the physical metric g�� D
A2.'/g

�� , therefore the action of a point particle reads

Spoint particle D �
Z
mc

q
�g��dx�dx� D �

Z
A.'/mc

q
�g

��dx
�dx� : (14)

When studying the motion of such a point particle in the Einstein metric g
�� , it be-

haves thus as if it had a scalar-dependent mass m.'/ � A.'/m. [Incidentally, this
provides us with another definition of the scalar charge, ˛ D d lnm.'/=d'.] If we
consider now an extended body in scalar-tensor gravity, the functionm.'/must be
replaced by a functional, that is, it can depend on the (multiple) derivatives of both
the metric and the scalar field. Let us restrict again our discussion to nonspinning
bodies that are spherical when isolated. Then the derivative expansion of this mass
functional can be written as [43]

mŒ'; g
�� � D m.'/C I.'/R C J.'/R

�� u� u� CK.'/�' C L.'/r
�@�' u� u�

CM.'/@�'@�' u� u� CN.'/g�� @�'@�' C � � � ; (15)

where star indices mean that we are using the Einstein metric g
�� to compute curva-

ture tensors, covariant derivatives, and the unit velocity u� � dx�=ds, and where
I.'/, . . . , N.'/ are body-dependent form factors encoding how the extended body
feels the various second derivatives of the fields ' and g

�� . Fortunately, by using
as in GR the lowest-order field equations together with local field and worldline
redefinitions, this long expression reduces to a mere

mŒ'; g
�� � D m.'/CNnew.'/g

�� @�'@�' C higher post-Keplerian orders; (16)

whereNnew.'/ is a linear combination of the previousN.'/,L.'/ and I.'/. We al-
ready notice that the lowest-order finite-size effects involve only two derivatives
of the scalar field, whereas action (13) in GR involved the square of a second
derivative of the metric. As above, let us invoke dimensional analysis to deduce
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that Nnew � mR2E , where RE still denotes the radius of the extended body. This is
consistent with the actual calculation performed in [87] for weakly self-gravitating
bodies, where it was proven that Nnew D 1

6
ˇ0 � .Inertia moment/. For compact

(therefore strongly self-gravitating) bodies, such that Gm=REc2 � 1, one thus ex-
pects observable effects of order Nc2.@'/2 D O.1=c2/R2E D O.1=c6/, that is,
of the third post-Newtonian (3PN) order. Finite-size effects are thus much larger in
scalar-tensor theories4 than in GR, where they were of the 5PN order, O.1=c10/.
Moreover, when nonperturbative strong-field effects develop as in Fig. 8, one actu-
ally expect that Nnew � ˇE � .Inertia moment/ can be of order unity, because the
coupling constant ˇE of the body to two scalar lines can be extremely large with
respect to the bare ˇ0. Therefore, finite-size effects in scalar-tensor gravity should
actually be considered as first post-Keplerian, O.v2orbital=c

2/, perturbations of the
motion, as compared to the 5PN order in GR.

6 Modified Newtonian Dynamics

The existence of dark matter (a pressureless and noninteracting fluid detected only
by its gravitational influence) is suggested by several observations. For instance,
type-Ia supernova data [7, 72, 90, 105] are consistent with a present acceleration of
the expansion of the Universe, and tell us that the dark energy density should be of
order ˝� � 0:7. On the other hand, the position of the first acoustic peak of the
cosmic microwave background spectrum [101,102] is consistent with a spatially flat
Universe, that is, ˝� C ˝matter � 1. Combining these two pieces of information,
one thus deduce that the matter density should be ˝matter � 0:3, a value at least one
order of magnitude larger than all our estimates of baryonic matter in the Universe
(for instance ˝baryons � 0:04 derived from Big Bang nucleosynthesis). Therefore,
most of the cosmological matter should be nonbaryonic, that is, “dark” because it
does not interact significantly with photons. Another, independent, evidence for the
existence of dark matter is the flat rotation curves of clusters and galaxies [91]: The
velocities of outer stars tend toward a constant value (depending on the galaxy or
cluster), instead of going asymptotically to zero as expected in Newtonian theory
(recall that Neptune is much slower than Mercury in the solar system). If Newton’s
law is assumed to be valid, such nonvanishing asymptotic velocities imply the ex-
istence of much more matter than within the stars and the gas. Independently of

4 These larger finite-size effects are due to the fact that a spin-0 scalar field can couple to the
spherical inertia moment of a body, contrary to a spin-2 graviton. They should not be confused
with the violation of the strong equivalence principle, which also occurs in scalar-tensor theories
because all form factors m.'/, N.'/, . . . depend on the body’s self-energy. Regardless of its finite
size, the motion of a self-gravitating body in a uniform exterior gravitational field depends thus on
its internal structure.
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these experimental evidences, we also have many theoretical candidates for dark
matter, notably the class of neutralinos occurring in supersymmetric theories (see
e.g., [26]), and numerical simulations of structure formation have obtained great
successes while incorporating dark matter (see e.g., [64]).

However, this unknown fluid might actually be an artifact of our interpretation of
experimental data with a Newtonian viewpoint. It is thus worth examining whether
the gravitational 1=r2 law could be modified at large distances, instead of invoking
the existence of dark matter. In 1983, Milgrom realized that galaxy rotation curves
could be fitted with a very simple recipe, that he called Modified Newtonian Dy-
namics (MOND) [79]. It does not involve any mass scale nor distance scale, but an
acceleration scale denoted as a0 (not to be confused with the linear matter-scalar
coupling constant ˛0, defined in Eq. 8). Milgrom assumed that the acceleration a of
a test particle caused by a mass M should read

a D aN D GM

r2
if a > a0;

a D p
a0aN D

p
GMa0

r
if a < a0;

(17)

where aN denotes the usual Newtonian expression. This phenomenological law
happens to fit remarkably well galaxy rotation curves [95], for a universal con-
stant a0 � 1:2 � 10�10 m � s�2. [However, galaxy clusters require either another
value of this constant, or some amount of dark matter, for instance in the form of
massive neutrinos.] Moreover, it automatically recovers the Tully–Fisher law [106]
v41 / M , where M denotes the baryonic mass of a galaxy, and v1 the asymptotic
velocity of visible matter in its outer region. The MOND assumption (17) would also
explain in an obvious way why dark matter profiles seem to be tightly correlated to
the baryonic ones [77].

However, reproducing the simple law (17) in a consistent relativistic field theory
happens to be quite difficult. As mentioned in Section 2, Milgrom explored “mod-
ified inertia” models [80, 81], in which the action of a point particle is assumed to
depend nonlocally on all the time derivatives dnx=dtn of its position x. In these lec-
ture notes, we focus on local field theories which “modify gravity”, that is, which
assume that the kinetic term of the metric g�� (to which matter is universally cou-
pled) is not the standard Einstein–Hilbert action (1).

6.1 Mass-Dependent Models?

It is actually very easy to devise a model predicting a force / 1=r . Indeed, let us
consider a mere scalar field ' in flat spacetime, with a potential V.'/ D �2a2e�b' ,
where a and b are two constants. In a static and spherically symmetric situation,
its field equation �' D V 0.'/ then gives the obvious solution ' D .2=b/ ln.abr/.
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If we now assume that matter is linearly coupled to ', it will feel a force / @i',
that is, the 1=r law we are looking for. However, this simple model presents two
very serious problems. The first one is that the potential V.'/ D �2a2e�b' is
unbounded from below, and therefore that the theory is unstable. Actually, we will
see that stability is indeed a generic difficulty of all models trying to reproduce
the MOND dynamics. The second problem of this naive model is that it predicts
a constant coefficient 2=b for the solution of the scalar field, instead of the factorp
M entering the second line of (17). It happens that many models proposed in

the literature do behave in the same way, although their more complicated writings
hide the problem.5 The trick used by the corresponding authors is merely to set
b / 1=

p
M in the action of the theory. In other words, they are considering a

different theory for each galaxy M ! It should be noted that the mass of an object is
not a local quantity: It is the integral of the matter density over a particular region,
whose symmetry plays also an important role. One of the most difficult steps in
building a consistent theory of MOND is thus precisely to be able to predict this
factor

p
M . Moreover, if one defined a potential V.'/ as above, in terms of an

integral of the matter density giving access to M , then it would mean that matter is
coupled to ' in a highly nonlinear and nonlocal way, therefore the force it would
feel would be much more complicated than the naive gradient @i' assumed above.
In the following, we will consider local field theories whose actions do not depend
on M , but only on the constants G, c and a0.

6.2 Aquadratic Lagrangians or k-Essence

One of the most promising frameworks to reproduce the MOND dynamics is a gen-
eralization of the scalar-tensor theories we considered in Section 4. Their action
takes the form [14–16, 18, 93, 94]

S D c3

16	G

Z
d 4x

p�g ˚R � 2 f
�
g�� @�'@�'

��
CSmatter

�
matterIg�� � A2.'/g

�� C B.'/U�U�

: (18)

The first crucial difference with action (7) is that the kinetic term of the scalar field
is now a function of the standard quadratic term .@�'/

2. Reference [17] showed
that this suffices to reproduce the MOND law (17), including the important

p
M

coefficient, provided f .x/ / x3=2 for small values of x (MOND regime) and
f .x/ ! x for large x (Newtonian regime). Such aquadratic kinetic terms have also
been analyzed later in the cosmological context, under the names of k-inflation [5]
or k-essence [6, 33] (the letter k meaning that their dynamics is kinetic dominated).

5 See Section II.B of Ref. [30] for a critical discussion of various such mass-dependent models.
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As in action (7), matter is assumed to be coupled to the scalar field via the
function A2.'/ entering the definition of the physical metric g�� . This ensures that
test particles will undergo an extra acceleration caused by the scalar field. But the
second difference with (7) is the presence of the non-conformal term B.'/U�U�
entering the definition of g�� . Here U� is a vector field, which can have either its
own kinetic term, or can be simply chosen as U� D @�'. This term is necessary to
reproduce the light deflection caused by galaxies or clusters, which happens to be
consistent with the prediction of GR in presence of a dark matter halo [12, 57, 78].
Indeed, light is totally insensitive to the conformal factorA2.'/ relating the physical
and Einstein metrics in action (7). The simplest way to understand it is to recall that
a photon’s null geodesic satisfies ds2 D 0 , A2.'/ds2 D 0 , ds2 D 0, therefore
the photon propagates in the Einstein metric g

�� without feeling the presence of the
scalar field. (To be more precise, the photon does feel indirectly the presence of the
scalar field via the extra curvature of g

�� caused by its energy–momentum tensor,
but this is a higher PN effect.) The only way to impose that the MOND potential
(encoded in the scalar field ') deflect light is thus to relate the physical metric g��
to the Einstein one in a non-conformal way, as in (18). This idea dates back to Ni’s
“stratified” theory of gravity [84, 113].

Obviously, several conditions must be imposed on the functions entering action
(18) to warrant that the theory is stable and that it has a well-posed Cauchy prob-
lem. For instance, it is clear that f .x/ D x defines a standard kinetic term for the
scalar field, whereas f .x/ D �x would define a negative-energy (ghost) mode. In
order for the Hamiltonian to be bounded by below and for the scalar-field equations
to be hyperbolic, one can actually show that the function f must satisfy the two
conditions [3, 30]

8x; f 0.x/ > 0; and 8x; 2 x f 00.x/C f 0.x/ > 0: (19)

One also notices that gravitons are faster than scalar particles when f 00.x/ < 0, and
slower when f 00.x/ > 0. It has been argued in [1] that gravitons should be the fastest
modes, otherwise causal paradoxes can be constructed. However, Refs. [8, 29, 30]
concluded that conditions (19) suffice for causality to be preserved, because they
ensure that the widest causal cone always remains a cone, and never opens totally.

The analogues of conditions (19) become much more complicated within matter,
where the two other functions A.'/ and B.'/ of action (18) also enter the game.
Moreover, one also needs to ensure that the matter field equations always remain
hyperbolic. We refer to [30] for a discussion of these issues.

6.3 Difficulties

Although the class of relativistic models (18) is the most promising one to repro-
duce the MOND phenomenology, it has anyway a long list of difficulties. Some
of them can be solved, but at the price of complicated and unnatural Lagrangians.
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For instance, we mentioned above the problem of light deflection, which is too small
in conformally coupled scalar-tensor theories (7), therefore one needed to introduce
a vector field U� in action (18). One may also notice that such models are not very
predictive, since it would have been possible to predict fully different lensing and
rotation curves. One may thus consider them as fine-tuned fits rather than fundamen-
tal theories imposed by some deep symmetry principles. The most famous model,
called TeVeS (for Tensor–Vector–Scalar) [15,16], also presents some discontinuous
functions, and does not allow to pass smoothly from a time evolution (cosmology)
to a spatial dependence (local physics in the vicinity of a galaxy). However, some
cures are possible [30], although they again involve rather unnatural refinements.

One peculiarity of the TeVeS model is that its author imposed that gravitons
and scalar particles are slower than photons (a priori to avoid causal paradoxes due
to superluminal propagation, assuming that light is a more fundamental field than
gravity). But Refs. [54, 83] proved that in such a case, high-energy cosmic rays
would rapidly lose their energy by Cherenkov radiation of gravitational waves, and
this would be inconsistent with their observation on Earth. However, a very simple
solution exists to cure this problem: One just needs to flip a sign in one of the terms
of the TeVeS model [15, 16], and merely accept that photons can be slower than
gravitons [30]. If all the field equations are ensured to remain hyperbolic, with a
common time direction, no causal paradox can be caused by such a situation.

The vector U� of action (18) is assumed to be timelike in the TeVeS model,
therefore there a priori exists a preferred frame in which it takes the value U� D
.1; 0; 0; 0/ [58, 93]. References [15, 16] argue that this can anyway be consistent
with the high-precision tests of local Lorentz invariance of gravity in the solar sys-
tem if this vector is dynamical. However, Ref. [35] showed that the corresponding
Hamiltonian is not bounded by below, precisely because of the kinetic term of this
vector field. Therefore, the model is unstable. Other instabilities are also present in
the slightly different model of Ref. [94].

A final difficulty is related to the PN tests of relativistic gravity, summarized in
Section 4. In standard scalar-tensor theories (7), Fig. 7 shows that the linear matter-
scalar coupling constant ˛0 should be small. In the TeVeS model, of the form (18),
the functions A.'/ and B.'/ have been tuned to mimic the Schwarzschild metric
of GR up to the 1PN order, even for a large matter-scalar coupling constant ˛0.
Therefore, the full plane .j˛0j; ˇ0/ of Fig. 7 seems now allowed by experimental
data. However, binary-pulsar tests do not depend onA.'/ andB.'/ in the same way,
and one actually gets basically the same constraints as in Figs. 10 and 11, notably
the tight bounds on ˛0 imposed by the pulsar-white dwarf binary PSR J1141�6545
of Fig. 11. In conclusion, in spite of the tuning ofA.'/ andB.'/ to mimic GR in the
solar system, binary pulsars anyway impose that matter should be weakly coupled
to the scalar field [30]. This is quite problematic because we wish the same scalar
field to give rise, at large distances, to the MOND acceleration

p
GMa0=r whose

magnitude is fixed. Figure 12 illustrates schematically the difficulty (more precise
discussions are given in Ref. [30]): If we wish the function f

�
.@�'/

2
�

entering
action (18) to have a natural enough shape, either scalar-field effects are too large
to be consistent with binary-pulsar tests, or the solar-system size is already large
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Fig. 12 Derivative of the function f defining the kinetic term of the scalar field in action (18), such
that the MOND dynamics is predicted at large distances and Newtonian physics at small distances.
In the first case, f 0 has a natural shape and the MOND acceleration is obtained at the expected
distance

p
GM=a0, but the scalar-field contribution to the acceleration is too large to be consistent

with binary-pulsar tests. In the second case, f 0 has the same natural shape and the force caused
by the scalar field is small enough when r ! 0, but all planets should undergo an extra MOND
acceleration

p
GMa0=r . In the third case, the scalar force is small enough in the solar system and

the MOND law is predicted beyond the characteristic distance
p
GM=a0, but the shape of f 0 is

extremely unnatural

enough for all planets to be in the MOND regime and undergo a small
p
GMa0=r

acceleration in addition to the Newtonian GM=r2. This would be ruled out by tests
of Kepler’s third law [104]. The only remaining solution would be to impose a small
enough ˛20GM=r

2 acceleration caused by the scalar field within the solar system,
and the MOND law

p
GMa0=r at large distances, but this would correspond to

the quite unnatural shape of the function f 0 displayed in the third panel of Fig. 12.
Although this is not yet excluded experimentally, it would suffice to improve binary-
pulsar constraints by one order of magnitude to rule out this kind of fine-tuned
model, because one would need a shape of function f 0 violating the consistency
conditions (19).
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6.4 Nonminimal Couplings

Another possible way to modify gravity is inspired by the behavior of extended
bodies within GR itself, as illustrated in Section 5. One may assume that matter is
not only coupled to the metric but also nonminimally to its curvature. Let us thus
consider an action of the form

S D c3

16	G

Z
d4x

p�gR C Smatter

h
matterIg�� � f .g

�� ; R

����

;r
�R


����

; : : : /
i
;

(20)

which is Lorentz invariant and satisfies the Einstein equivalence principle because
all matter fields are coupled to the same tensor g�� (although it is built from the spin-
2 metric g

�� and its curvature tensor). An immediate bonus of this class of theories
is that they reduce to GR in vacuum, therefore standard solutions for the metric g

��

remain valid, notably the Schwarzschild solution for spherically symmetric config-
urations. The only difference with GR is that matter is no longer minimally coupled
to g

�� , and therefore that its motion can be changed. Reference [30] showed that it
is a priori possible to reproduce the MOND dynamics within this framework. How-
ever, the same theorem by Ostrogradski [88, 117] that we mentioned in Section 2
suffices to conclude that these models are generically unstable, and this can indeed
be checked explicitly.

This instability can fortunately be avoided by slightly complicating the model in
vacuum. Instead of pure GR, let us assume a scalar-tensor theory in vacuum, with a
negligible scalar mass m' at galaxy scale. One may thus define an action

S D c3

16	G

Z
d 4x

p�g ˚R � 2g�� @�'@�' � 2m2''
2
�

CSmatter
�
matterIg�� � A2Œ'�g

�� CBŒ'�@�'@�'

; (21)

and show that specific functionalsAŒ'� D A.'; @�'/ and BŒ'� D B.'; @�'/ allow
us to reproduce both the MOND dynamics and the right amount of light deflection
by galaxies. The generic Ostrogradskian instability is avoided because the matter
action involves second time derivatives of the scalar field only linearly [30]. Such a
model is a priori as good as those which were previously proposed in the literature,
and it is much simpler to analyze. Because of its simplicity, it has thus been possible
to study its behavior within matter (an analysis which is usually too difficult to
perform in other models). The bad news is that the scalar field equations do not
remain hyperbolic within the dilute gas in outer regions of a galaxy. Therefore, this
class of models is finally also ruled out to reproduce the MOND dynamics.

On the other hand, this class (21) is able to reproduce the Pioneer anomaly
(if confirmed) in a consistent relativistic theory of gravity, without spoiling the
other well-tested predictions of GR. This anomaly is actually a simpler problem
than galaxy rotation curves. Indeed, one of the difficulties of MOND models was to
predict a force / p

M . In the case of the two Pioneer spacecrafts, we do not know
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how their extra acceleration toward the Sun, ıa � 8:5 � 10�10 m � s�2, is related
(or not) to the mass Mˇ of the Sun. There are thus actually several stable and well-
posed models able to reproduce this effect, that were constructed in Ref. [30] using
the previous analyses of [68–70]. One of the simplest models reads schematically

S D c3

16	G

Z
d 4x

p�g ˚R � 2g�� @�'@�' � 2m2''
2
�

CSmatter

�
matterIg�� � e2˛'g

�� � �
@�'@�'

'5

�
; (22)

where one needs to impose ˛2 < 10�5 to pass solar-system and binary-pulsar tests,
� � .˛GMˇ=c2/3.ıa=v2/ � ˛3.10�4m/2 to fit the Pioneer anomaly, and where
the scalar mass m' needs to be negligibly small at solar-system scale. Actually,
refinements are necessary to define correctly this model when ' ! 0, but we refer
to [30] for this discussion.

7 Conclusions

In these lecture notes, we have underlined that the study of contrasting alterna-
tives to GR is useful to understand better which features of the theory have been
tested, and to suggest new possible tests. One may modify either inertia (i.e., the
matter action Smatter), gravity (i.e., the action defining its dynamics, Sgravity), or con-
sider nonminimal couplings to curvature. We stressed that the dynamics of gravity
directly influences the motion of massive bodies, and this was illustrated by con-
structing the Fokker action.

Our study of scalar-tensor theories of gravity exhibited a qualitative difference
between solar-system experiments (weak fields) and binary-pulsar tests (strong
fields). While the former tightly constrain the linear matter-scalar coupling con-
stant, the latter are nonperturbatively sensitive to nonlinear couplings, and notably
forbid that the quadratic matter-scalar coupling constant be large and negative. We
mentioned that the no-hair theorem imposes that the motion of black holes in scalar-
tensor theories is the same as in GR, contrary to other massive bodies. We also gave
a simple dimensional argument showing that finite-size effects are much larger in
alternative theories than in GR.

Finally, we illustrated that the MOND phenomenology may a priori be repro-
duced within any of the above classes of alternative theories (modified inertia,
modified gravity, couplings to curvature), but that all the proposed models present
several experimental and theoretical difficulties. However, many possible routes re-
main possible, and generalizations of Einstein-aether theories [53, 65–67, 118] able
to reproduce MOND deserve to be studied, notably from the point of view of sta-
bility and well-posedness of the Cauchy problem. Of course, the simplest solution
to account for galaxy rotation curves and cosmological data seems merely to accept
the existence of dark matter. Instead of modifying gravity, one may then even de-
vise some “modified dark matter” so that it reproduces the MOND successes while
keeping the standard cold dark matter cosmological scenario [21–24].
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30. J.-P. Bruneton, G. Esposito-Farèse, Phys. Rev. D 76, 124012 (2007)
31. M. Burgay, N. D’Amico, A. Possenti, R.N. Manchester, A.G. Lyne, B.C. Joshi,

M.A. McLaughlin, M. Kramer, J.M. Sarkissian, F. Camilo, V. Kalogera, C. Kim,
D.R. Lorimer, Nature 426, 531 (2003)

32. B. Chauvineau, A.D.A.M. Spallicci, J.-D. Fournier, Class. Q. Grav. 22, S457 (2005)
33. T. Chiba, T. Okabe, M. Yamaguchi, Phys. Rev. D 62, 023511 (2000)
34. T.E. Chupp, R.J. Hoare, R.A. Loveman, E.R. Oteiza, J.M. Richardson, M.E. Wagshul,

A.K. Thompson, Phys. Rev. Lett. 63, 1541 (1989)
35. M.A. Clayton, arXiv:gr-qc/0104103v1 (2001)
36. T. Damour, in Gravitation and Quantizations, ed. by B. Julia, J. Zinn-Justin, Les Houches,

Session LVII (Elsevier, Amsterdam, 1995), pp. 1–61
37. T. Damour, in Physics of Relativistic Objects in Compact Binaries: from Birth to Coalescence

ed. by M. Colpi, P. Casella, V. Gorini, U. Moschella, A. Possenti, Astrophysics and Space Sci-
ence Library 359 (Springer, Dordrecht and Canopus Publishing Lim., Bristol, 2009), pp. 1–41

38. T. Damour, F. Dyson, Nucl. Phys. B 480, 37 (1996)
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55. G. Esposito-Farèse, in Proc. 10th Marcel Grossmann Mtg, Rio de Janeiro 20–26 July 2003,

ed. by M. Novello, S. Perez Bergliaffa, R. Ruffini (World Scientific, Singapore, 2006), p. 647
56. M. Fierz, Helv. Phys. Acta 29, 128 (1956)
57. B. Fort, Y. Mellier, Astron. Astrophys. Rev. 5, 239 (1994)
58. B.Z. Foster, T. Jacobson, Phys. Rev. D 73, 064015 (2006)
59. Y. Fujii, A. Iwamoto, T. Fukahori, T. Ohnuki, M. Nakagawa, H. Hidaka, Y. Oura, P. Möller,
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Mass, Inertia, and Gravitation

Marc-Thierry Jaekel and Serge Reynaud

Abstract We discuss some effects induced by quantum field fluctuations on mass,
inertia, and gravitation. Recalling the problem raised by vacuum field fluctuations
with respect to inertia and gravitation, we show that vacuum energy differences,
such as Casimir energy, do contribute to inertia. Mass behaves as a quantum
observable and in particular possesses quantum fluctuations. We show that the
compatibility of the quantum nature of mass with gravitation can be ensured
by conformal symmetries, which allow one to formulate a quantum version of
the equivalence principle. Finally, we consider some corrections to the coupling
between metric fields and energy–momentum tensors induced by radiative correc-
tions. Newton’s gravitation constant is replaced by two different running coupling
constants in the sectors of traceless and traced tensors. There result metric exten-
sions of general relativity (GR), which can be characterized by modified Ricci
curvatures or by two gravitation potentials. The corresponding phenomenological
framework extends the usual parametrized post-Newtonian (PPN) one, with the abil-
ity to remain compatible with classical tests of gravity while accounting for new
features, such as Pioneer-like anomalies or anomalous light deflection.

1 Introduction

The relativistic conception of motion in space-time introduced by Einstein leads to
consider inertial mass as a general property shared by all forms of energy [28, 29].
The law of inertial motion reflects the underlying symmetries of space-time [27].
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Simultaneously to the development of relativity theory, Einstein laid the basis of
a description of Brownian motion, that is, motion in a fluctuating environment
[26]. A fundamental role is played by fluctuation-dissipation relations, which al-
low one to derive the force felt by a moving body from the fluctuating force exerted
by its environment. Fluctuation-dissipation relations have been shown to admit a
quantum extension [15, 67], which is well captured by the formalism of linear re-
sponse theory [69]. It also appears that the vacuum state of quantum fields [83] is
just a particular case of a thermal equilibrium state, in the limit of zero temperature.
Motion in vacuum can either be considered from a relativistic point of view, using
the space-time symmetries of empty space, or from a quantum point of view, using
the response properties of vacuum with respect to motion. Then, the question nat-
urally arises of testing the compatibility between these different approaches and of
the consequences for the notion of inertia.

When treated in a naive way, the vacuum energy of quantum fields leads to
difficulties at the cosmological level, due to the incompatibility of a very large
value of vacuum energy with gravitational laws according to general relativity (GR).
In this framework, the vacuum energy density is associated with the cosmological
constant and observational evidence pleads for a small value of the latter [97, 101].
Astrophysical and cosmological observations suggest that, at least within GR, the
energy of vacuum fields should not be treated as other forms of energy. A most rad-
ical position in this respect has been early advocated by Pauli [80] (see [32] for an
English translation): “At this point it should be noted that it is more consistent here,
in contrast to the material oscillator, not to introduce a zero-point energy of 1

2
h�

per degree of freedom. For, on one hand, the latter would give rise to an infinitely
large energy per unit volume due to the infinite number of degrees of freedom, on
the other hand, it would be principally unobservable since nor can it be emitted,
absorbed or scattered and hence, cannot be contained within walls and, as is evi-
dent from experience, neither does it produce any gravitational field.” This position
follows the remark that since all types of interactions, excepting gravitation, only
involve differences of energy, the latter can be evaluated with respect to a mini-
mum, for instance the vacuum, a prescription realized by normal ordering. Despite
the fact that such a position cannot be sustained for gravitation, as no unambiguous
frame-independent definition of the vacuum state is available in present quantum
field theories [10, 35], it also appears to be wrong for other types of interaction, as
we show in the following.

Vacuum fluctuations of the electromagnetic field are known to have observable
consequences on atoms or microscopic scatterers [19, 44]. Spontaneous emission
of atoms and Lamb shifts of frequencies have been accurately measured, in good
agreement with theoretical predictions. Van der Waals forces, which result from
the scattering of electromagnetic field vacuum fluctuations by atoms, play a crucial
role in physicochemical processes and Casimir forces between two macroscopic
electromagnetic plates, or mirrors, due to vacuum field fluctuations [18] have now
been measured with good accuracy [12]. We show below that a consistent treatment
of quantum field fluctuations and of the relativistic motion of a scatterer entails that
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the energy of vacuum fluctuations must be taken into account in inertial effects.
This result is obtained within the linear response formalism and follows from a
consistent treatment of motion and of quantum field fluctuations [45, 51, 59].

Compatibility may be maintained between quantum and relativity theories, with
the consequence of promoting mass to the status of a quantum observable. The
quantum nature of the mass observable comes with a similar property for the ob-
servables describing positions in space and time. This also conflicts with the status
given to space-time positions in Quantum Field Theory (QFT). The relativistic gen-
eralization of quantum theory has led to attribute to spatial positions the same
representation as to time, that is, to represent space-time positions as underlying
parameters. This position has also been enforced by arguments stating the inconsis-
tency of defining a time operator [80,102]. We shall also show that these arguments
can be bypassed and that the relativistic requirement of dealing with observables and
the quantum representation of the latter as operators can both be satisfied [56, 65].
As this property also ensures compatibility with the equivalence principle [58], this
revives the question of the effects of quantum fluctuations on gravitation.

As previously remarked, GR, although in remarkable agreement with all tests of
gravitation that have been performed, is challenged by observations at galactic and
cosmological scales. Besides difficulties with the cosmological constant, anomalies
affect the rotation curves of galaxies [3,87] and, as observed more recently, the rela-
tion between redshifts and luminosities for type II supernovae [81]. These anomalies
may be accounted for by keeping the theory of gravitation unchanged and by intro-
ducing unseen components under the form of dark matter and dark energy. As long
as dark components remain unobserved by direct means, they are equivalent to de-
viations from GR occurring at large scales [17, 72, 90]. In this context, the anomaly
that has been observed on Doppler tracking data registered on the Pioneer 10/11
probes [4], during their travel to the outer parts of the solar system, constitutes a
further element of questioning.

Besides its geometric setting, gravitation may be treated within the frame-
work of QFT as other fundamental interactions [33, 95, 99]. Then, its coupling to
energy–momentum tensors leads to modifications that are induced by quantum field
fluctuations [16, 23, 98]. These effects, or radiative corrections, induced on gravi-
tation by quantum fluctuations of energy–momentum tensors are similar to those
induced on motion and may similarly be treated within the linear response formal-
ism [54]. As expected, these modifications affect the nature of gravitation at small
length scales [2, 89, 93], but they may also affect its behavior at large length scales
[22, 38]. GR must then be considered as an effective theory of gravity valid at the
length scales for which it has been accurately tested [105] but not necessarily at
other scales where deviations may occur [70]. The modified theory, while remain-
ing in the vicinity of GR, entails deviations that may have already been observed,
and may be responsible for the Pioneer anomaly [61]. This anomaly, which has es-
caped up to now all attempts of explanation based on the probes themselves or their
spatial environment [77] may point at an anomalous behavior of gravity already oc-
curring at scales of the order of the size of the solar system. As these scales cover
the domain where GR has been tested most accurately, the confrontation of the Pio-
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neer anomaly with classical tests of gravitation provides a favorable opportunity for
constraining the possible extensions of gravitation theory [64].

This chapter contains three main sections. In Sect. 2, we review how inertial mo-
tion can be treated in a way that remains consistent both with the relativistic and
quantum frameworks. We obtain that vacuum energy differences, such as Casimir
energy, do contribute to inertia. We discuss in Sect. 3 the quantum properties of
mass, in particular its fluctuations, induced by quantum field fluctuations, and its
representation as an operator, belonging to an algebra which contains both quan-
tum observables and the generators of space-time symmetries. Finally, in Sect. 4,
we review the main features of metric extensions of GR that result from radiative
corrections. We show that they lead to an extended framework, which has the abil-
ity to remain compatible with present gravity tests while accounting for Pioneer-like
anomalies and predicting other related anomalies that could be tested.

2 Vacuum Fluctuations and Inertia

Most sources of conflicts between QFT and GR can be traced back to infinities
arising when considering the contributions of quantum fields in vacuum [83]. As a
result, although vacuum fields are responsible for now well-established mechanical
effects, such as Casimir forces [18], the infinite value of vacuum energy has led to
question its contribution to relativistic effects associated with the energy, includ-
ing inertia and gravitation [80]. One usually admits that only energy differences are
observable, which justifies to ignore the contribution of vacuum fields to energy,
using a normal ordering prescription for all operators built on quantum fields, such
as energy–momentum tensors. However, this prescription hardly applies to grav-
itation, due to nonlinearities of GR and to the impossibility to define vacuum in
covariant way [10, 35]. Observations of the universe at very large scales also plead
for considering the role played by vacuum energy [97]. In this section, we show that
the energy corresponding to Casimir forces does indeed contribute to inertia, in full
agreement with the relativistic law of inertia of energy [29]. There results that one
cannot ignore the contribution of vacuum energy to the inertial effects associated
with quantum fields. Furthermore, mass is affected by intrinsic quantum fluctua-
tions and cannot be considered any more as a mere constant parameter, but should
be represented as a quantum observable, that is, by an operator.

2.1 Linear Response Formalism

The appropriate formalism for dealing with the effects of vacuum fluctuations on
inertia is available in QFT. A physical system in space-time can be considered
in a general way as a scatterer of quantum fields. Scattering is completely deter-
mined by the interaction part of the Lagrangian or Hamiltonian of the whole system,
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scatterer plus fields. A localized system may also be represented as a set of boundary
conditions for fields propagating in space-time [36], but this simplified description
appears to be too crude and a limiting case of the general description. Space-time
evolution of the whole system is best described in the interaction picture [7, 44],
where a unitary evolution operator provides the required quantum description of all
observables and the large time limit gives the scattering matrix for fields. All space-
time properties of the scatterer, and in particular its motion, may be obtained from
general transformations of the interaction part of the Lagrangian or Hamiltonian.

To be more explicit, a physical system in space-time may be seen as performing
a transformation of incoming free fields ˚ in into interacting fields ˚ , which at large
time become outcoming free fields again, that is, scattered fields ˚out . Interacting
fields ˚ evolve according to a total Hamiltonian H that includes a free part H0
and the interaction part HI . The evolution in time t of the interacting fields ˚.t/ is
then described as an operator St acting on incoming fields ˚ in.t/. Free fields evolve
according to the free part H0 of the Hamiltonian („ is Planck constant, Œ; � denotes
the commutator of two operators)

d˚

dt
D � i„ ŒH;˚�; H � H.˚/;

d˚ in

dt
D � i„ ŒH

in
0 ; ˚

in�; H in
0 � H0.˚

in/;

˚.t/ � S�1
t ˚ in.t/St : (1)

The evolution operator St is obtained from the interaction part HI of the Hamil-
tonian by solving a differential equation resulting from the evolution of interacting
and free fields (1) [44]

dSt

dt
D i

„H
in
I .t/St ; H � H0 CHI ; H in

I � HI .˚
in/;

St D T exp
i

„
Z t

�1
H in
I .t

0/dt 0: (2)

T denotes time ordering for the different terms building the exponential, whileH in
I

denotes the interaction Hamiltonian written in terms of input fields ˚ in (HI .t/ D
S�1
t H in

I .t/St is the same expression, but written in terms of interacting fields ˚).
Equations 2 determine the interacting fields in terms of input fields only. Similarly,
output fields are determined by a scattering matrix S; which is the large time limit
of the evolution operator St

˚out .t/ D S�1˚ in.t/S; S D S1: (3)

This description applies to a scatterer at rest or in motion indifferently, the
only difference between the two cases lying in a modification of the interaction
Hamiltonian describing the scatterer. All properties of the scatterer with respect to
its localization or motion in space-time are encoded in the interaction term.
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Motions correspond to modifications of the interaction Hamiltonian and, as long
as they can be considered as small perturbations, may be treated using the for-
malism of linear response theory [67]. As can be seen from evolution equations
(1, 2), a small perturbation of the interaction Hamiltonian (proportional to a time-
dependent parameter ı�.t/) induces a perturbation of the evolution operator, hence
of all observables that are built on interacting fields:

S�1
t ıSt D i

„
Z t

�1
ıHI .t

0/dt 0; S�1
t ıH in

I .t/St D ıHI .t/ � B.t/ı�.t/;

ıA.t/ D ŒA.t/; S�1
t ıSt � D

Z 1

�1
i

„�.t � t 0/ŒA.t/; B.t 0/�ı�.t 0/dt 0;
�.t/ � 0 for t < 0; �.t/ � 1 for t > 0;

< ıA.t/ > D
Z 1

�1
�AB .t; t

0/ı�.t 0/dt 0;

�AB .t; t
0/ D i

„�.t � t 0/ < ŒA.t/; B.t 0/� > : (4)

The linear response of an observableA to a perturbation may be written as the action
of a generator B and the response is captured in a susceptibility function �AB ,
which only depends on the commutator of B with A. Evolution equations (2) and
hence the general form (4) of linear response hold independently of the particular
form taken by the interaction Hamiltonian. Causality of responses follows from the
time ordering prescription entering the definition of the evolution operator (2), as is
made explicit in linear responses (4) by the presence of Heaviside step function �
in the time domain. When response functions are written in the frequency domain
(after a Fourier transformation), causality equivalently corresponds to analyticity in
the upper half of the complex plane. Kramers–Kronig relations then allow one to
relate the real and imaginary parts of the susceptibility function

�.t/ �
Z 1

�1
d!

2	
e�i!t�Œ!�; � � Re.�/C iIm.�/;

�Œ!� D
Z 1

�1
d!0

	

Im.�/Œ!0�
!0 � ! � i" : (5)

For simplicity, invariance under time translation has been assumed; " ! 0C defines
the integration contour in the frequency complex plane.

In general, as can be seen on explicit cases dealing with quantum fields, short
time singularities occur which generate infinities in time ordered products (2). These
infinities take their origin in divergences occurring at high frequencies and are
well known in QFT where they are treated by renormalization. Renormalization
amounts to modify the interaction with additional counterterms to compensate the
divergencies and by imposing renormalization conditions on final observables to
fix the resulting ambiguities [44]. These counterterms modify the �.t � t 0/ factor
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defining time ordered products (they are localized at equal times t D t 0) and affect
the reactive part of the susceptibility. They amount to modify dispersion relations
(5) by subtractions (of a finite number of terms of a Laurent expansion of the re-
sponse function) and the resulting ambiguities are raised with the renormalization
prescriptions. Equations 4 then correspond to unambiguous relations, in the fre-
quency domain, only between the dissipative part Im.�AB/ of the susceptibility
and the commutator �AB

�AB .t � t 0/ � 1

2„ < ŒA.t/; B.t 0/� >�
Z 1

�1
d!

2	
e�i!.t�t 0/�AB Œ!�;

Im.�AB /Œ!� D �AB Œ!�: (6)

Determining the reactive part Re.�AB/ of the susceptibility requires either to com-
pute the susceptibility or to use dispersion relations (5) with subtractions and
additional constraints. Both ways must treat the same infinities and the additional
constraints are provided by the prescriptions accompanying renormalization. Renor-
malization allows one to treat infinities at the expense of a detailed treatment of the
interaction, at least at a perturbative level. In the following, we shall focus on char-
acterizing responses in the most general way as possible, without entering a detailed
description of interactions, and shall let aside the questions raised by criteria to be
fulfilled for renormalizability.

Equations 4 and 6 show that the response of a system to a perturbation is strongly
constrained by the quantum correlations of observables describing the unperturbed
system. When the latter is in a vacuum state, quantum correlations may be further
characterized, as vacuum can be seen as a thermal state at the limit of zero temper-
ature. For a general thermal equilibrium, namely for a state described by a thermal
density matrix, quantum correlations satisfy Kubo–Martin–Schwinger (KMS) rela-
tions [15, 44, 67] (T is the temperature, Boltzmann constant is set equal to 1, Tr is
the trace in the Hilbert space providing mean values for observables)

CAB.t � t 0/ � < A.t/B.t 0/ > � < A.t/ >< B.t 0/ >;

< A > � Tr .�A/ ; � D e� „H
T

Tr
�
e� „H

T

� ;
2„�AB.t/ � CAB.t/ � CBA.�t/; 2„�AB.t/ � CAB.t/C CBA.�t/;
2„�AB Œ!� D .1 � e� „!

T /CAB Œ!�; �AB Œ!� D coth.
„!
2T
/�AB Œ!�: (7)

In the zero temperature limit, these relations characterize the vacuum state and allow
one to deduce all correlation functions from commutators (sgn is the sign function)

CAB Œ!� D 2„�.!/�AB Œ!�; �AB Œ!� D sgn.!/�AB Œ!�: (8)

As expected for fluctuations in the ground state, correlations are stationary,
with a spectrum limited to positive frequencies only. In particular, this entails
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that the commutator in the time domain cannot vanish, showing the irreducible
non-commuting character of quantum fluctuations. In the case of correlations of
free quantum fields, commutators become pure numbers and mean values may be
omitted

2„�˚in.x/˚in.x0/.t � t 0/ D Œ˚in.t; x/; ˚in.t
0; x0/�;

�˚˚ .t � t 0; x � x0/ D 2i�.t � t 0/�˚in.x/˚in.x0/.t � t 0/: (9)

The response of a quantum field to its source, that is, the retarded propagator, is
given by the correlation function associated with the field commutator.

2.2 Response to Motions

In this part, we shall only consider physical systems evolving in a flat space-time.
Hence, displacements of these systems, including quantum fields, may be associated
with symmetries of space-time. According to Noether theorem, when evolution,
that is, propagation of fields and interaction, satisfies some symmetries, the cor-
responding generators are associated with conserved quantities [44]. Invariance
under space-time translations implies conservation of energy–momentum, which
corresponds to the generator of translation symmetry. In quantum theory, the genera-
tors of space-time symmetries acting on quantum observables and the corresponding
conserved quantities are built from the energy–momentum tensor.

For a system made of quantum fields and a scatterer coupled to them, the gener-
ator of space translation for the whole system identifies with the total momentum,
which is conserved when the coupling between fields and scatterer is a scalar, that is,
a space-time invariant. This property may be stated in an equivalent way as the
invariance under translation of the interaction part in the total Lagrangian or Hamil-
tonian. Hence, the momenta of field and scatterer, which generate their respective
translations in space, have opposite actions. Then, according to the previous section,
perturbation of the interaction HamiltonianHI under displacements of the scatterer
ıq is provided by the commutator of the field momentum P with HI (4)

ıHI D � i„ ŒHI ; P �ıq D � i„ ŒH; P �ıq D F ıq; F � dP

dt
D � i„ ŒHI ; P �: (10)

Free field propagation being invariant under space-time translation, the field
momentum P is conserved during propagation, hence commutes with H0. As
shown by Eqs. 10, small motions ıq of the scatterer and their effect on scattered
quantum fields (4) are completely determined by a single observable F , the force
felt by the scatterer. Then, perturbations of observables due to the scatterer’s mo-
tions are obtained from their commutator with the force, that is, the radiation
pressure, exerted by scattered fields.
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In particular, when a scatterer is set into motion, the force exerted by scattered
fields undergoes itself a perturbation ıF which is related to the scatterer’s
displacement ıq. According to the linear response equations (4, 6) and the general
form (10) of the generator of displacements, this relation may be written as a mo-
tional susceptibility �FF that is determined by fluctuations of the force �FF, exerted
on the scatterer at rest

< ıF.t/ >D
Z 1

�1
�FF.t � t 0/ıq.t 0/dt 0;

�FF.t/ D 2i�.t/�FF.t/; �FF.t � t 0/ D 1

2„ <
�
F.t/; F.t 0/


> : (11)

A warning remark must be made at this point. As underlined in previous section
when discussing the causality properties of response functions (5), the relation (11)
between motional susceptibilities and force correlations in fact suffers from ambi-
guities due to necessary subtractions in Kramers–Kronig relations. These are related
to ambiguities affecting the time ordering defining the evolution operator (2) at the
limit of equal times, due to a necessary treatment of divergences. The additional
constraints allowing one to raise these ambiguities are equivalent to the renormal-
ization prescriptions following the regularization of infinities. The same ambiguities
affect the definition (10) of the generator of motional perturbations, built in terms
of generators of space-time symmetries. Then, a complete and self-consistent treat-
ment of motional perturbations would require a discussion in terms of renormalized
quantities, including in particular the generator of motional perturbations, that is,
the force F . As we shall not enter such a discussion in the present article, we must
keep in mind that some defects might arise, which are due to an incomplete descrip-
tion and which can be cured by a more detailed treatment involving renormalization
of physical quantities.

The force induced by quantum fields on a moving scatterer does not depend on
the type of coupling describing the interaction between scatterer and fields, but only
on the balance of energy–momentum resulting from overall energy–momentum
conservation. This general property may be seen as a consequence of the funda-
mental connection between motions in space-time and symmetries which underlies
relativity theory. Response functions to motion are then determined by correlation
functions of the energy–momentum tensor of scattered quantum fields. One then
expects that the description of forces induced by motion in vacuum fields remains
consistent with the general principles of relativity theory and in particular with the
law of inertia of energy [28]. In the following, we show that this law is indeed re-
spected by vacuum energies, by studying exemplary cases built with mirrors and
cavities.

For the sake of simplicity, and in order to discuss explicit expressions, we shall
illustrate the following arguments on a simplified description of a scatterer [49].
Without essential reduction of generality, we shall consider quantum fields in a
two-dimensional space-time, that is, fields propagating in a single spatial dimension
('.t � x/ and  .t C x/ for the two different directions)



500 M.-T. Jaekel and S. Reynaud

�.t; x/ � '.t � x/C  .t C x/; ˚Œ!� �
�
'Œ!�

 Œ!�

�
;

�˚in˚in Œ!� D
�
�'in'in Œ!� 0

0 � in in Œ!�

�
D 1

!
: (12)

The scatterer will also be represented by a scattering matrix S mixing the two
counterpropagating directions and corresponding to a scatterer localized at a spa-
tial position q. Considering scatterers with a mass that is large when compared with
the field energy, we shall also neglect recoil effects, so that the scattering matrix
(3) becomes a quadratic form of input fields and may be rewritten under the simple
form of a 2�2 matrix acting on field components (written in the frequency domain)

˚outŒ!� D SŒ!�˚inŒ!�; SŒ!� �
�

sŒ!� rŒ!�e�i!q
rŒ!�ei!q sŒ!�

�
: (13)

rŒ!� and sŒ!�; respectively, describe the frequency-dependent reflection and trans-
mission coefficients associated with the field scattering, the latter being defined in a
reference frame that is comoving with the scatterer; q describes the spatial position
of the scatterer in this frame. Besides its usual analyticity and unitarity properties
(jr j2 C jsj2 D 1), the scattering matrix S will also be assumed to approach the
identity matrix above some frequency cutoff, smaller than the scatterer’s mass. This
condition corresponds to transparency at high frequencies and, besides being in-
deed satisfied by real mirrors, allows one to neglect recoil effects. Furthermore, this
property will provide a natural (physical) high frequency regulator, thus leading to
finite results.

The energy–momentum tensor .T ��/�;�D0;1 of propagating fields (12) is deter-
mined from their space-time derivatives

T 00 D T 11 D 1

2
.@t�

2 C @x�
2/ D P'2 C P 2; P' � @t'; P � @t ;

T 01 D T 10 D � @t� @x� D P'2 � P 2: (14)

Hence, the force F exerted on the scatterer is obtained from the balance of momenta
of incoming and outcoming fields (of energy–momentum fluxes through the scat-
terer’s surface)

F.t/ D P'2in.t � q/ � P'2out.t � q/ � P 2in.t C q/C P 2out.t C q/; (15)

The force exerted on the scatterer in vacuum is then determined from the scattering
matrix (3, 13), KMS relations (8) and commutators of incoming free fields (9, 12).
Equations 15 and S-matrix unitarity imply that the mean force < F.t/ > vanishes
for a scatterer at rest in vacuum. But, force correlations �FF.t/ do not vanish and
remain finite due to the high frequency transparency of the scattering matrix (13).
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Motions of the scatterer ıq.t/ (ıqŒ!� in the frequency domain) modify the field
scattering matrix S . The S-matrix of a moving scatterer can be directly obtained by
applying a frame transformation to the S-matrix at rest. The corresponding frame
transformation on fields (12), hence on scattering matrices (13), is provided by
the change of coordinates that transforms the laboratory frame into a frame that
is comoving with the scatterer. The transformation results in a modified scattering
matrix S C ıS which may still be described by a 2� 2 matrix, but with changes of
frequency

ı˚outŒ!� D
Z 1

�1
d!0

2	
ıSŒ!; !0�˚inŒ!

0�;

ıSŒ!; !0� D i!0ıqŒ! � !0�
�
SŒ!�

�
1 0

0 �1
�

�
�
1 0

0 �1
�
SŒ!0�

�
: (16)

As discussed in previous section, modifications of the scattering matrix (4) may
also be derived from the perturbation induced by the generator associated with the
force exerted on the scatterer (10). One checks that the latter, a quadratic form of
input free fields (15) as the scattering matrix itself (13), induces a perturbation of
the scattering matrix (4) which is identical to Eqs. 16. This property illustrates, on
this simple scattering model, the general connection between motions and symmetry
generators entailed by the principles of relativity theory.

In general, vacuum input fields are transformed by the moving scatterer into
output fields that are no more in the vacuum state. In other words, general motions
of the scatterer lead to radiation. In return, as a consequence of energy–momentum
conservation, the moving scatterer feels a mean radiation reaction force < ıF >.
For small perturbations, the reaction force is proportional to the scatterer’s mo-
tion ıq. The perturbed force may be directly obtained from expression (15) and
the perturbed scattering matrix (16), and may be expressed in terms of a motional
susceptibility [49]

< ıF Œ!� > D �FFŒ!�ıqŒ!�;

�FFŒ!� D i„
Z !

0

d!0

2	
!0.!�!0/f1 � sŒ!0�sŒ! � !0�C rŒ!0�rŒ! � !0�g: (17)

One verifies that the previously discussed relation between the dissipative part of
the force susceptibility Im.�FF/ and force fluctuations �FF (11) is satisfied by ex-
pression (17) [49]. One also notes that, as a result of the analyticity properties of the
scattering matrix itself, expression (17) for the motional susceptibility satisfies the
analyticity, that is, causality, properties which are characteristic of response func-
tions. At perfect reflection (rŒ!� � �1; sŒ!� � 0), one also recovers from Eqs. 17
the known dissipative force for a perfect mirror moving in vacuum, when treated as
a boundary condition for quantum fields [36]
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< ıF.t/ >D „
6	

d 3

dt3
ıq.t/: (18)

One remarks that this result has been obtained in the present formalism with-
out explicitly treating the infinite energy of vacuum. This is due to the frequency
dependence of the scattering matrix (13), and more precisely to its high frequency
transparency. The representation as a scatterer provides a more physical descrip-
tion than the treatment as a boundary condition. But one should remind that, as
previously underlined, neither of these treatments really takes into account the
fundamental divergences associated with space-time singularities and affecting
the evolution of quantum fields. These divergences require a renormalization pre-
scription to be managed in a self-consistent way. One also notes that the general
expression (17) for the radiation reaction force in vacuum not only satisfies ana-
lyticity properties but also further positivity properties [74], entailed by the ground
state nature of the vacuum state (8). As a result, it can be shown [48] that the radia-
tion reaction force described by Eqs. 17 does not produce unstable motions, known
as “runaway solutions” [88], as those which would be induced by expression (18).

The simple scattering model discussed here provides an explicit application of
the linear response formalism to perturbations induced by motions in space-time.
This formalism may further be used to analyze the Brownian motion undergone by
a scatterer embedded in vacuum fields [50]. It allows one to obtain relations between
fluctuations of positions in vacuum and the susceptibility describing the response of
the system to an applied external force.

2.3 Relativity of Motion

The mechanical effects induced on a scatterer by quantum field fluctuations allow
for a complete quantum description, using the linear response formalism. Their
compatibility with relativity theory can also be checked explicitly. In particular,
the energy–momentum balance responsible for the motional response of a scatterer
leads to the same result when analyzed in different reference frames. This can be
shown using the linear response formalism and the representation of motion as the
action of space-time symmetries.

The force exerted by quantum fields on a scatterer (15) is obtained as a balance of
momentum between outcoming and incoming fields, hence in terms of the scattering
matrix and input field correlations only. For the simple scattering model introduced
in previous section, this reads, using expressions (14, 15)

˚outŒ!� D SŒ!�˚inŒ!�;

< ˚inŒ!�˚inŒ!
0� > � CinŒ!; !

0� ! < F Œ!� >� F fS;CingŒ!�: (19)

The functional dependence F fS;Cing of the force F in terms of the scattering
matrix and incoming field correlations (19) does not depend on the choice of a
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particular reference frame. Scattering may then equivalently be analyzed either in a
laboratory frame, where the scatterer is moving, or in a comoving frame where the
latter is at rest.

In the laboratory frame, the scatterer’s motion induces a perturbation ıS of
the scattering matrix. The latter is obtained by applying a transformation to the
scattering matrix at rest (13), which corresponds either to a change of coordinates
from the comoving frame to the laboratory, or to the action of a displacement genera-
tor (10), both transformations providing the same result ıS.ıq/ (16). When analyzed
in the laboratory frame, incoming fields, hence their correlations Cin, remain unper-
turbed by the scatterer’s motion (12), so that the perturbed force reads

< F Œ!�C ıF Œ!� >D F fS C ıS.ıq/; CingŒ!�;
! < ıF Œ!� >D �FFŒ!�ıqŒ!�: (20)

In a comoving frame, the scattering matrix S , which describes the coupling be-
tween scatterer and fields, remains unchanged (13). But the space-time expression
of incoming field correlations now undergoes a modification ıCin that can be ob-
tained from field correlations in the laboratory (12) and a change of coordinates
from the laboratory to a comoving frame ıCin.ıq/, so that the perturbed force reads
in that case

< F Œ!�C ıF Œ!� >D F fS;Cin C ıCin.ıq/gŒ!�;
! < ıF Œ!� >D �FFŒ!�ıqŒ!�: (21)

In either reference frame, the perturbation of the force exerted on the scatterer may
be expressed as a motional susceptibility �FF . Both expressions (20) and (21) can
be seen to lead to the same result (17) [49]. This property, here illustrated on a sim-
ple model, is in fact a general consequence of the principles ruling the evolution of
quantum observables (2) and their space-time transformations (10). Interesting ap-
plications of this property may be envisaged. For instance, motion can be simulated
by keeping the scatterer at rest but by modifying the field fluctuations reflected by
the scatterer, using for instance optical devices acting on incoming fields, thus ob-
taining radiation and a reaction force equivalent to those induced on a scatterer by
its motion [49].

When combined with symmetry properties of field fluctuations, relativity of
motion leads to important consequences for the radiation reaction force. If the scat-
terer’s motion corresponds to a generator of a symmetry of field fluctuations, that
is, to a frame transformation that leaves field fluctuations invariant, then the radia-
tion reaction force is the same as for a scatterer at rest embedded in the same field
fluctuations. This is in particular true for motions with uniform velocity in vacuum,
due to the Lorentz invariance of vacuum field fluctuations. As a result, the mean ra-
diation reaction force vanishes for uniform motions in vacuum. In contrast, uniform
motions in a thermal bath induce a dissipative reaction force proportional to the
scatterer’s velocity, in conformity with the transformation properties of the thermal
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bath under a Lorentz transformation. These properties of the radiation reaction force
may be checked by explicit computation in the previously discussed model [52].

Quantum field fluctuations in vacuum may be invariant under a larger group
than the Poincaré group that is generated by translations and Lorentz symmetries.
This is the case for the vacuum fluctuations of a scalar field in two-dimensional
space-time or of electromagnetic fields in four-dimensional space-time. Both admit
invariance under the action of the larger group of conformal symmetries, which
include generators performing transformations to uniformly accelerated frames. As
a consequence, the radiation reaction force in vacuum should be invariant under
conformal transformations and uniformly accelerated motions should lead to a van-
ishing radiation reaction force. Indeed, scalar fields in a two-dimensional space-time
lead to vacuum field correlations behaving as !3 at low frequency, corresponding to
a radiation reaction force behaving as the third time derivative of the position (see
Eq. 17)

CFFŒ!� � �.!/!3; ! � 0;

< ıF > � d 3

dt3
ıq.t/: (22)

At perfect reflection, these relations hold at all frequencies, as shown by expression
(18) [36]. The case of a scatterer embedded in electromagnetic fields .A�/�D0;1;2;3
in four-dimensional space-time similarly involves conformally invariant vacuum
field fluctuations [55], which may be written, after an appropriate gauge transfor-
mation

CA�A�

�
x; x0�D „

	

���

.x�x0/2 �i" .t�t 0/ ; ����diag.1;�1;�1;�1/; " ! 0C: (23)

As a consequence, the radiation reaction force induced on the scatterer by its mo-
tion vanishes for uniform velocities and also for uniform accelerations (� denotes
proper time)

< ıF � >� d 3q�

d�3
C
�
d 2q

d�2

�2
dq�

d�
: (24)

It can be seen that the radiation reaction force in that case is proportional to a
conformally invariant derivative of the scatterer’s position, that is, to Abraham–
Lorentz vector [55].

2.4 Inertia of Vacuum Fields

One should not conclude from the previous discussion that the vacuum of
conformally invariant fields does not induce any motional effect on an accelerated
scatterer. In fact, as previously remarked, only the dissipative part (imaginary part



Mass, Inertia, and Gravitation 505

in the frequency domain) of the motional susceptibility is unambiguously related
to correlations of quantum fields (6). The reactive part (real part in the frequency
domain) of the motional susceptibility is related to the latter through Kramers–
Kronig relations (5) and requires more care to be determined. Although the general
properties of the dissipative part of the motional force should remain unchanged by
a renormalization of observables built on the energy–momentum tensor of quantum
fields, those of the reactive part will in general be sensitive to this procedure. The
model of a scatterer used in previous sections involves approximations that allow
one to bypass the problems raised by coupling to high frequencies, but it appears
insufficient to determine in a general way the relation between acceleration and
motional forces. For that reason, we first extend the simple model of a single mirror
to a model of a cavity, built with two mirrors still modelized in the same way. This
model of a cavity will allow us to exhibit a fundamental relation between vacuum
fields and the response of an embedded system to accelerated motion. Although
still bypassing fundamental space-time singularities associated with quantum fields,
the spatial extension introduced by a cavity will appear sufficient to exhibit this
relation that was occulted by the approximations underlying the model of a single
mirror.

Still considering fields propagating in a single spatial direction (12), each mirror
building the cavity can be described by its scattering matrix (Si ; i D 1; 2), depend-
ing on its position (qi ) (13). As in the case of a single mirror, each scattering matrix
determines outcoming fields in terms of incoming ones, the only difference being
that intracavity fields are involved and play the role of incoming or outcoming fields,
according to the mirror on which they reflect. The scattering matrix S for the total
cavity may easily be obtained from the two mirrors’ scattering matrices. There re-
sults a relation between the determinants of the different scattering matrices that
may be written

detSŒ!� D detS1Œ!�detS2Œ!�e
2i�q Œ!
;

�q Œ!� D i

2
Log

1 � rŒ!�e2i!q=c
1 � rŒ!�e�2i!q=c : (25)

q D q2 � q1 denotes the spatial distance of the two mirrors, that is, the length of
the cavity, and rŒ!� is the product of the frequency-dependent reflection coefficients
of the two mirrors. All dependence on the spatial extension of the system is then
captured in a phase shift �qŒ!�. This corresponds to the phase shift undergone by
incoming fields at frequency ! when scattered by a cavity of length q.

When applied to a cavity at rest, the balance of energy–momentum (14) between
intracavity and exterior (input and output) fields leads to a difference between the
two mean forces < Fi >; i D 1; 2 acting on the two mirrors. The resulting force
corresponds to the mean Casimir force FC exerted by field fluctuations between
the two sides of the cavity. When computed for input fields in vacuum, the mean
Casimir force, and the corresponding Casimir energy, take a simple and suggestive
form in terms of scattering matrices or of phase shifts (25) [46]
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< F2 > � < F1 >D FC � @qEC ;

EC D
Z 1

0

d!

2	
„!�Œ!�; �Œ!� � 1

2
@!�qŒ!�; (26)

The Casimir energy EC may be seen as a sum over all field modes (two
counterpropagating modes for each frequency !) of a contribution built from
two factors, „!=2 the vacuum energy at the corresponding frequency and �Œ!� the
derivative of the phase shift at the same frequency. The factor �Œ!� may also be
seen as the time delay undergone by a field around frequency! during its scattering
by the cavity. Then, expression (26) for the Casimir energy may be given a simple
interpretation: it corresponds to a part of the energy of vacuum fields that is stored
inside the cavity during their scattering [46].

As in the case of a single mirror, the forces Fi ; i D 1; 2 acting on the two mirrors
of a cavity show fluctuations in vacuum which may be obtained from the mirrors’
scattering matrices (13) and free field correlation functions (12), and which satisfy
KMS relations in vacuum (8)

CFiFj
.t/ D ˝

Fi .t/Fj .0/
˛ � hFi i

˝
Fj
˛
: (27)

Correlation functions for fluctuations of the Casimir force follow from (27) [47].
Now, we consider that the two mirrors of the cavity are moving independently,

and we directly determine the corresponding motional responses. The motions of
the two mirrors correspond to perturbations (10) of the Hamiltonian describing their
coupling to scattered fields

ıHI .t/ D
X
i

Fi .t/ıqi .t/: (28)

Output and intracavity fields are then modified according to the perturbed scattering
matrices (16) and the resulting perturbations < ıFi > of radiation pressure on the
mirrors can be expressed at first order in the mirrors’ displacements ıqi under the
form of susceptibilities �FiFj

< ıFi Œ!� >D
X
j

�FiFj
Œ!�ıqj Œ!�: (29)

Each mirror’s motion induces a motional force on both mirrors and motional suscep-
tibilities can be checked to satisfy fluctuation-dissipation relations [47] with Casimir
force fluctuations

�FiFj Œ!� � �FjFi
Œ�!� D i

„fCFiFj
Œ!� � CFjFi

Œ�!�g: (30)

As a result of their dependence on the energy density of intracavity fields, motional
forces can be seen to be resonantly enhanced for motions at proper frequencies of
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the cavity
�
!n D n	

q

�
. This resonance property has important consequences, as in

particular it allows one to envisage experimental setups for exhibiting the motional
effects of vacuum fields. Indeed, the relatively small magnitude of these effects in
vacuum, as suggested by Casimir forces, can be compensated by the cavity finesse
and lead to observable effects [68].

We now focus on global motions of the cavity. The total force induced by a
global motion of the cavity may be evaluated in the quasistatic limit, that is, for slow
motions corresponding to frequencies lower than the cavity modes. The motional
force exerted by vacuum fields on the cavity may then be written as an expansion in
the frequency

< ıF Œ!� > D f�!2 C � � � gıqŒ!�;
< ıF.t/ > D �� d

2

dt2
ıq.t/C � � � ; � D 1

2

X
ij

@2!�FiFj
Œ0�: (31)

As expected, at zero frequency, the force (31) induced by a quasistatic motion of
the mirrors corresponds to a variation of the mean Casimir force (26) due to the
variation of the length of the cavity, so that it cancels in the total force. In confor-
mity with Lorentz invariance of vacuum, the mirrors’ velocities do not contribute
so that the first contribution corresponds to the mirrors’ accelerations. At lowest
frequency order, the total motional force felt by the cavity (31) then depends on its
global acceleration and may be seen as a correction to the mass of the cavity. This
mass correction may be expressed in terms of the Casimir energyEC and the mean
Casimir force FC [51]

� D EC � FC q
c2

: (32)

Dependence on c, the light velocity, has been restored for illustrative purposes. One
can see that the mass correction (32) precisely corresponds to the contribution of en-
ergy to inertia in the case of a stressed rigid body, as required by the law of inertia of
energy according to relativity theory [29]. In fact, the law of inertia may be shown to
express the conservation of the symmetry generator associated with Lorentz boosts
[28]. The mass correction (32) generalizes this law to include vacuum energies.

Although performed on a model of a cavity that cannot be considered as complete
(in particular, a complete description should be performed in terms of renormalized
quantities), the previous discussion already allows one to conclude that field fluctu-
ations modify the inertial response of a scatterer moving in vacuum. The resulting
motional effects are compatible with the principles of relativity and may be consis-
tently computed within the framework of linear response theory. Due to its relation
with the fluctuations of quantum fields, the dissipative part of the motional response
satisfies the same space-time symmetries as the vacuum state. Moreover, the reactive
part of the motional response also conforms to these symmetries, so that the law of
inertia of energy also applies to Casimir energies, a special case of the contribution
of vacuum fields to energy (26).
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3 Mass as a Quantum Observable

The study of the motion of a cavity embedded in quantum field fluctuations con-
firms the relativistic relation between mass and energy. It also shows that scattering
of field fluctuations modifies the mass of a scatterer. This property follows from the
principles of relativity theory relating motion with space-time symmetries, when
applied within the linear response formalism (4, 10). There result fundamental mod-
ifications of the status of mass. Quantum fluctuations and symmetries impose to
abandon the classical representation of mass as a mere characteristic parameter and
to use the same representation as for all physical observables, that is, as a quantum
operator.

3.1 Quantum Fluctuations of Mass

The mass induced by vacuum field fluctuations (31, 32) may be seen as the en-
ergy taken on field fluctuations due to time delays induced by scattering (25, 26).
The mass correction not only depends on time delays associated with the scattering
matrix but also on the energy density of incoming quantum field fluctuations. Fol-
lowing the same line of approach, motion in a thermal bath of quantum fields can
be shown to induce, besides the well-known friction force, a mass correction that
depends on the bath temperature [52].

The dependence of a scatterer’s mass on the energy density of quantum field
fluctuations shows that mass cannot be considered any more as a mere parameter
characterizing the scatterer. The scatterer’s mass inherits the quantum properties that
are associated with the fluctuations of scattered fields and hence must be represented
by a quantum operator. The contribution induced by scattered fields leads to mass
quantum fluctuations which can also be characterized by correlation functions (7)

CMM.t � t 0/ � < M.t/M.t 0/ > � < M.t/ >< M.t 0/ >;

CMM.t/ �
Z 1

�1
d!

2	
e�i!tCMMŒ!�: (33)

Correlation functions of the mass operator can be deduced from the linear response
formalism used to obtain motional responses in vacuum. Mass correlation functions
follow from the scattering matrix of quantum input fields (12, 13) and from correla-
tion functions of their energy–momentum tensor (14).

In order to extend the analysis beyond the case of a cavity and to discuss simple
explicit expressions, we consider again the model of a scatterer as in previous sec-
tions (12, 13), but now written under the form of an explicitly relativistic Lagrangian
L [53]

L D 1

2

�
@t�

2 � @x�
2
�C

Z
ds
p
1 � Pq.s/2ı.x � q.s// M; Pq � dq

ds
;

M � M0 C˝�2.q/: (34)
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� is a scalar field propagating in a two-dimensional space-time and q the space-time
trajectory, parametrized by s, of a point-like scatterer. The scatterer’s massM is the
sum of a bare mass M0 and of an interaction term localized on the scatterer’s tra-
jectory. The bare coupling˝ can also be seen to play the role of a frequency cutoff.
Lagrangian (34) describes a general relativistic interaction between a scalar field
and a point-like particle, with the further assumption of a quadratic interaction (the
following arguments apply to general forms of interaction with minor complica-
tions). In the limit of a scatterer at rest, the Lagrangian (34) being quadratic in the
fields, the scattering matrix (13) associated with the interaction is easily obtained,
providing the corresponding phase shift or time delay

sŒ!� D 1C rŒ!�; rŒ!� D � ˝

˝ � i!
;

2�Œ!� D @!�Œ!� D 2˝

˝2 C !2
: (35)

Energy conservation for the system (34) shows that the scatterer’s mass undergoes a
correction �; which is indeed related to the frequency-dependent time delay, as for
a cavity

� �< ˝�.q/2 >D
Z 1

0

d!

2	
„!�Œ!�: (36)

The mass correction (36), when written in terms of time delays (35) is infinite, due
to an ultraviolet divergence. A counterterm must be added to the bare coupling to
compensate this divergence. In fact, expression (35) is a crude approximation of
the scattering matrix associated with the system (34), which is only valid when the
scatterer remains approximately at rest during scattering, that is, for rather low field
frequencies. For fields with an energy of the order of the scatterer’s mass, recoil
cannot be ignored and the scattering matrix, hence the time delay, differs signifi-
cantly from (35). In a self-consistent treatment of infinities one must come back to
the general definition (2,3) of the scattering matrix and consider a renormalization
of physical observables. But the approximation (35) of the scattering matrix appears
sufficient to exhibit the essential quantum properties of the mass observable.

The induced mass (36) depends on the energy density of vacuum fields, �
corresponding to its mean value, and exhibits quantum fluctuations. Using the
simple model (34, 35), one derives the corresponding quantum fluctuations in the
frequency domain (33), which can also be written in terms of time delays

CMMŒ!� D 2„2�.!/
Z !

0

d!0

2	
!0.! � !0/�Œ!0�� Œ! � !0�: (37)

In spite of approximations that have been made, expression (37) for the correlations
of mass quantum fluctuations remains valid for frequencies that are smaller than
the frequency cutoff ˝ . One recovers for the mass observable the characteris-
tic spectrum of quantum fluctuations in vacuum: the factor proportional to �.!/
reduces excitations to positive frequencies only. This results, in the time domain,
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into a nonvanishing commutator for the mass observable at different times, implying
that mass must be represented by a quantum operator. The quantum properties of
the mass observable manifest themselves at short timescales. Indeed, extrapolating
(with the restrictions which have been formulated) this simple model to high fre-
quencies, one observes that mass fluctuations cannot be neglected due contributions
at short times

< M 2 > � < M >2D 2 < M >2 : (38)

However, the fluctuations of the mass observable become negligible in the low fre-
quency domain. For the simple model (34), variations behave as the third power of
frequency

CMMŒ!� � „2
6	
�.!/

!3

˝2
for ! 	 ˝: (39)

This last property of the mass observable justifies its approximation by a constant
parameter, as long as low frequency motions are considered. But fluctuations that
come into play at higher frequencies limit the validity of this approximation [53].
This means that in a complete treatment, the renormalized mass of a scatterer is ob-
tained under the form of a quantum operator. In other words, the renormalized mass
of a scatterer follows from the renormalized energy–momentum tensor of scattered
fields. The value of the parameter used in the renormalization prescription corre-
sponds to the mean value of the renormalized mass observable.

3.2 Mass and Conformal Symmetries

The linear response formalism confirms, within the quantum framework, the
relativistic relation between motion and space-time symmetries. Due to this re-
lation, mass cannot be considered as an ordinary quantum observable. The quantum
operator associated with mass must remain consistent with the general identification
of generators of space-time symmetries with constants of motion. The relativistic
relation between energy and inertial mass induced by acceleration has been seen
in previous section to hold in a quantum framework and to include the energy due
to vacuum fluctuations. This relation should also possess a general expression in
terms of quantum operators associated with space-time symmetries. It appears that
this property is ensured by the existence of a group of symmetries that extends the
Poincaré group of translations and Lorentz transformations to include symmetries
associated with accelerations.

In the following, we discuss the specific properties relating mass and acceleration
in a quantum framework, in the case of a flat four-dimensional space-time. In a rel-
ativistic quantum theory, the generators of space-time symmetries describe changes
of reference frame and also correspond to quantities that are preserved by the equa-
tions of motion. The transformations of quantum observables under translations
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and Lorentz transformations are respectively given by their commutators with the
energy–momentum .P�/�D0;1;2;3 and the angular momentum .J��/�;�D0;1;2;3. The
actions of these generators on observables satisfy the Poincaré algebra, that is,
the following commutation relations

ŒP�; P� � D 0;

ŒJ�� ; P�� D i„ ����P� � ���P�
�
;

ŒJ�� ; J�� � D i„ ����J�� C ���J�� � ���J�� � ���J��
�
: (40)

��� � diag.1;�1;�1;�1/ denotes Minkowski metric tensor and determines the
light cones defining the causal structure of space-time. Propagations of electromag-
netic fields and of gravitation fields, at the linearized level, follow these light cones
so that the corresponding solutions of the equations of motion form a representa-
tion of the group of light cone symmetries [8, 21]. These correspond to conformal
symmetries that include, besides the generators of Poincaré algebra (40), genera-
tors corresponding to a dilatation D and to transformations to accelerated frames
.C�/�;�D0;1;2;3. The corresponding generators satisfy commutation rules that de-
fine the conformal algebra

ŒD; P�� D i„P�; ŒD; J�� � D 0;

ŒP�; C� � D �2i„ ����D � J��
�
; ŒJ�� ; C�� D i„ ����C� � ���C�

�
;

ŒD; C�� D �i„C�;
ŒC�; C� � D 0: (41)

The generators of the conformal algebra (41) describe space-time symmetries as-
sociated with light cones and field propagation [13, 14]. Hence, they correspond to
symmetries of the vacuum state and of motional responses in vacuum fields. They
are satisfied in particular by the radiation reaction force in vacuum, as discussed in
previous section. As shown in the following, they also allow to analyze the relation
between conformal generators and motion in terms of quantum observables. For that
purpose, one must first define the quantum observables that can be associated with
positions in space-time.

According to the relativistic conception, positions in space and time should be
defined as physical observables [27]. Time is delivered by special systems designed
for that purpose, that is, clocks. A given set of synchronized clocks and emitters, dis-
seminating time references along propagating signals (using electromagnetic fields
for instance), builds a reference system which allows one to determine coordinates
in space and time. The several time references received at a given location de-
termine the positions of this location with respect to the reference system. This
notion of space-time, based on a realization of positions by means of observables,
is implemented nowadays in metrology [39] and in reference systems used for
positioning and for navigation around the Earth and in the solar system [6, 84].
However, this implementation differs from the representations of space and time
that are used in quantum field theories. In order to maintain the same status for
space and time, positions are similarly represented in quantum field theories as mere
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parameters. These parameters describe a classical manifold on which quantum fields
and physical observables can be defined. In such a representation, positions in space-
time have lost the nature of observables as required by relativity theory. But, nothing
in principle prevents one from applying the relativistic definition of observables de-
scribing space-time positions within the context of quantum field theory. The main
trade-off lies in the increased complexity of the observables representing positions
in space-time, with the significant advantage of restoring a consistency between the
principles of relativity theory and the formalism underlying quantum theory.

Following the relativistic approach, time references may be defined as ob-
servables built on the energy–momentum tensor of exchanged fields [57]. Then,
localization in space-time by means of quantum fields leads to the definition of
space-time positions as quantum observables .X�/�D0;1;2;3 built from quantities
that are conserved by field propagation, that is, from the generators of space-time
symmetries [56] (� denotes the symmetrized product of operators)

X� D 1

P 2
�
�
P � � J�� C P� �D

�
: (42)

Space-time positions are represented by operators (42) that belong to an extension
of the enveloping algebra of the Lie algebra of conformal symmetries (41). In par-
ticular, the definition of space-time positions excludes massless field configurations
(P 2 � M 2 D 0), that is, its realization requires configurations involving fields
propagating in different directions. Then, positions belong to an algebra which is
generated by quantum fields and which contains quantum observables and rela-
tivistic frame transformations. Positions as defined by (42) are also conjugate to
energy–momentum observables

ŒP�; X�� D �i„��� : (43)

One must note at this point that Eqs. 42 define quantum operators, which describe
positions not only in space but also in time. Furthermore, the time operator thus
defined is conjugate to the energy observable according to (43). As these operators
are built on quantum fields that possess a state with minimal energy, the vacuum,
all conditions seem satisfied to apply a well-known theorem [80], in its relativistic
formulation [102]. This theorem states the impossibility to define a self-adjoint op-
erator conjugate to the energy, when the latter is bounded from below. In fact, one
can see that a condition assumed by the theorem, namely the self-adjointness of the
time operator, is not fulfilled here. Although this property is often satisfied by quan-
tum observables, it does not appear to be necessary in general [11]. Observables
with real eigenvalues only require to be represented by hermitian operators and the
definition domains of an operator and its adjoint may differ. This happens in partic-
ular when part of the Hilbert space must be excluded from the definition domain,
as is the case for the time operator defined by (42). The exclusion of massless field
configurations then allows one to escape the objection raised by the theorem and to
define a time operator satisfying the required commutation rules with the generators
of space-time symmetries [57].
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It can be seen that positions thus defined (42) transform according to classical
rules under rotations and dilatation

i

„ ŒJ�� ; X�� D ���X� � ���X�; i

„ ŒD;X�� D X�: (44)

Transformations to uniformly accelerated frames are then given by the conformal
generators C� (41).

In conformity with relativity theory [27], the mass observable M is a Lorentz
invariant (Poincaré invariant) built on energy–momentumP�

M 2 D P�P�;
i

„
�
P�;M

2
 D i

„
�
J�� ;M

2
 D 0: (45)

But the extension of space-time transformations to the conformal algebra, and in
particular the action of the dilatation operator, shows that the mass observable can-
not be considered as a mere parameter. Mass (45) and the conformal generators
(41) are embedded within the same algebra of observables, with mass loosing its
invariance property

i

„ ŒD;M � D �M: (46)

The mass operator (45, 46) can also be seen to provide an extension to the
quantum framework of the relativistic relation between positions (42) and the law of
inertial motion. The transformation of mass (45) under a uniform acceleration is ob-
tained from the conformal algebra (41) and is seen to involve the position observable

i

„ ŒC�;M � D �2M �X�: (47)

The transformation (47) of the mass observable takes the same form as the classical
red-shift law describing the effect of acceleration on frequencies [29]. Rewriting
Eq. 47 as the action of the generator � corresponding to an acceleration a� on the
mass observable M , the result identifies with Einstein law, now written in terms of
quantum positions X�

� � a�

2
C�;

i

„ Œ�;M � D �M � ˚; ˚ D a�X�: (48)

The transformation (48) of the mass is proportional to the mass itself and to a
potential ˚ which is given by the product of the acceleration with the quantum
position. This quantum version of the classical red-shift law describes the effect on
frequencies of an acceleration or an equivalent gravitational potential ˚ , according
to relativity theory [29]. Conversely, the transformation of mass under accelerations
(47), given by the conformal algebra, can be used to define quantum positions, ex-
pressions (42) being then recovered [58].

The representation of frame transformations and motions as actions of genera-
tors of symmetries ensures that transformations of observables remain compatible
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both with relativity and quantum theory. Expression (48) makes it explicit in the
case of the transformation of mass under a uniform acceleration, which appears to
be equivalent to a uniform gravitational potential. The consistency of both inter-
pretations is ensured in this case by the relation made in the quantum framework
between frequency and energy, more precisely, by the conformal invariance of
Planck constant „. This property holds, more generally, the particular form (48)
of the gravitational potential in terms of quantum positions appearing as a particular
case of a quantum generalization of the metric field. Using conformal symmetry,
the covariance rules which, in classical theory, implement the equivalence between
motion (or changes of reference frames) and gravitation (or metric fields) may be
given a generalized form which applies to quantum observables [58]. Symmetries
and their associated algebras then provide a way to extend to the quantum frame-
work the equivalence principle which lies at the heart of GR [29].

4 Metric Extensions of GR

The previous part has shown that quantum fluctuations modify the relation of mass
to inertial motion and gravitation. In this part, we discuss a similar modification of
gravitation that is due to quantum fluctuations of stress tensors and leads to effects
that might be observable at the macroscopic level.

In order to discuss this issue, one must first come back to the founding principles
of GR. First, the equivalence principle, in its weak version, states the universality of
free fall and gives GR its geometric nature. Violations of the equivalence principle
are constrained by modern experiments to remain extremely small, below the 10�12
level, so that the equivalence principle is one of the best tested properties of nature
[105]. The level of precision attained by tests, at least for scales ranging from the
submillimeter to a few A.U., disfavors strong violations of the equivalence principle,
so that modifications of GR should first be looked for among theories that still obey
this principle.

Then, GR may be characterized, as a field theory, by the coupling it assumes
between gravitation (or metric fields) and sources. This coupling is equivalent to
the gravitation equations that determine the metric tensor from the distribution of
energy–momentum in space-time. According to GR, the curvature tensor of the met-
ric and the energy–momentum tensor of sources are in a simple relation [30, 31, 43].
Einstein curvature tensor E�� is simply proportional to the energy–momentum
tensor T�� and a single constant, Newton gravitation constant GN , describes the
gravitational coupling

E�� � R�� � 1

2
g��R D 8	GN

c4
T��: (49)

R�� and R denote the Ricci and scalar curvatures which are built on Riemann
curvature tensor. The Einstein equations (49) can be derived from the Einstein–
Hilbert Lagrangian simply equal to R. As a result of Bianchi identities, Einstein
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curvature tensor has a null covariant divergence, like the energy–momentum tensor,
so that Eq. 49 makes a simple connection between a geometric property of curva-
tures and the physical law of energy–momentum conservation. The latter property
identifies with the geodesic motion describing free fall. But these properties could
still be satisfied by fixing other relations between curvature and energy–momentum
tensors, so that Einstein choice is the simplest but not the only physical possibility.

Indeed, as discussed in the following, even if gravitation is described by GR at
the classical level, quantum fluctuations of stress tensors lead to modifications of
gravitation equations (49), while preserving the metric nature of the theory.

4.1 Radiative Corrections

Form now on, we focus on gravitation theories that preserve the equivalence prin-
ciple, that is, metric theories. Space-time is then represented by a four-dimensional
manifold, endowed with a metric .g��/�;�D0;1;2;3, with Minkowskian signature,
identifying with gravitation fields. Gravitation may be treated as a field theory that
is characterized by its Lagrangian, giving equations of motions for the gravitation
fields such as Einstein equations (49) for GR [100].

Einstein equations (49) describe the propagation of gravitation fields in empty
space in the classical framework of GR. But, if treated on the same footing as fields
corresponding to other fundamental interactions, gravitation fields must also pos-
sess quantum fluctuations which are induced by quantum fluctuations of sources,
that is, of energy–momentum tensors [33, 95, 99]. Quantum fluctuations lead to
effective equations for the propagation of gravitation fields that are modified,
with consequences which may remain significant in the classical limit. To make
this more explicit, it is convenient to first consider gravitational fluctuations in
flat space. Fluctuations of gravitation fields are then represented as perturbations
(.h��/�;�D0;1;2;3) of Minkowski metric, which may equivalently be written as func-
tions of position in spacetime or of a wavevector in Fourier space

g�� D ��� C h�� ; ��� D diag.1;�1;�1;�1/; jh��j 	 1;

h��.x/ �
Z

d 4k

.2	/4
e�ikxh�� Œk�: (50)

The definition of metric fields suffers from ambiguities related to the choice of coor-
dinates but, at the linearized level, gauge-invariant fields are provided by Riemann,
Ricci, scalar, and Einstein curvatures

R����Œk� D 1

2
fk�k�h��Œk� � k�k�h�� Œk� � k�k�h��Œk�C k�k�h�� Œk�g;

R�� D R����; R D R��; E�� D R�� � ���
R

2
; (51)
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Classically, metric fields are determined from energy–momentum sources by the
Einstein equations of GR (49) which, at the linearized level and in the momentum
domain, take a simple form

E��Œk� D 8	GN

c4
T��Œk�: (52)

Equations of motion (52) in fact describe the coupling between metric fields and
the total energy–momentum tensor of all fields, that is, the corresponding cou-
pling terms in their common Lagrangian. Due to the nonlinear character of grav-
itation theory, these equations include the energy–momentum tensor of gravitation
itself [100]. Equations 52 determine the metric fields that are generated by classical
gravitation sources and may be seen as describing the response of metric fields to
energy–momentum tensors, when quantum fluctuations are ignored. However, vir-
tual processes associated with quantum fluctuations, that is, radiative corrections,
must be taken into account when solving equations (52). There result modifications
of the graviton propagator or of the effective coupling between gravitation and its
sources [16, 23, 98]. It is well known that radiative corrections associated with Ein-
stein equations (52) involve divergences which cannot be treated by usual means,
due to the non-renormalizability of GR [96,98]. However, these corrections result in
embedding GR within a larger family of gravitation theories, with Lagrangians in-
volving not only the scalar curvature but also quadratic forms in Riemann curvature.
These theories appear to be renormalizable and to constitute reasonable extensions
of GR. Furthermore, this enlarged family shows particular properties with respect to
renormalization group trajectories [34, 40, 70], which hint at a consistent definition
of a gravitation theory, with GR being a very good approximation within the range
of length scales where it is effectively observed. Hence, we shall consider GR as an
approximate effective theory and shall focus on the corrections to GR which remain
to be taken into account in the range of length scales where GR is very close to the
actual gravitation theory. It is also usually objected that gravitation theories with
equations of motion involving higher derivatives of metric fields lead to violations
of unitarity, or instability problems, which are revealed by the presence of ghosts.
We shall note that arguments have been advanced for denying to consider these ob-
jections as real dead ends [41, 92]. Here, we shall just take the minimal position of
restricting attention to a range of scales where both the gravitation theory remains
close to GR and instabilities do not occur.

Keeping in mind the previous restrictions, one may see the modified gravitation
propagator, including the effect of radiative corrections, as an effective response
function of metric fields to energy–momentum tensors [54]. Gravitation equations
then take the generalized form of a linear response relation between Einstein curva-
ture and energy–momentum tensors

E��Œk� D ����� Œk� T��Œk� D
�
8	GN

c4
ı��ı

�
� C ı����� Œk�

�
T��Œk�: (53)
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The effective gravitation equations (53) take the same form as response functions
induced by motion (4,10), with energy–momentum tensors playing the role of
displacement generators. This property follows from the relation made in relativ-
ity theory between changes of coordinates and motion (this relation in particular
provides the definition of a symmetric energy–momentum tensor [69]). Assum-
ing that corrections induced by quantum fluctuations correspond to perturbations,
the effective gravitation equations (53) should appear as a perturbation of Einstein
equations (49). These perturbations may be captured in a function ı����� , which may
be seen as a momentum-dependent correction to the coupling constant GN , or as a
nonlocal correction to the gravitational coupling in the space-time domain.

Studying the coupling between gravitation and different fields [16, 54] allows
one to derive some general properties of the modification brought by radiative cor-
rections to Einstein equations, even if a complete determination of the modified
response function ����� is not available. The different quantum fields coupling to
gravitation lead to radiative corrections which differ in two sectors with different
conformal weights. On one hand, conformally invariant fields such as electromag-
netic fields, which correspond to traceless energy–momentum tensors, only affect
the conformally invariant sector corresponding to Weyl curvatures. On the other
hand, massive fields, which involve energy–momentum tensors with a non vanishing
trace, modify both sectors. The two sectors then correspond to different modifica-
tions of the gravitational coupling constant GN into running coupling constants,
so thatGN should be replaced by two slightly different running coupling constants.
In the linearized approximation, and in the case of a static pointlike source, the
equations for metric fields (53) may be rewritten in terms of projectors on trans-
verse components

T�� D ı�0ı�0T00; T00Œk� D Mc2ı.k0/;

E�� D E.0/�� C E.1/�� ; 	�� Œk� � ��� � k�k�

k2
;

E.0/�� D
�
	0�	

0
� � 	��	

00

3

�
8	G.0/

c4
T00; E.1/�� D 	��	

00

3

8	G.1/

c4
T00;

G.0/Œk� D GN C ıG.0/Œk�; G.1/Œk� D GN C ıG.1/Œk�: (54)

At the linearized level, the decomposition on the two sectors with different
conformal weights (E.0/ and E.1/) is easily performed in the momentum do-
main by means of projectors. The modified equations for gravitation then take the
same form as Einstein equations (52), but in terms of two running coupling con-
stants GN C ıG.0/ and GN C ıG.1/, which depend on the momentum or length
scale and which slightly modify Newton gravitation constant GN [60, 61]. These
two scale-dependent couplings describe gravitation theories which remain close to
GR within a certain range of scales along renormalization trajectories. They thus
constitute a neighborhood of GR made of a large collection of theories labeled by
two functions of an arbitrary scale parameter. As discussed above, GR just appears
as a particular point in this neighborhood which is compatible with the observations
made on our gravitational environment in an accessible range of scales.
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4.2 Anomalous Curvatures

For the sake of simplicity, modifications of Einstein equations induced by radiative
corrections have been presented, in the previous section, within the context of a
linearized gravitation theory around a flat space-time (namely for weak gravitation
fields and at first order in such fields). But the same mechanisms are easily seen to
occur in the case of any space-time, endowed with an arbitrary background metric
field, leading to modifications of Einstein equations (49) which may still be de-
scribed as in Eqs. 53 by a general response of metric fields to energy–momentum
tensors. Again, arguments derived from observations of our gravitational environ-
ment entail that gravitation equations should remain close to Einstein equations and
take the following form

E�� D ����� ? T�� D 8	GN

c4
T�� C ı����� ? T��: (55)

The ? product denotes a convolution in space-time that replaces the ordinary product
in the momentum domain. The effective response then introduces a nonlocal relation
between Einstein curvature (with its full nonlinear dependence on metric fields) and
energy–momentum tensors. The perturbed response function still differs in two sec-
tors with different conformal weights and is thus equivalent to two different running
coupling constants GN C ıG.0/ and GN C ıG.1/. Thus, also at the full nonlin-
ear level, GR appears as embedded within a large family of gravitation theories
labeled by two functions of a length scale parameter. Although the two running
coupling constants remain close to Newton gravitation constant GN , the relation
they induce in general between curvatures and energy–momentum tensors is not ex-
plicit, due to an interplay between non linearity and non locality [62]. However,
for discussing the observable consequences entailed by the modified gravitation
equations (55), one only needs the solutions of these equations corresponding to
given energy–momentum distributions. In that case, the modified equations (55) re-
maining close to Einstein equations (49), their solutions are small perturbations of
the metric solutions satisfying Einstein equations.

The metric solution of generalized gravitation equations (55) lies in the vicinity
of GR metric and satisfies perturbed equations (in the following, the notation Œ �st
stands for a GR solution of Einstein equations (49))

E��.x/ � �
E��


st .x/C ıE��.x/;

�
E��


st .x/ D 0 when T��.x/ D 0;

ıE��.x/ �
Z
d 4x0 ı�����.x; x0/T��.x0/;

ıE�� D ıE.0/�� C ıE.1/�� : (56)

Solutions of generalized equations (55) then identify with anomalous Einstein or
Ricci curvatures, that is, with metrics leading to Ricci components which do not
vanish in empty space (outside gravitational sources), contrarily to GR solutions.
When considering solutions to the gravitation equations of motion (55), with the
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latter corresponding to quantum perturbations of Einstein equations, the two running
coupling constants ıG.0/ and ıG.1/ which modify Newton gravitation constantGN
are seen to be equivalent to anomalous Einstein curvatures (56). The latter pos-
sess two independent components only, which may be chosen as the components of
Einstein curvature with conformal weight 0, ıE.0/ related to Weyl curvature, and
with conformal weight 1, ıE.1/ equivalent to the scalar curvature. The relation be-
tween coupling constants and anomalous curvatures is obtained by extending the
linearized limit (54) [62].

For applications which will be our main concern here, namely gravitation in the
outer part of the solar system, it will be sufficient to consider the stationary and
isotropic case. Using Schwarzschild coordinates, a stationary and isotropic metric
g�� may be written (with t , r; and � , ' denoting the time, radial, and angular coor-
dinates, respectively)

g��dx
�dx� � g00c

2dt2 C grrdr
2 � r2.d�2 C sin2�d'2/: (57)

A stationary isotropic metric is then characterized by two functions of the radial
coordinate r only, namely its temporal and radial components g00 and grr ; respec-
tively. For the sake of simplicity, we shall also ignore effects due to the size and
rotation of the gravitational source (these can be introduced without qualitatively
changing the following discussions) and consider a point-like gravitational source.
The corresponding GR solution may be written in terms of a single Newtonian
potential ˚N

�
E��


st
.x/ D 8	ı0�ı

�
0ı
.3/.x/;  � GNM

c2
;

Œg00�st .r/ D 1C 2˚N D � 1

Œgrr �st .r/
; ˚N � �u; u � 1

r
: (58)

The metric given by (57) and solution of the generalized gravitation equations (55)
lies in the vicinity of GR metric (58) and corresponds to two anomalous Einstein
curvature components (56). In the stationary isotropic case, Ricci and Einstein cur-
vatures have only two independent components, so that the anomalous components
in the two different sectors, ıE.0/ and ıE.1/, may be replaced by the temporal and
radial components of Einstein curvature ıE00 and ıErr (which may be rewritten in
terms of Weyl and scalar curvatures). Then, solving for the metric field, the two
anomalous curvature components become equivalent to anomalous parts in the two
components of the isotropic metric

g00 D Œg00�st C ıg00;
ıg00

Œg00�st
D
Z

du

Œg00�
2
st

Z u ıE00

u04 du0 C
Z
ıErr
u3

du

Œg00�st
;

grr D Œgrr �st C ıgrr ;
ıgrr

Œgrr �st
D � u

Œg00�st

Z
ıE00
u4

du: (59)
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In case of a stationary point-like source, the two running coupling constants
characterizing the modified gravitation equations (55) are equivalent to two anoma-
lous components of Ricci or Einstein curvature tensor (56), or else to two anomalous
parts in the corresponding stationary isotropic metric (59). If the first representation
better suits the framework of QFT, the last representation appears more appropriate
to a study of the observable consequences of modified gravitation.

For a phenomenological analysis, it is even more convenient to rewrite the two
independent degrees of freedom under the form of two gravitation potentials. In the
stationary isotropic case, the two sectors of anomalous components (56) can be rep-
resented by two anomalous gravitational potentials, corresponding to the temporal
and radial components of Einstein curvature

ıE00 � 2u4.ı˚N � ı˚P /
00; ./0 � @u;

ıErr � 2u3ı˚ 0
P : (60)

Solutions for the metric components then provide the perturbation (59) around GR
solution (58) in terms of anomalous potentials

ıgrr D 2u

.1C 2˚N /2
.ı˚N � ı˚P /0;

ıg00 D 2ı˚N C 4.1C 2˚N /

Z
u.ı˚N � ı˚P /0 � ı˚N

.1C 2˚N /2
du: (61)

Equations 61 in terms of two gravitational potentials ˚N C ı˚N and ı˚P provide
metric extensions which remain close to GR while accounting for nonlinearities in
the metric. They correspond to a modification ı˚N of Newton potential ˚N and
to the introduction of a second potential ı˚P . The two gravitational potentials de-
scribe, up to combinations, the two sectors introduced by the modified gravitation
equations (55) and span the corresponding family of gravitation theories labeled by
two functions of a length scale, which are equivalent to the two running coupling
constants induced by radiative corrections [62].

4.3 Phenomenology in the Solar System

The family of extended metrics (58,61), obtained by solving the generalized
gravitation equations (55), provides a basis for a phenomenological analysis of
gravitation in the neighborhood of a stationary point-like source. Extended metrics
(58,61) depend on two functions (of a single variable, the distance to the gravita-
tional source) which parametrize a vicinity of GR. Observations performed in the
gravitational field of the source should then allow one to characterize these two
functions and thus to determine the nature of the theory describing gravitation in
the neighborhood of a point-like source.
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In the solar system, tests of gravity are usually performed by comparing
observations with the predictions obtained from a family of parametrized post-
Newtonian (PPN) metrics which extend GR metric by introducing additional
parameters [25, 103]. In the approximation of a stationary point-like gravitational
source, ignoring effects due to size and rotation, PPN metrics may be written in
terms of a single potential � (which takes in isotropic coordinates the same form
as Newton potential ˚N in Schwarzschild coordinates (58)) and of two constant
parameters ˇ and � [104]

g��dx
�dx� � g00c

2dt2 C grr fdr2 C r2.d�2 C sin2�d'2/g;

g00 D 1C 2� C 2ˇ�2 C � � � ; � D �GNM
c2r

;

grr D �1C 2�� C � � � : (62)

Eddington parameters � and ˇ; respectively, describe linear effects on light de-
flection and nonlinear effects on perihelia of planets. They are defined so that GR
corresponds to the particular values ˇ D � D 1.

It is easily seen that PPN metrics (62) correspond to particular cases of the gen-
eral metric extensions of GR that have been previously introduced

ı˚N D .ˇ � 1/�2 CO.�3/; ı˚P D �.� � 1/� CO.�2/;

ıE00 D 1

r2
O.�2/; ıErr D 1

r2

�
2.� � 1/� CO.�2/

�
ŒPPN�; (63)

PPN metrics span a two-dimensional subspace, labeled by .ˇ; �/, of the neighbor-
hood of GR corresponding to solutions of generalized gravitation equations (55),
which are labeled by two functions ı˚N and ı˚P . According to Eqs. 63, this
subspace corresponds to metrics with Einstein curvatures which vanish at large dis-
tances of the gravitational source. Alternatively, the metric extensions of GR (58, 61)
may be seen as generalizations of PPN metrics, where the two Eddington parameters
ˇ and � are replaced by two arbitrary functions ı˚N and ı˚P of the radial distance
to the gravitational source.

Assuming that the metric associated with the gravitational field of the Sun takes
the form of a PPN metric, predictions can be made for motions in this gravitational
field and compared with observations [105]. Observations in the solar system pro-
vide constraints on the form of the single potential � and on the values of Eddington
parameters ˇ and � . Modifications of Newton potential � are usually parametrized
in terms of an additional Yukawa potential depending on two parameters, a range �
and an amplitude ˛ measured with respect to �

ı�.r/ D ˛e� r
��.r/; (64)

Corrections behaving as (64) have been looked for at various values of � rang-
ing from the millimeter scale [1] to the size of planetary orbits [20]. For ranges of
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the order of the Earth–Moon [106] to Sun–Mars distances [42, 66, 85] tests have
been performed by following the motions of planets and artificial probes. Although
agreeing with GR, all these results still show [20,86] that windows remain open for
violations of the Newton force law at short ranges �, below the millimeter, as well
as long ones, of the order of or larger than the size of the solar system. Similarly,
experiments performed up to now have confirmed that, assuming that ˇ and � take
constant values, the latter should be close to 1. From Doppler ranging on Viking
probes in the vicinity of Mars [42] to deflection measurements using VLBI astrom-
etry [91] or radar ranging on the Cassini probe [9], the allowed values for � � 1

have reduced with time. Precessions of planet perihelion [94] and polarization by
the Sun of the Moon orbit around the Earth [78] constrain linear superpositions of
ˇ and � . As a result, in order to remain compatible with gravity tests, PPN metrics
must satisfy rather stringent constraints

j� � 1j � 10�5; jˇ � 1j � 10�4: (65)

Obviously, gravity tests performed in the solar system provide evidence for a
metric theory lying very close to GR. In case of a PPN metric (62), the latter should
correspond to values of ˇ and � close to 1. These constraints however result from an
analysis performed with the assumption of constant Eddington parameters, which
only covers a small subspace of potential deviations from GR (63). Dependences
of ˇ and � on the length scale are not excluded and deviations at very short or
very large scale are loosely constrained. Gravity tests still leave room for alternative
metric theories, such as metric extensions of GR (61), provided they satisfy these
criteria. They should correspond to small anomalous potentials ı˚N and ı˚P so
that to remain close to GR and thus compatible with present gravity tests.

As remarked in the introduction, deviations from GR may have already been
observed in the very domain where classical tests have been performed, namely
within the solar system. The Pioneer 10/11 probes, which were launched in the
1970s and tracked during their travel to the outer part of the solar system indeed
showed anomalous behaviors. The trajectories of the probes where determined from
the radio frequency signals sent to them, transponded on board and received by
stations on Earth. The Doppler shifts affecting the signals received on Earth, when
compared with the emitted ones, delivered the velocity and hence, by integration,
the distance separating the probe from the Earth. In fact, Doppler data provide the
trajectory once a modelization of all gravitation effects on light propagation and on
geodesic trajectories has been made. It appeared that the modelization based on GR
led to anomalies, taking the form of Doppler residuals, that is, differences between
observed and modelized velocities vobs � vmodel, which could not be reduced [5].
The latter furthermore took the form of a linear dependence in time t , that is, of
a roughly constant acceleration aP , over distances ranging from 20 to 70 A.U.,
directed toward the Sun

vobs � vmodel ' �aP .t � tin/; aP ' 0:8 nm s�2: (66)
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No satisfactory explanation in terms of systematic effects taking their origin on the
probe itself or in its spatial environment has been found up to now [76]. Recently,
a larger set of data, covering parts of the Pioneer 10/11 missions which had not
been analyzed, has been recovered and put under scrutiny [82]. Several teams have
engaged in an independent reanalysis of the Pioneer data [71, 73, 79]. Proposals
have also been made for missions dedicated to a study of deep space gravity [24].
At present, the possibility that the Pioneer anomaly points at the necessity to change
the theoretical framework cannot be ignored. In that case, the existence of an ex-
tended framework having the ability to account for the Pioneer anomaly while
remaining consistent with all gravity tests constitutes a crucial element.

PPN metrics which are compatible with classical gravity tests practically reduce
to GR metric (see Eq. 65). Furthermore, the radial dependence of their curvatures
(63) does not allow PPN metrics to reproduce the properties of the Pioneer anomaly
(66). On another hand, metric extensions of GR (58, 61) provide a phenomeno-
logical framework which enlarges the PPN neighborhood of GR, with corrections
brought to curvatures which may remain significant at large distances from the grav-
itational source.

When performed within the framework of a general metric extension of GR,
an explicit computation of the Doppler signal, in the physical configuration corre-
sponding to the Earth and a remote probe, exhibits a discrepancy with the similar
signal computed using GR [60, 62]. Computation is more easily achieved by using
the time delay function, that is, a two-point function which describes the elapsed
time between emission and reception of a lightlike signal propagating between two
spatial positions. The time delay function is easily determined from the metric com-
ponents by using a reference frame where the extended metric takes the form of a
stationary isotropic metric [63]. The Doppler signal corresponding to a tracking of
the probes by stations on Earth is then obtained as the time derivative of the time
delay function evaluated on the trajectories of the Earth and probes. The time deriva-
tive of the Doppler signal itself may be written under the form of a time-dependent
acceleration, as the observed Pioneer anomaly (66) [5]. For an extended metric (61)
which is close to GR metric, dependences on metric components may be treated
perturbatively and only the first order in metric perturbation may be kept. Metric
perturbations may be seen to modify the expression for the Doppler signal in two
ways, through a perturbation of the time delay two-point function itself, and through
a perturbation of the trajectories on which this function is evaluated. A difference
then emerges between the acceleration obtained for an extended metric and that
entailed by GR metric, which corresponds to the discrepancy which would appear
when comparing an observed signal with the similar signal predicted using GR. This
difference can be considered as representing the anomaly which would be observed.

When expressed in terms of the anomalous potentials defining the extended met-
ric (61), the anomalous acceleration contains several contributions due to different
sources of perturbation, affecting in particular the propagation of lightlike signals
and the trajectories of massive bodies. We shall consider the simplified case of a re-
mote probe which is moving on an escape trajectory in the ecliptic plane and which
is reaching the outer part of the solar system. Several contributions to the anomalous
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acceleration may then be neglected and the latter takes a simplified expression [63]

ıa ' ıasec C ıaann;

ıasec ' �c
2

2
@r .ıg00/C ŒRr�st

	
ı.g00grr /

2
� ıg00



� c2

2
@2r Œg00�stır;

ıaann ' d

dt

˚
Œ P��stı�

�
: (67)

.r; �/ represents the position of the probe with respect to the Sun, in the ecliptic
plane (r is the radial distance and � the difference of angular positions between
the probe and the Earth) and � denotes the impact parameter (with respect to the
Sun) of the lightlike signal propagating between the probe and the Earth. The accel-
eration anomaly divides into two parts, a secular anomaly ıasec which varies over
large times only, typically for variations of the distance between the probe and the
Earth of the order of several A.U., and a modulated anomaly ıaann which describes
variations with annual or semiannual periodicity. One notes that, due to several sim-
plifications in the previous representation (neglecting in particular the motions of
the stations, effects of the Earth atmosphere, deviations from the ecliptic plane, etc.)
additional modulations, in particular with daily periodicity, have been ignored. Both
parts of the anomalous acceleration are generated by anomalies in the two gravita-
tional potentials (ıg00; ıgrr ) and in the probe trajectory (ır). In particular, the latter
cannot be ignored in the case of Pioneer 10/11 probes as no range capabilities (al-
lowing one to directly determine the radial position of the probe) were available for
them. Anomalous metrics (67) can be seen to lead to anomalous accelerations which
exhibit the same qualitative features as the Pioneer anomaly [5, 71, 73, 79].

To obtain from the observed Pioneer anomaly quantitative constraints on the two
gravitational potentials, one needs to enter a detailed analysis of navigation data,
performing this analysis in the enlarged phenomenological framework provided by
metric extensions of GR. As already shown in the above-simplified model (67), the
acceleration anomaly exhibits a secular part and modulations which both depend on
anomalies in the gravitational potentials and in the trajectory. Correlated anomalies
should then play an essential role when confronting models pertaining to the ex-
tended phenomenological framework with a detailed analysis of Pioneer data [63].

Although a precise confrontation is not yet available, some consequences can
nonetheless be drawn from the general form of the secular anomaly observed on the
Pioneer probes. As shown by Eqs. 67 (anomaly modulations are used to eliminate
the trajectory anomaly [63]), a constant anomalous acceleration ıa D �aP � � c2

lH
over the distances covered by the Pioneer probes may follow from different forms of
the anomalous gravitational potentials (61). On one hand, if only a perturbation of
Newton potential is assumed, the latter should behave linearly with the heliocentric
distance, that is, ı˚N ' r= lH , to produce a constant acceleration. This form how-
ever conflicts with tests which have been performed between the Earth and Mars
[5, 61, 85], so that an anomaly limited to the Newtonian sector is only allowed at
large heliocentric distances [75], where it must still remain compatible with the
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ephemeris of outer planets. On the other hand, a constant acceleration is also ob-
tained for an anomaly in the second sector which behaves quadratically with the
heliocentric distance, that is, ı˚P ' c2

3GNM
r2

lH
. A combination of anomalies in the

two sectors may also lead to the form taken by Pioneer data [63]. One notes that
these properties cannot be obtained from PPN metrics (63) and that the form just
given for the anomalous potential in the second sector ı˚P corresponds to a non
vanishing constant curvature in the outer part of the solar system.

A remarkable feature of the phenomenological framework derived from metric
extensions of GR (58, 61) is that, besides producing Pioneer-like anomalies, it also
allows one to preserve the agreement with classical gravity tests. An important part
of gravity tests is provided by ephemerides of inner planets, and in particular by per-
ihelion precession anomalies [42]. Anomalies in perihelion precessions of planets
(with respect to Newtonian gravitation) are well accounted for by the nonlinear de-
pendence of GR metric on Newton potential (62). Metric extensions (58, 61) induce
modifications which generalize the corrections obtained in the PPN framework (63).
The anomalous gravitational potentials ı˚N and ı˚P may be seen as promoting the
parametersˇ and � to functions which depend on the heliocentric distance [62]. Ob-
served anomalies in perihelion precessions constrain a particular combination of the
two gravitational potentials for ranges around a few A.U. where planet ephemerides
are known with precision. Provided the latter combination remains small within
these ranges, compatibility of extended metrics with gravity tests in ensured.

Precise gravity tests are obtained by measurements of the deflection induced on
a lightlike signal by the Sun gravitational field, as for instance those performed
with Cassini probe [9]. Light deflection measurements can be seen to explore the
behavior of gravitational potentials in the Sun vicinity, that is, at small heliocen-
tric distances. The deflection angle is determined by the impact parameter of the
lightlike signal and, within a PPN framework, is directly related to the value of the
parameter � . In the framework of metric extensions (58, 61), the effect of anomalous
gravitational potentials on the deflection angle may be interpreted as due to a gen-
eralized parameter � , with a functional dependence on the impact parameter [61].
Deviations of this generalized parameter from its constant value corresponding to
GR are given by a combination of the two anomalous gravitational potentials (61),
so that light deflection measurements provide constraints on the behavior of gravita-
tional potentials in the range of a few solar radii. A precise analysis shows that these
constraints still allow different behaviors of the two gravitational potentials with re-
spect to the radial distance [60]. When compared with the value predicted by GR
or even a PPN metric, the deflection angle might then show an anomalous behavior
which becomes observable for large values of the impact parameter. Although light
deflection is more important, within the PPN framework, for small impact param-
eters and is thus usually measured with lightlike signals grazing the Sun surface, a
global mapping of light deflection over the sky, including large impact parameters,
is programmed in the future mission GAIA [37]. A detected anomalous behavior of
deflection angles could point at the necessity to use an enlarged phenomenological
framework like that provided by metric extensions of GR.
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5 Conclusion

Despite difficulties that emerge at their interface, quantum theory and relativity the-
ory cannot be considered as independent frameworks, with quantum applications
excluding motion and gravitation and relativity being limited to a representation
of classical systems. Quantum fields possess fluctuations which result in mechan-
ical effects and affect inertial responses. This entails a revision of our notions of
mass and motion which becomes necessary when dealing with microscopic systems.
Quantum field fluctuations also modify gravitation with the possibility of leading to
observable effects at macroscopic scales. The effects of quantum fluctuations on rel-
ativistic systems cannot be ignored and it appears necessary to have a representation
which is compatible with both frameworks.

We have shown that quantum field fluctuations, even in vacuum, must be taken
into account when analyzing mechanical effects such as inertia. As exemplified on
Casimir energy and contrarily to a common opinion, vacuum field fluctuations do
contribute to inertia and the induced inertial mass complies both with quantum and
with relativistic requirements. These properties are more easily put into evidence
using the linear response formalism, which thus allows one to connect in a con-
sistent way the quantum and relativistic frameworks. Infinities that are responsible
for difficulties when interfacing quantum and relativity theories can be treated by
renormalization techniques. The linear response formalism not only recovers the
fundamental connection between interacting and free quantum fields lying at the
basis of QFT, but also allows one to implement in a general way the fundamen-
tal relation made by relativity between motions and the symmetries of space-time.
A treatment of motion in quantum vacuum may thus be given which remains con-
sistent with the relativistic conception of space-time and which brings new light on
the role played by quantum vacuum with respect to inertia [45, 59].

The effects of quantum fluctuations on inertia have important consequences for
the notion of mass. There results that the mass parameter used for characteriz-
ing motion is a quasistatic approximation. Mass possesses quantum fluctuations
which cannot be neglected in high frequency regimes, or equivalently at very
short timescales, and these fluctuations should be described by the correlations of
a quantum operator representing the mass observable [53]. This modification of
the representation of mass is accompanied by similar extensions for positions and
motions in space-time in order to comply with the requirements imposed on observ-
ables by quantum and relativity theories. Remarkably, these extensions are ensured
in a consistent way by the existence of a single algebra where quantum observables
and relativistic transformations are simultaneously represented. This unique alge-
bra, built on space-time symmetries, provides relations between mass and motions,
including uniformly accelerated motions, which hold in the quantum framework.
This allows in particular to write a quantum version of Einstein effect and shows
that the equivalence principle can be extended to the quantum framework [58].

According to the principles of relativity, quantum field fluctuations affect not
only inertial but also gravitational masses, with the consequence that classical grav-
itation must be modified to account for radiative corrections. Presently, theoretical
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analysis and experimental observations both support the equivalence principle as
a faithful and well-tested basis for a gravitation theory. These arguments strongly
favor metric theories but do not constrain the gravitational coupling. If classical
tests performed up to now in the solar system tend to confirm Einstein–Hilbert
Lagrangian, the corresponding coupling looses its simple form when corrections
induced by quantum fluctuations are taken into account. Although applying renor-
malization techniques to gravitation theory appears as a formidable task, theoretical
arguments and observations both point at the possibility of corrections to gravitation
occurring at the classical level, that is, at large length scales. Radiative corrections
induce modifications which amount to replace Newton gravitation constant by two
gravitation running coupling constants corresponding to two sectors with different
conformal weights. These may equivalently be represented by metric extensions of
GR which can be characterized either by two nonvanishing Ricci curvatures or by
two gravitational potentials. Besides modifications of Newton potential, a gravita-
tional potential in a second sector opens new phenomenological possibilities. Metric
extensions of GR appear as an efficient way to parametrize gravitation theories lying
in the neighborhood of GR and offer larger possibilities than the usual PPN phe-
nomenological framework. Having also the ability to remain compatible with clas-
sical gravity tests, they may account for Pioneer-like anomalies and may further lead
to other correlated anomalies which could be observed in future experiments [64].
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partie, Ch. 12 (MIR, Moscou, 1984)
70. O. Lauscher, M. Reuter, Class. Q. Grav. 19, 483 (2002)
71. A. Levy, B. Christophe, P. Berio, G. Metris, J-M. Courty, S. Reynaud, Adv. Space Res. 43,

1538 (2009)
72. A. Lue, R. Scoccimarro, G. Starkman, Phys. Rev. D 69, 044005 (2004)
73. C.B. Markwardt, arXiv:gr-qc/0208046v1 (2002)
74. J. Meixner, in Statistical Mechanics of Equilibrium and Non Equilibrium, ed. by J. Meixner

(North Holland, Amsterdam, 1965), p. 52
75. J.W. Moffat, Class. Q. Grav. 23, 6767 (2006)
76. M.M. Nieto, J.D. Anderson, Contemp. Phys. 48, 41 (2007)
77. M.M. Nieto, S.G. Turyshev, J.D. Anderson, Phys. Lett. B 613, 11 (2005)
78. K. Nordtvedt, arXiv:gr-qc/0301024v1 (2003)
79. O. Olsen, Astron. Astrophys. 463, 393 (2007)
80. W. Pauli, in Die allgemeinen prinzipien der wellenmechanik, ed. by H. Geiger, K. Scheel.

Handbuch der Physik, vol. 24 (Springer, Berlin, 1933), p. 1
81. S. Perlmutter, G. Aldering, G. Goldhaber, R.A. Knop, P. Nugent, P.G. Castro, S. Deustua,

S. Fabbro, A. Goobar, D.E. Groom, I.M. Hook, A.G. Kim, M.Y. Kim, J.C. Lee, N.J. Nunes,
R. Pain, C.R. Pennypacker, R. Quimby, C. Lidman, R.S. Ellis, M. Irwin, R.G. McMahon,
P. Ruiz-Lapuente, N. Walton, B. Schaefer, B.J. Boyle, A.V. Filippenko, T. Matheson,
A.S. Fruchter, N. Panagia, H.J.M. Newberg, W.J. Couch, Astrophys. J. 517, 565 (1999);
S. Perlmutter, M.S. Turner, M. White, Phys. Rev. Lett. 83, 670 (1999)

82. Pioneer Anomaly Investigation Team Site, http://www.issi.unibe.ch/teams/Pioneer
83. M. Planck, Verh. Deutsch. Phys. Ges. 13, 138 (1911)
84. Proc. IEEE 79, Special Issue on Time and Frequency, 894–1079 (1991)
85. R.D. Reasenberg, I.I. Shapiro, P.E. MacNeil, R.B. Goldstein, J.C. Breidenthal, J.P. Brenkle,

D.L. Cain, T.M. Kaufman, T.A. Komarek, A.I. Zygielbaum, Astrophys. J. Lett. 234, L219
(1979)

86. S. Reynaud, M.-T. Jaekel, Int. J. Mod. Phys. A 20, 2294 (2005)
87. A.G. Riess, A.V. Filippenko, P. Challis, A. Clocchiattia, A. Diercks, P.M. Garnavich, R.L.

Gilliland, C.J. Hogan, S. Jha, R.P. Kirshner, B. Leibundgut, M.M. Phillips, D. Reiss, B.P.
Schmidt, R.A. Schommer, R.C. Smith, J. Spyromilio, C. Stubbs, N.B. Suntzeff, J. Tonry,
Astron. J. 116, 1009 (1998)

88. F. Rohrlich, Classical Charged Particles (Addison Wesley, Reading, MA, 1965)
89. A.D. Sakharov, Doklady Akad. Nauk SSSR 177, 70 (1967); Sov. Phys. Doklady 12, 1040

(1968)
90. R.H. Sanders, S.S. McGaugh, Annu. Rev. Astron. Astrophys. 40, 263 (2002)
91. S.S. Shapiro, J.L. Davis, D.E. Lebach, J.S. Gregory, Phys. Rev. Lett. 92, 121101 (2004)
92. J.Z. Simon, Phys. Rev. D 41, 3720 (1990)
93. K.S. Stelle, Phys. Rev. D 16, 953 (1977); Gen. Rel. Grav. 9, 353 (1978)
94. C. Talmadge, J.-P. Berthias, R.W. Hellings, E.M. Standish, Phys. Rev. Lett. 61, 1159 (1988)
95. W.E. Thirring, Ann. Phys. (N.Y.) 16, 96 (1961)
96. G. t’Hooft, M. Veltman, Ann. Inst. H. Poincaré (A) Phys. Théor. 20, 69 (1974)
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Motion in Quantum Gravity

Karim Noui

Abstract We tackle the question of motion in Quantum Gravity: what does motion
mean at the Planck scale? Although we are still far from a complete answer we
consider here a toy model in which the problem can be formulated and resolved pre-
cisely. The setting of the toy model is a three-dimensional Euclidean gravity. Before
studying the model in detail, we argue that Loop Quantum Gravity may provide a
very useful approach when discussing the question of motion in Quantum Gravity.

1 Introduction

1.1 The Problem of Defining Motion in Quantum Gravity

Motion is fundamentally a classical notion: “it refers to a change of position in
space.” When we talk about quantum physics or relativity, the definition of motion
has to be made more precise, for either the notion of position is not well-defined
(in quantum physics) or the notion of space-time has to be rethought (in relativity).
Indeed, when we turn on the Planck constant „, matter is described in terms of wave
functions that are not localized, so a point particle can, a priori, be everywhere at any
time; one needs to introduce coherent states, for instance, to recover the reassuring
notion of trajectory at the classical limit. When we turn on the light speed c, time is
no longer absolute but becomes intimately mixed with spatial coordinates; we need
to make precise what time means if we are to define the motion properly. When we
turn on „ and c together, matter fields and their interactions are beautifully described
within the Quantum Field Theory framework, which is rather nonintuitive, but one
has to work quite hard to make a bridge to the classical world.
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What happens if we now introduce the gravitational constantG into the scenario?
Newton gave us laws to explain the attraction between massive bodies and cre-
ated tools for studying their trajectories, as long as the bodies are not too “small”
and their velocities not too “high.” Turning on c and G together leads to general
relativity, where space-time becomes a dynamical entity that interacts deeply with
all types of matter and energy; we definitely lose the classical absolute background
that is so necessary for defining the classical notion of motion. It is, all the same,
possible to extend this notion and adapt it to general relativity; the geodesics for
instance correspond to trajectories of infinitely light particles evolving in a space-
time with which we assume they do not interact. The determination of trajectories
without neglecting the self-force is a much more subtle, but more realistic and in-
teresting, problem [6]. In particular, it puts forward the trivial but fundamental fact
that the point-like description for massive matter-fields is completely meaningless in
general relativity because it leads to black-hole singularities. Thus, to have a proper
description of motion in general relativity, one needs to consider extended matter
fields, which obviously makes the problem much more complicated at the technical
and conceptual levels.

Defining motion in a theory where all the fundamental constants „, G, and c are
switched on is clearly too ambitious a problem. It is certainly too early to inves-
tigate it and we do not claim to solve it here. Rather, we would like to raise the
preliminary questions that naturally arise while addressing such a concept, and to
see if it is possible to answer some of them precisely. It goes without saying that
the question of the fundamental structure of space-time comes first to mind. Even
though it is commonly believed that space-time is no longer described in terms of
a differential manifold at the Planck scale, it is also honest to claim that no one
knows precisely how space-time appears at this scale. Nonetheless, there exist very
fascinating proposals that one can take seriously when investigating the question of
motion in quantum gravity.

1.2 Quantum Gravity

It is indeed openly recognized that a complete and consistent quantization of gravity
that would give a precise description of space-time at the Planck scale is still miss-
ing. Many ways to attack this problem have been explored over the last 20 years,
the two most popular surely being String Theory [24] and Loop Quantum Grav-
ity [4]. While both these approaches aim to understand the deep and fundamental
structure of space-time, they have developed very different strategies and achieved,
so far, rather distinct results. For instance, String Theory proposes a version of
quantum space-time with extra-dimensions whereas, in Loop Quantum Gravity,
space-time is fundamentally four-dimensional with three-dimensional space slices
that are discrete in some precise sense. The discreteness of space is, in fact, one of
the most beautiful but intriguing achievements of Loop Quantum Gravity. Even if
this result is controversial and unconfirmed, it makes Loop Quantum Gravity quite a



Motion in Quantum Gravity 533

fascinating approach that certainly deserves to be investigated, to at least understand
how far it can bring us toward the Planck regime.

To achieve this discreteness, Loop Quantum Gravity has adopted a very “conser-
vative” point of view, namely, the canonical quantization of the Einstein–Hilbert
theory reformulated in terms of Ashtekar variables [2] with no extra fields or
extra-dimensions: only gravity and the laws of quantum physics. The basic idea
is therefore very simple. One could naturally ask why such a simple idea has not
been explored until recently, for gravity and quantum physics have existed for al-
most a century. In actuality, quantizing general relativity with the “standard” tools
of quantum mechanics has been investigated from its inception, but it immediately
faced huge problems: the canonical quantization à la ADM [1] leads to a system
of highly nonlinear equations (the famous constraints) that are simply impossible
to solve, whereas the perturbative path integral quantization makes no sense since
gravity is non-renormalizable.

Does Loop Quantum Gravity overcome these fundamental difficulties? An hon-
est answer would be: we still do not know. Why? Because, so far, Loop Quantum
Gravity has “only” opened a new route toward the quantization of gravity, and
we are still far from the end of the story. Nonetheless, the road is very fascinat-
ing. Among other things, it has allowed us to introduce very interesting new ideas,
such as (so-called) background independence, and to formulate, for the first time,
questions about the structure of space-time at the Planck scale, in a mathematically
well-defined way. Loop Quantum Gravity is not (yet) a consistent theory of quantum
gravity, but it has proposed very exciting preliminary results.

The starting point has been the discovery by Ashtekar of a new formulation of
gravity. In the Ashtekar variables, gravity reveals strong similarities with SU.2/
Yang–Mills theory and, when starting to quantize general relativity, one makes use
of the techniques developed for gauge theories. In particular, the physical states of
quantum gravity are expected to be constructed from so-called spin-network states,
which are a generalization of the Wilson loops and are associated to “colored three-
dimensional topological graphs.” Thus, space slices are described in terms of graphs
at the Planck regime and their geometrical content is encoded into the coloration of
each graph. Roughly, colored graphs are for quantum gravity what the quantum
numbers .n; `;m/ are for the hydrogen atom: .n; `;m/ characterize states of the
electron in the hydrogen atom and a colored graph characterizes a state of quantum
geometry. Spin-network states are shown to be eigenstates of certain geometrical op-
erators, such as the area and the volume operators, with discrete eigenvalues, making
quantum spaces discrete in Loop Quantum Gravity. The theoretical framework for
describing these quantum geometries is mathematically very well defined and has
already been exposed in several reference books and articles [4].

If we choose to view Loop Quantum Gravity as a starting point for understand-
ing motion at the Planck scale, there comes the question of the description of the
matter fields, and of their coupling to quantum gravity. Contrary to String Theory,
Loop Quantum Gravity is, a priori, a quantization of pure gravity. A way to include
matter in that scheme consists in first considering the classical coupling between the
Einstein–Hilbert action with a (Klein–Gordon, Dirac, Maxwell, or Yang–Mills) field
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and then quantizing the coupled system. Prior to quantization, one has to reformulate
the coupled theory in terms of Ashtekar variables, which is in fact immediate. Thus,
not only it is, in principle, possible to consider all the matter fields of the standard
model but also one can directly include super-symmetry in that scheme.

As one could expect, in general, the presence of extra fields makes Loop Quan-
tum Gravity much more complicated, but it has been shown that Loop Quantum
Gravity techniques can be extended to these cases, and quantum gravity effects
make the resulting Quantum Field Theories free of UV and IR divergences [28].
Thus, one concretely realizes the old idea that UV divergences in Quantum Field
Theory are a reflection of our poor understanding of the physics at very short dis-
tances and quantum gravity should provide a regulator for Quantum Field Theory.
However, we do not know how to solve the dynamics explicitly, that is, we do not
have any ideas for the solution of the quantum equations of motion.

One idea for overcoming this difficulty is to assume that the matter field would be
so “light” that it would not affect the (quantum) space-time structure and would fol-
low the quantum analogue of a geodesic curve. This hypothesis appears immediately
inconsistent, because there exists no regime in which space-time is quantized and
the matter coupling to gravity can be neglected. A quantum gravity phenomenology
has been developed to provide a more or less realistic picture of the effects of the
quantized background on the motion. In that framework, many have predicted, for
instance, a violation of Lorentz invariance, which manifests itself in the dispersion
relation of some particles. These results have been discussed and criticized exten-
sively in the literature. We will not continue this discussion here, but we do want
to at least underline the fact that the discreteness of space is the one link that exists
between this phenomenology and Loop Quantum Gravity. It is definitively clear that
no one yet has a precise idea of what is motion in Loop Quantum Gravity.

1.3 Three-Dimensional Quantum Gravity Is a Fruitful Toy Model

One way to be more precise is to study simplified models of quantum gravity.
Three-dimensional quantum gravity is such a toy model that has been explored con-
siderably over the last 20 years, starting from the fundamental article of Witten who
established an amazing relation between three-dimensional quantum gravity and the
Jones polynomials [32]. Previously, three-dimensional gravity was supposed to be
too trivial to deserve any attention: there are no local degrees of freedom, there is
no gravitational attraction between massive particles – whose coupling to gravity
creates “only” a conical singularity in the space-time at the location of the particle.
This apparent simplicity hides not only incredibly rich mathematical structures but
also a real physical interest in three-dimensional gravity, which may help us under-
stand important conceptual issues concerning the problem of time, and how to deal
with invariance under diffeomorphisms, for instance. The discovery of black holes
in three-dimensional Lorentzian anti-de Sitter gravity has also greatly increased the
interest in such a toy model [5]. Many quantization schemes have been developed,
as evidenced in the book by Carlip [10]. The coupling to massive and spinning
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particles has also been thoroughly studied at both the classical and quantum levels,
and has revealed a close relationship between particle dynamics and knot invariants
in three-dimensional manifolds [32].

Naively, it might seem to make no physical sense to quantize gravity coupled
with point particles: in the regime where space-time becomes quantized, we expect
the matter field to be quantized as well and then to be described in terms of fields in-
stead of particles. In fact, the coupling to point particles is not completely devoid of
physical interest because it appears to be a good starting point for understanding the
coupling of quantum gravity to quantum fields. The first reason is that point parti-
cles do exist in three-dimensional general relativity contrary to the four-dimensional
case. The second reason is simply to notice that if we do not know how to quantize
gravity coupled to matter fields starting from the quantization of the matter fields
in a given (flat) background and then perturbatively quantizing the geometry, we
could try the other way around. Indeed, why not first try quantizing gravity non-
perturbatively, keeping the matter classical, and then proceed to the quantization
of the matter degrees of freedom in the quantum background? This point of view
makes some sense, as pure quantum gravity is very well understood in three dimen-
sions. Furthermore, it was very fruitful and led to the very first full quantization of
a massive self-gravitating scalar field in the context of Euclidean Loop Quantum
Gravity [12, 20].

The most important consequence of this study is certainly the fact that quantum
gravity turns classical differential manifolds into noncommutative spaces where the
noncommutativity is encoded into the Planck length `P DG„=c3. More precisely, it
has been argued that a quantum scalar field coupled to Euclidean three-dimensional
gravity is equivalent to a sole quantum scalar field living in a non-dynamical but
noncommutative space. The emerging noncommutative space appears to be a de-
formation of the standard three-dimensional Euclidean space and admits a quantum
group, known as the Drinfeld (quantum) double DSU.2/, as “isometry group” [15].
As a consequence, the question of motion in three-dimensional quantum grav-
ity turns into the question of motion in a noncommutative space. This problem
is mathematically very well defined and admits a precise solution. In particular,
the quantum space admits a fuzzy space formulation and a massive scalar field
is described in terms of complex matrices. Equations of motion are finite differ-
ence equations involving the matrix coefficients and their solutions allow us to
understand how the notion of motion is modified in quantum gravity. Once again,
three-dimensional gravity appears as an incredibly good toy model to have for a first
view of fundamental issues. This article is mainly devoted to explain how motion
can be described in three-dimensional Euclidean quantum gravity.

1.4 Outline of the Article

This article is structured as follows. We start, in Section 2, with a very brief review
of Loop Quantum Gravity: we focus on the aspects we think are the most important;
details can be found in numerous informative references [4]. We present the main
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lines of the quantization strategy, then describe the states of quantum geometry in
terms of spin-networks and finally explain in which sense quantum geometries are
discrete, presenting a computation of the spectrum of area operators. We also men-
tion open issues concerning the problem of dynamics: how do we find solutions of
the Hamiltonian constraint?

Section 3 is devoted to giving a precise answer to the question of motion in
three-dimensional Euclidean quantum gravity. It is mainly based on the paper [21].
First, we explain why quantum gravity makes space-time noncommutative in that
context. The emerging noncommutative geometry is a deformation of the classical
three-dimensional Euclidean space whose “isometry” algebra is a deformation of the
Euclidean symmetry algebra as well. We describe this noncommutative space and
propose different equivalent formulations: of particular interest is its fuzzy space
formulation where it appears as an union of concentric fuzzy spheres. Then, we
show how to describe the dynamics of a massive scalar quantum field in such a
noncommutative geometry: to be well defined, the scalar field must have different a
priori independent components; its dynamics are governed by an action very similar
to the classical one but nonlocal; equations of motion can be written as finite differ-
ence equations, which couple in general the different components of the field. We
give the solutions when the field is free. When the field is not free, equations of mo-
tion do not admit generically explicit solutions. Faced with this technical difficulty,
we perform a symmetry reduction to simplify the problem and propose a perturba-
tive solution of the reduced system. The solution is interpreted as the motion of a
particle in Euclidean quantum gravity.

We finish the paper with a section that contains our conclusion and outlook.

2 Casting an Eye Over Loop Quantum Gravity

Loop Quantum Gravity is a particularly intriguing candidate for a background inde-
pendent non-perturbative Hamiltonian quantization of General Relativity. It is based
on the Ashtekar formulation of gravity [2] that is (in a nutshell) a first order formu-
lation where the fundamental variables are an SU.2/ connectionA and its canonical
variable, the electric field E .

2.1 The Classical Theory: Main Ingredients

The starting point is the classical canonical analysis of the Ashtekar formulation
of gravity. In this framework, space-time is supposed to be (at least locally) of the
form ˙ � R in order for the canonical theory to be well defined, in particular, for
the Cauchy problem to be well posed. In terms of these variables, gravity offers
interesting similarities with SU.2/ Yang–Mills theory that one can exploit to start
quantizing the theory. The connection A is, strictly speaking, the analogue of the
Yang–Mills gauge field. At this stage of our very brief description of the theory,
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let us emphasize some aspects that are important for a good understanding of the
hypotheses underlying the construction of Loop Quantum Gravity:

1. The question of the covariance. Due to the choice of a splitting ˙ � R of
the space-time manifold, one is manifestly breaking the covariance of general
relativity! It is the price to pay if one formulates a canonical description of
General Relativity. In standard Quantum Field Theories (QFT), this aspect is
not problematical, even if we make an explicit choice of a preferred time, be-
cause one recovers at the end of the quantization that the Quantum Theory is
invariant under the Poincaré group. In General Relativity, the situation is more
subtle because making a preferred time choice breaks a local symmetry whereas
the Poincaré symmetry is a global one in standard QFT. The consequences of
such a choice might be important in an eventual quantum theory of General
Relativity. Spin-Foam models (Section 2.4) are introduced partly to circumvent
this problem.

2. Where does the group SU.2/ come from? To answer this question, we briefly
recall the construction of Ashtekar variables. The starting point is the first order
formulation of Einstein–Hilbert action à la Palatini where the metric variables
(described in terms of tetrads e) and the connection ! are considered as inde-
pendent variables:

SŒe; !� D 1

8	G

Z
M

he ^ e ^ ?F.!/i; (1)

where h; i holds for the trace in the fundamental representation of sl.2;C/ and ?
is the hodge map in sl.2;C/. It becomes clear that the Palatini theory admits the
Lorentz group SL.2;C/ as a local symmetry group. Then one performs a gauge
fixing, known as the time gauge, which breaks the SL.2;C/ group into SU.2/,
its subgroup of rotations. This is the origin of the symmetry group SU.2/ in
Loop Quantum Gravity.

3. The Barbero–Immirzi ambiguity. In fact, there is a one parameter family of ac-
tions that are classically equivalent to the Palatini action. This remark has been
observed first in the Hamiltonian context [7] before Holst [13] wrote the explicit
form of the action:

SŒe; !� D 1

8	G

Z
M

�
he ^ e ^ ?F.!/i � 1

�
he ^ e ^ F.!/i

�
: (2)

� is the Barbero–Immirzi parameter. The canonical analysis of the Holst action
leads to a set of canonical variables, which are a connectionA � 1

2
.!���1?!/

and its conjugated variableE . The variable A is precisely the Ashtekar–Barbero
connection. Historically, Ashtekar found this connection for � D i : he noticed
that the expression of the constraints of gravity simplify magically in that context
but he had to deal with the so-called reality constraints to recover the real theory.
So far, no one knows how to solve the reality constraint in the quantum theory.
For that reason, the discovery of the Ashtekar–Barbero variable appeared as
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a breakthrough, for the variables are no longer complex, but the price to pay
is that some of the constraints (the Hamiltonian constraint) have a much more
complicated expression than the complex ones. The parameter � is not relevant
in the classical theory but it leads to an ambiguity in the quantum theory that one
can compare to the �-ambiguity of QCD.

Contrary to Yang–Mills theory, gravity is not a gauge theory, it is a pure con-
straint system and admits as symmetry group the “huge” group of space-time
diffeomorphisms supplemented with the SU.2/ gauge symmetries briefly described
above. The symmetries are generated in the Hamiltonian sense by the constraints:
the Gauss constraints Ga.x/, the vectorial constraints Hi .x/, and the famous
Hamiltonian or scalar constraint H .x/ where a 2 f1; 2; 3g are for internal or gauge
indexes, i 2 f1; 2; 3g are for space indexes, and x denotes a space point. Of partic-
ular interest for what follows is the symmetry group S D G ËDiff .˙/ where G
denotes the group of gauge transformations and Diff .˙/ is the diffeomorphisms
group on the hyperplane ˙ . In principle, the physical phase space is obtained by
first solving the constraints and second gauge-fixing the symmetries.

Currently, nobody knows how to construct the classical physical phase space,
at least in four dimensions, and therefore it is nonsense to hope to quantize grav-
ity after implementation of the constraints. In Loop Quantum Gravity, we proceed
the other way around, namely, quantizing the nonphysical phase space before im-
posing the constraints. At this point, one could ask the question why solving the
quantum constraints would be simpler than solving the classical ones. So far, we do
not know any solution1 of all the constraints even at the quantum level and hence no
one knows precisely the physical degrees of freedom of Quantum Gravity. However,
Loop Quantum Gravity provides very fascinating intermediate results that may give
a glimpse of space-time at the Planck scale [26], a resolution of the initial singularity
for the Big Bang model [8] and also a microscopic explanation of black-hole ther-
modynamics [25]. The problem of solving the Hamiltonian constraint is still open,
but different strategies have been developed to attack it. Recently, new results [11]
have opened a very promising way toward its resolution.

2.2 The Route to the Quantization of Gravity

This section is devoted to presenting the global strategy of Loop Quantum Gravity.
We have adopted the point of view of [30], which seems to us very illuminating:
we start with a general discussion on the quantization of constrained systems before
discussing the case of Loop Quantum Gravity.

Starting from a symplectic (or a Poisson) manifold – the phase space P – physi-
cists know how to construct the associated quantum algebra. The basic idea is

1 In fact, we know only one solution of all the constraints when there is a cosmological constant in
the theory, known as the Kodama state [16]. This solution was discussed several years ago [27] but
its physical interest remains minimal.
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to promote the classical variables into quantum operators whose noncommutative
product is constructed from the classical Poisson bracket. In that way, one constructs
a quantum algebra A whose elements are identified with (smooth) functions on the
classical phase space P . The kinematical Hilbert space H is the carrier space of an
irreducible unitary representation of the algebra A. In the case of the quantization of
a massive point particle evolving in a given potential, A is the Heisenberg algebra;
the kinematical Hilbert space is unique due to the famous Stone–von Neumann the-
orem and the quantum states of the theory are very well understood if the dynamics
are not too complicated. In general, A does not admit an unique unitary irreducible
representation and one has to require some extra properties in order for H to be
unique. For instance, it is natural to ask that symmetries are unitarily represented
on H . Finally, the physical Hilbert space is obtained, directly or indirectly, from
solving the constraints on the kinematical Hilbert space.

Loop Quantum Gravity is based on this program. One starts with the classical
phase space P which is the tangent bundle T .C /, where C is the space of SU.2/
connections on the hypersurface˙ . A good “coordinate system” for P is provided
by the generators of the holonomy-flux algebra associated to edges e and surfaces
S of˙ as follows:

A.e/ � P exp

�Z
e

A

�
and Ef .S/ �

Z
S

Tr.f ? E/; (3)

where f is a Lie algebra valued function on ˙ , ? is the Hodge star, T r holds
for the SU.2/ Killing form, and P exp is the notation for the path-ordered ex-
ponential. The symmetry group S D G Ë Diff .˙/ acts as an automorphism of
the algebra of functions on the classical algebra. The quantization of the classi-
cal algebra is straightforward and leads to the quantum holonomy-flux algebra A.
Many techniques have been used to study the representation theory of A and the
Gelfand–Naimark–Segal construction is one of the most precise [30]. It consists in
finding a positive state ! 2 A, which is central in the construction of the represen-
tation. Many such states exist but the requirement that! is invariant under the action
of S makes the state unique [18]. Therefore, there is an unique representation 	 of
the quantum holonomy-flux algebra A, which is invariant under the action of S .
This representation is the starting point of the construction of the physical states.

2.3 Spin-Networks Are States of Quantum Geometry

To make the representation 	 of A more concrete, let us describe its carrier space
in terms of cylindrical functions. A cylindrical function �;f is defined from a
graph � 
˙ with E edges and V vertices and a function f 2C.SU.2//˝E . It is
a complex valued function of the set of the holonomies AD fA.e1/; : : : ; A.eE /g
explicitly given by:

�;f .A/ D f .A.e1/; : : : ; A.eE //: (4)
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The set of cylindrical functions associated to the graph � is denoted Cyl . The
carrier space of the representation 	 is given by the direct and non-countable sum
Cyl.˙/ � ˚ Cyl over all graphs on ˙ . Such a sum is mathematically well de-
fined using the notion of a projective limit [3]. The vector spaceCyl.˙/ is endowed
with a Hilbert space structure defined from the Ashtekar–Lewandowski measure

h�;f j� 0;f 0i D ı; 0
Z  Y

e

d�.A.e//

!
f .A/f 0.A/; (5)

where d� denotes the SU.2/ Haar measure. The delta symbol means that the scalar
product between two states vanishes unless they are associated to exactly the same
graph � D � 0. This property makes the representation not weakly continuous. The
completion of Cyl.˙/ with respect to the Ashtekar–Lewandowski measure defines
the kinematical Hilbert space H . It remains necessary to impose the constraints in
order to extract the physical states of quantum gravity from H .

The Gauss constraint is quite easy to impose: a state �;f is invariant under
the action of G if the function f is unchanged by the action of the gauge group
on the vertices of the graph. An immediate consequence is that the graph � has
to be closed. The space of gauge invariant functions is denoted H0 and is en-
dowed with an orthonormal basis: the basis of (gauge-invariant) spin-network states.
A spin-network state jSi � j�; je; )vi is associated to a graph � whose edges e are
colored with SU.2/ unitary irreducible representations je and vertices v with in-
tertwiners )v between representations of the edges meeting at v. Intertwiners are
generalized Clebsh–Gordan coefficients. An example of a spin-network is given in
Fig. 1 below.

Imposing the diffeomorphisms constraint is also relatively easy. Roughly, it con-
sists in identifying states whose graphs are related by a diffeomorphism and that
have the same colors once the graphs have been identified. The set of such conju-
gacy classes form the space Hdiff , which is endowed with a natural Hilbert structure
inherited from the Ashtekar–Lewandowski measure. Elements of Hdiff are labeled
by knots instead of graphs.

Before discussing the remaining constraint in the next section, let us give the
physical interpretation of a spin-network state. To do so, we need to introduce some
geometrical operators, such as those that relate to the area a.S/ of a surface S and

li are oriented link

ni are nodes

l1

l2

l3

n1 n2

Fig. 1 The links are colored by representations of SU.2/ and the vertices by Clebsh–Gordan
intertwiners
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S

Γ

a(S)⎜S〉 = 8πγ h̄G
c3 crosses S je( je +1)⎜S〉÷Σe

Fig. 2 Illustration of the action of the area operator on a given spin-network

the volume v.R/ of a domain R. The classical expressions of a.S/ and v.R/ are
functions on the E-field given by [26]:

a.S/ D
Z
S

d 2x

q
Eai E

b
j nanb and v.R/ D

Z
R

d 3x

s
j"abc"ijkEaiEbjEckj

3Š
; (6)

where na denotes the normal of the surface S and "abc are the totally antisymmet-
ric tensors. To promote these classical functions into quantum operators acting on
the kinematical states, one has to introduce regularizations for the area or the vol-
ume due to the presence of the square roots in the previous classical definitions.
There exist therefore some ambiguities in the definition of the quantum geometrical
operators, above all in the case of the volume. For the area, the standard regulariza-
tion leads to an operator a.S/ whose action on a spin-network state jSi is illustrated
in Fig. 2, where the sum runs over all the edges of the graph � associated to jSi that
cross the surface S . We have assumed that the edges always cross S transversely; the
formula can be generalized for other, more general, cases [26]. We have explicitly
introduced all the fundamental constants in order to show, in particular, the depen-
dence on the Immirzi parameter � [14]. We also see immediately that spin-network
states are eigenstates of a.S/ with discrete eigenvalues. A similar but much more
involved result exists for the volume operator v.R/: It acts on the nodes of the spin-
network states and also has a discrete spectrum. As a result, at the kinematical level,
space appears discrete in Loop Quantum Gravity.

2.4 The Problem of the Hamiltonian Constraint

Solving the Hamiltonian constraint is still an open issue. Two main roads have been
developed to understand this constraint: the master program [29] and Spin-Foam
models [22]. The master program, initiated and mainly developed by Thiemann, is
an attempt to regularize the Hamiltonian constraint in order to find its kernel. Even
if we still do not have a precise description of the physical Hilbert space, Thiemann
proved an existence theorem that ensures physical states exist. We will not discuss
this approach further here.
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A = 〉S|S′〉phys

Fig. 3 Spin-Foam models propose an amplitude to each graph interpolating two given states. This
amplitude is related to the physical scalar product between the two states

Spin-Foam models are an alternative attempt to solve the dynamics from a
covariant point of view. The idea consists in finding the physical scalar product be-
tween spin-network states not necessarily solutions of the Hamiltonian constraint.
Of course, the two problems are closely related. The physical scalar product should
be given by the path integral of gravity, if one could give a meaning to this. Spin-
Foam models are precisely proposals for the path integral of gravity. These propos-
als are based on the Plebanski formulation of gravity where gravity is described as
a constrained BF theory. All BF theories are topological theories whose path inte-
gral can be easily (and formally) written in terms of combinatorial objects that we
do not want to describe here. One starts with this path integral and tries to impose
the constraints that make gravity a BF theory at the level of the path integral. For
the moment, there is no precise implementation of the constraints, but there do exist
proposals. Recently a promising new Spin-Foam model has been described [11].

In the context of Spin-Foam models, the physical scalar product between two
spin-network states is given by a certain evaluation of topological graphs interpolat-
ing the two graphs defining the two spin-networks, as illustrated in Fig. 3. The rules
for computing the amplitude of the graph are model dependent and can be viewed as
generalizations of the Feynman rules for standard QFT. We may be far from having
a clear and complete description of the physical Hilbert space of quantum gravity
but the road proposed in LQG is very fascinating.

3 Three-Dimensional Euclidean Quantum Gravity

Let us underline two aspects, among the most important, concerning Loop Quantum
Gravity in four dimensions. The first one is the possibility that space is discrete
at the Planck scale. The second one is the difficulty in solving the dynamics of
quantum gravity, and the subsequent impossibility of identifying the physical states.
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Thus, to test the discreteness of space, one could use a simple toy model where the
dynamics are easy to solve, and that already exhibits a discreteness of space. Three-
dimensional Euclidean quantum gravity offers an ideal framework in this regard.

3.1 Construction of the Noncommutative Space

Anyone who would claim to have quantized gravity should, at the very least, be able
to give a precise meaning to the formal expression for the path integral

Z D
Z
ŒDg�ŒD'�eiSŒg;'
 ; (7)

where SŒg; '� is the Einstein–Hilbert action for the metric g coupled to any mat-
ter field '. The difficulty in performing such an integral is obviously hidden in
the construction of a suitable measure ŒDg� for the space of metrics modulo
diffeomorphisms.

If one uses standard perturbative techniques to compute (7), namely, one first
writes g D � C h as the sum of the flat metric � and a “fluctuation” h, then per-
forms the integration over the variable ' on the flat metric and finally sums over all
the fluctuations h, one gets into trouble because the theory is non-renormalizable.
Furthermore, this method strongly breaks the covariance of the theory by specifying
one background metric, and so appears not to be well adapted to general relativity.

As was mentioned in the introduction, in order to circumvent these difficulties,
one could try the other way around, performing first the integration over the gravi-
tational degrees of freedom. This idea makes sense for three-dimensional Euclidean
gravity, which can be completely quantized by different techniques.

3.1.1 Quantum Gravity and Noncommutativity

Of particular interest is the Spin-Foam framework that gives tools for performing,
at least formally, the integration over the metric variable in (7). Indeed, it has been
argued that the path integral (7) reduces to a path integral of an effective quantum
field theory Seff Œ'� as follows [12]

Z D
Z
ŒD'�eiSeff Œ'
; (8)

where Seff Œ'� defines the action of a sole field ' on a fixed, but noncommuta-
tive, background. The noncommutative space is a deformation of the classical flat
Euclidean space whose deformation parameter is the Planck length `P D p

G„=c3.
Thus, quantum gravity would make “space-time” noncommutative, at least when
space-time is three-dimensional and Euclidean. Now, we aim at giving a precise
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definition of this noncommutative space. Before going into details of the definition,
let us emphasize that this noncommutative space is unrelated to the particular Moyal
noncommutative space [19] that appears within the String Theory framework.

The path integral approach to constructing the noncommutative geometry we
have just outlined is certainly the most appealing at a conceptual level. Nonetheless,
we will adopt here a more “canonical” way that is, at a technical level, simpler and
also quite intuitive [15,20]. Our starting point is the fact that the classical symmetry
group of the theory is deformable into a quantum group. It is indeed well known
that quantum groups play a crucial role in the quantization of three-dimensional
gravity; the link between quantum gravity and knot invariants in three-dimensional
manifolds [32] is certainly one of the most beautiful illustrations of this fact.

Three-dimensional gravity, for all values of the cosmological constant 
 and
whatever the signature of space-time, is an exactly solvable system, as pointed
out by Witten [31]. It can be reformulated as a Chern–Simons theory, which
is a gauge theory whose gauge group is of the form C1.M;G/, M being the
space-time and G a Lie group. For 
D 0 and Euclidean signature, the group
GD ISU.2/�SU.2/ Ë R3 is the (universal cover of the) isometry group of the
three-dimensional flat Euclidean space. This group gets deformed when the theory
is quantized [17]. Only an idea of the deformation is given in the following sec-
tion where we hope the reader gets at least the physical content of the deformation
process. Mathematical and technical details can be found in [15] for instance.

3.1.2 The Quantum Double Plays the Role of the Isometry Algebra

In the combinatorial quantization scheme [9], the deformation of the isometry group
is very clear. Classical groups are turned into quantum groups and the construction
of the quantum physical states uses as a central tool the representation theory of
these quantum groups. In the case we are interested in, the quantum group is the
Drinfeld double of SU.2/, called also the quantum double or the double for short
and denotedDSU.2/. The notion of quantum double is very general in the sense that
it is possible to construct the quantum doubleDA for any Hopf algebraA. DSU.2/
is in fact the quantum double of the commutative algebra C.SU.2// of smooth
functions on SU.2/, which is endowed with a Hopf algebra structure: the algebra
is defined by the pointwise product of functions and the co-algebra is determined
by the standard coproduct � W C.SU.2// ! C.SU.2// ˝ C.SU.2// such that
�.f /.a; b/Df .ab/ for any group elements a; b 2SU.2/. The detailed definition
of DSU.2/ can be found in several references [15, 20] but we only need to men-
tion that, as a vector space, DSU.2/ is the tensor product C.SU.2//˝ C ŒSU.2/�,
where C ŒG� denotes the group algebra of G, that is, the algebra of formal linear
combination of elements of G. In particular,G is a subset of CŒG�.

The double DSU.2/ is, precisely, a deformation of the algebra CŒISU.2/�.
In fact, the deformation concerns only the co-algebra structure, which is a central
notion in constructing tensor products of representations. There exists an algebra
morphism betweenDSU.2/ and CŒISU.2/� D C ŒR3�˝C ŒSU.2/�, more precisely
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DSU.2/ is included as an algebra into CŒISU.2/�. The CŒSU.2/� part of DSU.2/
is identified to CŒSU.2/� 
 CŒISU.2/� whereas CŒR3� is sent to C.SU.2//. Thus,
if one trivially identifies CŒR3�with the algebra of functionsC.R3/ on the Euclidean
space R

3, then the deformation process transformsC.R3/ into C.SU.2//. Roughly,
the deformation works as a compactification of the space R3, which becomes the
space SU.2/ that can be identified to the sphere S3. One understands that such
a compactification needs a parameter with dimension of a length and here the
Planck length `P enters. In other words, the Planck length is crucial for transform-
ing momentum vectors v in R

3 into group elements �.v/ according to the formula
�.v/ D ei`P v�� 2 SU.2/, where the notation � D .�1; �2; �3/ holds for the genera-
tors of the Lie algebra su.2/.

In brief, the quantum double DSU.2/ is a deformation of the group algebra
CŒISU.2/�, where the rotational part is not affected by the deformation and the
translational part is compactified in the sense described above. The group of trans-
lations becomes compact and also noncommutative. This is the fundamental reason
why space-time becomes noncommutative.

3.1.3 The Quantum Geometry Defined by Its Momenta Space

The quantum geometry at the Planck scale is defined as the space that admits
the quantum double as an isometry algebra. This definition is analogous to the
classical one: indeed, the classical flat Euclidean space E

3 admits the Euclidean
group ISU.2/ as an isometry group and moreover can be described as the quotient
ISU.2/=SU.2/. At the noncommutative level, one has to adapt such a construction
(by quotient), for the noncommutative space is defined indirectly by its algebra of
functions A . However, the construction is quite easy to generalize and leads to the
fact that A is the convolution algebra of SU.2/ distributions [15], denoted

A � .C.SU.2//; ı/: (9)

This algebra is trivially noncommutative. The algebra of functions C.SU.2// en-
dowed with the convolution product is a particular sub-algebra of A and the product
of two functions is explicitly given by:

.f1 ı f2/.a/ D
Z
d�.x/f1.x/f2.x

�1a/; (10)

where d�.x/ is the SU.2/ Haar measure.
The algebra A admits different equivalent formulations, which have distinct

physical interpretations. The formulation in (9) above is called the momentum
representation: it is indeed a deformation of the commutative algebra C.R3/ of dis-
tributions on the tangent space R3 of E3. At the Planck scale, the momenta become
group-like.

By construction, A provides a representation space of DSU.2/, which can
be interpreted, in this way, as a symmetry algebra of A whose action will be
denoted B. More precisely, translation elements are functions on SU.2/ and act
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by multiplication on A whereas rotational elements are SU.2/ elements and act by
the adjoint action:

8 � 2 A f B � D f � and u B � D Adu�: (11)

The adjoint action is defined by the relation hf;Adu�i D hAdu�1f; �i with Aduf .x/

given by f .u�1xu/ for any u; x in SU.2/.

3.1.4 The Fuzzy Space Formulation

Thus, we have a clear definition of the deformed space of momenta. To get the quan-
tum analogue of the space C.E3/ itself, we need to introduce a Fourier transform on
C.SU.2//. This is done by making use of harmonic analysis on the group SU.2/:
the Fourier transform of a given SU.2/-distribution is the decomposition of that dis-
tribution into (the whole set or a subset of) unitary irreducible representations (UIR)
of SU.2/. These UIR are labeled by a spin j , they are finite dimensional of dimen-
sion dj D 2j C 1. The Fourier transform is an algebra morphism that is explicitly
defined by:

F W C.SU.2// �! Mat.C/ �
1M
jD0

Matdj
.C/ (12)

� 7�! b̊ � F Œ�� D ˚jF Œ��j D ˚j .� ıDj /.e/; (13)

where Matd .C/ is the set of d -dimensional complex matrices, Dj
mn are the Wigner

functions, and ı is the convolution product. When � is a function, its Fourier matrix
components are obtained by performing the following integral

F Œ��jmn �
Z
d�.u/ �.u/Dj

mn.u
�1/: (14)

The inverse map F�1 W Mat.C/ ! C.SU.2// associates to any family of matricesb̊ D ˚j
b̊j a distribution according to the formula:

hf;F�1Œb̊�iD
X
j

dj

Z
d�.u/f .u/ tr .b̊jDj .u//�

Z
d�.u/f .u/Tr .b̊D.u// (15)

for any function f 2 C.SU.2//. We have introduced the notations D D ˚jD
j

and Trb̊ D P
j dj tr.b̊j /. Therefore, it is natural to interpret the algebra Mat.C/ as

a deformation of the classical algebra C.E3/ and then three-dimensional Euclidean
quantum geometry is fundamentally noncommutative and fuzzy.
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3.1.5 Relation to the Classical Geometry

It is not completely trivial to show how the algebra of matrices Mat.C/ is a defor-
mation of the classical algebra of functions on E

3.
To make it more concrete, it is necessary to construct a precise link between

C.SU.2// and C.R3/ for the former space is supposed to be a deformation of the
latter. First, we remark that it is not possible to find a vector space isomorphism be-
tween them because SU.2/ and R3 are not homeomorphic: in more physical words,
there is no way to establish a one-to-one mapping between distributions on SU.2/
and distributions on R3, for SU.2/ and R3 have different topologies. Making an
explicit link between these two spaces is in fact quite involved and one construction
has been proposed in [15]. The aim of this section is to recall only the main lines
of that construction; more details can be found in [15]. For pedagogical reasons, we
also restrict the space C.SU.2// to its subspace C.SU.2// and then we are going
to present the link between C.SU.2// and C.R3/.

1. First, we need to introduce a parametrization of SU.2/: SU.2/ is identified with
S3 D f.y; y4/ 2 R4jy2 C y24 D 1g and any u 2 SU.2/ is given by

u.y; y4/ D y4 � iy � � (16)

in the fundamental representation in terms of the Pauli matrices �i . For later
convenience, we cut SU.2/ in two parts: the northern hemisphere UC (y4 > 0)
and the southern hemisphere U� (y4 < 0).

2. Then, we construct bijections between the spaces U˙ and the open ball of R3

B`P
D fp 2 R3jp < `�1

P g: to each element u 2 U˙ we associate a vector
P.u/D `�1

P y. These bijections implicitly identify P.u/ with the physical mo-
menta of the theory. Note that this is a matter of choice: one could have chosen
another expression for P.u/ and there are no physical arguments to distinguish
one from the other. We have made what seems to be, for various different reasons,
the most natural and convenient choice.

3. As a consequence, any function� 2 C.SU.2// is associated to a pair of functions
�˙ 2 C.U˙/, themselves being associated, using the previous bijections, to a
pair of functions  ˙ 2 CB`P

.R3/, which are functions on R3 with support on

the ball B`P
. In that way, we construct two mappings a˙ W C.U˙/ ! CB`P

.R3/

such that a˙.�˙/ D  ˙ are explicitly given by:

 ˙.p/D
Z
d�.u/ı3.p�P.u//�˙.u/D

v`Pq
1 � `2P p2

�

�
u

�̀
Pp;˙

q
1 � `2Pp

2

��
; (17)

where v`P
D `3P =2	

2. We have thus established a vector space isomorphism
a D aC ˚ a� between C.SU.2// and CB`P

.R3/ ˚ CB`P
.R3/. We need two

functions on R3 to characterize one function of C.SU.2//. The mapping a˙
satisfies the important following property: the action of the Poincaré group
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ISU.2/ 
 DSU.2/ on CB`P
.R3/ induced by the mappings a˙ is the standard

covariant one, namely,

� B a˙.�˙/ D a˙.� B �˙/ 8 � 2 ISU.2/ 
 DSU.2/: (18)

In the r.h.s. (resp. l.h.s.), B denotes the action of � 2 ISU.2/ (resp. � viewed
as an element of DSU.2/) on C.R3/ (resp. C.SU.2//). This was, in fact, the
defining property of the mappings a˙.

Now, we have a precise relation between C.SU.2// and C.R3/. Using the standard
Fourier transform F W C.R3/ ! C.E3/ restricted to CB`P

.R3/, one obtains the
following mapping:

m � F ı a W C.SU.2// �! C`P
.E3/ (19)

where C`P
.E3/ is defined as the image of C.SU.2// by m. It will be convenient to

introduce the obvious notation m D mC ˚ m�. We have the vector space isomor-
phism C`P

.E3/ ' eCB`P
.R3/ ˚ eCB`P

.R3/, where eCB`P
.R3/ is the subspace of

functions on E3 whose spectra are strictly contained in the open ball B`P
of radius

`�1
P . Elements of C`P

.E3/ are denoted ˚C ˚ ˚� where ˚˙.x/ 2 eCB`P
.R3/. The

explicit relation between C.SU.2// and C`P
.E3/ is

˚˙.x/ � m˙.�˙/.x/ D
Z
d�.u/�˙.u/ exp.iP.u/ � x/: (20)

This transform is clearly invertible.
It remains to establish the link between C`P

.E3/ and the space of matrices
Mat.C/. To do so, we make use of the mapping F between C.SU.2// and Mat.C/
and the mapping m between the same C.SU.2// and C`P

.E3/. If we denote by b̊˙
the images of �˙ by F , then we have:

˚˙.x/ D Tr.K�
˙.x/b̊˙/; (21)

where K˙ can be interpreted as the components of the element K � KC ˚K� 2
Mat.C/˝ C`P

.E3/ defined by the integral:

K˙.x/ �
Z
U˙

d�.u/D.u/ exp.�iP.u/ � x/ : (22)

The relation (21) is invertible. One can interpret the functions ˚˙.x/ as a kind of
continuation to the whole Euclidean space of the discrete functions b̊j˙mn, which
are a priori defined only on an infinite but enumerable set of points. Given x 2 E3,
each matrix element b̊j˙mn contributes to the definition of ˚˙.x/ with a complex

weight Kj
˙nm.x/.

For the moment, we have only described the vector space structure of C`P
.E3/.

However, this space inherits a noncommutative algebra structure when we ask the
mapping m to be an algebra morphism. The product between two elements ˚1 and
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˚2 in C`P
.E3/ is denoted ˚1 ? ˚2 and is induced from the convolution product ı

on C.SU.2// as follows:

˚1 ? ˚2 D m.m�1.˚1/ ı m�1.˚2//: (23)

The ?-product is a deformation of the classical pointwise product.
In order to make the ?-product more intuitive, it might be useful to consider

some examples of products of functions. The most interesting functions to consider
first are surely the plane waves. Unfortunately, plane waves are not elements of
C.SU.2// but are pure distributions and hence, their study goes beyond what we
have covered in this paper. Nevertheless, we will see that it is possible to extend the
previously presented results to the case of the plane waves with some assumptions.
Plane waves are defined as eigenstates of the generators Pa and then, as we have
already underlined, a plane wave is represented by the distribution ıu with eigen-
value Pa.u/, which is interpreted as the momentum of the plane wave. Plane waves
are clearly degenerate, as Pa.u/ is not invertible in SU.2/: this result illustrates the
fact that we need two functions ˚C ˚ ˚� 2 C`P

.E3/ to characterize one function
� 2 C.SU.2//. The representations of the plane wave in the matrix space Mat.C/
and in the continuous space C`P

.E3/ are, respectively, given by:

F .ıu/
j D Dj .u/�1 and m.ıu/.x/ � wu.x/; (24)

where wu.x/ D exp.iPa.u/xa/˚ 0 if u 2 UC and wu.x/ D 0˚ exp.iPa.u/xa/ if
u 2 U�. The framework we have described does not include the case u 2 @UC D
@U�, which is nonetheless completely considered in [15]. The ?-product between
two plane waves reads:

wu ? wv D wuv (25)

if u, v, and uv belong to UC or U�. This product can be trivially extended to the
cases where the group elements belong to the boundary @UC D @U�. As a result,
one interprets Pa.u/�Pa.v/ � Pa.uv/ as the deformed addition rule for momenta
in the noncommutative space.

Other interesting examples to consider are the coordinate functions. They are
easily defined using the plane waves and their definition in the C.SU.2// and
Mat.C/ representations are:

�a D 2i`P �aıe 2 C.SU.2// bxa D 2`PD.Ja/ 2 Mat.C/; (26)

where �a is the SU.2/ left-invariant vector field and Ja the generators of the su.2/
Lie algebra satisfying ŒJa; Jb �D 2i"ab

cJc . In the C`P
.E3/ representation, the coor-

dinates are given byXa � .xa˚0/; only the first component is nontrivial. It becomes
straightforward to show that the coordinates satisfy the relation

ŒXa; Xb�? � Xa ? Xb � Xb ? Xa D i`P "ab
cXc (27)

and therefore do not commute, as expected.
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3.2 Constructing the Quantum Dynamics

In this section, we introduce some mathematical tools for defining the dynamics in
the noncommutative space – an integral in order to define an action, and a derivative
operator in order to define the kinematical energy of the system.

3.2.1 An Integral on the Quantum Space to Define the Action

An important property is that the noncommutative space admits an invariant mea-
sure h W C ! C. To be more precise, h is well defined on the restriction of
C ' C.SU.2// to C.SU.2//. The invariance is defined with respect to the
symmetry action of the Hopf algebra DSU.2/. Let us give the expression of this
invariant measure in the different formulations of the noncommutative space:

h.�/ D �.e/ D Tr.b̊/ D
Z

d 3x

.2	/3v`P

˚C.x/; (28)

where � 2 C.SU.2//, b̊ D F Œ��, and ˚C.x/ D mCŒ��.x/. Note that
R
d 3x is

the standard Lebesgue measure on the classical manifold E3. Sometimes, such a
measure is called a trace. It permits us to define a norm on the algebra C from the
hermitian bilinear form

h�1; �2i � h.�[1�2/ D
Z
d�.u/ �1.u/�2.u/; (29)

where �[.u/ D �.u�1/.

3.2.2 Derivative Operators to Define the Dynamics

Derivative operators @� can be deduced from the action of infinitesimal translations:
given a vector � 2 E

3, we have @� D �a@a where @a D iPa is the translation op-
erator we have introduced in the previous section. When acting on the C.SU.2//
representation, @� is the multiplication by the function i�aPa; it is the standard
derivative when acting on the continuous C`P

.E3/ representation (using the map-
ping m); finally it is a finite difference operator when acting on the fuzzy space
representation Mat.C/ (using the Fourier transform F ). Its expression in the matrix
representation is then given by:

.@ab̊/jst D � 1

`Pdj
D1=2
pq .Ja/

�p
.j C 1C 2qs/.j C 1C 2tp/ b̊jC1=2

qCs pCt

C .�1/q�pp.j � 2qs/.j � 2pt/ b̊j�1=2
qCs pCt

�
: (30)
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The interpretation of the formula (30) is clear. Note, however, an important point:
The formula (30) defines a second-order operator in the sense that it involvesb̊j�1=2 and b̊jC1=2 that are not nearest matrices but second nearest matrices.

The derivative operator is obviously necessary for defining a dynamics in the
noncommutative fuzzy space. The ambiguity in the definition of Pa implies imme-
diately an ambiguity in the dynamics. For instance, the fact that Ca.j; k/ relates
matrices b̊j with b̊j˙1=2 only is a consequence of the choice of Pa that is in fact a
function whose non-vanishing Fourier modes are the matrix elements of a dimension
2 matrix: indeed, Pa.u/ D `�1

P tr1=2.Jau/. Another choice would lead to a different
dynamics and then there is an ambiguity. Such ambiguities exist as well in full Loop
Quantum Gravity [23].

3.2.3 Free Field: Solutions and Properties

Now, we have all the ingredients to study dynamics on the quantum space. Due to
the fuzzyness of space, equations of motion will be discrete and therefore, there is in
general no equivalence between the Lagrangian and Hamiltonian dynamics. Here,
we choose to work in the Euler–Lagrange point of view, that is, the dynamics are
governed by an action of the type:

S?Œ˚; J � D 1

2

Z
d 3x

.2	/3v`P

�
@�˚ ? @�˚ C V.˚; J /

�
C .x/; (31)

where V is the potential that depends on the field ˚ and eventually on some exterior
fields J . The action has been written in the C`P

.E3/ formulation to mimic easily
the classical situation.

Obviously, finding the equations of motions reduces to extremizing the previous
action, but with the constraint that ˚ belongs to C`P

.E3/: in particular, ˚ (as well
as the exterior field) admits two independent components ˚˙, which are classical
functions on E3 whose spectra are bounded. The action (31) couples these two com-
ponents generically. Even when one of the two fields vanishes, for instance˚� D 0,
it happens in general that the extrema of the functional SŒ˚� differ from the ones
that we obtain for a classical field ˚ whose action would be formally the same
functional, but defined with the pointwise product instead of the ? product. This
makes the classical solutions in the deformed and nondeformed cases different in
general. Let us state this point more precisely. When the field is free, in the sense
that V is quadratic (with a mass term), deformed solutions are the same as classical
ones. However, solutions are very different when the dynamics are nonlinear, and
the differences are physically important.

First, let us consider the case of a free field: we assume that V.˚/ D �2˚ ? ˚ ,
where � is a positive parameter. Equations of motion are:

�b̊j C �2b̊j D 0 for all spin j : (32)
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Due to the quite complicated expression of the derivative operator, it appears more
convenient to solve this set of equations in the C.SU.2// representation. Indeed,
these equations are equivalent to the fact that � D F�1Œ˚� has support in the
conjugacy classes � 2 Œ0; 2	Œ such that sin2.�=2/ D `2P�

2. Thus, a solution exists
only if � � `�1

P , in which case we write � D `�1
P sin.m=2/ with 0 < m < 	 . Then

the solutions of the previous system are given by b̊ D b̊C C b̊� with:

b̊j˙ D
Z
d�.u/ Iṁ.u/

�
˛.u/Dj .u/ C ˇ.u/Dj .u/�

�
; (33)

where ˛ and ˇ are SU.2/ complex valued functions; the notation Iṁ holds for the
characteristic functions on the conjugacy class � D m (for the C sign) and � D
2	 � m (for the � sign). These functions are normalized to one according to the
relation

R
d�.u/Iṁ.u/ D 1. If the fields˚˙.x/ are supposed to be real, the matricesb̊j are hermitian, and then ˛ and ˇ are complex conjugate functions. As a result,

we obtain the general solution for the noncommutative free field written in the fuzzy
space representation.

Using the mapping m, one can reformulate this solution in terms of functions on
E
3. The components of ˚ are given by:

˚˙.x/ D `2P
16	

sin2 m
2

cos m
2

Z
B`P

d 3p ı.p � �/
�
˛˙.p/eip�x C ˇ˙.p/e�ip�x� ; (34)

where B`P
is the Planck ball, ˛˙.p/ D ˛.u.p// where u.p/ is the inverse of p.u/

when u is restricted to the sets U˙; a similar definition holds for ˇ˙. We recover
the usual solution for classical free scalar fields with the fact that the mass has
an upper limit given by `�1

P . Therefore, the Planck mass appears to be a natural
UV cutoff.

3.3 Particles Evolving in the Fuzzy Space

Important discrepancies between classical and fuzzy dynamics appear when one
considers nonlinear interactions. In the case where we study the dynamics of a sole
field �, we may introduce self-interactions. However, even in the standard clas-
sical commutative space E3, classical solutions of self-interacting field cannot be
written in a closed form in general; and then one cannot expect to find explicit so-
lutions for the self-interacting field evolving in the fuzzy background. Faced with
such technical difficulties (which we postpone for future investigations), we will
consider simpler models. We will perform symmetry reductions in order that the
field � depends only on one coordinate out of the three. We will interpret this model
as describing one particle evolving in (Euclidean) fuzzy space-time.
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3.4 Reduction to One Dimension

Let us define the algebra C 1D of symmetry reduced fields and its different repre-
sentations: the group algebra, the matrix, and the continuous formulations.

First of all, C 1D can be identified to the convolution algebra C.U.1// of U.1/
distributions. In particular, a function ' 2 C 1D is a function of � 2 Œ0; 2	�. The
matrix representation reduces to the Fourier representation of C.U.1//:

F 1D W C.U.1// �! Diag1.C/; ' 7�! b̊ with b̊a
a � 'a D h'; eia�i; (35)

where h; i is the duality bracket between U.1/ distributions and U.1/ functions and
Diag1.C/ is the algebra of infinite-dimensional diagonal complex matrices. This
identity reduces to the following more concrete relation when ' is supposed to be a
function:

'a D 1

2	

Z 2	

0

d� '.�/eia� : (36)

The algebraic structure of Diag1.C/ is induced from the convolution product ı and
is simply given by the commutative discrete pointwise product:

8 '; ' 0 2 C.U.1// .' ı ' 0/a D 'a '
0
a : (37)

Let us now construct the mapping between the convolution algebra C.U.1// and
the algebra C`P

.E1/, which has to be understood for the moment as the one-
dimensional analogue of C`P

.E3/. We proceed in the same way as in the full theory:

1. first, we cut U.1/ � Œ0; 2	� in two parts, UC �� � 	
2
; 	
2
Œ and U� ��	

2
; 3	
2
Œ

where the symbol � means equal modulo 2	;
2. then, we construct two bijections between U˙ and B1D

`P
�� � `�1

P I `�1
P Œ by as-

signing to each � 2 U˙ a momentum P.�/ D `�1
P sin � ;

3. the third step consists in associating to any function ' 2 C.U.1// a pair of
functions '˙ 2 C.U˙/, and a pair of functions  ˙ 2 C.R/ induced by the
previous bijections as follows

a1D˙ .�˙/.p/ �  ˙.p/ D
Z
d�

2	
ı.p � `�1

P sin �/ '˙.�/I (38)

4. finally, we make use of the standard one-dimensional Fourier transform F1D to
construct the mapping m1D D m1DC ˚ m1D� W C.U.1// ! C`P

.E1/ where the
components m1D˙ D F1D ı a1D˙ are given by:

m1D
˙ .'˙/.t/ � ˚˙.t/ D

Z 2	

0

d�

2	
'˙.�/ exp.iP.�/t/: (39)
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The space C`P
.E1/ is the image of C.U.1// by m and therefore is defined byeC.UC/ ˚ eC.U�/ where eC.U˙/ are the images by F1D of C.U˙/. As in the

full theory, this construction can be extended to the algebra C.U.1// of distri-
butions.

The link between the discrete and the continuous representations ofC 1D is given by:

˚˙.t/ D
X
a

'aK
a˙.t/; (40)

where the functionsKa˙.t/ are defined by the integrals

Ka˙.t/ �
Z
U˙

d�

2	
e�ia�CiP.�/t D .˙1/a

Z �
2

0

d�

	
cos

�
a� � t

`P
sin �

�
: (41)

As in the general case, the relation (40) is invertible. The integral defining K˙
is a simplified version of the general formula (22) and one can view these func-
tions as the components of the element KDKC ˚ K� 2 Diag1.C/ ˝ C`P

.E1/.
Furthermore, Ka DKaC ˚ Ka� is the image by m1D of the (discrete) plane waves
exp.�ia�/. As a final remark, let us underline that KC and K� are closely related
by the property Ka�.�t/D .�1/aKC.t/. This implies that the functions ˚˙ are
also closely related: if we assume for instance that '2nC1D 0 for any n 2 Z then
˚�.�t/D˚C.t/; if we assume on the contrary that '2n D 0 for any n 2 Z then
˚�.�t/D � ˚C.t/. Such a property will have physical consequences as we will
see in the sequel.

Let us give some physical interpretation of the formula (40). One can view it as a
way to extend 'a, considered as a function on Z, into the whole real line R. In that
sense, this formula is a link between the discrete quantum description of a field and
a continuous classical description. One sees that any microscopic time a contributes
(positively or negatively) to the definition of a macroscopic time t with an amplitude
precisely given by Ka˙.t/. At the classical limit `P ! 0, Ka˙.t/ are maximal for
values of the time t D ˙ `P a. In other words, the more the microscopic time a`P
is close to the macroscopic time t , the more the amplitudeKa˙.t/ is important.

Concerning the reduced ?-product, it is completely determined by the algebra of
the functionsKa viewed as elements of C`P

.E1/ and a straightforward calculation
leads to the following product betweenKa type functions:

Ka ? Kb � m1D.exp.�ia�/ ı exp.�ib�// D ıabKa: (42)

This result clearly illustrates the non-locality of the ?-product.
Before going to the dynamics, let us give the expression of the derivative oper-

ator @t . As for the general case, @t is a finite difference operator whose action on
Diag1.C/ is given, as expected, by the following formula:

.@t'/a D 1

2`P
.'aC1 � 'a�1/ : (43)
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This expression is highly simplified compared to the more general one introduced in
the previous section. However, we still have the property that @t is in fact a second-
order operator for it relates a C 1 and a � 1. An important consequence would be
that the dynamics (of the free field) will decouple the odd components '2n and the
even components '2nC1 of the discrete field. Then, we will have two independent
dynamics that could be interpreted as two independent particles evolving in the
fuzzy space. In particular, one could associate the continuous fields ˚.t/odd and
˚.t/even, respectively, to the families .'2n/ and .'2nC1/. It is clear that ˚.t/odd and
˚.t/even are completely independent of one another and, using the basic properties
of K˙, we find that the ˙ components of each field are related by:

˚odd� .�t/ D ˚oddC .t/ and ˚ even� .�t/ D �˚ evenC .t/: (44)

Thus, ˚C and ˚� fundamentally describe two “mirror” particles.

3.4.1 Dynamics of a Particle: Linear versus Nonlinear

We have now assembled all the ingredients for studying the behavior of the one-
dimensional field '. When written in the continuous representation, its dynamics
are governed by an action of type (31), but only one-dimensional, with no external
field J , and the potential is supposed to be monomial, that is, of the form V.˚/ D
"=.˛ C 1/˚?.˛C1/, with ˛ C 1 a non-null integer. The equations of motions are
given by:

�˚ C "˚?˛ D 0; (45)

where� D @2t . In the fuzzy space formulation, these equations read:

'aC2 � 2'a C 'a�2
4`2P

D �"'˛a : (46)

As was previously emphasized, we note that these equations do not couple odd and
even integers a. For simplicity, we will consider only even spins, that is, we assume
that '2nC1 D 0 for all integer n.

The linear case has already been studied in the previous section. For present
purposes, we consider the dynamics (46) with ˛ � 2 and we look for perturbative
solutions in the parameter ". The corresponding classical solution ˚c reads at the
first order

˚c.t/ D vt � "
v˛ t˛C2

.˛ C 1/.˛ C 2/
C O."2/; (47)

where we assume for simplicity that ˚c.0/ D 0 and ˚ 0
c.0/ D v.
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The perturbative expansion of the fuzzy solution is obtained using the same
techniques. We look for solutions of the type 'a D �a C "�a where a D 2k by
assumption, � is a real number, and � must satisfy the following relation:

�2k � �2k�2 D �`
2
P

4
�˛

k�1X
nD1

.2n/˛

D �`
2
P

4
.2�/˛

�
.k � 1/˛C1

˛ C 1
C .k � 1/˛

2

C˛.k � 1/˛�1

12
� ˛.˛ � 1/.˛ � 2/

720
.k � 1/˛�3

C˛.˛ � 1/.˛ � 2/.˛ � 3/.˛ � 4/
30240

.k � 1/˛�5 C � � �
�
:

The solution is in general complicated. To be explicit, we will consider the
case ˛D 2. The formula simplifies considerably and, after some straightforward
calculations, one can show that

�2k D �`
2
P�

2

12
k2.k � 1/.k C 1/ D �`

2
P�

2

12
.k4 � k2/: (48)

In order to compute the C`P
.E1/ representation of this solution, one uses the fol-

lowing relations for any integer n

S
.n/
˙ .t/ �

C1X
kD�1

knK2k˙ .t/ D 1

2.2i/n
dn

d�n
exp.iP.�/t/j 1�1

2
	
: (49)

Applying this formula for n D 1; 2, and 4

S
.1/
˙ .t/ D ˙`�1

P t; S
.2/
˙ .t/ D 2`�2

P t
2; S

.4/
˙ .t/ D 2.4`�4

P t
4 C `�2

P t
2/ (50)

one shows, after some simple calculations, that ˚C and ˚� are simply related by
˚C.t/ D ˚�.�t/ and ˚C is given by:

˚C.t/ D 2�`�1
P t � "

`2P�
2

6
.2`�4

P t
4 C `�2

P t
2/ C O."2/: (51)

To compare it with the classical solution ˚c computed above (47), we impose the
same initial conditions, which leads to � D v`P =2 and then the solution reads:

˚C.t/ D vt � "
v2t4

12
� "

`2P v2t2

24
C O."2/: (52)
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Let us interpret the solution. First, let us underline that ˚C and ˚� are related
by ˚C.t/ D ˚�.�t/: thus, it seems that ˚� corresponds to a particle evolving
backward compared to ˚C. In that sense, the couple ˚˙ behaves like a parti-
cle and a “mirror” particle: the presence of the mirror particle is due to quantum
gravity effects. Second, we remark that the solution for ˚C differs from its classical
counterpart at least order by order in the parameter ". At the no-gravity limit
`P ! 0, ˚C tends to the classical solution (47). Therefore, we can interpret these
discrepancies as an illustration of quantum gravity effects on the dynamics of a field.

3.4.2 Background Independent Motion

We finish this example with the question concerning the physical content of this
solution. For the reasons given in the previous section, we concentrate only on the
component˚C. Can one interpret˚C.t/ as the position q.t/ of a particle evolving in
the fuzzy space? If the answer is positive, it is quite confusing because the position
should be discrete valued whereas ˚C takes value in the whole real line a priori.
In fact, we would like to interpret ˚C.t/ D Q.t/ 2 R as the extension in the
whole real line of a discrete position q.t/ 2 Z. More precisely, we suppose that the
space where the particle evolves is one-dimensional and discrete, and then its motion
should be characterized by a Z-valued function q.t/. If we restore the discreteness of
the time variable, then the motion of the particle should, in fact, be characterized by
a set of ordered integers fq.2k`P /; k 2 Zg. To make this description more concrete,
we make use of the identity satisfied by S .1/C (50), which implies that

Q.t/ D
C1X
kD�1

.2`Pk/K
2kC .Q.t//: (53)

This identity makes clear that Q.t/ can be interpreted as a kind of continuation in
the whole real line of a set of discrete positions and K2kC .Q.t// gives the (positive
or negative) weight of the discrete point 2`Pk in the evaluation of the continuous
pointQ.t/. Therefore, one can associate an amplitude P.kj�/ to the particle when
it is at the discrete positionQ D 2`P k and at the discrete time t D 2`P � (in Planck
units) in the fuzzy space. This amplitude is given by:

P.kj�/ D K2kC .Q.2`P �//PC1
jD�1 K

2j
C .Q.2`P �//

D K2kC .Q.2`P �//; (54)

because the normalization factor equals one. These amplitudes cannot really be
interpreted as statistical weights because they can be positive or negative. Never-
theless, they contain all the information of the dynamics of the particle in the sense
that one can reconstruct the dynamics from these data. Therefore, we obtain a back-
ground independent description of the dynamics of the particle that can be a priori
anywhere at any time: its position 2k`P at a given time 2�`P is characterized by the
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amplitude previously defined. Furthermore, the amplitude is maximum around the
classical trajectory, that is, when Q.2`P �/ D 2`Pk, and gives back the classical
trajectory at the classical limit defined by k; � ! 1, `P ! 0 with the products
k`P and �`P , respectively, fixed to the values t (classical time) and Q (classical
position).

4 Discussion

In this article, we have tackled the question of motion in Quantum Gravity. As we
have already emphasized, it is certainly too early to discuss this question in detail.
However it is at least possible to raise some preliminary problems that one needs
to resolve if one aims at understanding what motion means at the Planck scale.
Among the most fundamental problems are the questions of the deep structure of
space-time and those of the description of matter fields in Quantum Gravity. Loop
Quantum Gravity proposes a very clear answer to these questions (even if the spe-
cific viewpoint adopted here has warranted extensive discussion).

For this reason, we think that Loop Quantum Gravity presents a useful frame-
work for discussing the question of motion at very short distances. We started with
a very brief review of Loop Quantum Gravity, insisting on the kinematical aspects:
the description of the kinematical states in terms of spin-networks and the compu-
tation of the spectrum of the so-called area and volume operators. We explained in
what sense space appears discrete in Loop Quantum Gravity. We finished by men-
tioning the fundamental problem of the dynamics that, so far, no one knows how to
solve, namely, the remaining Hamiltonian constraint. Nonetheless, different promis-
ing strategies have been developed to solve this issue. For the moment, this relative
failure prevents us from discussing the question of the motion that is intimately
linked to the question of the dynamics.

As a consequence, in a second part, we presented a toy model where the dynam-
ics are very well understood: three-dimensional Euclidean quantum gravity with no
cosmological constant. This model is exactly solvable and shares several character-
istics with Loop Quantum Gravity, including the discreteness of space. Furthermore,
the coupling to a matter field is very well understood and leads to a description of
scalar fields in terms of complex matrices evolving in a noncommutative fuzzy ge-
ometry. Therefore, the question of motion at the Planck scale reduces in that case
to the resolution of finite difference equations involving matrix coefficients, which
are the quantum analogue of the equations of motions. We propose a solution of
these equations in simple examples: the free field and the one-dimensional field.
These examples are nice illustrations of what could represent motion more gener-
ally in Quantum Gravity.

It is nonetheless clear that we are far from a precise description of motion in full
Loop Quantum Gravity. We hope that the examples we have developed in this paper
will shed light on this problem.
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Free Fall and Self-Force: an Historical
Perspective

Alessandro Spallicci

Abstract Free fall has signed the greatest markings in the history of physics
through the leaning Pisa tower, the Woolsthorpe apple tree and the Einstein lift.
The perspectives offered by the capture of stars by supermassive black holes are to
be cherished, because the study of the motion of falling stars will constitute a giant
step forward in the understanding of gravitation in the regime of strong field. After
an account on the perception of free fall in ancient times and on the behaviour of a
gravitating mass in Newtonian physics, this chapter deals with last century debate
on the repulsion for a Schwarzschild–Droste black hole and mentions the issue of
an infalling particle velocity at the horizon. Further, black hole perturbations and
numerical methods are presented, paving the way to the introduction of the self-
force and other back-action related methods. The impact of the perturbations on
the motion of the falling particle is computed via the tail, the back-scattered part
of the perturbations, or via a radiative Green function. In the former approach, the
self-force acts upon the background geodesic; in the latter, the geodesic is con-
ceived in the total (background plus perturbations) field. Regularisation techniques
(mode-sum and Riemann–Hurwitz z function) intervene to cancel divergencies com-
ing from the infinitesimal size of the particle. An account is given on the state of
the art, including the last results obtained in this most classical problem, together
with a perspective encompassing future space gravitational wave interferometry and
head-on particle physics experiments. As free fall is patently non-adiabatic, it re-
quires the most sophisticated techniques for studying the evolution of the motion.
In this scenario, the potential of the self-consistent approach, by means of which
the background geodesic is continuously corrected by the self-force contribution, is
examined.
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LPC2E, Campus CNRS, 3A Avenue de la Recherche Scientifique, 45071 Orléans, France
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1 Introduction

The two-body problem in general relativity remains one of the most interesting
problems, being still partially unsolved. Specifically, the free fall, one of the eldest
and classical problems in physics, has characterised the thinking of the most genial
developments and it is taken as reference to measure our progress in the knowl-
edge of gravitation. Free fall contains some of the most fundamental questions on
relativistic motion. The mathematical simplification, given by the reduction to a
2-dimensional case, and the non-likelihood of an astrophysical head-on collision
should not throw a shadow on the merits of this problem. Instead, it may be seen as
an arena where to explore part of the relevant features that occur to general orbits,
e.g. the coupling between radial and time coordinates.

Although it is easily argued that radiation reaction has a modest impact on radial
fall due to the feebleness of cumulative effects (anyhow, in case of high or even rel-
ativistic – a fraction of c – initial velocity of the falling particle, it is reasonable to
suppose a non-modest impact on the waveform and possibly the existence of a signa-
ture), it would be presumptuous to consider free fall simpler than circular orbits, or
even elliptic orbits if in the latter adiabaticity may be evoked. Adiabaticity has been
variously defined in the literature, but on the common ground of the secular effects
of radiation reaction occurring on a longer time scale than the orbital period. One
definition refers to the particle moving anyhow, although radiating, on the back-
ground geodesic (local small deviations approximation), of obviously no-interest
herein; another, currently debated for bound orbits, to the secular changes in the
orbital motion being stemmed solely by the dissipative effects (radiative approxima-
tion); the third to the radiation reaction time scale being much longer than the orbital
period (secular approximation), which is a rephrasing of the basic assumption.

But in radial fall such an orbital period does not exist. And as the particle falls
in, the problem becomes more and more complex. In curved spacetime, at any time
the emitted radiation may backscatter off the spacetime curvature, and interact back
with the particle later on. Therefore, the instantaneous conservation of energy is
not applicable and the momentary self-force acting on the particle depends on the
particle’s entire history. There is an escape route, though, for periodic motion. But
energy–momentum balance cannot be evoked in radial fall, lacking the opportu-
nity of any adiabatic averaging. The particle reaction to its radiation has thus to be
computed and implemented immediately to determine the effects on the subsequent
motion. It is a no-compromise analysis, without shortcuts. Thus, the computation
and the application of the back-action all along the trajectory and the continuous
correction of the background geodesic is the only semi-analytic way to determine
motion in non-adiabatic cases. And once this self-consistent approach is mastered
for radial infall, where simplification occurs for the two-dimensional nature of the
problem, it shall be applicable to generic orbits.

It is worth reminding that the non-adiabatic gravitational waveforms are one of
the original aims of the self-force community, since they express (i) the physics
closer to the black hole horizon; (ii) the most complex trajectories; and (iii) the
most tantalising theoretical questions.



Free Fall and Self-Force: an Historical Perspective 563

The head-on collisions of black holes and the associated radiation reaction were
evoked recently in the context of particle accelerators and thereby showing the rich-
ness of the applicability of the radial trajectory also beyond the astrophysical realm.
As gravity is claimed by some authors to be the dominant force in the transplanckian
region, the use of general relativity is adopted for their analysis.

This chapter reviews the problem of free fall of a small mass into a large one,
from the beginning of science, whatever this may mean, to the application of the
self-force and of a concurring approach, in the last 14 years. There is no pretension
of exhaustiveness and, furthermore, justifiably or not, for this review some topics
have been disregarded, namely: any orbit different from radial fall; radiation re-
action in electromagnetism; but also the head-on of comparable masses and Kerr
geometry, post-Newtonian (pN) and effective one-body (EOB) methods; and quan-
tum corrections to motion.

Herein, the terms of self-force and radiation reaction are used rather loosely,
though the latter does not include non-radiative modes. Thus, the self-force de-
scribes any of the effects upon an object’s motion which are proportional to its
own mass. Nevertheless, to the term self-force is often associated a specific method
and it is preferable to adopt the term back-action whenever such association is not
meant.

Geometric units (G D c D 1) and the convention (�,C,C,C) are adopted, unless
otherwise stated. The full metric is given by Ng˛ˇ .t; r/ D g˛ˇ .r/C h˛ˇ .t; r/ where
g˛ˇ is the background metric of a black hole of massM and h˛ˇ is the perturbation
caused by a test particle of mass m.

2 The Historical Heritage

The analysis of the problem of motion certainly did not start with a refereed publi-
cation and it is arduous to identify individual contributions. Therefore, an arbitrary
and convenient choice has led to select only renowned names.

Aristotélēs in the fourth century BC analysed motion qualitatively rather than
quantitatively, but he was certainly more geared to a physical language than his pre-
decessors. His views are scattered through his works, though mainly exposed in the
Corpus Aristotelicum, collection of the works of Aristotélēs, that has survived from
antiquity through Medieval manuscript transmission [11]. He held that there are
two kinds of motion for inanimate matter, natural and unnatural. Unnatural motion
is when something is being pushed: in this case the speed of motion is proportional
to the force of the push. Natural motion is when something is seeking its natural
place in the universe, such as a stone falling, or fire rising. For the natural motion
of objects falling to Earth, Aristotélēs asserted that the speed of fall is proportional
to the weight, and inversely proportional to the density of the medium the body is
falling through. He added, though, that there is some acceleration as the body ap-
proaches more closely its own element; the body increases its weight and speeds up.
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The more tenuous a medium is, the faster the motion. If an object is moving in void,
Aristotélēs believed that it would be moving infinitely fast.

After two centuries, Hipparkhos said, through Simplikios [186], that bodies
falling from high do experience a restraining factor which accounts for the slower
movement at the start of the fall.

Gravitation was a domain of concern in the flourishing Islamic world between the
ninth and the thirteenth century for ibn Shākir, al-Bı̄rūnı̄, al-Haytham, al-Khazini.
It is doubtful whether gravitation was in their minds in the form of a mutual attrac-
tion of all existing bodies, but the debate acquired significant depth, although not
benefiting of any experimental input. Conversely, in Islamic countries, experiments
were performed as deemed necessary for the development of science. In this sense,
there was a large paradigmic shift with respect to Greek philosophers, more oriented
to abstract speculations.

Leonardo da Vinci1 stated that each object does not move by its own, and when it
moves, it moves under an unequal weight (for a higher cause); and when the wish of
the first engine stops, immediately the second stops [121]. Further, in the context of
fifteenth century gravitation, da Vinci compared planets to magnets for their mutual
attraction.

Perception of the beginning of modern science in the early seventeenth century
is connected on one hand to a popular legend, according to which Galilei dropped
balls of various densities from the Tower of Pisa, and found that lighter and heav-
ier ones fell at the same speed (in fact, he did quantitative experiments with balls
rolling down an inclined plane, a form of falling that is slow enough to be measured
without advanced instruments); on the other hand, modern science developed when
the natural philosophers abandoned the search for a cause of the motion, in favour
of the search for a law describing such motion. The law of fall, stating that distances
from rest are as the squares of the elapsed times, appeared already in 1604 [86] and
further developed in two famous essays [87, 88].

After another century, another legend is connected to Newton [213] who indeed
himself told that he was inspired to formulate his theory of gravitation [156] by
watching the fall of an apple from a tree, as reported by W. Stukeley and J. Conduit.
The fatherhood of the inverse square law, though, was claimed by R. Hooke and it
can be traced back even further in the history of physics.

The pre-Galilean physics, see Drake [63],2 had an insight on phenomena that is
not to be dismissed at once. For instance, the widespread belief that fall is unaffected
by the mass of the falling object shall be examined throughout the chapter, through
the concept of Newtonian back-action and through the general relativistic analysis
of the capture of stars by supermassive black holes.

1 Leonardo spent his final years at Amboise, nowadays part of the French Région Centre, under
invitation of François I, King of France and Duke of Orléans.
2 His book presents the contributions by several less-known researchers in the flow of time, being
a well argued and historical – but rather uncritical – account. An other limitation is the neglect of
non-Western contributions to the development of physics.
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3 Uniqueness of Acceleration and the Newtonian Back-Action

One of the most mysterious and sacred laws in general relativity is the equivalence
principle (EP). Confronted with ‘the happiest thought’ of Einstein’s life, it is a relief,
for those who adventure into its questioning, to find out that notable relativists share
this humble opinion.3 This principle is variously defined and here below some most
popular versions are listed:

1. All bodies equally accelerate under inertial or gravitational forces.
2. All bodies equally accelerate independently from their internal composition.
In general relativity, the language style gets more sophisticated:
3. At every spacetime point of an arbitrary gravitational field, it is possible to

choose a locally inertial coordinate system such that the laws of nature take the
same form as in an unaccelerated coordinate system. The laws of nature con-
cerned might be all laws (strong EP), or solely those dealing with inertial motion
(weak EP) or all laws but those dealing with inertial motion (semi-strong EP).

4. A freely moving particle follows a geodesic of spacetime.

It is evident that both conceptually and experimentally, the above different state-
ments are not necessarily equivalent,4 although they can be connected to each other
(e.g. the EP states that the ratio of gravitational mass to inertial mass is identi-
cal for all bodies and convenience suggests that this ratio is posed equal to unity).
In this chapter, only the fourth definition will be dealt with5 and interestingly, it can

3 Indeed, it has been stated by Synge [196] ‘...Perhaps they speak of the principle of equivalence.
If so, it is my turn to have a blank mind, for I have never been able to understand this principle...’
4 For a review on experimental status of these fundamental laws, see Will’s classical references
[211, 212], or else Lämmerzahl’s alternative view [113], while the relation to energy conservation
is analysed by Haugan [99].
5 For the first definition, it is worth mentioning the following observation [196] ‘...Does it mean
that the effects of a gravitational field are indistinguishable from the effects of an observer’s ac-
celeration? If so, it is false. In Einstein’s theory, either there is a gravitational field or there is
none, according as the Riemann tensor does not or does vanish. This is an absolute property; it has
nothing to do with any observer’s world-line. Space-time is either flat or curved...’ Patently, the
converse is also far reaching: if an inertial acceleration was strictly equivalent to one produced by
a gravitational field, curvature would be then associated to inertial accelerations. Rohrlich [173]
stresses that the gravitational field must be static and homogeneous and thus in absence of tidal
forces. But no such a gravitational field exists or even may be conceived! Furthermore, the particle
internal structure has to be neglected.

The second definition is under scrutiny by numerous experimental tests compelled by modern
theories as pointed out by Damour [46] and Fayet [79].

First and last two definitions are correct in the limit of a point mass. An interesting discussion
is offered by Ciufolini and Wheeler [38] on the non-applicability of the concept of a locally inertial
frame (indeed a spherical drop of liquid in a gravity field would be deformed by tidal forces after
some time, and a state-of-the-art gradiometer may reach sensitivities such as to detect the tidal
forces of a weak gravitational field in a freely falling cabin). Mathematically, locality, for which
the metric tensor g�� reduces to the Minkowski metric and the first derivatives of the metric tensor
are zero, is limited by the non-vanishing of the Riemann curvature tensor, as in general certain
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be reformulated, see Detweiler and Whiting [59, 209], in terms of geodesic motion
in the perturbed field. Then, the back-action results into the geodesic motion of the
particle in the metric g˛ˇ .r/C hR

˛ˇ
.t; r/ where hR

˛ˇ
is the regular part of the pertur-

bation caused by a test particle of mass m. Thus, the concept of geodesic motion is
adapted to include the influence of m through hR

˛ˇ
.

A teasing paradox concerning radiation has been conceived relative to a charge
located in an Earth orbiting spacecraft. Circularly moving charges do radiate, but
relative to the freely falling space cabin the charge is at rest and thus not radiating.
Ehlers [171] solves the paradox by proposing that ‘It is necessary to restrict the class
of experiments covered by the EP to those that are isolated from bodies of fields
outside the cabin’. The transfer of this paradox to the gravitational case, including
the case of radial fall, is immediate.

The EP is receptive of another criticism directed at the relation between the
foundations of relativity and their implementation: it is somehow confined to the
introduction of general relativity, while, for the development of the theory, a student
of general relativity may be rather unaware of it.6

A popular but wrong interpretation of the EP states that all bodies fall with the
same acceleration independently from the value of their mass (sometimes referred
as the uniqueness of acceleration). This view is portrayed or vaguely referred to
in some undergraduate textbooks, and anyhow largely present in various websites.
Concerning the uniqueness of acceleration, non-radiative relativistic modes in a cir-
cular orbit were analysed by Detweiler and Poisson [58], who showed how the low
multipole contributions to the gravitational self-acceleration may produce physical
effects, within gauge arbitrariness (l D 0 determines a mass shift, l D 1 a centre
of mass shift). In [58], the stage is set by a discussion on the gravitational self-
force in Newtonian theory for a circular orbit. Herein, exactly the same pedagogical
demonstration of theirs is applied to free fall.

A small particle of mass m is in the gravitational field of a much larger mass M .
The origin of the coordinate system coincides with the centre of mass. The positions

of M , m and a field point P are given by �!� ,
�!
R and �!r , respectively (the absolute

value of �!r is r and m
�!
R C M�!� D 0). In case of the sole presence of M, the

potential and the acceleration at P are given by:

˚0.r/ D �M
r
; �!g 0.r/ D �r˚0.r/ D �M

r3
�!r : (1)

If m is also present,M is displaced from the origin and the potential is:

˚.r/ D � M

j�!r � �!� j � m

j�!r � �!
R j
: (2)

combinations of the second derivatives of g�� cannot be removed. Pragmatically, it may be con-
cluded that violating effects on the EP may be negligible in a sufficiently small spacetime region,
close to a given event.
6 Again, this opinion is comforted [196] ‘...the principle of equivalence performed the essential
office of midwife at the birth of general relativity...I suggest that the midwife be now buried with
appropriate honours...’.
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Sincem 	 M , Eq. 2 is rewritten in the form of a small variation, that is ˚.r/ D
˚0.r/C ı˚.r/ or else ı˚.r/ D ˚.r/ � ˚0.r/; thus:

ı˚.r/ D � m

j�!r � �!
R j„ ƒ‚ …

˚S

� M

j�!r � �!� j C M

r„ ƒ‚ …
˚R

: (3)

The potential ı˚.r/ determines a field that exerts a force on m, that is the back-
action of the particle. The singular term ˚S diverges, but isotropically around the
particle position and thus not contributing to the particle motion. Instead, the re-
maining regular part acts on the particle. Since m 	 M , the regular parts of the
potential and of the acceleration, being r D @r .

�!r =r/, are:

˚R.r/ ' �M
r

"
1 � m

M

�!
R � �!r
r2

#
C M

r
D m

�!
R � �!r
r3

; (4)

�!g R.r/ D �r˚R.r/ D m
3.

�!
R � �!r /�!r � r2�!R

r5
: (5)

At the particle position, the two components of the acceleration are:

�!g R.R/ D 2m

�!
R

R3
; �!g 0.R/ D �M

�!
R

R3
; (6)

and finally the total acceleration is given by (in vector and scalar form):

�!g .R/ D �!g 0.R/C �!g R.R/ D �M � 2m
R3

�!
R; (7)

g.R/ D �M
R2

�
1 � 2 m

M

�
: (8)

The Newtonian back-action of a particle of mass m falling into a much larger mass
M is expressed as a correction to the classical value. This result is more easily
derived if both the partition between singular and regular parts and the vectorial
notation are left aside. The force exerted on m is (the origin of coordinate system is
made coincident with the centre of mass for simplicity, so that mR D M�):

m RR D � Mm

.�CR/2
; (9)

and thus

RR D � M

R2
�
1C �

R

�2 ' �M
R2

�
1 � 2

m

M

�
; (10)
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but also

RR D � M

R.�CR/
�
1C �

R

� ' � M

R.�CR/

�
1 � m

M

�
: (11)

It appears from the preceding computations that the falling mass is slowed down by
a factor (1 or 2) proportional to its own mass and dependent upon the measurement
approach adopted. It may be argued that the m=M term arises because the compu-
tation is referred to the centre of mass, but to shift the centre of mass to the centre
of M is equivalent to deny the influence of m.

But instead, what about the popular belief that heavier objects fall faster? Let
us consider the mass m at height h from the soil and the Earth radius R˚; since
�CR D hCR˚, it is found that:

Rh D � M

.hCR˚/2
�
1C m

M

�
: (12)

The mass is now falling faster thanks to a different observer system and the popular
belief appears being confirmed. On the other hand, in a coordinate system whose
origin is coincident and comoving with the centre of mass of the larger body M ,
any back-action effect disappears. For d , the distance between the two bodies, it is
well known that:

m Rd D mM

d 2
: (13)

Nevertheless, the translational speed of the moving centre of mass ofM (if the latter
is fixed, any influence of m is automatically ruled out) is depending upon the value
of m and the same applies to Eq. 9: it is not possible to find an universal reference
frame in which the centre of the main mass moves equally for all various falling
masses. Thus, the uniqueness of acceleration is result of an approximation, although
often portrayed as an exact statement,7 or else consequence of gauge choice.8 The
uniqueness of acceleration holds as long as the values of the masses of the falling

7 The difference between fall in vacuum and in the air has been the subject of a polemics between
the former French Minister of Higher Education and Research Claude Allègre and the Physics No-
bel Prize Georges Charpak, solicited by the satirical weekly ‘Le Canard Enchaı̂né’ [120]. The
Minister affirmed on French television in 1999 ‘Pick a student, ask him a simple question in
physics: take a petanque and a tennis ball, release them; which one arrives first? The student would
tell you ‘the petanque’. Hey no, they arrive together; and it is a fundamental problem, for which
2000 years were necessary to understand it. These are the basis that everyone should know’. The
humourists wisecracked that the presence of air would indeed prove the student being right and
tested their claim by means of filled and empty plastic water bottles being released from the sec-
ond floor of their editorial offices: : :and asked the Nobel winner to compute the difference due to
the air, whose influence was denied by the Minister. But in this polemics, no one drew the atten-
tion to the Newtonian back-action, also during the polemics revamped in 2003 by Allègre [1] who
compared this time a heavy object and a paper ball. Such forgetfulness or misconception is best
represented by the Apollo 15 display of the simultaneous fall of a feather and a hammer [4].
8 During the Bloomington 2009 Capra meeting, this state of affairs was presented as ‘the confusion
gauge’.
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bodies are negligible. Correctly stated, the principle hardly sounds like a principle:
all bodies fall with the same acceleration independently from their mass, if: : :we
neglect their mass. Although the preceding is elementary, misconceptions tend to
persist in colleges and higher education.

It is concluded that the Newtonian back-action manifests itself with different nu-
merical factors possibly carrying opposite sign (from the Pisa tower – 100 pisan
arms tall – for an observer situated at its feet, Newtonian back-action shows roughly
as proportional to 1:7 � 10�24 m=s2 for each falling kilogram). This feature corre-
sponds to the gauge freedom in general relativity.

For the latter, when considering perturbations, the energy radiated through grav-
itational waves is proportional to m2=M and thus the energy leaking from the
nominal motion. Therefore, the concept of uniqueness of acceleration is further af-
fected, as it will be shown further.

Finally, it is quoted [59] that with only local measurements, the observer has no
means of distinguishing the perturbations from the background metric. In the next
section, it is shown that the concept of locality or non-locality of measurements
associated to free fall, even without taking into account radiation reaction, is far
from being evident and has fueled a controversy for more than 90 years.

4 The Controversy on the Repulsion and on the Particle
Velocity at the Horizon

The concept of light being trapped in a star was presented in 1783 by Michell [144]
in front of the Royal Society audience and later by Laplace [115, 116]. Preti [163]
describes the close resemblance between the algebraic formulation of Laplace [116]
and the concept of a black hole, term coined in 1967 by Wheeler [208]. In the last
century, the Earth, once the attracting mass of reference, was silently replaced by
the black hole. But, as many centuries before and after Newtonian gravity were
necessary to formulate motion on the Earth, it should not be a surprise that it is
taking more than a century to resolve the same Newtonian questions, in the more
complex Einsteinian general relativity, on a black hole.

The existence and the detectability of gravitational waves, the validity of the
quadrupole formula are among the notorious debates that have characterised general
relativity, as described by Kennefick [111]. But closer to the topic of this chapter is
the, surprisingly since almost endless, controversy on the radial motion in the un-
perturbed Schwarzschild or properly Schwarzschild–Droste (henceforth SD) metric
[65, 66, 181],9 intertwined with the early debates on the apparent singularity at 2M

9 Rothman [174] gives a brief historical account on Droste’s independent derivation of the same
metric published by Schwarzschild, in the same year 1916. Eisenstaedt [76] mentions previous
attempts by Droste [64] on the basis of the preliminary versions of general relativity by Einstein
and Grossmann [73], later followed by Einstein’s works (general relativity was completed in 1915
and first systematically presented in 1916 [72]) and Hilbert’s [101]. Antoci [2] and Liebscher [3]
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and on the belief of the impenetrability of this singularity due to the infinite value
of pression10 at 9=4M .

Most references for the analysis of orbital motion, e.g. the first comprehensive
analysis by Hagihara [98] or the later and popular book by Chandrasekhar [34], do
not address this debate, that has invested names of the first rank in the specialised
early literature.

An historically oriented essay by Eisenstaedt [77] critically scrutinises the rela-
tion that relativists have with free fall.11 This section does not have any pretension
of topical (e.g. photons in free fall are not dealt with) or bibliographical complete-
ness. The questions posed in this debate concern the radial fall of a particle into an
SD black hole and may be summarised as:

� Is there an effect of repulsion such that masses are bounced back from the black
hole? Or more mildly, does the particle speed, although always inward, reaches
a maximal value and then slows down? And if so, at which speed or at which
radial coordinate?

� Does the particle reaches the speed of light at the horizon?

The discussion is largely a reflection of coordinate arbitrariness (and unaware-
ness of its consequences), but the debaters showed sometimes a passionate affection
to a coordinate frame they considered more suitable for a “real physical” measure-
ment than other gauges. Further, ill-defined initial conditions at infinity, inaccurate
wording (approaching rather than equalling the speed of light), sometimes tor-
tuous reasonings despite the great mathematical simplicity, scarce propension to
bibliographic research with consequent claim of historical findings [125], they all
contributed to the duration of this debate. The approach of this section is to cut
through any tortuous reasoning [160] and show the essence of the debate by means
of a clean and simple presentation, thereby paying the price of oversimplification.

emphasise Hilbert’s [102] and Weyl’s [207] later derivations of solutions for spherically symmetric
non-rotating bodies. Incidentally, Ferraris, Francaviglia and Reina [80] point to the contributions
of Einstein and Grossmann [74], Lorentz [126] and obviously Hilbert [101] to the variational for-
mulation.
10 Earman and Eisenstaedt [69] describe the lack of interest of Einstein for singularities in general
relativity. The debate at the Collège de France during Einstein’s visit in Paris in 1922 included a
witty exchange on pression (the Hadamard ‘disaster’), see Biezunski [26].
11 The translation of the title and of the introduction to Section 5 of [77] serves best this paragraph
‘The impasse (or have the relativists fear of the free fall?) [..] the problem of the free fall of
bodies in the frame of [..] the Schwarzschild solution. More than any other, this question gathers
the optimal conditions of interest, on the technical and epistemological levels, without inducing
nevertheless a focused concern by the experts. Though, is it necessary to emphasise that it is a first
class problem to which classical mechanics has always showed great concern : : : from Galileo;
which more is the reference model expressing technically the paradigm of the lift in free fall dear
to Einstein? The matter is such that the case is the most elementary, most natural, an extremely
simple problem : : : apparently, but which raises extremely delicate questions to which only the
less conscious relativists believe to reply with answers [..]. Exactly the type of naive question that
best experts prefer to leave in the shadow, in absence of an answer that has to be patently clear to
be an answer. Without doubts, it is also the reason for which this question induces a very moderate
interest among the relativists: : :’
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Four types of measurements can be envisaged: local measurement of time dT,
non-local measurement of time dt, local measurement of length dR, non-local mea-
surement of length dr. Locality is somewhat a loose definition, but it hints at those
measurements by rules and clocks affected by gravity (of the SD black hole) and
noted by capital letters T;R, while non-locality hints at measurements by rules and
clocks not affected by gravity (of the SD black hole) and noted by small letters
t; r .12 Therefore, for determining (velocities and) accelerations, four possible com-
binations do exist:

� Unrenormalised acceleration d 2r=dt2

� Semi-renormalised acceleration d 2R=dt2

� Renormalised acceleration d 2R=dT2

� Semi-renormalised acceleration d 2r=dT2

The latter has not been proposed in the literature and discussion will be limited to the
first three types. The former two present repulsion at different conditions, while the
third one never presents repulsion.

The first to introduce the idea of gravitational repulsion was Droste [65,66] him-
self. He defines:

dR D drr
1 � 2M

r

; (14)

which, after integration, Droste called the distance ı from the horizon. This quantity
is derived from the SD metric posing dt D 0, delicate operation since the relation
between proper and coordinate times varies in space as explained by Landau and
Lifshits [114]; thus it may be accepted only for a static observer (obviously the no-
tion of static observer raises in itself a series of questions; see e.g. Doughty [62],
Taylor and Wheeler [198]). Through a Lagrangian and the relation of Eq. 14, for ra-
dial trajectories Droste derives that the semi-renormalised velocity and acceleration
are given by (A is a constant of motion, equal to unity for a particle falling with zero
velocity at infinity):

dR

dt
D �

s�
1 � 2M

r

��
1 � AC 2AM

r

�
; (15)

d 2R

dt2
D �M

r2

2664
r
1 � 2M

r
� 2 .dR=dt/2r

1 � 2M

r

3775 D M

r2

�
1 � 2AC 4AM

r

�r
1 � 2M

r
;

(16)

12 This definition is not faultless (there is no shield to gravity), but it is the most suitable to describe
the debate, following Cavalieri and Spinelli [31, 32, 193] and Thirring [199].
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where the constant of motion A is given by:

A D
�
1 � 2M

r

��1
� .dr=dt/2

�
1 � 2M

r

��3
:

From Eq. 16, two conditions may be derived for the semi-renormalised accelera-
tion, for either of which the repulsion (the acceleration is positive) occurs forA D 1

if r < 4M or else dR=dt >
p
1=2

p
1 � 2M=r.

Instead in his thesis [65], Droste investigated the unrenormalised velocity accel-
eration and for zero velocity at infinity, they are:

dr

dt
D �

�
1 � 2M

r

�r
2M

r
; (17)

d 2r

dt2
D �M

r2

2641� 2M

r
� 3 .dr=dt/2

1 � 2M

r

375 D �M
r2

�
1� 2M

r

��
1 � 6M

r

�
; (18)

for which repulsion occurs if, still for a particle falling from infinity with zero initial
velocity, r < 6M or else dr=dt > 1=

p
3.1 � 2M=r/.

The impact of the choice of coordinates on generating repulsion was not well
perceived in the early days of general relativity. Further, many notable authors as
Hilbert [102, 103], Page [157], Eddington [70], von Laue [205] in the German
original version of his book, Bauer [24], de Jans [52–54] although indirectly by
referring to the German version of [205], arrive independently and largely ignoring
the existence of Droste’s work, to the same conclusions in semi-renormalised or
unrenormalised coordinates.

The initial conditions13 may astray the particle from being attracted by the gravi-
tating mass. Indeed, Droste [66] and Page [157] refer to particles having velocities at
infinity equal or larger than 1=

p
2 for the semi-renormalised coordinates and equal

or larger than 1=
p
3 for the unrenormalised coordinates. These conditions dictate to

Droste and Page that the particle is constantly slowed down when approaching the
black hole and therefore impose to gravitation an endless repulsive action.

13 Generally, the setting of the proper initial conditions may be a delicate issue e.g. when associ-
ated with an initial radiation content expressing the previous history of the motion as it will be later
discussed; or, in absence of radiation, when an external (sort of third body) mechanism prompt-
ing the motion to the two body system is to be taken into account. The latter case is represented by
the thought experiment conceived by Copperstock [39] aiming to criticise the quadrupole formula.
The experiment consisted in two fluid balls assumed to be in static equilibrium and held apart by
a strut, with membranes to contain the fluid, until time t D 0. Between t D 0 and t D t1, the
strut and the membranes are dissolved and afterwards the balls fall freely. Due to the static initial
conditions, there is a clear absence of incident radiation, but the behaviour of the fluid balls in the
free fall phase depends on how the transition from the equilibrium to the free fall takes place. This
initial dependence obscured the debate on the quadrupole formula.



Free Fall and Self-Force: an Historical Perspective 573

In the later French editions of his book, von Laue [205] writes the radial geodesic
in proper time, but it is only in 1936 that Drumaux [67] fully exploits it. Drumaux
criticises the use of the semi-renormalised velocity and considers Eq. 14 as defining
the physical measurement of length dR. Similarly, the relation between coordinate
and proper times (for dr D 0) provides the physical measurement of time dT :

dT D
r
1 � 2M

r
dt: (19)

Thereby, Drumaux derives the renormalised velocity and acceleration in proper
time:

dR

dT
D
r
2M

r
; (20)

d 2R

dT 2
D �M

r2

r
1 � 2M

r
; (21)

for which no repulsion occurs. This approach is followed by von Rabe [206],
Whittaker [210], Srinivasa Rao [194], Zel’dovich and Novikov [216]. Nevertheless,
McVittie, almost 30 years after Drumaux [143], still reaffirms that the particle is
pushed away by the central body as do Treder [201], also in cooperation with Fritze
[202], Markley [138], Arifov [9, 10], McGruder [142]. A discussion on radar and
Doppler measurements with semi-renormalised measurements was offered by Jaffe
and Shapiro [107, 108]. The controversy seems to be extinguished in the 1980s,
although recent research papers still refer to it, e.g. Kutschera and Zajiczek [112].

For the particle’s velocity at the horizon, another, though related, debate has taken
place in some of the above mentioned references as well as in Landau and Lifshits
[114], Baierlein [12], Janis [109, 110], Rindler [170], Shapiro and Teukolsky [182],
Frolov and Novikov [85], Mitra [151], Crawford and Tereno [40], Müller [153] the
last ones being recently published. Whether the velocity is c or less, it is still the
question posed by these papers.

The further step forward in the analysis of a freely falling mass into an SD black
hole has taken place in the period from 1957 to 1997. In these 40 years,14 the falling
mass finally radiates energy (the radiated gravitational power is proportional to the
square of the third time derivative of the quadrupole moment which is different than
zero), but its motion is still unaffected by the radiation emitted. The influence of the
radiation on the motion of a particle of infinitesimal size was not dealt with until
1997.

14 Free fall has also been studied in other contexts. Synge [196] undertakes a detailed investigation
of the problem and shows that, actually, the gravitational field (i.e. the Riemann tensor) plays an
extremely small role in the phenomenon of free fall and the acceleration of 980 cm/s is, in fact, due
to the curvature of the world line of the tree branch. The apple is accelerated until the stem breaks,
then the world line of the apple becomes inertial until the ground collides with it.
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5 Black Hole Perturbations

Perturbations were first dealt with by Regge and Wheeler [167, 168], where an SD
black hole was shown to regain stability after undergoing small vibrations about its
spherical form, if subjected to a small perturbation.15 The analysis was carried out
thanks to the first application to a black hole of the Einstein equation at higher order.

The SD metric describes the background field g�� on which the perturbations
h�� arise. It is given by:

ds2 D �
�
1 � 2M

r

�
dt2 C

�
1 � 2M

r

��1
dr2 C r2

�
d�2 C sin2 �d�2

�
: (22)

Equation 22 originates from the Einstein field equation in vacuum, consisting in the
vanishing of the Ricci tensor R�� D 0.

Instead, the Regge–Wheeler equation derives from the vacuum condition, but this
time posed on the first order variation of the Ricci tensor ıR�� D 0. The generic
form of the variation of the Ricci tensor was found by Eisenhart [75] and it is given
by ıR�� D �ı� ˇ

��Iˇ C ı�
ˇ

�ˇ I� where the tensor ı� ˛
ˇ�

, variation of the Christoffel
symbol (a pseudo-tensor), is: ı� ˛

ˇ�
D 1=2 g˛�.hˇ�I� C h��Iˇ � hˇ� I�/, being the

perturbation h�� D ıg�� . Replacing the latter in the vanishing variation of the
Ricci tensor, a system of ten second order differential equations in h�� was ob-
tained. Exploiting spherical symmetry, finally Regge and Wheeler got a vacuum
wave equation out of the three odd-parity equations giving birth to a field that has
grown immensely from the end of the 1950s.16

Zel’dovich and Novikov [215] first considered the problem of gravitational waves
emitted by bodies moving in the field of a star, on the basis of the quadrupole for-
mula, thus at large distances from the horizon, where only a minimal part of the
radiation is emitted.

While a less known semi-relativistic work by Ruffini and Wheeler [178, 179]
appeared in the transition from the 1960s to the 1970s, it was the work by Zerilli
[218–220], where the source of perturbations was considered in the form of a
radially falling particle, that opened the way to study free fall in a fully, al-
though linearised, relativistic regime at first order. The Zerilli equation rules
even-parity waves in the presence of a source, i.e. a freely falling point particle,

15 For a critical assessment of black hole stability, see Dafermos and Rodnianski [44].
16 A well-organised introduction, largely based on works by Friedman [84] and Chandrasekhar
[33], is presented in the already mentioned book by the latter [34]. Some selected publications
geared to the finalities of this chapter are to be listed: earlier works by Mathews [141], Stachel
[195], Vishveshvara [204]; the relation between odd and parity perturbations [35]; the search for a
gauge invariant formalism by Martel and Poisson [140] complements a recent review on gauge in-
variant non-spherical metric perturbations of the SD black hole spacetimes by Nagar and Rezzolla
[154]; a classic reference on multiple expansion of gravitational radiation by Thorne [200]; the
derivation by computer algebra by Cruciani [41, 42] of the wave equation governing black hole
perturbations; the numerical hyperboloidal approach by Zenginonğlu [217].
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generating a perturbation for which the difference from the SD geometry is small.
The energy–momentum tensor T�� is given by the integral of the world-line of
the particle, the integrand containing a four-dimensional invariant ı Dirac distri-
bution for the representation of the point particle trajectory. The vanishing of the
covariant divergence of T�� is guaranteed by the world-line being a geodesic in the
background SD geometry; in this way, the problem of the linearised theory on flat
spacetime (for which the particle moves on a geodesic of flat space that determines
uniform motion and thereby without emission of radiation) is avoided. Finally, the
complete description of the gravitational waves emitted is given by the symmetric
tensor h�� , function of r , � , � and t .

The formalism can be summarised as follows [218–220].17 Due to the spherical
symmetry of the SD field, the linearised field equations for the perturbation h��
are in the form of a rotationally invariant operator on h�� , set equal to the energy–
momentum tensor also expressed in spherical tensorial harmonics:

QŒh�� � / T��Œı.zu/�; (23)

where the ı.zu/ Dirac distribution represents the point particle on the unperturbed
trajectory zu.

The rotational invariance is used to separate out the angular variables in the field
equations. For the spherical symmetry on the 2-dimensional manifold on which t; r
are constants under rotation in the �; � sphere, the ten components of the perturbing
symmetric tensor transform like three scalars, two vectors and one tensor:

ht t ; ht r ; hrr .ht� Iht�/; .hr� Ihr�/
�
h�� h��
h�� h��

�
:

In the Regge–Wheeler–Zerilli formalism, the even perturbations (the source term
for the odd perturbations vanishes for the radial trajectory, and given the rotational
invariance through the azimuthal angle, only the index referring to the polar or lati-
tude angle survives), going as .�1/l , are expressed by the following matrix:

h��D

0BBBBBB@

�
1� 2M

r

�
H0Y H1Y h0Y;� h0Y;�

sym
�
1� 2M

r

��1
H2Y h1Y;� h1Y;�

sym sym r2
�
KY C GY;��


r2G

�
Y;�� � cot �Y;�

�
sym sym sym r2 sin2 �

�
K CG

�
Y;��

sin2 �
C cot �Y;�

��

1CCCCCCA;

(24)

17 Two warnings: the literature on perturbations and numerical methods is rather plagued by edito-
rial errors (likely herein too...) and different terminologies for the same families of perturbations.
Even parity waves have been named also polar or electric or magnetic, generating some confusion
(see the correlation table, Table II, in [220]). Sago, Nakano and Sasaki [180] have corrected the
Zerilli equations (a minus sign missing in all right-hand side terms) but introduced a wrong defini-
tion of the scalar product leading to errors in the coefficients of the energy-momentum tensor.
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where H0;H1;H2; h0; h1; K;G are functions of .t; r/ and the l multipole index is
not displayed. After angular dependence separation, the seven functions of .t; r/ are
reduced to four due to a gauge transformation for which G D h0 D h1 D 0, i.e. the
Regge–Wheeler gauge.

For a point particle of proper mass m, represented by a Dirac delta distribution,
the stress-energy tensor is given by:

T ˛ˇ D m
u˛uˇ

u0r2
ıŒr � zu.t/�ı

2Œ˝�; (25)

where zu.t/ is the trajectory in coordinate time and u˛ is the 4-velocity.
Any symmetric covariant tensor can be expanded in spherical harmonics [218].

For radial fall it has been shown that only three even source terms do not vanish
and that two functions of .t; r/ become identical. Finally, six equations are left with
three unknown functions H0 D H2; K;H1. After considerable manipulation, the
following wave equation is obtained:

@2�l .t; r/

@r2 � @2�l.t; r/

@t2
� Vl.r/�l.t; r/ D Sl.t; r/; (26)

where r D r C 2M ln.r=2M � 1/ is the tortoise coordinate; the potential Vl.r/ is
given by:

Vl.r/ D
�
1 � 2M

r

�
2�2.�C 1/r3 C 6�2Mr2 C 18�M 2r C 18M 3

r3.�r C 3M/2
;

being �D 1=2.l�1/.lC2/. The source Sl.t; r/ includes the derivative of the Dirac
distribution (denoted ı0), coming from the combination of the h�� and their deriva-
tives18:

Sl D 2.r � 2M/

r2.�C 1/.�r C 3M/
�
	
r.r � 2M/

2u0
ı0Œr � zu.t/� �

�
r.�C 1/� 3M

2u0

�3M u0.r � 2M/2

r.�r C 3M/

�
ıŒr � zu.t/�



; (27)

for u0 D 1=.1 � 2M=zu/ being the time component of the 4-velocity and
D 4m

p
.2l C 1/	 . The geodesic in the unperturbed SD metric zu.t/ assumes

different forms according to the initial conditions19; herein, the simplest form is

18 There is an editorial error, a numerical coefficient, in the corresponding expressions (2.16) in
[133] and (2.8) in [134], which the footnote 1 at page 3 in [139] does not address.
19 For a starting point different from infinity or a non-null starting velocity, but not their combina-
tion, see Lousto and Price [133–135], Martel and Poisson [139].
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given, namely zero velocity at infinity. Then, zu.t/ is the – numerical – inverse
function of:

t D �4M
� zu

2M

�1=2 � 4M

3

� zu

2M

�3=2 � 2M ln

2664
r

zu

2M
� 1r

zu

2M
C 1

3775 : (28)

The coordinate velocity Pzu of the particle may be given in terms of its position zu:

Pzu D �
�
1 � 2M

zu

��
2M

zu

�1=2
: (29)

The dimension of the wavefunction � is such that the energy is proportional toR1
0

P�2 dt. The wavefunction, in the Moncrief form [152] for its gauge invariance,
is related to the perturbations via:

�l.t; r/ D r

�C 1

"
K l C r � 2M

�r C 3M

 
H l
2 � r @K

l

@r

!#
; (30)

where the Zerilli [219] normalisation is used for �l . For computations, this allows
the choice of a convenient gauge, like the Regge–Wheeler gauge. The inverse re-
lations for the perturbation functions K , H2, H1 are given by Lousto [129, 132]:

K D 6M 2 C 3M�r C �.�C 1/r2

r2.�r C 3M/
� C

�
1 � 2M

r

�
�;r �  u0.r � 2M/2

.�C 1/.�r C 3M/r
ı;

(31)

H2 D �9M
3 C 9�M 2r C 3�2Mr2 C �2.�C 1/r3

r2.�r C 3M/2
� C 3M 2 � �MrC�r2

r.�r C 3M/
�;r

C.r � 2M/�;rr C u0.r � 2M/Œ�2r2 C 2�Mr � 3Mr C 3M 2�

r.�C 1/.�r C 3M/2
ı

� u0.r � 2M/2

.�C 1/.�r C 3M/
ı0; (32)

H1D �r2 � 3M�r � 3M2

.r � 2M/ .�r C 3M/
�;tCr�;tr�  u0

:
zu .�r CM/

.�C 1/.�r C 3M/
ıC  u0

:
zu r.r � 2M/

.�C 1/.�r C 3M/
ı0:

(33)

Several works by Davis, Press, Price, Ruffini and Tiomno [47–49, 175–177],
but also by individual scholars like Chung [36], Dymnikova [68] and the forerun-
ners of the Japanese school as Tashiro and Ezawa [197], Nakamura with Oohara and
Koijma [155] or with Shibata [184], appeared in the frequency domain in the 1970s
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and fewer later on, analysing especially the amplitude and the spectrum of the ra-
diation emitted. Haugan, Petrich, Shapiro and Wasserman [100, 158, 183] modeled
the source as a finite-sized star of dust.

For an infalling mass from infinity at zero velocity, the energy radiated to infinity
for all modes [48] and the energy absorbed by the black hole [49] for each single
mode, and for all modes20 are given by respectively (beware, in physical units):

X
l

Erl D 0:0104
m2c2

M
; Eal D 0:25

m2c2

M
;

X
l

Eal D 	

8
mc2; (34)

while most of the energy is emitted below the frequency:

fm D 0:08
c3

GM
: (35)

Up to 94% of the energy is radiated between 8M and 2M and 90% of it in the
quadrupole mode.

Unfortunately, the analysis in the frequency domain does not contribute much
to the understanding of the particle motion, the limitation having origin in the ab-
sence of exact solutions. A Fourier anti-transform of an approximate solution, for
instance valid at high frequencies, does not reveal which effect on the motion has
the neglect of lower frequencies. Thus, the lack of availability of any time domain
solution has impeded progress in the comprehension of motion in the perturbative
two-body problem. Although studies on analytic solutions were attempted through-
out the years, e.g. Fackerell [78], Zhdanov [221], Leaver [117–119], Mano, Suzuki
and Takasugi [137] and Fiziev [82], they were limited to the homogeneous equation.

6 Numerical Solution

The breakthrough arrived thanks to a specifically tailored finite differences method.
It consists of the numerical integration of the inhomogeneous wave equation in time
domain, proposed by Lousto and Price [134, 135] and based on the mathematical
formalism of the particle limit approximation developed in [133] in the Eddington–
Finkelstein coordinates [71, 81]. A parametric analysis of the initial data by Martel
and Poisson has later appeared [139]. Confirmation of the results, among which the
waveforms at infinity, is contained in [5].

The grid cells are separated in two categories, according to whether the cell
is crossed or not by the particle. The latter category, Fig. 1, is then formed by the
cells for which r ¤ zu.t/ and the �.t; r/ evolution is not affected by the source.

20 The divergence in summing over all l modes is said to be taken away by considering a finite size
particle [49].
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Fig. 1 An empty cell never crossed by the particle world-line

It is then sufficient to integrate each term of the homogeneous wave equation. The
wave operator allows an exact integration (passing to the r tortoise coordinate):“

Cel l

�
@2r� � @2t

�
�dA D �4Œ�.t C h; r/C �.t � h; r/

��.t; r C h/ � �.t; r � h/�: (36)

Instead, the product potential-wavefunction is given by:“
Cel l

V.r/�dA D V.r/h2Œ�.t C h; r/C �.t � h; r/C �.t; r C h/

C�.t; r � h/C O.h3/�: (37)

The evolution algorithm defines � at the upper cell corner as computed out of
the three preceding values:

�.t C h; r/ D ��.t � h; r/C �
�.t; r C h/C �.t; r � h/

 �
1 � h2

2
V.r/

�
:

(38)

For the cells crossed by the particle, a different integration scheme is imposed
(Fig. 2). The product potential-wavefunction is given by:“
Cel l

V.r/�dA D V.r/ � �A3�.t C h; r/C A2�.t � h; r/C A4�.t; r
 C h/

CA1�.t; r � h/C O.h3/

; (39)

where A1; A2; A3; A4 are the sub-surfaces of the cell. The integration of the source
term is given by21:

21 There are editorial errors in the corresponding expressions (3.6) in [134] and (3.4) in [139].
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(40)

Fig. 2 There are only three physical cases for the particle crossing the .t; r�/ cell
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where ti corresponds to the time of entry of the particle in the cell and to the time of
departure from the cell; zu0 is the initial position of the particle;E D p

1 � 2M=zu0;
Signi D C1 if the particle enters the cell on the right, �1 if on the left; Signo D C1
if the particle leaves the cell on the right, �1 if on the left (Fig. 2). Through the
evolution algorithm, the value of � at the upper cell corner is given by22:

�.t C h; r/ D ��.t � h; r/
�
1C V.r/

4
.A2 � A3/

�
C�.t; r C h/

�
1 � V.r/

4
.A4 C A3/

�
C�.t; r � h; /

�
1� V.r/

4
.A1CA3/

�
�1
4

�
1 � V.r/

4
A3

�“
Cel l

S.t; r/dA: (41)

For the value of � at t D h, the unavailability of � at t D �h is circumvented
by using a Taylor expansion of �.r;�h/ for the initial conditions t D 0:

�.r;�h/ D �.r; 0/� h@ 
@t

jtD0 : (42)

The setting of initial conditions constitutes a delicate, technical and largely debated
issue. Apart from the technical difficulty in the numerical implementation, it suf-
fices to state how much it is crucial to match the initial radiation conditions, that
represent the earlier history of the particle, with its position and velocity. For those
zu0 starting points that are sufficiently far from the horizon, the errors on the initial
conditions are fortunately not relevant at later times.

Another numerical issue is the evaluation of the wavefunction and the perturba-
tions at the position of the particle, but unfortunately not described in the literature
and too technical for this book. The wavefunction belongs to the C�1 continu-
ity class23 and the values before and after the particle position are computed and
compared to the jump conditions posed on the wavefunction and its derivatives
[172]. Further, it is necessary to obtain the third derivatives of the wavefunction to
determine the correction to the geodesic background motion of the particle. Given
the second order convergence of the above described algorithm, this is not easily
achieved without recurring to a fourth order scheme [131].

22 There are editorial errors in the corresponding expressions (3.9) in [134] and (3.5) in [139].
23 The Heaviside or step distribution, like the wavefunction of the Zerilli equation, belongs to the
C�1 continuity class; the Dirac delta distribution and its derivative belong to the C�2 and C�3

continuity class, respectively.
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7 Relativistic Radial Fall Affected by the Falling Mass

7.1 The Self-Force

It has been addressed in the previous section that the perturbative two-body problem
involving a black hole and a particle with radiation emission has been tackled 40
years ago. For computation of radiation reaction, it may be worth recalling that
before 1997, only pN methods existed in the weak field regime. Indeed, it is only
slightly more than a decade that we possess methods [150, 165] for the evaluation
of the self-force24 in strong field for point particles thanks to concurring situations.
On one hand, theorists progressed in understanding radiation reaction and obtained
formal prescriptions for its determination, and on the other hand, the appearance
of requirements from the LISA (Laser Interferometer Space Antenna) project [124]
for the detection of captures of stars by supermassive black holes (EMRI, Extreme
Mass Ratio Inspiral), notoriously affected by radiation reaction.

Such factors, theoretical progress and experiment requirements, have pushed the
researchers to turn their efforts in finding an efficient and clear implementation of
the theorists prescriptions25 by tackling the problem in the context of perturbation
theory, for which the small mass m corrects the geodesic equation of motion on a
fixed background via a factor O.m/ (for a review, see Poisson [58] and Barack [15]).

Before the appearance of the self-force equation and of the regularisation meth-
ods, the main theoretical unsolved problem was represented by the infinities of
the perturbations at the particle’s position. After determination of the perturbations
through Eqs. 26 and 31–33, the trajectory of the particle could be corrected simply
by requiring it to be a geodesic of the total (background plus perturbations) metric
(the Christoffel connection N� �

˛ˇ
refers to the full metric):

d 2x˛

d�2
C N� ˛ˇ�

dxˇ

d�

dx�

d�
D 0; (43)

24 A point-like mass m moves along a geodesic of the background spacetime if m ! 0; if not, the
motion is no longer geodesic. It is sometimes stated that the interaction of the particle with its own
gravitational field gives rise to the self-force. It should be added, though, that such interaction is
due to an external factor like a background curved spacetime or a force imposing an acceleration
on the mass. In other words, a single and unique mass in an otherwise empty universe cannot
experience any self-force. Conceptually, the self-force is thus a manifestation of non-locality in the
sense of Mach’s inertia [136].
25 It is currently believed that the core of most galaxies host supermassive black holes on which
stars and compact objects in the neighbourhood inspiral-down and plunge-in. Gravitational waves
might also be detected when radiated by the Milky Way Sgr*A, the central black hole of more
than 3 million solar masses [30, 83]. The EMRIs are further characterised by a huge number of
parameters that, when spanned over a large period, produce a yet unmanageable number of tem-
plates. Thus, in alternative to matched filtering, other methods based on covariance or on time and
frequency analysis are investigated. If the signal from a capture is not individually detectable, it
still may contribute to the statistical background [17].



Free Fall and Self-Force: an Historical Perspective 583

but the perturbation behaves as:

h˛ˇ � 1q�
g�ı C u�uı

� �
x� � z�u .�/

 �
xı � zıu.�/

 ; (44)

thus diverging as the inverse of the distance to the particle and imposing a singular
behaviour to N� �

˛ˇ
on the trajectory of the particle. Thus, the small perturbations as-

sumption breaks down near the particle, exactly where the radiation reaction should
be computed.

The solution was brought by the self-force equation, formulated in 1997 and
baptised MiSaTaQuWa,26 from the surname first two initials of its discoverers, who
determined it using various approaches, all yielding the same formal expression.
In the MiSaTaQuWa prescription, the self-force is only well defined in the har-
monic (de Donder) [50, 51] gauge (stemmed from the Lorenz gauge [127]) and
any departure from it – its relaxation – undermines the validity of the equation of
motion.

Mino, Sasaki and Tanaka [150] used two methods, namely the conservation of
the total stress-energy tensor and the matched asymptotic expansion. The former
generalises the analysis of DeWitt and Brehme [60] and Hobbs [105], consisting
in the calculation of the electromagnetic self-force in curved spacetime previously
performed in flat space by Dirac [61]. It evaluates the perturbation near the world-
line using the Hadamard expansion [97] of the retarded Green function [93–95].
Then, it deduces the equation of motion by imposing the conservation of the rank-
two symmetric total stress-energy tensor, via integration of its divergence over the
interior of a thin world-tube around the particle’s world-line.

The latter, reformulated by Poisson [159], in a buffer zone matches asymptoti-
cally the expansion of the black hole perturbed background by the particle with the
expansion around the particle distorted by the black hole.

Also in 1997, the axiomatic approach by Quinn and Wald [165] was presented.
To them, the self-force is identified by comparison of the perturbation in curved
spacetime with the perturbation in flat spacetime. The procedure allows elimination
of the divergent part and extraction of the finite part of the force.

On the footsteps of Dirac’s definition of radiation reaction, in 2003 Detweiler and
Whiting [59], see also Poisson [159], offered a novel approach. In flat spacetime, the
radiative Green function is obtained by subtracting the singular contribution, half-
advanced plus half-retarded, from the retarded Green function. In curved spacetime,
and in the gravitational case, the attainment of the radiative Green function passes
through the inclusion of an additional, purposely built, function. The singular part
does not exert any force on the particle, upon which only the regular field acts
[55]. The latter, solely responsible of the self-force, satisfies the homogeneous wave
equation and may be considered a radiative field in interaction with the particle.

26 In 2002 at the Capra Penn State meeting by Eric Poisson.
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This approach emphasises that the motion is a geodesic of the full metric and it
implies two notable features: the regularity of the radiative field and the avoidance
of any non-causal behaviour.27

Gralla and Wald have attempted a more rigorous way of deriving a gravitational
self-force [92]. Their final prescription, namely self-consistency versus the first
order perturbative correction to the geodesic of the background spacetime, shall be
addressed later in this chapter. On the same track of improving rigour, an alternative
approach and a new derivation of the self-force have been proposed by Gal’tsov and
coworkers [91] and by Pound [161], respectively.

The determination of the self-force has allowed not only targeted applications
geared to more and more complex astrophysical scenarios, but also fundamental
investigations: on the role of passive, active and inertial mass by Burko [29]; the
already quoted papers on the Newtonian self-force [58], on the EP [59, 209], on the
relation to energy conservation by Quinn and Wald [166]; on the relation between
self-force and radiation reaction examined through gauge dependence and adiabatic-
ity by Mino [145–148]; the differentiation between adiabatic, secular and radiative
approximations as well as the relevance of the conservative effects by Pound and
Poisson [162]; on the relation between htail and hR, tail and regular parts of the field
by Detweiler [56].

The following wishes to be constrained to a physical and sketchy picture of the
self-force. For this purpose, the original MiSaTaQuWa approach – the force acts on
the background geodesic – is more intuitive. One pictorial description refers to a
particle that crosses the curved spacetime and thus generates gravitational waves.
These waves are partly radiated to infinity (the instantaneous part) and partly scat-
tered back by the black hole potential (the non-local part), thus forming tails which
impinge on the particle and give origin to the self-force. Alternatively, the same phe-
nomenon is described by an interaction particle-black hole generating a field which
behaves as outgoing radiation in the wave-zone and thereby extracts energy from the
particle. In the near-zone, the field acts on the particle and determines the self-force
which impedes the particle to move on the geodesic of the background metric. The
total force is thus written as:

F ˛full.x/ D F ˛inst: C F
�

tail; (45)

where F ˛inst: is computed from the contributions that propagate along the past light
cone and F ˛tail has the contributions from inside the past light cone, product of the
scattering of perturbations due to the motion of the particle in the curved spacetime
created by the black hole,28 (Fig. 3) (pictorially, in a curved spacetime, the radiation
is not solely confined to the wave front). The self-force is then computed by taking

27 Given the elegance of this classic approach, the self-force expression should be rebaptised as
MiSaTaQuWa-DeWh.
28 Detweiler and Whiting [59] refer to the contribution inside the light cone via the Hadamard
expression [97] of the Green function.
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x0 x

t

Fig. 3 The radiation is going to infinity (instantaneous) or is scattered back (tail). The latter part
determines the self-force. The self-force is defined for x to ! zu where zu is the position of the
particle on the world-line � , while x is the evaluation point

the limit F �self D F
�
tail Œx ! zu.t/�. Thus, it is conceived as force acting on the back-

ground geodesic [150, 165], wherein � ˛
ˇ�

refers to the background metric:

F ˛self D m
Du˛

d�
D d 2x˛

d�2
C � ˛ˇ�uˇu� : (46)

All MiSaTaQuWa-DeWh approaches produce the same equation for the self-
acceleration, given by:

a˛self D �.g˛ˇ C u˛uˇ /

�
rıh

ˇ� � 1

2
rˇh

�ı

�
u�uı ; (47)

where the star indicates the tail (MiSaTaQuWa) or radiative (DeWh) component.
Equation 47 is not gauge invariant and depends upon the de Donder gauge condition:

Qh�� I� D 0; (48)

where Qh
�ı

D h
�ı

� 1
2
g�ıh

 and h D g��h
�� . Barack and Ori have shown [21]

that under a coordinate transformation of the form x˛ ! x˛ � �˛ , under which the
perturbation transforms according to:

h�� ! h�� C ��I� C ��I�; (49)

the self-force acceleration transforms as:

a˛self ! a˛self �
�
.g˛� C u˛u�/

d 2��

d�2
CR˛���u���u�

�
; (50)

where the terms are evaluated at the particle andR˛
���

is the Riemann tensor of the
background geometry. Thus, for a given two-body system, the MiSaTaQuWa-DeWh
acceleration is to be mentioned together with the chosen gauge.29

29 The self-force being affected by the gauge choice, the EP allows to find a gauge where the self-
force disappears. Again, as in Newtonian physics, such gauge will be dependent of the mass m,
impeding the uniqueness of acceleration.
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The identification of the tail and instantaneous parts was not accompanied by a
prescription of the cancellation of divergencies, which indeed arrived 3 years later
thanks to the mode-sum method by Barack and coworkers [13, 14, 16, 20]. The
mode-sum method relies on solutions to interwoven difficulties, mostly related to
the divergent nature of the problem, but tentatively presented as separate hereafter.

Spherical symmetry allows the force to be expanded into spherical harmonics and
turns out to be once more the key factor for black hole physics, after having been
the expedient for the determination of the wave equation. The divergent nature of
the problem is then transformed into a summation problem. For each multipole, the
full force is finite and the divergence appears only upon infinite summing over l; m.

Furthermore, the tail component cannot be calculated directly, but solely as dif-
ference between the full force and the instantaneous part; thus, the self-force is
computed as:

F ˛self D lim
x!zu

X
l

h
F ˛ l˙full .x/ � F ˛ l˙inst: .x/

i
: (51)

Each of the two quantities F ˛ lfull .x/ and F ˛ linst: is discontinuous through the parti-
cle location and the superscript ˙ indicates the two (different) values obtained by
taking the particle limit from outside (x ! zC

u ) and inside (x ! z�
u ). However,

the difference in Eq. 51 does not depend upon the direction from which the limit is
taken.

The full and the instantaneous parts have the same singular behaviour at large
l and close to the particle; their difference should be sufficient to ensure a regu-
lar behaviour at each l . Unfortunately, another obstacle arises from the difficulty
of calculating the instantaneous part mode by mode. Therefore, the divergence is

dealt with by seeking a function H˛ l , such that the series
P
l

h
F ˛ l˙full �H˛ l˙

i
is

convergent.
The function H˛ l mimics the instantaneous component at large l and close to

the particle. Once such condition is ensured, Eq. 51 is rewritten as:

F ˛self D
X
l

h
F ˛ l˙full �H˛ l˙

i
�D˛ l˙; (52)

where

D˛ l˙.x/ D lim
x!zu

X
l

h
F ˛ l˙inst: .x/ �H˛ l˙.x/

i
: (53)

The addition and subtraction of the function H˛ l guarantees the pristine value of
the computation. In general, for L D l C 1=2:

H˛ l D A˛ LC B˛ C C ˛=L: (54)

Thus, the mode-sum amounts to [14]: (i) numerical computation of full modes;
(ii) derivation of the regularisation parameters A;B;C , and D (obtained on a local
analysis of the Green’s function near coincidence, x ! zu, at large l); (iii) compu-
tation of Eq. 52 whose behaviour has to show a 1=L2 fall off if previous steps are
correctly carried out.
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7.2 The Pragmatic Approach

The straightforward pragmatic approach by Lousto, Spallicci and Aoudia [129,130,
189,190] is the direct implementation of the geodesic in the full metric (background
C perturbations) and it is coupled to the renormalisation by the Riemann–Hurwitz
( function. These two features justify the pragmatic adjective. Though the applica-
tion of the ( function is somewhat artificial and the pragmatic method is somewhat
naive, the latter has the merit of: (i) a clear identification of the different factors par-
ticipating in the motion; (ii) potential applicability to any gauge and to higher orders
of the ( function renormalisation.

Dealing only with time and radial components, two geodesic equations can be
written and then combined into a single one, after elimination of the geodesic pa-
rameter. Thus, for radial fall the coordinate acceleration is given by the sole radial
component:

Rzp D N� trr Pz3p C 2 N� tt r Pz2p � N� rrr Pz2p C N� tt t Pzp � 2 N� rtr Pzp � N� t t r ; (55)

where N� ˛
ˇ�

refers to the full metric and zp is given by Eq. 56. Equation 55 refers to:

� The full metric field Ng��.t; r/ previously defined
� The displacement �z, difference between the perturbed zp.t/ and the unper-

turbed zu.t/ positions, and the coordinate time derivatives:

zp D zu C�z; Pzp D Pzu C�Pz; Rzp D Rzu C�Rz I (56)

� The Taylor expansion of the field and its spatial derivative:

Ng�� jzp
D Ng�� jzu.t/ C�z Ng��;r jrDzu.t/;

Ng��;r jzp
D Ng��;r jzu.t/ C�z Ng��;rr jrDzu.t/ : (57)

The unperturbed trajectory of the particle zu.t/ is given by the inverse of the relations
T .r/, e.g. Eq. 28. Supposing that the relative strengths of the perturbations and the
deviations behave as:

Œh.1/�2

g
' h.2/

g
	 h.1/

g
' �Pz

Pzp ' �z

zp
: (58)

Then, the coordinate acceleration correction is given by an expansion up to first
order for all quantities, which corresponds to the expression in [129, 130]30:

�Rz D ˛1 .g; Pzu/�z C ˛2 .g; Pzu/�Pz C ˛6 .h; Pzu/ : (59)

30 Apart from some editorial errors therein, ˛1;2;6 correspond to the A;B; C coefficients in [129,
130], which are not to be confused with the A;B; C coefficients of the mode-sum!
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Table 1 Representation of the terms of Eq. 59 in gauge-independent form. The elements in each
column are produced by the terms of Eq. 55, in the first row. From the algebraic sum of the elements
between horizontal lines, the terms of Eq. 59 are derived

N� t
rr Pz3p 2 N� t

tr Pz2p � N� r
rr Pz2p N� t

t t Pzp �2 N� r
tr Pzp � N� r

tt

˛1�z gtt;r gt t;r Pz2u�z � 1
2
grr;r grr;r Pz2u�z 1

2
grr;r gt t;r�z

gtt gt t;rr Pz2u�z � 1
2
grrgrr;rr Pz2u�z 1

2
grrgt t;rr�z

˛2�Pz 2gtt gt t;r Pzu�Pz �grrgrr;r Pzu�Pz
˛6 gtt htr;r Pz3u �htt gt t;r Pz2u 1

2
hrrgrr;r Pz2u 1

2
gtt ht t;t Pzu �grrhrr;t Pzu �grrhtr;t

� 1
2
gtt hrr;t Pz3u gtt ht t;r Pz2u � 1

2
grrhrr;r Pz2u 1

2
htrgt t;r Pzu htrgt t;r Pzu � 1

2
hrrgt t;r

� 1
2
htrgrr;r Pz3u 1

2
grrht t;r

The particle determines in first instance the emission of radiation h˛ˇ , which after
backscattering by the black hole potential, interacts with the particle itself resulting
into a change in acceleration (the coefficient ˛6 depending on h�� and derivatives).
The latter places the particle elsewhere from where it should have been, that is zu.t/.
The field is thus to be evaluated at this new position resulting into a further variation
in acceleration (the terms ˛1�z and ˛2�Pz depending on g�� and derivatives).

All terms in Eqs. 59 and 62 are of 1=M order; the terms ˛1�z and ˛2�Pz rep-
resent the background field evaluated on the perturbed trajectory; ˛6 represents
the perturbed field on the background trajectory. The expressions in Table 1 are
gauge independent, while in Table 2 they are shown in the Regge–Wheeler gauge
(H0 DH2 andKD 0 as in head-on geodesics). Finally, the coefficient ˛0 is the low-
est order term corresponding to a particle radially falling into the SD black hole and
not affected by the perturbations. It corresponds to the unrenormalised acceleration
and it is to be added to the terms of Eqs. 59 and 62 to compute the total acceleration:

˛0Dgttgt t;r Pz2u � 1

2
grrgrr;r Pz2u C 1

2
grrgt t;r D�M

r2

"
1 � 2M

r
� 3

�
1� 2M

r

��1

Pz2u
#
:

(60)

If �Rz receives its main contribution from the background metric g�� or else
cumulative effects are let to grow, a different expansion may be considered.31

31 Supposing that the relative strengths of the perturbations and the deviations behave as:

Œh.1/�2

g
' h.2/

g
� h.1/

g
<
�Pz
Pzp ' �z

zp
; (61)

then, the coordinate acceleration correction would be given by an expansion up to first order in
perturbations and second order in deviation [190]:

�Rz D ˛1 .g; Pzu/�z C ˛2 .g; Pzu/�Pz C ˛3 .g; Pzu/�z2 C ˛4 .g/�Pz2
C˛5 .g; Pzu/�z�Pz C ˛6 .h; Pzu/C ˛7 .h; Pzu/�z C ˛8 .h; Pzu/�Pz: (62)
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Table 2 Representation of the terms of Eq. 59 in Regge–Wheeler gauge

˛1�z �M
r2

"
6M

r2
� 2

r
C 6.r �M/

r2

�
1� 2M

r

��2

Pz2u
#
�z

˛2�Pz 6M

r2

�
1� 2M

r

��1

Pzu�Pz

˛6
1

r � 2M

�
r2H0;t

2.r � 2M/
� MH1

r � 2M
� rH1;r

�
Pz3u � 3

2
H0;r Pz2u � 3

�
H0;t

2
� MH1

r2

�
Pzu

C r � 2M

r

�
2MH0

r2
C .r � 2M/H0;r

2r
�H1;t

�

In radial fall, it has been indicated by two different heuristic arguments [129,132]
that the metric perturbations should be of C 0 continuity class at the location of the
particle.32 One argument [129] is based on the integration over r of the Hamiltonian
constraint, which is the t t component of the Einstein equations (Eq. C7a in [220]);
the other [132] on the structure of selected even perturbation equations. In [6], a
stringent analysis on the C 0 continuity is pursued in terms of the jump conditions
that the wavefunctions and derivatives have to satisfy for guaranteeing the conti-
nuity of the perturbations.33 Anyhow, the connection coefficients and the metric
perturbation derivatives have a finite jump and they can be computed as the average
of their values at zu ˙ " with "! 0.

In Eq. 62: (i) solely second order terms in perturbations are not considered; (ii) the terms
˛2 .g; Pzu/�Pz; ˛3 .g; Pzu/�z2; ˛4 .g/�Pz2; ˛5 .g; Pzu/�z�Pz represent the background field evaluated
on the perturbed trajectory at second order in deviation; (iii) ˛3�5 tend to infinity close to the hori-
zon, conversely to the ˛1;2 coefficients; (iv) ˛7 .h; Pzu/�z; ˛8 .h; Pzu/�Pz represent the perturbed field
on the perturbed trajectory, and the ˛7�8 coefficients are larger near the horizon. These last two
coefficients may be regularised in l by the Riemann–Hurwitz ( function as shown in [190].
32 The jump conditions were also dealt with by Sopuerta and Laguna [188].
33 Having suppressed the l index for clarity of notation, after visual inspection of Eq. 26, contain-
ing a derivative of the Dirac delta distribution, it is evinced that the wavefunction � is of C�1

continuity class and thus can be written as:

�.t; r/ D �C.t; r/ �1 C ��.t; r/ �2; (63)

where �1 D � Œr � zu.t /� and �2 D � Œzu.t /� r� are two Heaviside step distributions. Com-
puting the first and second, space and time and mixed derivatives, Dirac delta distributions and
derivatives are obtained of the type ıŒr � zu.t /� and ı0Œr � zu.t /�, respectively. It is wished that the
discontinuities of � and its derivatives are such that they are canceled when combined in K , H2,
and H1. After replacing � and its derivatives in Eqs. 31–33, continuity requires that the coeffi-
cients of �1 must be equal to the coefficients of �2, while the coefficients of ı and ı0 must vanish
separately. After some tedious computing and making use of one of the Dirac delta distribution
properties, f .r/ı0Œr � zu.t /� D f Œzu.t /�ı

0Œr � zu.t /�� f 0.zu.t //ıŒr � zu.t /�, at the position of the
particle, the jump conditions for � and its derivatives are found. Furthermore, the jump conditions
allow a new method of integration, as shown by Aoudia and Spallicci [6].
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The supposed C 0 continuity class of the metric perturbations allows to deal with
the divergence with l of the ˛6 coefficient [129,130]. The divergence originates from
the infinite sum over the finite multipole component contributions. One way of regu-
larising this sum is to subtract to each mode precisely the l ! 1 contribution, since
for ever larger l the metric perturbations tend to some finite asymptotic behaviour.
Thus, the subtraction from each mode of the l ! 1 part leads to a convergent
series. The renormalisation by the Riemann–Hurwitz ( function was proposed first
in [129, 130] and then extended to higher orders in [190]. For L D l C 1=2, it can
be shown that:

˛6 D
1X
lD0

˛l6; ˛l6 D ˛a6˙LC ˛b6L
0 C ˛c6˙L�1 C ˛d6L

�2 C O.L�3/: (64)

Equation 64 is cast to have a similar form to the mode-sum expression. The average
of ˛a6˙ and ˛c6˙ vanish at the position of the particle, whereas

P1
lD0 ˛b6 D 1

determines the divergence.
The Riemann ( function [169] and its generalisation, the Hurwitz ( function [106],
are defined by:

(.s/ D
1X
lD1
.l/�s ; (.s; a/ D

1X
lD0
.l C a/�s ; (65)

where in our case a D 1=2. Two special values of the Hurwitz function, namely
(.0; 1=2/ D 0 and (.2; 1=2/ D 1=2 	2, cancel the divergent term and determine
that the term

P1
lD0 ˛d6L�2 gets a finite value, respectively. Barack and Lousto [18]

have shown the concordance of the mode-sum and the ( regularisations for radial
fall.

8 The State of the Art

It is now time to discuss the state of the art of the radial fall affected by its mass and
the emitted radiation. As shown in the introduction, the adiabatic approximation
requires that a given orbital parameter q changes slowly over time scales compa-
rable to the orbital period P (this is somewhat a coarse definition since the small
mass always “reacts” immediately): �q D PqP 	 q. For circular and moderately
elliptic orbits, the above condition, where q is function of the semi-lactus rec-
tum p and eccentricity e, is transformed into a condition on the m=M ratio [43].
In radial fall, though, it is far from being evident, and even possible, to identify a
condition on adiabaticity within which any simplification may occur. The feebleness
of cumulative effects for radiation reaction does not imply their non-existence. On
the contrary, this is the case where most care and sophisticated techniques are de-
manded for the computation of the motion affected by the back-action, even if the
latter has moderate effects. Therefore it is not surprising, thanks to the feebleness
and to the difficulties, that solely two studies (one based on the pragmatic method,
the other on the self-force) exist.
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8.1 Trajectory

The perennial question on the behaviour of the infalling mass reflects itself in the
determination along which direction the back-action is exerted.

Lousto (Fig. 2a in [129]) suggests that the ˛6 term, denoted therein C (the vari-
ation of the coordinate acceleration of the particle due solely to perturbations; it
corresponds to the self-force when referred to coordinate time, see next section), in-
creases approaching the Zerilli potential at 3:1M and reaches its peak value around
2:4M . The same reference (Fig. 2b in [129]) shows that the coordinate acceleration,
thus including ˛1�z and ˛2�Pz terms, is slowed down34 and mostly until around
3:1M . The two statements are not contradictory if the discrepancy is attributed to
˛1�z and ˛2�Pz. In the same reference [129], deceleration is expected as the sys-
tem is losing energy and momentum. This repulsive behaviour – before the Zerilli
potential peak – is confirmed in the abstract of [130].

Conversely, for Barack and Lousto [18] the radial component of the self-force is
found to point inward (i.e. towards the black hole) throughout the entire plunge, in-
dependently on the starting point zu0. The work done by the self-force is considered
positive, resulting in an increase of the energy parameter E throughout the plunge.
To these results, it is attached a specific gauge choice (as opposed to the energy flux
at infinity, which is gauge invariant) [18].

The upward or inward direction impressed on the particle by its mass and the
emitted radiation and whether this direction is maintained throughout the plunge or
part of it is a fundamental, if not the main one, feature to acquire in such analy-
sis. Again here, the statements from the three papers might not be contradictory as
Lousto [129, 130] describes motion in coordinate time, and includes geodesic de-
viations. Conversely, Barack and Lousto [18] describe motion in proper time and
apply only the self-force without geodesic deviations. Nevertheless, it is of interest
to remark that the concept of repulsion resurfaces again solely in coordinate time as
in the elder debate. The coefficient of the geodesic deviation coefficient ˛1 changes
sign during fall, while it does not occur to ˛2 [7] which remains negative throughout.

For a particle starting from rest at a finite distance from the black hole, an analytic
approximation of the self-force for the l � 2modes (while for l D 0; 1 the solutions
in [220] are mentioned) is given by Barack and Lousto[18]:

F rself D F r lD0self C F r lD1self C
1X
lD2

	
�15
16
m2
E2

r2

�
E2 C 4M

r
� 1

�
1

L2
C O.L�4/



;

(66)

where E is the orbital energy of the particle. The force has only negative and even
powers of l , which makes the sum quickly convergent and provides an excellent

34 Lousto [129] comments only this former part and not the acceleration boost taking place after
the Zerilli potential peak.
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approximation for the numerical evaluation of the first few lower multipoles. The
derivation of such net expression for the self-force is not described in [18].35

8.2 Regularisation Parameters

Regularisation parameters of the mode-sum method have been confirmed indepen-
dently by different papers [14, 22] and they are consistent with the results obtained
by the application of the ( function [18]. In radial fall, there is a regular gauge
transformation between the de Donder and Regge–Wheeler gauges [21], and thus
the regularisation parameters were also determined in the latter gauge [5, 18]. The
results are:

Ar˙ D �m2

z2u
E; At˙ D �m2

z2u

Pzu

f
; A�˙ D A

'
˙ D 0; (67)

Br D �m
2

2z2u
E2; B t D �m

2

2z2u

EPzu

f
; B� D B' D 0; (68)

C ˛ D D˛ D 0; (69)

where f � 1 � 2M=zu and Pzu D �.E2 � f /1=2.

8.3 Effect of Radiation Reaction on the Waveforms
During Plunge

Thanks to a suggestion of B. Whiting, preliminary indications were found [5]. The
waveforms shifts are of the order of (tens of) seconds for a particle sensibly radiating
for few thousands of seconds, having started at rest from a finite distance between
4M and 40M . The assumption used therein is energy–momentum balance (the en-
ergy radiated to infinity and absorbed by the black hole is imposed to be equal to
the energy change in the particle fall). This assumption is likely jeopardised by the
lack of instantaneous energy conservation [166].

The correct alternative is the computation of the self-force and its continuous im-
plementation all along the trajectory. It is thus mandatory to consider the application
of the recently proposed self-consistent prescription [92], unfortunately not yet part
of the state of the art in terms of its application.

35 In the Rapid Communication [18] there are seven citations of a yet unpublished material con-
taining mathematical and numerical justifications of the results therein. The author acknowledges
private communications by L. Barack.
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9 Beyond the State of the Art: the Self-Consistent Prescription

In [92] a rigorous derivation and application of the self-force equation is proposed.
In the derivation, emphasis is put upon the de Donder gauge and the consequences
of relaxation, that is not enforcing this gauge. On one hand, the de Donder gauge is
imposed by the nature of the self-force, solely defined in this gauge. On the other
hand, the relaxation of the de Donder gauge stems from the need of departing from
the background geodesic to find the self-force that causes such departure. Previous
derivations were based on the assumption of deviations from geodesic motion ex-
pected to be small; by consequence, the de Donder gauge violation should likewise
be small. Instead, the new derivation by Gralla and Wald is a rigorous, perturbative,
result, obtained without the step of de Donder gauge relaxation and containing the
geodesic deviation terms.

But Gralla and Wald go a step further [92]. For the evolution of an orbit,
rather than a first order perturbation equation containing geodesic deviation terms,
they recommend a self-consistent approach. Such prescription basically affirms the
greater accuracy of a first order perturbation expansion along a continuously cor-
rected trajectory as opposed to a higher order perturbation expansion made on the
background geodesic.36 Self-consistency bypasses the issue of relaxation, since at
each integration step a new geodesic is found.37

The “classic” first order perturbative expansion for the motion of a small body
determines that the first order metric perturbations satisfy:

r�r� Qh˛ˇ � 2R�˛ˇ ı Qh�ı D �16	M u˛uˇ
ı.3/.x�/p�g

d�

dt
; (70)

where x� D 0 corresponds to a geodesic � of the background spacetime, and u˛ is
the tangent to � . It is reminded that Qh˛ˇ � h˛ˇ � 1

2
hg˛ˇ with h D h˛ˇg

˛ˇ . For a
retarded solution to this equation (thus satisfying the de Donder gauge condition) of
the type:

htail
˛ˇ .x/ D M

Z ��
ret

�1

�
GC
˛ˇ˛0ˇ 0 � 1

2
g˛ˇG

C�
�˛0ˇ 0

� �
x; zu.�

0/


u˛
0
uˇ

0
d� 0; (71)

36 The evolution of an orbit is lately getting the necessary concern. Pound and Poisson [162] apply
osculating orbits to EMRI, but unfortunately their method is not applicable to plunge, for two
reasons: the semi-latus rectum of the orbit, which decreases for radiation reaction, is smaller than
a given quantity, considered as limit in their study case; the velocities and fields in the plunge are
highly relativistic and their post-Newtonian expansion of the perturbing force becomes inaccurate.
Non-applicability to plunge stands also for the work by Hinderer and Flanagan [104].
37 Indeed, it affirms that it is preferable to apply successively a first order expansion at x0 and
then at x1, x2, . . . ,xm, rather then a second or higher order expansion at solely x0. It is evident,
though, that self-consistency and perturbation order are decoupled concepts and that the former
may be conceptually applicable to higher orders and more specifically, when, and if, a second
order formalism will be available. In the same line of reasoning it would be preferable to apply
successively a second order expansion at x0 and then at x1, x2, . . . , xm, rather then a third or higher
order expansion at solely x0.
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the first order in � deviation of the motion from � is expressed by (see [92] for the
additional spin term):

u�r� .uˇrˇZ˛/ D �Rˇ�ı˛uˇZ�uı � .g˛ˇ C u˛uˇ /.rıhtail
ˇ� � 1

2
rˇhtail

�ı /u
�uı :

(72)

Self-consistency prescribes that rather than using Eqs. 70–72, it is instead prefer-
able to apply the self-force coherently all along the trajectory:

r�r� Qh˛ˇ � 2R�˛ˇ ı Qh�ı D �16	mu˛.t/uˇ .t/
ı.3/

�
x� � z�p.t/


p�g

d�

dt
; (73)

uˇrˇu˛ D �.g˛ˇ C u˛uˇ /.rıhtail
ˇ� � 1

2
rˇhtail

�ı /u
�uı ; (74)

htail
˛ˇ .x/ D m

Z ��
ret

�1

�
GC
˛ˇ˛0ˇ 0 � 1

2
g˛ˇG

C�
�˛0ˇ 0

� �
x; zp.�

0/


u˛
0
uˇ

0
d� 0; (75)

where this time u˛.�/ in Eqs. 74 and 75, normalised in the background metric, refers
to the self-consistent motion zp.�/, rather than to a background geodesic as in Eqs.
71 and 72;GC

˛ˇ˛0ˇ 0 is the retarded Green function, normalised with a factor of �16	
[165]; the symbol ��

ret indicates the range of the integral being extended just short of
the retarded time �ret, so that only the interior part of the light-cone is used.

The geodesic deviations vanish in Eq. 74, since self-consistency is imposed.
Nevertheless, there might be situations where, for a whatever reason, the numeri-
cal implementation of the self-consistent prescription may be cumbersome. In this
case, the addition of geodesic deviation terms might as in Eq. 72 be necessary.

If furthermore, motion is wished to be expressed in coordinate time, like in the
pragmatic approach, it is useful to find a correspondence between the first order
perturbation equation, containing geodesic deviations, Eq. 72, and the terms of
Eq. 59. It is going to be shown that the ˛6 term of Eqs. 59 and 62 corresponds
to the self-force term of Eq. 72, when the latter is transferred to coordinate time.
Referring to the time and radial components of the self-force, it is obtained from
Eqs. 46 and 47:

d 2t

d�2
D F tself �m� tˇ�uˇu� D �mgtˇ

�
h
ˇ� Iı � 1

2
h
�ı Iˇ

�
u�uı �mkt ; (76)

d 2r

d�2
D F rself D �m� rˇ�uˇu� �mgrˇ

�
h
ˇ� Iı � 1

2
h
�ı Iˇ

�
u�uı �mkr ; (77)

where

k˛ D
�
h
ˇ� Iı � 1

2
h
ı� Iˇ

�
u˛uˇu�uı : (78)
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Since
d

d�
D dt

d�

d

dt

d 2r

d�2
D dr

dt

d 2t

d�2
C d 2r

dt2

�
dt

d�

�2
;

after some computation, the term k˛ disappears when the self-force is expressed in
coordinate time:

m
d 2r

dt2
D m

�
� tˇ�vˇv� C gtˇ

�
h
ˇ� Iı � 1

2
h
�ı Iˇ

�
v�vı

�
Pzu.t/

�m� rˇ�vˇv� �mgrˇ
�
h
ˇ� Iı � 1

2
h
�ı Iˇ

�
v�vı : (79)

Furthermore, a tedious computation shows that Eq. 79 is nothing else than the ˛6
term of Eq. 59 apart from the regularisations by mode-sum or Riemann–Hurwitz (
function:

˛6 $ gtˇ
�
h
ˇ� Iı � 1

2
h
�ı Iˇ

�
v�vı Pzu.t/ � grˇ

�
h
ˇ� Iı � 1

2
h
�ı Iˇ

�
v�vı : (80)

The recasting of the Riemann tensor term and of the left-hand side of Eq. 72 into
coordinate time determines the relation to the ˛1�z and ˛2�Pz terms in Eqs. 59 and
62. Finally, the geodesic deviation equation38 Eq. 72 is dealt with by Aoudia and
Spallicci [7] as difference between background and perturbed motions.

10 Conclusions

It has been shown that free fall is still the arena for a deeper comprehension of
gravitation. Furthermore, it still generates acute observations like relativistic gliding
for which the asymmetric oscillations of a quasirigid body slow down or accelerate
its fall in a gravitational background [96].

But is the problem of radial fall solved? Do we know the laws of motion of a star
falling into a black hole, the relativistic modern version of the falling stone? A fair
and objective answer leads to a moderate optimism. The general relativistic problem
has had undeniable progress from 1997, but a careful analysis of the literature shows
that some issues are either still partly open or simply not fully at hand, in terms of
clear procedures, by means of which clearly cut answers are obtained.

The remaining steps to be fulfilled for a satisfactory level of comprehension for
radial fall of a small particle into a large mass (represented by an SD black hole)
within the first perturbative order in m=M are divided in three groups.

Investigations to be pursued before recurring to the self-consistent prescription:

1. Compute in proper time the first order perturbation equation with deviation terms,
i.e. all terms of Eq. 72.

2. Identify and compare expressions for renormalised, semi-renormalised, and un-
renormalised accelerations in the SD perturbed geometry; evaluate repulsive

38 See Levi-Civita [122, 123], Ciufolini and Wheeler [38], Ciufolini [37].
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effects. The last century debate on repulsion has not addressed the effects of mass
finitude (l D 0; 1) and radiation reaction on the motion (l � 2). The inclusion of
perturbations blurs the issue further and renders it more complex.

3. Compare the waveform corrections obtained with energy-balance by Aoudia [5]
with those to be obtained by the integration in the equation of motion of the
approximate analytic expression of the self-force of Barack and Lousto [18]. The
comparison is of interest only in case of concurring outcomes, as both procedures
have a large degree of approximation. An other daring comparison [191] could
be made with the numerical results for a 100 : 1 mass ratio, as larger mass ratios
imply the solution of the numerical two-scale problem, not yet at hand.

4. Solve the initial conditions for particles with non-null or even relativistic initial
velocities with and without large eccentricities. If the outcome of the previous
item is successful, coarsely identify possible signatures of radiation reaction.39 It
is likely that a non-null initial velocity would act as an amplifier of the waveform
shifts due to radiation reaction. In [133], Lousto and Price show that the energy
radiated by a non-null initial velocity may rise up to almost two orders of magni-
tude (see also Fig. 3 in [128]). Incidentally, this line of work is confluent with the
interests shown recently in the particle physics community [8,185,192,203,214]
for head-on collisions and the associated radiation reaction [89, 90]. Hopefully,
progress in numerical relativity may lead to analysis of larger mass ratios and
thereby test future results of perturbation theory40 in the range beyond 10�3.

Investigations to be performed solely by the implementation of the self-consistent
prescription:

5. Evaluate the trajectory by means of the Gralla and Wald self-consistent method
[92]. At each integration step, for a given number of modes: evaluation of the per-
turbation functions at the position of the particle; regularisation by mode-sum or
( methods; correction of the geodesic and identification of the cell crossed by the
particle; computation of the source term; reiteration of the above. Perturbations
and self-force analysis in de Donder’s gauge are on-going [19, 23].

6. Repeat steps [i–iv] on the basis of the acquired self-consistent trajectory.
An iterative scheme may be envisaged also in coordinate time.

Investigations to be performed independently from the self-consistent prescrip-
tion:

7. Identify whether in a thought radial fall experiment, there is a physical observable
independent of the gauge choice or else manifesting a recognisable effects in a
given gauge, following Detweiler [57].

39 For Mino and Brink [149], the energy and momentum radiated are computed on the assumption
that the small body falls in a dynamical time scale, with respect to proper time, well short of the
radiation reaction time scale and therefore the gravitational radiation back-action on the orbit is
considered negligible. The particle plunges on a geodesic trajectory, incidentally starting from a
circular orbit, thus at zero initial radial velocity.
40 For head-on collisions, Price and Pullin have surprisingly shown the applicability of perturbation
theory for the computation of the radiated energy and of the waveform for two equal black holes,
starting at very small separation distances [164], the so-called close-limit approximation.
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8. Identify the domain of applicability of the self-force. Although self-consistency
represents a closer description to perturbed motion, it is limited to cases where lo-
cal deviations are small, since after all, it remains a perturbative approach. Thus,
a quantitative identification of the domain of applicability of such prescription
would be of interest to the community developing LISA templates. The adiabatic
approximation cannot be evoked to establish the limits of any self-force based
analysis. Indeed, the hypothesis on the feeble magnitude of local deviations may
be less constraining than the adiabatic hypothesis, for the absence of require-
ments on averaging. An explicit condition, referring to the geometry of the orbit
and to the mass ratio and defining the domain of applicability of the self-force
versus fully numerical approaches, is not yet available.

9. Investigate other gauges than Regge–Wheeler and other methods than the self-
force for radial fall. A confirmation of the results by Barack, Lousto in [18, 130]
by an independent group is missing. It would be also beneficial to carry out an
analysis by the EOB method [25, 45].41

The self-force community and even more the EMRI community are animated
by different interests ranging from fundamental physics and theory, to numerical
applications, data analysis and astrophysics. To these variegated communities and
generally to physicists and astrophysicists, the capture of stars by supermassive
black holes will bring a development comparable to the ancient markings made
by the leaning Pisa tower, the Woolsthorpe apple tree and the Einstein lift.
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10. L.I. Arifov, Izv. Vyssh. Uchebn. Zaved. Fiz. 4, 61 (1981). English translation: Rus. Phys. J.
24, 346 (1981)
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217. A. Zenginonğlu, Class. Q. Grav. 27, 045015 (2010)
218. F.J. Zerilli, J. Math. Phys. 11, 2203 (1970)
219. F.J. Zerilli, Phys. Rev. Lett. 24, 737 (1970)
220. F.J. Zerilli, Phys. Rev. D 2, 2141 (1970); Erratum, in Black holes, Les Houches 30 July -

31 August 1972, ed. by C. DeWitt, B. DeWitt (Gordon and Breach Science, New York, 1973)
221. V.I. Zhdanov, Izv. Vyssh. Uchebn. Zaved. Fiz. 9, 34 (1979). English translation: Sov. Phys. J.

22, 951 (1979)



Index

A
Abraham, 49, 270, 324, 504
Abraham-Lorentz

equation, 49
vector, 504

Abraham-Lorentz-Dirac equation, 270
acceleration

Pioneer, 48, 54
scale, 48, 54, 289, 480
self-acceleration, 50–52, 410, 566
small, see small acceleration
tidal, 289–290
uniqueness of, see uniqueness of

acceleration
action

Einstein-Hilbert, 90, 98, 128, 462, 468,
480, 533, 537, 543

Einstein-Infeld-Hoffmann (EIH), 467
Fokker, 461, 465–467, 469, 486
Holst, 537
matter, 90, 463–467, 485–486
Palatini, 537
variables, 217, 219

adiabatic, 368, see non-adiabatic,
post-adiabatic

approximation, 590, 597
inspiral, 120
kludge waveforms, 453–455
last stable orbit, 222
limit, 232, 235, 398
orbital evolution, 328
quasi-circular inspiral, see inspiral
self-force, 412
signals, 228
templates, 408
waveforms, see waveforms

adiabaticity, 562, 584, 590
ADM, see Arnowitt, Deser and Misner

4-momentum, 102–103

and Bondi masses, 115
and Bondi-Sachs energy-momentum, 122
and Komar Mass, 103
angular momentum, 104–105
approach, 184
canonical formalism, 173
coordinates, 159, 184–185
energy, 100–101, 103, 105, 107, 112, 182
Hamiltonian, 162, 174
mass, 102–104, 107–108, 110, 112–113,

119–120, 180, 428, 430
mass-energy, 180
momentum, 102

alternative theories of gravity, 461–462, 468
aquadratic kinetic terms, 481
Aquadratic Lagrangians, 481
diagrammatic representation, 465
extended bodies, 149, 477, 485
mass-dependent models, 481
metric coupling, 462–464
modified Newtonian dynamics, see MOND
nonminimal couplings, 486
scalar-tensor theories, see scalar-tensor

ampere, 67–68, 70, 75, 77, 84, 351
analytic

case, 257
continuation, 133, 138, 153, 155, 214, 235,

420, 423, 426
analytical waveforms, 212, 243
angle average, 259
angular average, 152, 156, 267
angular momentum, 35, 40, 87–90, 95, 97,

104, 108, 114–115, 121–122, 149,
231–233, 242, 369, 450, 511

ADM, 104–105
and energy, 33, 91–92, 94, 293, 418
Bondi-Sachs, 107
conservation, 18, 33
defined at spatial infinity, 97, 104–105

L. Blanchet, A. Spallicci, and B. Whiting (eds.), Mass and Motion in General Relativity, 605
Fundamental Theories of Physics 162, DOI 10.1007/978-90-481-3015-3,
c� Springer Science+Business Media B.V. 2011



606 Index

density, 231
flux, 227, 418
for the gravitational field, 91–94, 121
horizon, 116, 118
in general relativity, 87, 91, 121–122
intrinsic, 128
Komar, 95, 105, 114, 120
orbital, 164, 190, 219, 450
Quasi-Local, 114
spin, 148

anisotropic
mass tensor, 30
speed of light, 30, 44

anisotropy (effects), 30, 43, 57
anti-de Sitter, 99, 534
anti-hydrogen, 30, 32
antidamping, 367, 390, 392
approximation methods, 125–126, 169, 413
Aristotle (Aristotélēs), 563
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Coulomb, 30, 217, 271, 288, 305, 336, 348,

368, 378

coupled system, 254, 369, 534
covariant

derivative, 4, 7, 33, 148, 201, 274, 296,
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425, 496, 499, 502, 509, 515–516,
534, 561, 575, 578, 583, 586, 590

free, 89, 107, 112, 114–115, 183–184,
371–372, 388, 390

divergence-less, 129
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294, 297–298, 389, 421, 454, 582,
587

motion, 181, 253, 255–256, 260–262, 263,
266–267, 269, 271–273, 292–294,
299, 305–306, 386, 403, 515, 566,
593

non-geodesic, see non-geodesic
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449–450, 463, 476, 547, 597

background, 285–286, 294, 331, 409, 420,
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584

effect, 263, 298, 306
time delay, 38, 40
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detection, 413, 445
emission, 206, 453
emitted, 125–126, 162, 169, 188, 574–575
flux, 128, 159–160, 163
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innermost stable circular orbit (ISCO), 190,
413

inspiral, 49, 127, 158, 212, 215, 239, 241, 243,
245–246, 248, 253, 269, 278–279,
328, 345, 361, 367, 396, 412, 418,
449, 453–454, 456, 582
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integro-differential equation, 131
internal states of motion, 253
International System of Units (SI), 67–84
interpretation, 42–43, 52–53, 60, 79, 89–90,

99, 104, 260, 267, 277, 294–295,
297, 328, 330, 377, 391, 480, 506,
514, 540, 545, 551, 554, 566

artifact, 480
irregularity of the field variables, 347

Isenberg-Wilson-Mathews approach to general
relativity, 179

isolated horizon (IH), 115–116, see IH

J
Jacobian, 342
Josephson

constant, 76
effect, 75, 80

jump discontinuity, 254, 350
justification, 107, 182, 258, 592

K
k-Essence, 481
kelvin, 68, 75, 84
Keplerian orbit, 453
Kerr geometry, 344, 397, 450, 563

background, 329, 454
black hole, 121, 190, 212, 293, 327–328,

398
metric, 35, 298, 362, 387
solution, 35
spacetime, 329, 337, 349, 360–361, 369

Kerr-de Sitter space-time, 35
Kerr-Newman, 334
Kijowski-Liu-Yau

energy, 111
expressions, 110

Killing vector field, 36, 94, 418
kilogram

artifact, 67, 69, 71–72, 74–75, 77–79,
83–84

international prototype, 67, 69, 79
Kinnersley tetrad, 398
Kirchhoff formula, 130
Klein-Gordon, 533
Komar

angular momentum, 95, 105, 114, 120
mass, 94–95, 101, 103, 107, 120

Kramers-Kronig relations, 496, 499, 505
krypton, 69

emission line, 69
Kubo-Martin-Schwinger (KMS) relations, 497,

500, 506

L
LAGEOS satellites, 40
Lagrange, 50, 55, 193, 389, 551
Lagrangian, 4, 6–8, 55, 88, 90, 98, 108, 158,

185, 192, 378, 481–482, 494–495,
498, 508–509, 514–516, 527, 551,
571

density, 4, 6–7, 98
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Lamb shift, 492
Landau o symbol, 151, 431
Landau-Lifshitz (Lifshits), 201, 283, 571,

573
pseudo-tensor, 91, 201, 283

Laplace equation, 134, 256, 257
generalized, 257

lapse and shift, 102, 193
Large Hadron Collider (LHC), 1, see LHC
Laser Interferometer Space Antenna (LISA),

582, see LISA
last stable orbit (LSO), 216, see LSO
late-inspiral dynamics, 248
Laurent expansion, see expansion
leading order corrections, 267, 269, 411
Legendre transformation, 98
length scale, 48, 133, 146, 274, 278–283,

285, 292, 304, 324, 347, 423,
429, 468, 493, 516–518, 520,
522, 527

Lense-Thirring effect, 34, 40–41, 49
Leonardo da Vinci, 564
Levi-Civita

antisymmetric symbol, 429
connection, 92–93, 116
tensor, 274, 286

Lewandowski measure, 540
LHC, 1–2, 8–9, 13–22, 26, 47, see Large

Hadron Collider
light deflection, 37, 469, 482–483, 485, 491,

521, 525
LIGO (Laser Interferometer Gravitational-

wave Observatory), 47, 211, 416,
475

limit
extreme mass ratio, 253, 432
linearized, 519
Newtonian, 101, 218, 300, 463
ordinary, 265
particle, see particle
point particle, 253, 255, 261, 264
scaled, 265
singular, 152
test-particle, 191, 221

limiting worldline, 263
linear

equation, 254, 533
wave, 256, 310, 316

response, 492–493, 496, 499, 502,
507–508, 510, 516, 526

linearized
approximation, 140, 517
Bianchi identity, 255, 267

Einstein equation, 255–256, 258, 260, 264,
267, 269–270, 310, 352, 369, 397,
400, 405

field equations, 575
relaxed, 256, 258, 260

gravity, 369, 379, 387
limit, 519
metric, 142
theory, 575
vacuum Einstein field equations, 140

LISA, 327–328, 347, 361, 396, 416, 443–456,
475, see Laser Interferometer Space
Antenna

confusion noise, 452, 454
data analysis, 453–457
EMRI sources, 396

initially estimated candidates, 456
frequency bandwidth, 416
mission, 443–444, 452
Mock Data Challenge, 454
templates, 597

locally inertial coordinates, 274, 283, 285–287,
305, 420, 565

logarithms
5PN, 427, 429–432, 437
leading, 230, 232
powers of, 427

loop quantum gravity, 26, 45, 114
Lorentz, 30, 40, 97, 102, 106, 126, 195, 257,

368, 370, 504, 507, 510–511, 537,
570

and Abraham, 324
covariant, 28, 167, 200–206
force, 49, 278
gauge, see Lorenz gauge
group, 106, 537
invariance, 28, 30, 46, 57, 464, 468, 483,

485, 503, 507, 513, 534
Lorentz-Dirac

equation, 368, 373, 377, 391
force, 380, 382–383

Lorentzian, 89, 115–116, 196, 256–258, 260,
534

case, 256–258
Lorenz gauge, 256, 261, 264, 268–269,

296–298, 327, 329–331, 333,
335–336, 339, 343–349, 351–354,
356–357, 397, 400, 404–405, 409,
413, 583

condition, 256, 264
relaxation, 256, 259, 261, 583

LSO, 216, 221–222, 224, 226–229, 235–236,
384, 397

lunar laser ranging, 474
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M
m-mode regularization, 327, 333, 356,

358–360, 395, see mode-sum
Mandelstam’s invariant, 220
manifold, 32, 99, 106, 115–117, 276, 295–296,

299, 512, 515, 532, 535, 537–538,
544, 550, 575

mass dipole, 147, 267–268
Mass Metrology, 67–84
mass-quadrupole tensor, 192, 205
massless

field, 378, 380, 463, 512
particle, 29, 224
photon, 2–7

matched asymptotic expansions, see expansion
matter

distribution, 131–132, 139, 147, 151, 464
source, 126, 151, 168, 202, 254, 424,

428–429, 465–466
maximal slicing, 176, 184
Maxwell

equation, 28, 30, 46, 52, 56, 254, 277–278,
310, 370

field, 36, 368–370, 390
metric

background, see background
barred, 265–266
coefficient, 143, 150–151, 176, 184, 194,

201, 203, 218, 220
extensions, 491, 494, 520–525, 527
extensions of GR, 494, 521–525, 527
linearized, 142
scaled, 268
Schwarzschild, see Schwarzschild
Schwarzschild-deSitter, 264
unbarred, 266

Metropolis-Hastings algorithm, 456
Minkowski spacetime, 88, 96, 111, 259, 266,

369
auxiliary metric, 129, 423

Minkowskian, 57, 89, 102, 129, 130, 336,
515

MiSaTaQuWa
equation, 260–263, 270, 339, 390
formula, 327–31, 333–335, 339
framework, 327, 329, 333, 343,

583–584
MiSaTaQuWa-DeWh, 584–585
Misner-Lindquist solution, 175
Misner-Sharp energy, 109, 111
mode-sum, 299, 327, 330, 332–334, 335–343,

344–347, 349–352, 355, 358–359,
361, 401, 403, 561, 586–587, 590,
592, 595–596

regularization, 294, 299, 303, 337, 361,
401–402, 404

modifications of Newtonian dynamics
(MOND), 461, see MOND

mole, 70, 75, 78, 84
molecular clocks, 32
Moncrief, 347–348, 577
MOND (modified Newtonian dynamics), 53

acceleration scales, 48
ansatz, 42, 53–54
assumption, 480
dynamics, 481, 484–485
phenomenology, 482, 486

Monte Carlo, 434, 452
Moon, orbit around the Earth, 522
motion

background, 581, 595
Brownian, 492, 502
circular, 59, 190–191, 428
equation of, see equation of motion

Higher Order, 55–56
post-Newtonian, 162
Quinn’s, 321

geodesic, see geodesic
in general relativity, description of, 532
in quantum gravity, 532
internal states of, 253
non-geodesic, 256, 271, 367, 390–392
particle, 263, 389, 567, 578
radial, 59, 569

motivation, 42, 69, 71, 213, 235, 427
moving puncture, 185
multiplicative decomposition, 216, 227, 232,

241, 244
multipolar waveforms, 236–237
multipole

decomposition, 136, 142, 144, 233, 303,
336, 356, 358

expansion, 135–137, 139, 167, 205, 332,
336, 338, 343

moments, 137, 139–142, 144–145, 147,
156–157, 204, 214, 272, 286–287,
294, 324, 430

N
NASA (National Aeronautics and Space

Administration), 243, 413, 443
natural units, 71, 73
navigation around the Earth, 511
near zone, 126, 131–132, 135–137, 141, 168,

202, 206, 214, 232, 259, 267, 269,
584
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NEH, 115–116, see non-expanding horizons
neighborhood, 106, 130, 133, 266, 271,

273–274, 277–281, 283, 285,
287–288, 291–292, 299, 304–305,
309, 312–313, 315, 322, 403, 419,
420, 517, 582

normal, 257–258, 260
of GR, 517, 521, 523, 527
sufficiently small, 257–258

neutron stars, 126, 128, 147, 179, 249, 253,
416, 443, 448–449, 471–472,
475–476

binary, see binary
tidal properties of, see tidal

Newman-Penrose
gauge-invariant scalars, 344, 346
scalar, 332, 351

Newman-Unti energy, 112
Newtonian

back-action, 564–569
constant of gravitation, 71
Gravity in Canonical Form, 169
limit, 101, 218, 300, 463
physics, 289, 484, 561, 585

misconception, 568–569
potential, 30, 32, 48, 334–335, 426–427,

464
self-force, see self-force
system, 275
tides, 289

no-hair theorem, 461, 476, 486
Noether

current, 88
theorem, 90, 498

non-adiabatic, 561–562
late-inspiral dynamics, 248

non-expanding horizons (NEH), see NEH
non-geodesic, 255–256, 271, 390–392

motion, see motion
non-gravitational force, 272, 290, 411
non-local, 554, 569, 571, 582, 584

measurement, 571
Gravitational Energy, 91–92

non-locality of measurements, 569
non-radiative modes, 398, 563
non-vacuum background, 369, 391
nonanalytic case, 257
noncommutative

algebra, 548
fuzzy, 551, 558
geometry, 26, 45, 536, 544
space, 535–536, 543–545, 549–550

nonlinear
equation, 254, 533

radiation-reaction, 139
regime, 266
series, 140

normal neighborhood, 257–258, 260
null hypersurface, 106, 115–116
numerical

relativity, 92, 144, 185, 211, 274, 278, 293,
295, 302, 304, 395–396, 453, 596

solution, 349–350, 356, 358, 399, 405,
578–581

waveforms, see waveforms

O
odd-parity, 230–231, 233, 236, 238, 418, 574
one-parameter family, 261, 263–266, 268, 270,

328
orbit, 32, 37, 41, 44, 53, 59–60, 95, 103,

126–127, 157–164, 182–183,
188–190, 192, 206–208, 211–213,
215–217, 219, 224, 227, 231–232,
235–236, 269, 272–277, 284, 293,
295, 297, 298, 300–301, 304–305,
327–328, 333, 339, 343, 345–352,
354–355, 357–358, 361–362, 367,
395–404, 406, 408–413, 417–419,
422, 427–428, 432, 434, 440,
443–444, 448–450, 452–457,
471–473, 476, 479, 521–522,
562–563, 566, 570, 590–591, 593,
596–597

adiabatic evolution, 328
circular, see circular orbit
eccentric, see eccentric orbit
ISCO, see innermost stable circular orbit
Keplerian, 453
last stable, see LSO
Moon around the Earth, 522
quasi-circular, see quasi-circular orbit

orbital
frequency, 157–160, 163–164, 190, 224,

239, 241–242, 245, 276–277, 293,
297, 300, 403, 409, 415, 418, 422,
427–428, 430–431

phase, 157, 160–162, 164, 208, 242
ordinary differential equation, 34, 211,

257–258, 350, 408
ordinary limit, 265

P
Padé

approximant, 216, 221, 223–224, 227–228
resummation, 213, 222, 227–229, 237, 241
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Papapetrou equation, 148
parallel propagator, 309, 311–312
parallely propagated, 269
parametrix, 257
partial

derivative, 103, 134, 169, 183, 198, 285,
286

differential equation, 254
wave, 232, 237

particle
charged, see charged particle
detection of dark matter, 42
elementary, 1–3, 8, 21, 53
Higgs, 2, 8–11, 13–22, 47
limit, 191, 221, 253, 255, 261, 264, 331,

337–338, 344–345, 578, 586
point, 253, 255, 261, 264
test-particle, 191, 221

masses, generation of, 1, 5, 18, 22
massless, 29, 224
motion, 263, 389, 567, 578
point, see point particle

source, 255, 258, 264
spinning, 31, 128, 148, 162

PCT symmetry, 30
Penrose

conjecture, 113, 119
inequality, 112, 119

periastron
advance, 189, 473
precession, 413
shift, 37

perturbation
black hole, see black hole
equation, 270, 327, 330, 333, 343–344,

346–347, 349, 352, 356–357, 589,
593–595

series, 11
theory, 74, 160, 226, 268, 270, 274–275,

283, 285, 287, 295, 298, 329, 343,
396, 416–417, 433, 453, 582, 596

perturbative
correction, 261, 263, 269, 584
equation, 262–263, 270

self-consistent, 263, 270
result, 261–263, 270

phase space, 103, 109, 116–117, 224, 239,
454, 538–539

phoney, 264, 270
photon

field, 4
mass, 5, 8, 29, 52
massless, 2–3, 6–7

speed (velocity), 29, 483
zero-mass, 4–5

physical property, 68, 72, 90, 103
Pioneer

acceleration, 48, 54
anomaly, 43, 44, 48, 54, 60, 462, 485–486,

493, 523–524
spacecraft, 462, 485

Pisa, leaning tower of, 561, 564, 569, 597
Planck, 11, 20–22, 45, 47–48, 67, 71, 73–74,

79, 83–84, 452, 495, 514, 531–533,
535, 538, 542–545, 552, 557–558

constant, 67, 71, 74, 79, 83, 495, 514, 531
energy, 45
length, 21, 45, 48, 535, 543, 545
mass, 22, 84, 552
regime, 533
scale, 11, 20–21, 47, 531–533, 538, 542,

545, 558
time, 45, 84
units, 71, 73, 557

Plebański formulation of gravity, 542
Plebański-Demiański space-times, 35
plunge, 212–213, 215–216, 224, 227, 235,

238–241, 245–246, 248, 328, 354,
455, 591–593, 596

Poincaré, 21, 88, 97, 102–103, 106, 167,
195–196, 198, 504, 510–511, 513,
537, 547

algebra, 167, 195–196, 198, 511
Casimirs, 88
group, 21, 97, 102, 106, 195, 504, 510,

537, 547
invariant, 103, 513
symmetry, 97, 537
transformation, 88

point charge, 254, 278, 302, 315, 369
point particle, 28, 30, 33, 57, 127–128, 148,

150, 178, 181–182, 253, 255,
258–261, 264, 291, 309, 316–317,
319, 321–322, 324–325, 328, 345,
347, 352, 367, 369, 387, 396, 403,
405, 417, 421, 425–426, 462–463,
477–478, 480, 531, 535, 539,
574–576, 582

in general relativity, 253–255, 261, 263,
532

limit, 253, 255, 261, 264
source, 255, 258, 264

Poisson
bracket, 103, 117, 170–173, 539
equation, 48, 101, 131–133, 426
integral, 131–133, 136, 152, 155–156, 425,

430
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polarization, 29, 143, 160–161, 207–208, 447,
522

waveforms, see waveforms
position vector, 173, 195
post-adiabatic, 397, 411

Self-Force, 408
post-Keplerian, 471, 478–479
post-Minkowskian (PM), 135, 140, 142, 145,

214, 429, 466
series, 142, 168

post-Newtonian (PN)
and EOB methods, 563
ansatz, 132
approach, 121
approximation, 37, 125–128, 131, 135,

151, 415, 453
equations of motion, 162
expansion, 131–132, 134–139, 145, 160,

167, 300–301, 453, 593
framework, 332
perihelion shift, 37
series, 126, 134, 168, 185, 202, 216,

233–234, 439
formal, 132, 142

skeleton Hamiltonian, 177–178
source, 135–139
templates, 416
waveforms, 147, 160

pragmatic approach, 587, 594
pre-Galilean physics, 564
principle of equivalence, see equivalence

principle
probability distribution function, 396
propagation

of gravitation fields, 515
of singularities, 258

propagator
Feynman, 257
graviton, 516
parallel, 309, 311–312
retarded, 498

proper time, 33, 40, 59, 148, 255, 285,
287, 294, 313, 315, 319–320,
329, 331, 370, 374–376, 379,
382, 402–403, 408, 464, 504,
573, 591, 595–596

derivative, 319–320
parameter, 313, 315

pseudo-tensor, 91, 129, 131, 133, 136–139,
142, 574, see Landau-Lifshitz

energy-momentum, 91, 201
stress-energy, 132, 201

Ptolemy, 304

pulsars, 49, 128, 189, 472–475, 483
binary, see binary

puncture
function, 349, 357–358, 360, 407
method, 350, 358

Q
QFT, 493–494, 496, 520, 526, 537, 542, see

quantum field theory
QHE, 76, 80, see quantized Hall effect
quadrupole

formula, 126, 569, 572, 574
moment, 145–147, 167, 214, 289–290,

391, 428, 430, 573
perturbation, 290
tensor, 192, 198, 205

quantization, 45, 219, 532–539, 544
quantized Hall effect, 76, see QHE
quantum

correlations, 497
dynamics, 550
field theory, 21, 512, 543, see QFT
fluctuations, 9, 11–12, 14–15, 491,

493–494, 498, 508–509, 514–517,
526–527

geometry, see geometry
gravity, 26, 45–47, 114, 532–536, 540,

542–544, 557–558
mechanics, 27, 217, 533
metrology triangle, 77

quasi-circular orbit, 103, 157–158, 160,
297–298, 408, 418

quasi-equilibrium, 103, 115–116
Quasi-Local

Angular Momentum, 114
energy, 109, 111–112

Brown-York, 109–111, 114
Geroch, 112
Hawking, 111
Hayward, 112
Kijowski-Liu-Yau, 111
Misner-Sharp, 109, 111
Newman-Unti, 112

mass, 109, 111, 113–114, 118–122
Bartnik, 113
Hawking, 119

quasi-normal modes, 241, 282
Quinn’s equation, 323

of motion, 321
Quinn-Wald axiom, 322
quintessence, 31
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R
radial fall, 404, 562–563, 566, 570, 576, 582,

587, 589–590, 592, 595–597
controversy, 569, 573
direction (impressed), 591
entire history, 562
Historical Heritage, 563–564
local measurements, 569, 571
pragmatic approach, 587, 594
repulsion, 561, 569–573, 591, 596
self-consistent prescription, 592–596

radial infall, 562
radial motion, 59, 569
radiated energy, 107, 212, 596
radiation reaction, 126–127, 134–137, 139,

157–159, 161, 168, 204, 213–216,
223–225, 227, 236, 238, 240–241,
243–246, 253, 271–274, 277–279,
293, 305, 322, 328, 367, 369,
378, 387, 389–391, 398, 412,
418, 427–429, 431, 501–504,
511, 562–563, 569, 582–584, 590,
592–593, 596

damping, 427
dynamics, 168
effect, 139, 157–158, 398, 418, 428, 431
force, 126–127, 139, 213, 216, 224, 227,

236, 240–241, 243, 253, 272,
277–278, 390–391, 412, 418, 428,
501–504, 511

functions, 135–137
timescale, 562, 596

radiative
field, 583–584
Green’s function, 328, 333, 561, 583
moments, 143, 145–147

recurrent relation, 378, 382, 385
recursion relation, 257, 258
redshift observable, 416, 419, 421, 432, 433,

434, 440
Regge-Wheeler

equation, 298, 574
gauge, see gauge
self-force, 346

Regge-Wheeler-Zerilli, 231, 284, 575
regular

field, 280, 293, 299, 302, 319–321, 323,
403, 405–406, 583

piece, 309, 403
remainder, 281, 319, 323

regularization, 582, 586, 590, 592, 595–596
dimensional, see dimensional
field, 299
Hadamard, see Hadamard

m-mode, see m-mode regularization
mode-sum, see mode-sum
parameters, 586, 592
point-splitting, 373, 383, 385
pure Hadamard-Schwartz, 156
Riemann-Hurwitz (-function, see

Riemann-Hurwitz (-function
self-field, 128, 150–151, 158

relativity principle, 28, 29, 44
relaxation, see de Donder, Lorenz gauges
relaxed

(Einstein) field equations, 139, 184, 201,
214, 423

linearized Einstein equation, 256, 258, 260
repulsion, see radial fall
residual degree of freedom, 8, 99
residual field, 349–350, 357, 360, 407
rest frame, 45, 149, 315, 321, 368, 377
resummation method, 215–216, 227, 248
resummed (expression), 212, 222, 224,

227–230, 232, 236–237, 240,
243–244, 248

retarded
Green’s function, 135, 583, 594
integral, 131, 135–136, 138, 185
propagator, 498

Riemann
curvature, 514, 516, 565
tensor, 149, 271–272, 284, 286–287, 313,

320, 331, 352, 384, 391, 477, 565,
573, 585, 595

Riemann-Hurwitz (-function, 561, 587, 589,
590, 595

Riemannian
background metric, 96
case, 119, 256
geometry, 28
metric, 28, 32, 256
space-time, 28, 58

ring-down, 125, 212, 241, 248
ringing tail, 213
Rohrlich analysis, 368
Rosenfeld procedure, 91
rotational deformation, 196, 198
Routh functional, 174, 185
Rydberg constant, 79

S
scalar wave equation, 310
scalar-tensor

gravity, 468, 476, 478–479
theories, 461–462, 467–469, 471, 473,

476–479, 481, 483, 485–486
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scaled
limit, 265
metric, 268

scattering matrix, 495, 500–503, 505–506,
508–509

Schiff effect, 34, 41
Schott term, 248, 367–369, 373–374, 376–377,

379, 387, 391–392
Schwarzschild

black hole, 181, 265, 284, 290, 297, 327,
352, 357, 361, 405, 408, 422

coordinates, 147, 179, 190–191, 335, 408,
420–421, 519, 521

deformed, 188
geometry, see geometry
metric, 34–35, 179, 184, 188, 190, 220,

265, 288, 290, 296, 298, 303, 386,
419–420, 422, 483

singularity, 179–180, 185
solution, 485, 570
spacetime, 111, 119, 178, 190, 236, 290,

328, 333
Schwarzschild-de Sitter

metric, 264
solution, 35

Schwarzschild-Droste (SD), 569–571, 573–
576, 588, 595, see Schwarzschild

black hole, 561
metric, 569

second order, 49, 55–56, 129, 268–269,
283–285, 292, 298, 348, 388, 395,
397, 408, 410–412, 433, 551, 574,
581, 588–589, 593

corrections, 410
deviation, 588
Einstein tensor, 269

secular, 44, 126, 270, 412, 524, 562, 584
self-acceleration, 50–52, 410, 566
self-adjoint, 258, 260, 512

wave equation, 260
self-consistent, 227, 254, 261, 263, 270,

296, 396, 499, 502, 509, 561–562,
592–596

approach, 561–562, 593
equations, 269
method, 296, 596
perturbation, 263, 270
perturbative equation, 263, 270
radial fall prescription, 592–596

self-coupling, 7, 10–11, 19–20
self-field, 127–128, 150–151, 158, 269, 309,

415, 417, 426
divergent, 415, 417, 426
regularization, 128, 150–151, 158

self-force (SF), 259, 264, 270, 273–275, 277,
280–282, 285, 291–295, 297–305,
309–313, 316, 321–324, 327, 344,
356, 378, 395, 397–398, 401–404,
407–408, 410–413, 415–416, 440,
453, 532, 561–563, 582–586,
590–597

adiabatic, 412
post-adiabatic, 408

corrections, 253, 259, 261
effect, 253, 255, 261, 263, 269, 275–277,

294–295, 298, 300, 306, 412–413
gravitational, 263, 298, 306

electromagnetic, see electromagnetic
first-order, 411–412
gravitational, see gravitational
Newtonian, 273, 275, 297, 564, 584
problem, 255, 273, 282, 285, 291, 300,

310, 325
Regge-Wheeler, 346
term, 261, 594

self-interaction, 6, 9, 151, 383, 468, 552
semi-latus rectum, 352, 355, 593
series

Hadamard, 257–258
nonlinear, 140
perturbation, 11
post-Minkowskian, 142, 168
post-Newtonian, see post-Newtonian

formal, 132, 142
Taylor, 227, 266

finite, 266
SF (self-force), see self-force
shell, 174–175, 254, 321–322, 334, 350–351,

372, 536
matter, 254
radius, 321

short distance, 256, 534, 558
SI (Système International ), 67–71, 74, 77–81,

83–84
silicon, 79, 81–82, 84

XRCD, see XRCD
singular

behavior, 155, 256–257, 259, 349, 583, 586
coefficient, 151, 155
field, 271, 280, 282, 299, 302, 305,

318–321, 323–324, 331, 339, 358,
403, 419

limit, 152
piece, 323, 333, 405

skeleton Hamiltonian, 177–178
small

acceleration, 26, 48, 53–54, 272, 289
body, 253, 261, 270, 408, 593, 596
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mass, 3, 13, 20, 37, 160, 271–272, 276,
283, 292–293, 300, 302, 328, 347,
418, 432, 443, 563, 582, 590

object, 273–275, 279, 282–283, 289
smooth

function, 132, 256–266, 330, 338, 340,
359, 544

vector field, 256
solution

Brill-Lindquist, 175–176
distributional, 254, 256
Kerr geometry, 35
Misner-Lindquist, 175
numerical, see numerical
Schwarzschild, 485, 570
Schwarzschild-de Sitter, 35
unique, 131, 220, 257
vacuum, see vacuum
wave equation, see wave equation

source
charge-current, 254, 266
distributional, 254
effective, see effective source
EMRI, 396
matter, see matter
moments, 142–143, 145, 147–148
point particle, 255, 258, 264
post-Newtonian, 135–139
term, 129, 133, 138, 140, 154, 181, 198,

233, 253, 348–349, 351, 353,
397–398, 400, 408, 423, 575–576,
579, 596

space-like
hypersurface, see hypersurface
slice, 184, 253

spacetime
asymptotically flat, see asymptotically flat

spacetime
background, see background
curvature, 31, 310, 562
domain, 87, 92, 108–109
Finsler, 58–59
geometry, see geometry
globally hyperbolic, 113, 318
Kerr, see Kerr geometry
Minkowski, see Minkowski spacetime
Riemannian, 28, 58
Schwarzschild, see Schwarzschild
stationary, 94, 369

special relativity, 28, 44, 87, 103, 297,
463–464, 467

speed of light, 2, 28–30, 44, 69, 126, 167, 416,
570, see photon speed

spherical harmonics, 144–145, 161, 286, 294,
336–338, 350–351, 353, 355–358,
405, 576, 586

spin
coupling

Papapetrou equation, 148
spin-orbit, 162, 196–197
spin-spin, 127
to curvature, 148, 162

force, 261, 263, 269
precession, 163, 193, 199
spin-2, 18, 128, 294, 462, 469, 471, 479
spinning particle, 31, 128, 148, 162
supplementary condition, 149

spin-foam model, 537, 541–543
spin-networks, 536, 542, 558
spontaneous emission, 492
Standard Model, 1–5, 7–11, 15–17, 20–22,

464
extensions, 21

state of the art, 128, 333, 361, 561, 565, 590,
592

beyond, 593
stationary spacetime, 94, 369
step (Heaviside step function)

discontinuity, 360
distribution, 581, 589
function, 241, 317–318, 496

STF, 134, 139, 141, 144–145, 204, 286–287,
361, see symmetric-trace-free

tensor, 145, 286
Stone-von Neumann theorem, 539
stress-energy tensor, 93, 129, 131, 147–148,

150–151, 171, 181, 183–184, 200,
253–255, 277, 283–285, 287–288,
291, 398, 405, 423–424, 576, 583,
see pseudo-tensor

conservation, 583
stress-energy-momentum, 109

string theory, 26, 45, 462, 463
strong

equivalence principle, 41, 49, 76, 471, 475,
479, 565

interaction, 2, 4, 12, 15–16, 22
nuclear interactions, 1

Strong-Field Predictions, 471
sufficiently small

body, 253, 261
neighborhood, 257, 258

superstring theories, 21
supersymmetry, 21, 22, 47, 462, 480
supplementary phase, 230
symmetric mass ratio, 157, 213, 217, 223, 431,

432
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symmetric-trace-free (STF), 134, see STF
symmetry group, 3, 4–6, 20–21, 106, 195,

537–539, 544

T
T-parity, 371, 386
tail, 138–139, 146, 209, 259, 330–332, 387,

390, 428, 436, 561, 584–586
component, 586
contribution, 329, 332, 378, 428
effect, 161, 168, 214, 230, 232, 428
factor, 230, 232–233, 237
field, 330
function, 382, 386

Green’s, 401
GW, see gravitational wave
integral, 146, 161, 429
part, 378, 401, 403, 584
ringing, 213
term, 203, 205, 240, 317, 334, 369, 379,

382–384, 386, 388, 392, 428
Taylor

approximants, 227, 236
T4, 215

coefficients, 228
expand, 138, 267, 285
expansion, 126, 221, 225–227, 237, 286,

312, 317, 373, 581, 587
series, 227, 266

finite, 266
Taylor-expanded, 212–213, 225, 228, 233, 235
templates, 127, 162, 396, 416, 453–455

adiabatic, 408
gravitational wave (GW), 125, 128, 156,

162, 164, 188, 211, 249, 396
inspiral, 125, 328
LISA, 597
post-Newtonian (PN), 416
theoretical, 127, 328, 396
waveforms, 211

tensor
anisotropic mass, 30
Einstein, see Einstein

second order, 269
energy-momentum, see energy-momentum

tensor
canonical, 91
stress, 109

Levi-Civita, 274, 286
quadrupole, 192, 198, 205

mass-quadrupole, 192, 205
Riemann, see Riemann
STF, 145, 286

stress-energy, see stress-energy tensor
Weyl, 398, 477, 478

test-particle limit, 191, 221
Testing Basic Laws of Gravitation, 25–60

New Effects, 45
tetrad, 91, 313–314, 339, 398, 537
Teukolsky equation, 346, 348, 396–400, 403
TeVeS (Tensor-Vector-Scalar) model, 483
theoretical templates, 127, 328, 396
Thorne-Hartle-Zhang (THZ) coordinates, 313,

see THZ
three-dimensional gravity, 534–535, 544
transplanckian region, 563
Trautman-Bondi-Sachs, 105
THZ, 283, 287–288, 299, 313, see Thorne-

Hartle-Zhang
tidal

acceleration, 289–290
deformation, 367, 391
distortion, 271–272, 288, 305, 420
effects, 274, 289, 449, 463
forces, 449, 478, 565
properties of neutron stars, 249

tides, 289
time

dependence, 26, 39, 53, 103, 290, 413, 473
domain, 87, 92, 108–109, 302–303, 327,

333–334, 343, 347–350, 356, 375,
395, 400, 496, 498, 509, 517, 578

interval, 270
scale, 51, 126, 274, 283, 287, 289–290,

395–396, 398, 453, 510, 526, 562,
590, 596

time-dependent gravitational constant, 44
time-like

hypersurface, 98, 254
surface, 255

two-body problem, 125–164, 211–249, 273,
275, 395, 562, 578, 582

U
UFF, 30–31, 41–42, 46, 50, 57, see universality

of free fall
unbarred

coordinates, 266
metric, 266

uncertainty principle, 9
uniformity requirement, 265, 266
unique solution, 131, 220, 257
uniqueness of acceleration, 565–566, 568–569,

585
Units, 67–84

ampere, see ampere
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astronomical unit, 462
atomic units, 71, 73
base units, new definitions of, 83
candela, 68
geometrized units, 329
kelvin, 68, 75, 84
kilogram, see kilogram
meter, 68–69, 74
natural, 71, 73
Planck, 71, 73, 557
second, 67–69, 72, 75, 80, 84

universality of free fall (UFF), 30, 463, 464,
514, see UFF

V
vacuum

energy, 31, 491–492, 494, 506
field fluctuations, 491–492, 503, 508, 526
fluctuation, 492–494, 504, 510
solution, 35, 175, 265, 273, 278, 283, 286,

287, 291, 292, 346
state, 492, 497, 501–502, 507, 511
wave equation, 574

van der Waals force, 492
van Vleck-Morette determinant, 257
Virgo, 211, 416, 475
von Klitzing constant, 76

W
watt balance, 78–80, 82–84
wave equation

homogeneous, see homogeneous
inhomogeneous, 202, 403
linear, 256, 310, 316
scalar, 310
self-adjoint, 260
solution, 136, 138, 140, 317–319, 383
vacuum, 574

wave operator, 264, 283–284, 316, 353, 401,
579

waveform of compact binaries, 145
waveforms, 232, 237, 245–246, 399, 411–413,

433, 452–454, 578, 592
adiabatic, 395, 397–398, 412–413,

453–454
analytical, 212, 243
approximate, 453
EMRI, 327, 408, 455

EOB, 213, 223, 238–239, 243
gravitational (GW), see gravitational wave
inspiral, see inspiral
kludge, 453–455
multipolar, 236–237
numerical (NR), 213, 223, 235, 243, 396
polarization, 143–145, 160–161, 207
post-Newtonian, 147, 160
template, 211

wavefront set, 254
weak interaction, 2, 4–8, 11
weakly isolated horizon, 116, see WIH
well-posed initial value formulation, 270
Weyl

curvature, 517, 519
scalars, 298
tensor, 398, 477, 478

white dwarfs, 396, 449
WIH, 116–118, see weakly isolated horizon

symmetry, 117–118
wild oscillation, 264
Wilson loop, 533
window function, 281–282, 288, 303
Woolsthorpe apple tree, 561, 597
worldtube, 115, 264, 357, 477

auxiliary, 357

X
X-ray crystal density, 79, 81, see XRCD
XRCD, 79, 81–84

silicon, 79, 81–82, 84

Y
Yang-Mills

gauge field, 533, 536
theory, 533, 536, 538

Z
Zerilli, 240, 574, 577, see Regge-Wheeler-

Zerilli
equation, 298, 574–575, 581
potential, 591

zeroth order, 283
(zeta) ( function, see Riemann-Hurwitz

(-function
zitterbewegung, 56


