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## Introduction

Welcome to the second volume of the treatise "Mean fields models for spin glasses". You certainly do not need to have read all of Volume 1 to enjoy the present work. For the low-temperature results of Part II, starting with Chapter 12, only (the beginning of) Chapter 1 is really needed. This is also true for Chapter 11.

In the first part of this volume we continue, at a deeper level, the study of four of the models that were introduced in Volume I. Chapter 8 continues the study of the Shcherbina-Tirozzi model of Chapter 3; Chapter 9 continues the study of the Perceptron model of Chapter 2. Both chapters culminate in the proof of the "Gardner formula" which computes the proportion of the sphere (respectively the discrete cube) that belongs to the intersection of many random half-spaces. Chapters 8 and 9 are somewhat connected. They could in principle be read with only the previous understanding of the corresponding chapter of Volume 1, although we feel that it should help to have also read at least a part of each of Chapters 2 to Chapter 4, where the basic techniques are presented.

Chapter 10 continues and deepens the study of the Hopfield model of Chapter 4. We achieve a good understanding for a larger region of parameters than in Chapter 4 and this understanding is better, as we reach the correct rates of convergence in $1 / N$. This chapter can be read independently of Chapters 8 and 9 , and in principle with only the knowledge of some of the material of Chapter 4.

Chapter 11 provides an in-depth study of the Sherrington-Kirkpatrick model at high temperature and without external field. As this is a somewhat simpler case than the other models considered in this work, we can look deeper into it. Only (the beginning of) Chapter 1 is a prerequisite from this point on.

In my lecture in the International Congress of Mathematicians in Berlin, 1998, I presented (an earlier form of) some of the results explained here. At the end of the lecture, while I was still panting under the effort, a man (whose name I have mercifully forgotten) came to me, and handed me one of his papers with the following comment "you should read this instead of doing this trivial replica-symmetric stuff". To him I dedicate these four chapters.

The second part of this volume explores genuine low-temperature results. In Chapter 12 we describe the Ghirlanda-Guerra identities and some rather striking consequences. This chapter can be read without any detailed knowledge of any other material presented so far.

In Chapters 13 and 14 we learn how to prove a celebrated formula of G. Parisi which gives the value of the "limiting free energy" at any temperature for the Sherrington-Kirkpatrick model. A very special case of this formula determines that high-temperature region of this model. We present first this special case in Chapter 13. This seems to require all the important ideas, and these are better explained in this technically simpler setting. Parisi's formula is believed to be only a small part of a very beautiful structure that we call the Parisi Solution. We attempt to describe this structure in Chapter 15 where we also prove as many parts of it as is currently possible. Chapter 15 can be read without having read the details of the (difficult) proof of Parisi formula in Chapter 14, and is probably the highlight of this entire work. We also explain what are the remaining (fundamental) questions to be answered before we reach a really satisfactory understanding.

In the final Chapter 16 we study the $p$-spin interaction model, in a case not covered by the theory of Chapter 14. The approach is based on a clear physical picture of what happens in the phase of "one step of replica-symmetry breaking" and new aspects of the cavity method.

I am very much grateful to Sourav Chatterjee and Albert Hanen who read this entire volume, sometimes in several versions in the most difficult parts, and also to Dmitry Panchenko and Marc Yor who read most of it. Each suggested countlessly many improvements, sometimes correcting serious errors. Special thanks are also due to Wei-Kuo Chen. I claim full responsibility for all the remaining mistakes.

## Part I

## Advanced Replica-Symmetry

## 8. The Gardner Formula for the Sphere

### 8.1 Introduction

In this Chapter we continue the study of the Shcherbina-Tirozzi model of Chapter 3 with Hamiltonian given by (3.1), i.e.

$$
\begin{equation*}
-H_{N, M}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(\frac{1}{\sqrt{N}} \sum_{i \leq N} g_{i, k} \sigma_{i}\right)+h \sum_{i \leq N} g_{i} \sigma_{i}-\kappa\|\boldsymbol{\sigma}\|^{2} \tag{8.1}
\end{equation*}
$$

As usual we write $S_{k}=N^{-1 / 2} \sum_{i \leq N} g_{i, k} \sigma_{i}$. In Theorem 3.3.2 we have succeeded in computing

$$
\lim _{\exp u \rightarrow \mathbf{1}_{\{x \geq \tau\}}}\left\{\lim _{N \rightarrow \infty, M / N \rightarrow \alpha} \mathrm{E} \frac{1}{N} \log \int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma}\right\} .
$$

Our first goal is to prove that it is possible to exchange the limits in this relation. Writing

$$
U_{k}:=\left\{S_{k} \geq \tau\right\}=\left\{\sum_{i \leq N} g_{i, k} \sigma_{i} \geq \tau \sqrt{N}\right\}
$$

we will be able, in Theorem 8.3.1 below, to asymptotically compute the typical value of the quantity

$$
\begin{equation*}
\frac{1}{N} \log \int_{\cap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma} \tag{8.2}
\end{equation*}
$$

In this quantity, let us think of adding the sets $U_{k}$ one at a time. That is, if we denote by $a_{M}$ the quantity (8.2), we have

$$
a_{M+1}-a_{M}=\frac{1}{N} \log G\left(U_{M+1}\right)=\frac{1}{N} \log G\left(\left\{\sum_{i \leq N} g_{i, M+1} \sigma_{i} \geq \tau \sqrt{N}\right\}\right)
$$

where $G$ is the probability measure on $\cap_{k \leq M} U_{k}$ with density proportional to $\exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right)$. We then see the importance, given a Gibbs measure $G$, of the quantity

$$
\begin{equation*}
G(\{\boldsymbol{\sigma} ; \boldsymbol{\sigma} \cdot \mathbf{g} \geq \tau \sqrt{N}\}), \tag{8.3}
\end{equation*}
$$

where $\mathbf{g}$ is a "fresh" Gaussian random vector, i.e. independent of the randomness of $G$. This quantity should typically not be too small, otherwise it would be unlikely that the quantity (8.2) remains bounded independently of $N$. For our analysis, we need to know a stronger property, namely that it is extremely rare that the quantity (8.3) is very small. This implies that in the expression (8.2) the influence of each single set $U_{k}$ is rather moderate. As these sets are independent, we can then expect the quantity (8.2) to have small fluctuations. This is indeed the case, as is shown in Proposition 8.3.6 below, and this is a crucial step in the computation of this quantity (8.2).

### 8.2 Gaussian Processes

In this section we prove the fundamental fact of this chapter: under rather general conditions for a Gibbs measure $G$, given a "fresh" random vector $\mathbf{g}$, it is very rare that the set $\{\boldsymbol{\sigma} ; \boldsymbol{\sigma} \cdot \mathbf{g} \geq \tau \sqrt{N}\}$ has a very small measure for $G$. The result is stated in Proposition 8.2 .6 below. It will be deduced from general properties of Gaussian processes. The main fact is that a jointly Gaussian family $\left(u_{\ell}\right)_{\ell \leq n}$ of r.v.s is "large" as soon as for some number $a$ we have $\mathrm{E}\left(u_{\ell}-u_{\ell^{\prime}}\right)^{2} \geq a^{2}$ for $\ell \neq \ell^{\prime}$; more specifically, such a family is in some sense "as large as a family $\left(\xi_{\ell}\right)_{\ell \leq n}$ of independent Gaussian r.v.s with $\mathrm{E} \xi_{\ell}^{2}=a^{2 "}$. (Note that $\mathrm{E}\left(\xi_{\ell}-\xi_{\ell^{\prime}}\right)^{2}=2 a^{2}$, but the factor 2 is unimportant here).

Given a number $s$, for $\mathbf{x}=\left(x_{\ell}\right)_{\ell \leq n}$ we consider the function

$$
\begin{equation*}
F(\mathbf{x})=\log \sum_{\ell \leq n} \exp s x_{\ell} \tag{8.4}
\end{equation*}
$$

Lemma 8.2.1. We have

$$
\begin{equation*}
\text { For every } \ell \text { and } \ell^{\prime} \neq \ell, \quad \frac{\partial^{2} F}{\partial x_{\ell}^{2}} \geq 0 ; \frac{\partial^{2} F}{\partial x_{\ell} \partial x_{\ell^{\prime}}} \leq 0 \tag{8.5}
\end{equation*}
$$

Proof. We define $Z=\sum_{\ell \leq n} \exp s x_{\ell}$, so that

$$
\begin{gathered}
\frac{\partial F}{\partial x_{\ell}}=s \frac{\exp s x_{\ell}}{Z} \\
\frac{\partial^{2} F}{\partial x_{\ell}^{2}}=s^{2}\left(\frac{\exp s x_{\ell}}{Z}-\left(\frac{\exp s x_{\ell}}{Z}\right)^{2}\right)
\end{gathered}
$$

which is $\geq 0$ because $\exp s x_{\ell} / Z \leq 1$. For $\ell \neq \ell^{\prime}$, we have

$$
\frac{\partial^{2} F}{\partial x_{\ell} \partial x_{\ell^{\prime}}}=-s^{2} \frac{\exp s\left(x_{\ell}+x_{\ell^{\prime}}\right)}{Z^{2}} \leq 0
$$

Proposition 8.2.2. Consider two jointly Gaussian families $\mathbf{u}=\left(u_{\ell}\right)_{\ell \leq n}$, $\mathbf{v}=\left(v_{\ell}\right)_{\ell \leq n}$, and assume

$$
\begin{equation*}
\forall \ell, \mathrm{E} u_{\ell}^{2} \geq \mathrm{E} v_{\ell}^{2} ; \forall \ell \neq \ell^{\prime}, \mathrm{E} u_{\ell} u_{\ell^{\prime}} \leq \mathrm{E} v_{\ell} v_{\ell^{\prime}} \tag{8.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathrm{E} F(\mathbf{u}) \geq \mathrm{E} F(\mathbf{v}) \tag{8.7}
\end{equation*}
$$

Proof. Combine (8.5) and Lemma 1.3.1.
As an application of Proposition 8.2.2, an example of fundamental importance is the case where, for some numbers $b>c>0$ we have

$$
\forall \ell \neq \ell^{\prime}, \mathrm{E} u_{\ell} u_{\ell^{\prime}} \leq c<b \leq \mathrm{E} u_{\ell}^{2}
$$

Then (8.6) holds if $v_{\ell}=z \sqrt{c}+\xi_{\ell} \sqrt{b-c}$, where $z, \xi_{\ell}$ are independent standard Gaussian r.v.s; indeed $\mathrm{E} v_{\ell}^{2}=b$ and $\mathrm{E} v_{\ell} v_{\ell^{\prime}}=c$ if $\ell \neq \ell^{\prime}$. Thus (8.7) implies

$$
\begin{equation*}
\mathrm{E} F(\mathbf{u}) \geq \mathrm{E} F(\mathbf{v})=\mathrm{E} \log \sum_{\ell \leq n} \exp \left(s \sqrt{b-c} \xi_{\ell}\right) \tag{8.8}
\end{equation*}
$$

The right-hand side involves only independent r.v.s, so with some work we will be able to find an explicit lower bound for it. This is what is done in the next argument. The proof is elementary but a bit messy. It would be nice to have a clean argument, but it is not certain that such an argument exists: we are working in "the hard direction". The function log is concave and we bound from below the quantity $\mathrm{E} \log Y$ for a certain r.v. $Y$.

Lemma 8.2.3. There exists a number $L$ with the following property. Consider independent standard Gaussian r.v.s $\left(\xi_{\ell}\right)_{\ell \leq n}$. For $L \leq s \leq \sqrt{\log n} / L$, we have

$$
\begin{equation*}
\mathrm{E} \log \sum_{\ell \leq n} \exp s \xi_{\ell} \geq \log n+\frac{s^{2}}{5} \tag{8.9}
\end{equation*}
$$

Proof. We consider a number $t$ to be chosen later, and

$$
X=\operatorname{card}\left\{\ell \leq n ; \xi_{\ell} \geq t\right\}=\sum_{\ell \leq n} \mathbf{1}_{\left\{\xi_{\ell} \geq t\right\}}
$$

so that $\mathrm{E} X=n \delta$ where $\delta=\mathrm{P}\left(\xi_{\ell} \geq t\right)$. We note that by independence, for $\ell \neq \ell^{\prime}$ we have $\mathrm{E} \mathbf{1}_{\left\{\xi_{\ell} \geq t\right\}} \mathbf{1}_{\left\{\xi_{\ell^{\prime}} \geq t\right\}}=\delta^{2}$. Thus

$$
\mathrm{E} X^{2}=n \delta+n(n-1) \delta^{2}
$$

and therefore

$$
n \delta \geq 1 \Rightarrow \mathrm{E} X^{2} \leq 2 n^{2} \delta^{2}=2(\mathrm{E} X)^{2}
$$

The Paley-Zygmund inequality (A.61) implies that when $n \delta \geq 1$

$$
P\left(X \geq \frac{n \delta}{2}\right) \geq \frac{1}{8}
$$

Since $\sum_{\ell \leq n} \exp s \xi_{\ell} \geq X \exp s t$, taking logarithms we have $\log \sum_{\ell \leq n} \exp s \xi_{\ell} \geq$ $s t+\log \bar{X}$, and therefore

$$
\begin{equation*}
\mathrm{P}\left(\log \sum_{\ell \leq n} \exp s \xi_{\ell} \geq s t+\log \left(\frac{n \delta}{2}\right)\right) \geq \frac{1}{8} \tag{8.10}
\end{equation*}
$$

We observe (by computing the gradient and using trivial bounds) that the quantity $\log \sum_{\ell \leq n} \exp s \xi_{\ell}$, when seen as a function of $\left(\xi_{\ell}\right)_{\ell \leq n} \in \mathbb{R}^{n}$, has a Lipschitz constant $s$, so that Theorem 1.3.4 implies that for any $u>0$

$$
\mathrm{P}\left(\left|\log \sum_{\ell \leq n} \exp s \xi_{\ell}-\mathrm{E} \log \sum_{\ell \leq n} \exp s \xi_{\ell}\right| \geq u\right) \leq 2 \exp \left(-\frac{u^{2}}{4 s^{2}}\right)
$$

In particular, taking $u=4 s$, and since $e \geq 2$,

$$
\mathrm{P}\left(\log \sum_{\ell \leq n} \exp s \xi_{\ell} \geq \mathrm{E} \log \sum_{\ell \leq n} \exp s \xi_{\ell}+4 s\right)<\frac{1}{8}
$$

and combining with (8.10), then, when $n \delta \geq 1$, we have

$$
\mathrm{E} \log \sum_{\ell \leq n} \exp s \xi_{\ell} \geq s t-4 s+\log \left(\frac{n \delta}{2}\right)
$$

We now use the crude fact that $\delta \geq 2 \exp \left(-t^{2}\right)$ for $t \geq L$ (see (A.5)), and we choose $t=s / 2$ to obtain that the right-hand side of the above inequality is $\geq s t-4 s-t^{2}+\log n=s^{2} / 4-4 s+\log n$ and this is $\geq s^{2} / 5+\log n$ for $s \geq 80$.

Combining (8.8) and (8.9), we have obtained a lower bound for $F(\mathbf{u})$ under rather general conditions. As made precise in the forthcoming theorem, this bound implies that, typically, many of the terms $u_{\ell}$ are large. To understand the statement of this theorem, one should keep in mind the case where the quantities $u_{\ell}$ are independent standard Gaussian r.v.s. In that case, we expect that about $n \mathrm{P}(\xi \geq s)$ terms $u_{\ell}$ will be $\geq s$. It is unlikely that we can do as well under general conditions, but when the r.v.s $u_{\ell}$ are not too much correlated we can still guarantee that about $n \exp \left(-K s^{2}\right)$ terms $u_{\ell}$ will be $\geq s$.

Theorem 8.2.4. Consider $d>b>c>0$, and assume moreover that $d \geq$ $1 /(b-c)$. Then there exists a number $K=K(d)$, depending on $d$ only, with the following property: Consider a jointly Gaussian family $\mathbf{u}=\left(u_{\ell}\right)_{\ell \leq n}$, and assume that

$$
\begin{align*}
& \forall \ell \leq n, \quad b \leq \mathrm{E} u_{\ell}^{2} \leq d  \tag{8.11}\\
& \forall \ell \neq \ell^{\prime}, \quad \mathrm{E} u_{\ell} u_{\ell^{\prime}} \leq c . \tag{8.12}
\end{align*}
$$

Then for $K \leq s \leq \sqrt{\log n} / K$ we have

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \frac{s}{K}\right\} \leq n \exp \left(-K s^{2}\right)\right) \leq K \exp \left(-\frac{s^{2}}{K}\right) \tag{8.13}
\end{equation*}
$$

The unusual condition $d \geq 1 /(b-c)$ allows to use the single parameter $d$ to control both the size of $\left(u_{\ell}\right)$ and the fact that $b$ and $c$ are not too close, since $b-c \geq 1 / d$.

Proof. Let as usual $F(\mathbf{x})=\log \sum_{\ell \leq n} \exp s x_{\ell}$. We first claim that

$$
\begin{equation*}
\forall t>0, \mathrm{P}(|F(\mathbf{u})-\mathrm{E} F(\mathbf{u})| \geq t) \leq 2 \exp \left(-\frac{t^{2}}{4 d s^{2}}\right) \tag{8.14}
\end{equation*}
$$

This is a consequence of Theorem 1.3.4. To see this, we note that for $1 \leq n$ we can find vectors $\mathbf{z}_{\ell} \in \mathbb{R}^{n}$ such that the sequence $\left(u_{\ell}\right)_{\ell \leq n}$ has the same distribution as the sequence $\left(\mathbf{z}_{\ell} \cdot \mathbf{g}\right)_{\ell \leq n}$, where $\mathbf{g}$ is an independent standard Gaussian sequence. (This simple statement is proved in Section A.2, but is not really needed since when we will apply this theorem, the family $\left(u_{\ell}\right)_{\ell \leq n}$ will already be given in this form.) We have $\left\|\mathbf{z}_{\ell}\right\|^{2}=\mathrm{E} u_{\ell}^{2} \leq d$, so that the gradient of the function

$$
\mathbf{x} \mapsto \log \sum_{\ell \leq n} \exp s \mathbf{z}_{\ell} \cdot \mathbf{x}
$$

has a Lipschitz constant $\leq s \sqrt{d}$, which implies (8.14).
Next, using (8.8) and then (8.9) for $s \sqrt{b-c}$ rather than $s$, we have

$$
\begin{equation*}
\mathrm{E} F(\mathbf{u}) \geq \log n+\frac{s^{2}(b-c)}{5} \tag{8.15}
\end{equation*}
$$

provided $s$ satisfies $L \leq s \sqrt{b-c} \leq \sqrt{\log n} / L$. We combine (8.15) with (8.14) for $t=s^{2}(b-c) / 10$, to obtain

$$
\begin{align*}
\mathrm{P}\left(\sum_{\ell \leq n} \exp s u_{\ell} \geq n \exp \frac{s^{2}(b-c)}{10}\right) & =\mathrm{P}\left(F(\mathbf{u}) \geq \log n+\frac{s^{2}(b-c)}{10}\right) \\
& \geq 1-\mathrm{P}\left(F(\mathbf{u})<\mathrm{E} F(\mathbf{u})-\frac{s^{2}(b-c)}{10}\right) \\
& \geq 1-2 \exp \left(-\frac{s^{2}(b-c)^{2}}{L d}\right) \tag{8.16}
\end{align*}
$$

Also, using (A.1) and (8.11),

$$
\mathrm{E} \sum_{\ell \leq n} \exp 2 s u_{\ell}=\sum_{\ell \leq n} \exp 2 s^{2} \mathrm{E} u_{\ell}^{2} \leq n \exp 2 s^{2} d
$$

which, by Markov inequality (A.2) implies

$$
\begin{equation*}
\mathrm{P}\left(\sum_{\ell \leq n} \exp 2 s u_{\ell} \leq n \exp 3 s^{2} d\right) \geq 1-\exp \left(-s^{2} d\right) \tag{8.17}
\end{equation*}
$$

Consider the (typical) event $\Omega$ given by
$\Omega=\left\{\sum_{\ell \leq n} \exp s u_{\ell} \geq n \exp \frac{s^{2}(b-c)}{10}\right\} \bigcap\left\{\sum_{\ell \leq n} \exp 2 s u_{\ell} \leq n \exp 3 s^{2} d\right\}$,
so that combining (8.16) and (8.17) and recalling that $b-c \geq 1 / d$, we obtain

$$
\begin{align*}
\mathrm{P}(\Omega) & \geq 1-2 \exp \left(-\frac{s^{2}(b-c)^{2}}{L d}\right)-\exp \left(-s^{2} d\right) \\
& \geq 1-3 \exp \left(-\frac{s^{2}}{K(d)}\right) \tag{8.19}
\end{align*}
$$

We now study the generic sequence $\left(u_{\ell}\right)$ when $\Omega$ occurs. Consider the uniform probability space $\mathcal{U}_{n}=\left(\{1, \ldots, n\}, \mathrm{P}_{0}\right)$, and denote by $\mathrm{E}_{0}$ expectation with respect to the probability $\mathrm{P}_{0}$. Consider the r.v. $X$ on the probability space $\mathcal{U}_{n}$ given by $X(\ell)=\exp s u_{\ell}$, so that $\mathrm{E}_{0} X=1 / n \sum_{\ell \leq n} \exp s u_{\ell}$ etc. It follows from (8.18) that

$$
\mathrm{E}_{0} X \geq \exp \frac{s^{2}(b-c)}{10} ; \mathrm{E}_{0} X^{2} \leq \exp 3 s^{2} d
$$

Since we assume $s \sqrt{b-c} \geq L$, we may also assume $\mathrm{E}_{0} X>2 \exp \left(s^{2}(b-c) / 20\right)$ and the Paley-Zygmund inequality

$$
\begin{equation*}
\mathrm{P}_{0}\left(X \geq \frac{\mathrm{E}_{0} X}{2}\right) \geq \frac{1}{4} \frac{\left(\mathrm{E}_{0} X\right)^{2}}{\mathrm{E}_{0} X^{2}} \tag{A.61}
\end{equation*}
$$

implies

$$
\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \frac{s(b-c)}{20}\right\}>n \exp \left(-3 s^{2} d\right)
$$

This occurs whenever $\Omega$ occurs. Consequently,

$$
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \frac{s(b-c)}{20}\right\} \leq n \exp \left(-3 s^{2} d\right)\right) \leq 3 \exp \left(-\frac{s^{2}}{K}\right)
$$

which proves the theorem.
Corollary 8.2.5. Consider numbers $b, c, d$ and $a$ Gaussian family $\mathbf{u}$ as in Theorem 8.2.4. Then there exists a constant $K=K(d)$, depending on d only, with the following property: for every $\varepsilon$ with $n^{-1 / K} \leq \varepsilon \leq \exp \left(-K \tau^{2}\right) / K$

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \tau\right\} \leq \varepsilon n\right) \leq K \varepsilon^{1 / K} \tag{8.20}
\end{equation*}
$$

Proof. It follows from (8.13) that for $s \geq K, s \geq K \tau, s \leq \sqrt{\log n} / K$ we have

$$
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \tau\right\} \leq n \exp \left(-K s^{2}\right)\right) \leq K \exp \left(-\frac{s^{2}}{K}\right)
$$

Setting $\varepsilon=\exp \left(-K s^{2}\right)$, we obtain (8.20).
The relevance of Theorem 8.2.4 to spin glasses is shown by the following statement, where we recall that $\mathbf{g}$ denotes a standard Gaussian random vector in $\mathbb{R}^{N}$.

Proposition 8.2.6. Consider a probability measure $G$ on $\mathbb{R}^{N}$. Assume that for some numbers $0 \leq c<b<d, d \geq 1 /(b-c)$ we have

$$
\begin{align*}
G\left(\left\{\boldsymbol{\sigma} ; b N \leq\|\boldsymbol{\sigma}\|^{2} \leq d N\right\}\right) & \geq 1-\exp \left(-\frac{N}{d}\right)  \tag{8.21}\\
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}\right| \leq c N\right\}\right) & \geq 1-\exp \left(-\frac{N}{d}\right) . \tag{8.22}
\end{align*}
$$

Then, for any $\tau \geq 0$ the following implication holds,

$$
\begin{array}{r}
K \exp \left(-\frac{N}{K}\right) \leq \varepsilon \leq \frac{1}{K} \exp \left(-K \tau^{2}\right) \Rightarrow \mathrm{P}\left(G\left(\left\{\boldsymbol{\sigma} ; \frac{\mathbf{g} \cdot \boldsymbol{\sigma}}{\sqrt{N}} \geq \tau\right\}\right) \leq \varepsilon\right) \\
\leq K \varepsilon^{1 / K} \tag{8.23}
\end{array}
$$

where $K$ depends on $d$ only.
As hinted at with the notation, this will be applied when $G$ is a Gibbs measure. The single parameter $d$ is also used to control the size of the exceptional sets (8.21) and (8.22).

Proof. The idea behind this proof is very simple. Consider generic points $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}$ chosen independently according to $G$. Then (8.21) and (8.22) show that unless $n$ is very large (or we are very unlucky) the Gaussian r.v.s $u_{\ell}=\boldsymbol{\sigma}^{\ell} \cdot \mathbf{g} / \sqrt{N}$ satisfy the hypothesis of Corollary 8.2.5. Therefore, from (8.20), it is likely that a significant proportion of them is $\geq \tau$, which implies that the set $\{\boldsymbol{\sigma} ; \mathbf{g} \cdot \boldsymbol{\sigma} \geq \tau \sqrt{N}\}$ cannot be very small for $G$.

To implement this idea, let

$$
\begin{array}{r}
Q_{n}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \forall \ell \leq n, b N \leq\left\|\boldsymbol{\sigma}^{\ell}\right\|^{2} \leq d N\right. \\
\left.\forall 1 \leq \ell<\ell^{\prime} \leq n,\left|\boldsymbol{\sigma}^{\ell} \cdot \boldsymbol{\sigma}^{\ell^{\prime}}\right| \leq c N\right\}
\end{array}
$$

so that (8.21) and (8.22) imply

$$
\begin{equation*}
G^{\otimes n}\left(Q_{n}\right) \geq 1-n^{2} \exp \left(-\frac{N}{d}\right) \geq \frac{1}{2} \tag{8.24}
\end{equation*}
$$

provided $2 n^{2} \leq \exp (N / d)$. For $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n}$ we define the event

$$
\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=\left\{\operatorname{card}\left\{\ell \leq n ; \boldsymbol{\sigma}^{\ell} \cdot \mathbf{g} \geq \tau \sqrt{N}\right\} \leq \varepsilon n\right\} .
$$

When $n^{-1 / K} \leq \varepsilon \leq \exp \left(-K \tau^{2}\right) / K$, condition (8.20) implies that

$$
\mathrm{P}\left(\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right) \leq K \varepsilon^{1 / K}
$$

where $K$ depends on $d$ only. Thus, the expectation of

$$
Y=Y(g)=\int_{Q_{n}} \mathbf{1}_{\left\{\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right\}} \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G\left(\boldsymbol{\sigma}^{n}\right)
$$

is

$$
\mathrm{E} Y=\int_{Q_{n}} \mathrm{P}\left(\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G\left(\boldsymbol{\sigma}^{n}\right) \leq K \varepsilon^{1 / K}
$$

and Markov's inequality (A.2) implies

$$
\begin{equation*}
\mathrm{P}\left(Y \geq \frac{1}{4}\right) \leq K \varepsilon^{1 / K} \tag{8.25}
\end{equation*}
$$

Now by definition, $Y$ also equals

$$
Y=G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n} ; \operatorname{card}\left\{\ell \leq n ; \frac{\boldsymbol{\sigma}^{\ell} \cdot \mathbf{g}}{\sqrt{N}} \geq \tau\right\} \leq n \varepsilon\right\}\right)
$$

so that, recalling (8.24), we obtain

$$
\begin{aligned}
G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right.\right. & \left.\left.\in Q_{n} ; \text { card }\left\{\ell \leq n ; \frac{\boldsymbol{\sigma}^{\ell} \cdot \mathbf{g}}{\sqrt{N}} \geq \tau\right\}>n \varepsilon\right\}\right) \\
= & G^{\otimes n}\left(Q_{n}\right)-Y \geq \frac{1}{4}
\end{aligned}
$$

whenever $Y \leq 1 / 4$. In that case,

$$
\begin{aligned}
& n G\left(\left\{\boldsymbol{\sigma} ; \frac{\boldsymbol{\sigma} \cdot \mathbf{g}}{\sqrt{N}} \geq \tau\right\}\right) \\
= & \int \operatorname{card}\left\{\ell \leq n ; \frac{\boldsymbol{\sigma}^{\ell} \cdot \mathbf{g}}{\sqrt{N}} \geq \tau\right\} \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G\left(\boldsymbol{\sigma}^{n}\right) \\
\geq & n \varepsilon G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n} ; \operatorname{card}\left\{\ell \leq n ; \frac{\boldsymbol{\sigma}^{\ell} \cdot \mathbf{g}}{\sqrt{N}} \geq \tau\right\}>n \varepsilon\right\}\right) \\
\geq & \frac{n \varepsilon}{4}
\end{aligned}
$$

Therefore, whenever $Y \leq 1 / 4$, it holds that $G(\{\boldsymbol{\sigma} ; \boldsymbol{\sigma} \cdot \mathbf{g} \geq \tau \sqrt{N}\}) \geq \varepsilon / 4$.
In summary, recalling (8.25) it follows that if $2 n^{2} \leq \exp (N / d)$ and $n^{-1 / K} \leq \varepsilon \leq \exp \left(-K \tau^{2}\right) / K$, then

$$
\mathrm{P}\left(G\left(\left\{\boldsymbol{\sigma} ; \frac{\boldsymbol{\sigma} \cdot \mathbf{g}}{\sqrt{N}} \geq \tau\right\}\right) \leq \frac{\varepsilon}{4}\right) \leq K \varepsilon^{1 / K}
$$

This concludes the proof, by taking $n$ as large as possible so that $2 n^{2} \leq$ $\exp (N / d)$.

We now show that the hypotheses of Proposition 8.2.6 are easily satisfied by the Gibbs measures considered in Chapter 3.

Theorem 8.2.7. Consider a concave function $U \leq 0$ on $\mathbb{R}^{N}$, numbers $0<$ $\kappa_{0}<\kappa_{1}$, numbers $\left(a_{i}\right)_{i \leq N}$. Consider a convex set $C$ of $\mathbb{R}^{N}$. Consider $\kappa_{0} \leq$ $\kappa \leq \kappa_{1}$ and the probability measure $G_{C}$ on $\mathbb{R}^{N}$ given by

$$
\forall B, G_{C}(B)=\frac{1}{Z} \int_{B \cap C} \exp \left(U(\boldsymbol{\sigma})-\kappa\|\boldsymbol{\sigma}\|^{2}+\sum_{i \leq N} a_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

where $Z$ is the normalizing factor

$$
Z=\int_{C} \exp \left(U(\boldsymbol{\sigma})-\kappa\|\boldsymbol{\sigma}\|^{2}+\sum_{i \leq N} a_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

Assume that for a certain number a we have

$$
\begin{gather*}
Z \geq \exp (-N a)  \tag{8.26}\\
\sum_{i \leq N} a_{i}^{2} \leq N a^{2} \tag{8.27}
\end{gather*}
$$

Then $G_{C}$ satisfies (8.23) for a number $K$ depending only on a, $\kappa_{0}$ and $\kappa_{1}$.

Proof. In this proof, $K$ denotes a number depending only on $\kappa_{0}, \kappa_{1}$ and $a$, which does not need to be the same at each occurrence. We will prove that conditions (8.21) and (8.22) are satisfied for numbers $b, c, d$ such that $d=K$ $\left(=K\left(a, \kappa_{0}, \kappa_{1}\right)\right)$. We denote by $\langle\cdot\rangle$ an average for the probability $G_{C}$ or its products.

First, recalling that $R_{\ell, \ell^{\prime}}=N^{-1} \sum_{i \leq N} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}$ we prove that

$$
\begin{equation*}
\left\langle R_{1,1}\right\rangle-\left\langle R_{1,2}\right\rangle \geq \frac{1}{K} \tag{8.28}
\end{equation*}
$$

We observe that

$$
\left\langle R_{1,1}\right\rangle-\left\langle R_{1,2}\right\rangle=\frac{1}{2 N}\left\langle\|\boldsymbol{\sigma}-\langle\boldsymbol{\sigma}\rangle\|^{2}\right\rangle .
$$

We shall prove that there exists a number $d^{\prime}>0$, depending on $a$ and $\kappa$ only, such that if $B$ is any ball of radius $d^{\prime} \sqrt{N}$, we have $G_{C}(B) \leq 1 / 2$. Using this for the ball centered at $\langle\boldsymbol{\sigma}\rangle$ shows that $\left\langle\|\boldsymbol{\sigma}-\langle\boldsymbol{\sigma}\rangle\|^{2}\right\rangle \geq N d^{\prime 2} / 2$ and proves (8.28). To bound $G_{C}(B)$ we simply write, completing the squares and using (8.26) in the last line,

$$
\begin{aligned}
G_{C}(B) & \leq \frac{1}{Z} \int_{B} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+\sum_{i \leq N} a_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma} \\
& =\frac{1}{Z} \exp \left(\sum_{i \leq N} \frac{a_{i}^{2}}{4 \kappa}\right) \int_{B} \exp \left(-\kappa \sum_{i \leq N}\left(\sigma_{i}-\frac{a_{i}}{2 \kappa}\right)^{2}\right) \mathrm{d} \boldsymbol{\sigma} \\
& \leq \exp N\left(a+\frac{a^{2}}{4 \kappa}\right) \int_{B^{\prime}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma}
\end{aligned}
$$

where $B^{\prime}$ is a ball of radius $d^{\prime} \sqrt{N}$. The last integral is maximum when $B^{\prime}$ is centered at 0 . (This statement is left as an exercise, since the use of Fubini's theorem allows to reduce it to the case $N=1$.) We then make a standard computation as follows. Considering $\lambda>0$, we write

$$
\begin{aligned}
\int_{B^{\prime}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} & \leq \exp \lambda d^{\prime 2} N \int \exp \left(-(\lambda+\kappa)\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \\
& \leq\left(\exp \lambda d^{\prime 2} N\right)\left(\frac{\pi}{\lambda+\kappa}\right)^{N / 2},
\end{aligned}
$$

using (3.23). Therefore, since $\pi \leq e^{2}$ and $\lambda+\kappa \geq \lambda$ we have

$$
\begin{equation*}
G_{C}(B) \leq \lambda^{-N / 2} \exp N\left(a+\frac{a^{2}}{4 \kappa}+\lambda d^{\prime 2}+1\right) \tag{8.29}
\end{equation*}
$$

We then choose e.g. $\lambda=\exp 2\left(a+a^{2} / 4 \kappa+3\right)$ and $d^{\prime}=\lambda^{-1 / 2}$ to deduce from (8.29) that then $G_{C}(B)$ is very small.

Next, we prove that

$$
\begin{equation*}
\left\langle\exp \frac{\kappa}{2}\|\boldsymbol{\sigma}\|^{2}\right\rangle \leq \exp N K \tag{8.30}
\end{equation*}
$$

For this purpose, we simply follow the proof of (3.26), using the bound $1 / Z \leq$ $\exp N K$ rather than Lemma 3.1.6. Third, we show that for $k \leq N$ we have

$$
\begin{align*}
\left\langle\left(R_{1,2}-\left\langle R_{1,2}\right\rangle\right)^{2 k}\right\rangle & \leq\left(\frac{K k}{N}\right)^{k}  \tag{8.31}\\
\left\langle\left(R_{1,1}-\left\langle R_{1,1}\right\rangle\right)^{2 k}\right\rangle & \leq\left(\frac{K k}{N}\right)^{k} \tag{8.32}
\end{align*}
$$

For this, we simply repeat the arguments of Theorem 3.1.11, replacing $B^{*}$ by $K N$ throughout. It is in this proof that (8.30) is used.

An inequality such as $\left\langle f^{2 k}\right\rangle \leq(K k / N)^{k}$ for $k \leq N$ implies an exponentially good control of certain deviations; indeed we write

$$
G_{C}(\{|f| \geq x\}) \leq \frac{\left\langle f^{2 k}\right\rangle}{x^{2 k}} \leq\left(\frac{K k}{x^{2} N}\right)^{k}
$$

and we choose for $k$ the smallest integer $\geq x^{2} N / K e$ to obtain

$$
\begin{equation*}
x^{2} \leq K e \Rightarrow G_{C}(\{|f| \geq x\}) \leq \exp \left(-\frac{x^{2} N}{K e}\right) \tag{8.33}
\end{equation*}
$$

Denoting by $K_{0}$ the constant of (8.28) we then take $c=\left\langle R_{1,2}\right\rangle+3 / K_{0}$ and $b=\left\langle R_{1,1}\right\rangle-3 / K_{0}$, so that $1 /(b-c) \leq 3 K_{0}$. Using (8.33) for $f=R_{1,2}-\left\langle R_{1,2}\right\rangle$ we obtain

$$
G_{C}^{\otimes 2}\left\{\left(\boldsymbol{\sigma}_{1}, \boldsymbol{\sigma}_{2}\right) ;\left|R_{1,2}-\left\langle R_{1,2}\right\rangle\right| \geq 3 / K_{0}\right\} \leq \exp \left(-\frac{N}{K}\right)
$$

so that

$$
G_{C}^{\otimes 2}\left\{\left(\boldsymbol{\sigma}_{1}, \boldsymbol{\sigma}_{2}\right) ;\left|R_{1,2}\right| \geq c\right\} \leq \exp \left(-\frac{N}{K}\right)
$$

which proves that $G_{C}$ satisfies (8.21). The proof that it satisfies (8.22) is similar.

### 8.3 The Gardner Formula for the Gaussian Measure

We recall some notation from Chapter 3. We define

$$
\mathcal{N}(x)=\mathrm{P}(z \geq x)
$$

where $z$ is standard Gaussian; for $0 \leq q \leq \rho$ we define

$$
\begin{align*}
F(q, \rho) & =\alpha \mathrm{E} \log \mathcal{N}\left(\frac{\tau-z \sqrt{q}}{\sqrt{\rho-q}}\right)+\frac{1}{2} \frac{q}{\rho-q}+\frac{1}{2} \log (\rho-q) \\
& -\kappa \rho+\frac{h^{2}}{2}(\rho-q) . \tag{8.34}
\end{align*}
$$

In Theorem 3.3.1 we proved that when $\tau \geq 0$ and $\alpha<2$ the system of two equations

$$
\begin{equation*}
\frac{\partial F}{\partial q}=\frac{\partial F}{\partial \rho}=0 \tag{8.35}
\end{equation*}
$$

have a unique solution $\left(q_{0}, \rho_{0}\right)$. As in Chapter 3 we define

$$
\begin{equation*}
\mathrm{RS}_{0}(\alpha)=F\left(q_{0}, \rho_{0}\right) \tag{8.36}
\end{equation*}
$$

and we further define

$$
\begin{equation*}
\operatorname{RSG}(\alpha)=F\left(q_{0}, \rho_{0}\right)+\frac{1}{2} \log (2 e \pi) \tag{8.37}
\end{equation*}
$$

where "RS" stands as usual for "replica-symmetric" and G stands for Gaussian. These quantities also depend on $\kappa$ and $h$, but this dependence is kept implicit. We recall that $S_{k}=N^{-1 / 2} \sum_{i \leq N} g_{i, k} \sigma_{i}$ and $U_{k}=\left\{S_{k} \geq \tau\right\}$.

Theorem 8.3.1. Assume that $\tau \geq 0$. Consider $0<\kappa_{0}<\kappa_{1}, h_{0}>0, \alpha_{0}<2$ and $\varepsilon>0$. Then there is a number $K$, depending on $\kappa_{0}, \kappa_{1}, h_{0}, \alpha_{0}$ and $\varepsilon$ only, such that if $N \geq K$, whenever $\kappa_{0} \leq \kappa \leq \kappa_{1}$, and whenever $h \leq h_{0}$ and $M \leq \alpha_{0} N$ we have

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log \int_{\cap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}-\operatorname{RSG}\left(\frac{M}{N}\right)\right| \geq \varepsilon\right) \\
& \leq K \exp \left(-\frac{N}{K}\right) . \tag{8.38}
\end{align*}
$$

That is, we have succeeded in computing the typical measure, for the Gaussian measure of density proportional to $\exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right)$ of the intersection of the $M$ random half-spaces $\left(U_{k}\right)_{k \leq M}$.

Research Problem 8.3.2. (Level 2) Find out what happens for $\tau<0$.
The technical difficulty is that we no longer know that the equations (8.34) have a unique solution.

Exercise 8.3.3. Prove that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \log \int_{\cap_{k \leq 2 N} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}=-\infty \tag{8.39}
\end{equation*}
$$

Hint: Reduce first to the case $\tau=0$. Prove then that $\lim _{\alpha \rightarrow 2} \operatorname{RS}_{0}(\alpha)=$ $-\infty$. For this observe that by Corollary (3.3.12) b) we have $F\left(\rho_{0}, q_{0}\right) \leq$ $\max _{\rho} \inf _{q} F(q, \rho)$, and study the proof of Lemma 8.4.8 below. Then argue as in the few lines following this lemma.

The following might be easier than Problem 8.3.2.
Research Problem 8.3.4. Does (8.39) remain true for $\tau<0$ ? And what happens if instead we normalize by $N^{\alpha}$ for some $\alpha>1$ ? If, as is plausible, the limit is then 0 , is there a normalization factor that ensures a finite limit?

Research Problem 8.3.5. Find a rate of convergence in Theorem 8.3.1.

For example, one may wonder whether

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log \int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}-\operatorname{RSG}\left(\frac{M}{N}\right)\right| \geq \varepsilon(N)\right) \\
& \rightarrow 0 \tag{8.40}
\end{align*}
$$

whenever $N \varepsilon(N) \rightarrow \infty$. Other possible formulations will be given below. None of these formulations is as simple as one might wish, due to the fact
that $\bigcap_{k \leq M} U_{k}=\emptyset$ with a positive probability. This makes these formulations a bit awkward, because we cannot compute E $\log Y$ when $\mathrm{P}(Y=0)>0$. There is however no real difficulty, because the event $\bigcap_{k \leq M} U_{k}=\emptyset$ is so rare (its probability is exponentially small in $N$ ) that it has no influence. This is not yet obvious, but follows e.g. from (8.76) below

In order to be able to keep computing expectations, given a number $A \geq 0$ we define

$$
\log _{A} x=\log \max \left(x, e^{-A}\right)=\max (\log x,-A)
$$

so that $\log _{A} 0=-A$.
The overall scheme of proof of Theorem 8.3.1 is as follows. First, given any $a>0$ (very large) the fluctuations of the random quantity

$$
\begin{equation*}
\frac{1}{N} \log _{a N} \int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma} \tag{8.41}
\end{equation*}
$$

around its expectation are small; namely, for any $t>0$ it is very rare that the difference between (8.41) and its expectation is $\geq t$.

Second, given $a>0$, if the concave function $u$ is $\operatorname{such}$ that $\exp u$ is a sufficiently good approximation of $\mathbf{1}_{\{x \geq \tau\}}$, the expectation of the quantity (8.41) is nearly

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log _{a N} \int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma} \tag{8.42}
\end{equation*}
$$

where $H_{N, M}$ is the Hamiltonian (3.1), i.e.

$$
\begin{equation*}
-H_{N, M}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(S_{k}\right)+h \sum_{i \leq N} g_{i} \sigma_{i}-\kappa\|\boldsymbol{\sigma}\|^{2} \tag{8.43}
\end{equation*}
$$

Third, given such a function $u$, the quantity

$$
\begin{equation*}
\frac{1}{N} \log \int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma} \tag{8.44}
\end{equation*}
$$

has itself small fluctuations around its mean (observe that the $\log$ is not truncated here). By Theorem 3.3.2 this means that

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log \int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma} \tag{8.45}
\end{equation*}
$$

is nearly $\operatorname{RSG}(M / N)$, so that the quantity (8.44) is nearly always very close to $\operatorname{RSG}(M / N)$. Thus if $a$ is large (say $a \geq-\operatorname{RSG}(M / N)+1)$ the quantities (8.45) and (8.42) are nearly the same (i.e. the influence of the truncation is very small), and the quantity (8.42) is nearly $\operatorname{RSG}(M / N)$, so that the quantity (8.41) is nearly always very close to $\operatorname{RSG}(M / N)$; and finally the quantity

$$
\frac{1}{N} \log \int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

itself is nearly always very close to $\operatorname{RSG}(M / N)$.
The estimates in the different steps all ultimately rely on Theorem 8.2.7 above.

Proposition 8.3.6. Consider $\tau \geq 0$. Consider $0<\kappa_{0}<\kappa_{1}, h_{0}>0, a>0$. Then there is a constant $K$, depending only on $\kappa_{0}, \kappa_{1}, h_{0}, a$ and $\tau$ such that, if $\kappa_{0} \leq \kappa \leq \kappa_{1}$ and $h \leq h_{0}$, whenever $u \leq 0$ is a concave function with

$$
\begin{equation*}
x \geq \tau \Rightarrow u(x)=0 \tag{8.46}
\end{equation*}
$$

we have

$$
\begin{align*}
& \forall N, \forall M \leq 10 N, \forall t>0  \tag{8.47}\\
& \mathrm{P}\left(\left|\frac{1}{N} \log _{a N} Z_{N, M}-\mathrm{E} \frac{1}{N} \log _{a N} Z_{N, M}\right| \geq t\right) \leq 2 \exp \left(-\frac{N}{K} \min \left(t^{2}, t\right)\right)
\end{align*}
$$

where

$$
\begin{aligned}
Z_{N, M} & =\int \exp \left(\sum_{k \leq M} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma} \\
& =\int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma}
\end{aligned}
$$

This statement includes the situation where $\exp u(x)=\mathbf{1}_{\{x \geq \tau\}}$, in which case

$$
\begin{equation*}
Z_{N, M}=\int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma} . \tag{8.48}
\end{equation*}
$$

Lemma 8.3.7. If $0 \leq x, z \leq 1$, we have

$$
\begin{equation*}
\left|\log _{A} x-\log _{A} z\right| \leq\left|\log _{A}\left(\frac{x}{z}\right)\right| . \tag{8.49}
\end{equation*}
$$

Proof. Assuming without loss of generality that $z \leq x$, we have $0 \leq z \leq x \leq$ 1 so that

$$
0 \leq \log _{A} x-\log _{A} z \leq-\log _{A} z \leq A
$$

and also

$$
\left|\log _{A} x-\log _{A} z\right| \leq|\log x-\log z| \leq\left|\log \frac{x}{z}\right|
$$

Consequently,

$$
\left|\log _{A} x-\log _{A} z\right| \leq \min \left(A,\left|\log \frac{x}{z}\right|\right)=\left|\log _{A}\left(\frac{x}{z}\right)\right| .
$$

Lemma 8.3.8. Consider a r.v. $V \geq 0$ and assume that for certain numbers $C, D \geq 1$, and a we have

$$
\begin{gather*}
\mathrm{P}(V \geq \exp N a)=0  \tag{8.50}\\
D \leq t \leq \frac{1}{C} \exp \left(\frac{N}{C}\right) \Rightarrow \mathrm{P}(V \geq t) \leq C t^{-1 / C} \tag{8.51}
\end{gather*}
$$

Then we can find a number $\lambda>0$ depending only on $a, C$ and $D$ for which

$$
\begin{equation*}
\mathrm{E} V^{\lambda} \leq(D+2+2 C) \tag{8.52}
\end{equation*}
$$

Proof. We start with the formula

$$
\mathrm{E} V^{\lambda}=\lambda \int_{0}^{\infty} t^{\lambda-1} \mathrm{P}(V \geq t) \mathrm{d} t
$$

and we will show that this implies (8.52). Since $V \leq \exp a N$, setting $t_{0}=D$, $t_{1}=C^{-1} \exp (N / C)$ and $t_{2}=\exp a N$ we have

$$
\lambda \int_{0}^{\infty} t^{\lambda-1} \mathrm{P}(V \geq t) \mathrm{d} t=\mathrm{I}+\mathrm{II}+\mathrm{III}
$$

where

$$
\begin{gathered}
\mathrm{I}=\lambda \int_{0}^{t_{0}} t^{\lambda-1} \mathrm{P}(V \geq t) \mathrm{d} t \leq \lambda \int_{0}^{t_{0}} t^{\lambda-1} \mathrm{~d} t=t_{0}^{\lambda}, \\
\mathrm{II}=\lambda \int_{t_{0}}^{t_{1}} t^{\lambda-1} \mathrm{P}(V \geq t) \mathrm{d} t \leq C \lambda \int_{t_{0}}^{t_{1}} t^{\lambda-1-1 / C} \mathrm{~d} t . \\
\mathrm{III}=\lambda \int_{t_{1}}^{t_{2}} t^{\lambda-1} \mathrm{P}(V \geq t) \mathrm{d} t \leq \lambda \mathrm{P}\left(V \geq t_{1}\right) \int_{t_{1}}^{t_{2}} t^{\lambda-1} \mathrm{~d} t \leq C t_{1}^{-1 / C} t_{2}^{\lambda} .
\end{gathered}
$$

Since $t_{1}^{-1 / C} t_{2}^{\lambda}=C^{1 / C} \exp (-N / C+\lambda N a)$ and since $C^{1 / C} \leq 2$, when $\lambda a \leq$ $1 / C$, then III $\leq 2 C$. Moreover $\mathrm{II} \leq 2$ for $\lambda \leq 1 / 2 C$ and $\mathrm{I} \leq D$ for $\lambda \leq 1$.

Proof of Proposition 8.3.6. The term $h \sum_{i \leq N} g_{i} \sigma_{i}$ creates only secondary complications, and the most interesting situation is when $h=0$. For this reason, although we had the nerve to state Theorem 8.3.1 with this term $h \sum_{i \leq N} g_{i} \sigma_{i}$, we will prove it only when $h=0$.

The idea of the proof is to apply Bernstein's inequality (A.41) to a suitable martingale difference sequence. We denote by $\Xi_{m}$ the $\sigma$-algebra generated by the r.v.s $\left(g_{i, k}\right)$ for $i \leq N, k \leq m$. We denote by $\mathrm{E}^{m}$ conditional expectation given $\Xi_{m}$, so that $\mathrm{E}=\mathrm{E}^{0}$. We set

$$
W=\int \exp \left(\sum_{k \leq M} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma}
$$

and we write

$$
\frac{1}{N} \log _{a N} W-\frac{1}{N} \mathrm{E} \log _{a N} W=\sum_{m=1}^{M} X_{m}
$$

where

$$
\begin{equation*}
X_{m}=\mathrm{E}^{m}\left(\frac{1}{N} \log _{a N} W\right)-\mathrm{E}^{m-1}\left(\frac{1}{N} \log _{a N} W\right) \tag{8.53}
\end{equation*}
$$

Thus $X_{m}$ is $\Xi_{m}$-measurable and $\mathrm{E}^{m-1} X_{m}=0$, i.e. $\left(X_{m}\right)$ is a martingale difference sequence. In order to deduce (8.47) from Bernstein's inequality (A.41), we will prove that for each $m$ we have

$$
\begin{equation*}
\mathrm{E}^{m-1} \exp \frac{N\left|X_{m}\right|}{K} \leq 2 \tag{8.54}
\end{equation*}
$$

where $K$ depends only on $\kappa_{0}, \kappa_{1}$ and $a$. This suffices since the bound (A.41), when used for $A=K / N$ and $M$ instead of $N$ is

$$
2 \exp \left(-\min \left(\frac{N^{2} t^{2}}{M K}, \frac{N t}{K}\right)\right) \leq 2 \exp \left(-\frac{N}{K} \min \left(t^{2}, t\right)\right)
$$

for $M \leq 10 N$. The proof of (8.54) occupies the rest of the argument.
We define

$$
\begin{equation*}
W_{m}=\int \exp \left(\sum_{k \neq m, k \leq M} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma}, \tag{8.55}
\end{equation*}
$$

so that $W_{m}$ does not depend on the r.v.s $\left(g_{i, m}\right)_{i \leq N}$, and since $u \leq 0$ we have $W \leq W_{m}$. In the case where $\exp u(x)=\mathbf{1}_{\{x \geq \tau\}}$, the definition of $W_{m}$ is

$$
W_{m}=\int_{C_{m}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma}
$$

where $C_{m}=\bigcap_{k \neq m, k \leq M} U_{k}$.
Using (8.49) we get

$$
\left|\log _{a N} W-\log _{a N} W_{m}\right| \leq\left|\log _{a N}\left(\frac{W}{W_{m}}\right)\right|
$$

Since $W \leq W_{m}$, the left-hand side is 0 for $W_{m} \leq \exp (-a N)$, since then $\log _{a N} W=\log _{a N} W_{m}=0$. Therefore,

$$
\begin{equation*}
\left|\log _{a N} W-\log _{a N} W_{m}\right| \leq Y:=\mathbf{1}_{\left\{W_{m} \geq \exp (-a N)\right\}}\left|\log _{a N}\left(\frac{W}{W_{m}}\right)\right| \tag{8.56}
\end{equation*}
$$

Since $W_{m}$ does not depend on the r.v.s $\left(g_{i, m}\right)_{i \leq N}$, we have $\mathrm{E}^{m} \log _{a N} W_{m}=$ $\mathrm{E}^{m-1} \log _{a N} W_{m}$, and thus

$$
\begin{aligned}
N\left|X_{m}\right| & =\left|\mathrm{E}^{m} \log _{a N} W-\mathrm{E}^{m-1} \log _{a N} W\right| \\
& =\left|\mathrm{E}^{m}\left(\log _{a N} W-\log _{a N} W_{m}\right)-\mathrm{E}^{m-1}\left(\log _{a N} W-\log _{a N} W_{m}\right)\right| \\
& \leq \mathrm{E}^{m}\left|\log _{a N} W-\log _{a N} W_{m}\right|+\mathrm{E}^{m-1}\left|\log _{a N} W-\log _{a N} W_{m}\right| \\
& \leq \mathrm{E}^{m} Y+\mathrm{E}^{m-1} Y .
\end{aligned}
$$

Given $\lambda>0$, we have, using Jensen's inequality in the last line,

$$
\begin{align*}
\mathrm{E}^{m-1} \exp \lambda N\left|X_{m}\right| & \leq \mathrm{E}^{m-1}\left(\exp \left(\lambda \mathrm{E}^{m} Y\right) \exp \left(\lambda \mathrm{E}^{m-1} Y\right)\right) \\
& =\exp \left(\lambda \mathrm{E}^{m-1} Y\right) \mathrm{E}^{m-1}\left(\exp \lambda \mathrm{E}^{m} Y\right) \\
& \leq\left(\mathrm{E}^{m-1} \exp \lambda Y\right)^{2} . \tag{8.57}
\end{align*}
$$

Let us denote by $\mathrm{E}_{m}$ integration in the r.v.s $\left(g_{i, m}\right)_{i \leq N}$ only, so that $\mathrm{E}^{m-1}=$ $\mathrm{E}^{m-1} \mathrm{E}_{m}$, and therefore

$$
\mathrm{E}^{m-1} \exp \lambda Y=\mathrm{E}^{m-1} \mathrm{E}_{m} \exp \lambda Y
$$

To conclude the proof it suffices to show that there exists some $\lambda>0$ depending only on $\kappa_{1}, \kappa_{2}, a, \tau$ for which

$$
\begin{equation*}
\mathrm{E}_{m} \exp \lambda Y \leq K \tag{8.58}
\end{equation*}
$$

Indeed, Hölder's inequality then shows that $\mathrm{E}_{m} \exp \lambda Y / K \leq 2$ and using (8.57) for $\lambda / K$ rather than for $\lambda$ proves (8.54).

To prove (8.58) we work at given values of $\left(g_{i, k}\right)_{k \neq m}$, we write E for $\mathrm{E}_{m}$ and we denote by P the corresponding probability. We can and do assume that $W_{m} \geq \exp (-N a)$, for otherwise $Y=0$.

Let us consider the probability measure $G$ on $\mathbb{R}^{M}$ with density proportional to $\exp \left(\sum_{k \leq M, k \neq m} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}\right)$. (In the case where $\exp u(x)=$ $\mathbf{1}_{\{x \geq \tau\}}, G$ is simply the probability on $C_{m}$ with density proportional to $\exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right)$.) Let us write $\mathbf{g}_{m}=\left(g_{i, m}\right)_{i \leq N}$, and let us observe the identity

$$
\frac{W}{W_{m}}=\int \exp u\left(S_{m}\right) \mathrm{d} G(\boldsymbol{\sigma}) .
$$

Therefore, using (8.46), we have

$$
\begin{align*}
1 \geq \frac{W}{W_{m}} & =\int \exp u\left(S_{m}\right) \mathrm{d} G(\boldsymbol{\sigma})=\int \exp u\left(\frac{\mathbf{g}_{m} \cdot \boldsymbol{\sigma}}{\sqrt{N}}\right) \mathrm{d} G(\boldsymbol{\sigma}) \\
& \geq G\left(\left\{\frac{\mathbf{g}_{m} \cdot \boldsymbol{\sigma}}{\sqrt{N}} \geq \tau\right\}\right) \tag{8.59}
\end{align*}
$$

We then use Theorem 8.2.7 with $a_{i}=0, U(\boldsymbol{\sigma})=\sum_{k \neq m} u\left(S_{k}\right)$, so that since $Z=W_{m} \geq \exp (-N a)$, condition (8.26) holds. Therefore (8.23) holds, and together with (8.59) it follows that

$$
K \exp \left(-\frac{N}{K}\right) \leq \varepsilon \leq \frac{1}{K} \exp \left(-K \tau^{2}\right) \Rightarrow \mathrm{P}\left(\frac{W}{W_{m}} \leq \varepsilon\right) \leq K \varepsilon^{1 / K}
$$

Setting $\varepsilon=1 / t$, it follows that $V:=\exp Y=\min \left(\exp a N, W_{m} / W\right)$ satisfies the conditions of Lemma 8.3 .8 with $D=K \exp \left(K \tau^{2}\right)$ and $C=K$. This proves (8.58).

Proposition 8.3.9. Consider $0<\kappa_{0}<\kappa_{1}, h_{0}>0, a>0, \varepsilon>0$. Then there is a number $\varepsilon^{\prime}>0$ with the following property. Consider any concave function $u \leq 0$ that satisfies (8.46) together with

$$
\begin{equation*}
\exp u\left(\tau-\varepsilon^{\prime}\right) \leq \varepsilon^{\prime} \tag{8.60}
\end{equation*}
$$

Then, if $M \leq 10 N, \kappa_{0}<\kappa<\kappa_{1}$ and $h \leq h_{0}$ we have

$$
\begin{align*}
& \left\lvert\, \mathrm{E} \frac{1}{N} \log _{N a} \int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}\right. \\
- & \left.\mathrm{E} \frac{1}{N} \log _{N a} \int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma} \right\rvert\, \leq \varepsilon \tag{8.61}
\end{align*}
$$

where of course $H_{N, M}$ is as in (8.43).
Lemma 8.3.10. If $x, y, z \leq 1$, we have

$$
\left|\log _{A} x z-\log _{A} y z\right| \leq\left|\log _{A} x-\log _{A} y\right| \mathbf{1}_{\{z \geq \exp (-A)\}} .
$$

Proof. The result is obvious if $z<\exp (-A)$, since both sides are 0 . So we assume $z \geq \exp (-A)$.

If $\log _{A} x=-A$, then $\log _{A} x z=-A$, and the result follows since $-A \leq$ $\log _{A} y z \leq \log _{A} y$. The same argument works if $\log _{A} y=-A$. And if $\log _{A} x=$ $\log x, \log _{A} y=\log y$, then

$$
\left|\log _{A} x z-\log _{A} y z\right| \leq|\log x z-\log y z|=|\log x-\log y|=\left|\log _{A} x-\log _{A} y\right|
$$

Lemma 8.3.11. If $0<y \leq x \leq 1$, then, for any $c>0$,

$$
\left|\log _{A} x-\log _{A} y\right| \leq\left|\log _{A} y\right| \mathbf{1}_{\{y \leq c\}}+\frac{|x-y|}{c}
$$

Proof. Since $\log _{A} y \leq \log _{A} x \leq 0$, we have $\left|\log _{A} x-\log _{A} y\right| \leq\left|\log _{A} y\right|$. If $y>c$, we have $|\log x-\log y| \leq|x-y| / c$.

Proof of Proposition 8.3.9. The idea is simply to replace the factors $\mathbf{1}_{U_{k}}$ by $\exp S_{k}$ one at a time. Given $m \leq M$, we consider the quantity

$$
V_{m}=\int_{C_{m}} \exp \left(\sum_{m \leq k \leq M} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

where

$$
\begin{equation*}
C_{m}=\bigcap_{k<m} U_{k} \tag{8.62}
\end{equation*}
$$

The left-hand side of (8.61) is thus

$$
\begin{align*}
& \left|\mathrm{E} \frac{1}{N} \log _{N a} V_{1}-\mathrm{E} \frac{1}{N} \log _{N a} V_{M+1}\right| \\
\leq & \frac{1}{N} \sum_{1 \leq m \leq M}\left|\mathrm{E} \log _{N a} V_{m+1}-\mathrm{E} \log _{N a} V_{m}\right| \tag{8.63}
\end{align*}
$$

Let us fix $m$ and denote by $\mathrm{E}_{m}$ expectation only in the r.v.s $\left(g_{i, m}\right)_{i \leq N}$. We are going to bound

$$
\begin{equation*}
\mathrm{E}_{m}\left|\log _{N a} V_{m+1}-\log _{N a} V_{m}\right| \tag{8.64}
\end{equation*}
$$

Let

$$
Z_{m}=\int_{C_{m}} \exp \left(\sum_{m<k \leq M} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

where $C_{m}$ is given by (8.62). Let us consider the Gibbs measure $G_{m}$ on $\mathbb{R}^{N}$ given by

$$
G_{m}(B)=\frac{1}{Z_{m}} \int_{C_{m} \cap B} \exp \left(\sum_{m<k \leq M} u\left(S_{k}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

Denoting by $\langle\cdot\rangle$ an average for $G_{m}$, we observe the identities

$$
\begin{aligned}
V_{m} & =Z_{m}\left\langle\exp u\left(S_{m}\right)\right\rangle \\
V_{m+1} & =Z_{m}\left\langle\mathbf{1}_{U_{m}}\right\rangle=Z_{m} G_{m}\left(U_{m}\right)=Z_{m} G_{m}\left(\left\{S_{m} \geq \tau\right\}\right) .
\end{aligned}
$$

Since $u \leq 0$, we have $V_{m}, V_{m+1} \leq Z_{m}$, so that the quantity (8.64) is 0 unless $Z_{m} \geq \exp (-N a)$, and to bound this quantity we can and do assume that $Z_{m} \geq \exp (-N a)$. Since $u(x)=0$ for $x \geq \tau$, we have

$$
Y:=G_{m}\left(\left\{S_{m} \geq \tau\right\}\right) \leq X:=\left\langle\exp u\left(S_{m}\right)\right\rangle
$$

and using Lemmas 8.3.10 in the first inequality below and 8.3.11 in the second one yields that for any $c>0$,

$$
\begin{align*}
\left|\log _{N a} V_{m+1}-\log _{N a} V_{m}\right| & \leq\left|\log _{N a} X-\log _{N a} Y\right| \\
& \leq\left|\log _{N a} Y\right| \mathbf{1}_{\{Y \leq c\}}+\frac{1}{c}|X-Y| \tag{8.65}
\end{align*}
$$

We appeal to Theorem 8.2.7, noting that (8.26) holds since $Z_{m} \geq \exp (-N a)$. Therefore (8.23) implies

$$
\begin{equation*}
K \exp \left(-\frac{N}{K}\right) \leq t \leq \frac{1}{K} \exp \left(-K \tau^{2}\right) \Rightarrow \mathrm{P}(Y \leq t) \leq K t^{1 / K} \tag{8.66}
\end{equation*}
$$

where P denotes the probability corresponding to expectation $\mathrm{E}_{m}$. We will then first deduce from (8.66) that we may choose $c$ small enough so that

$$
\begin{equation*}
\mathrm{E}_{m}\left|\log _{N a} Y\right| \mathbf{1}_{\{Y \leq c\}} \leq \varepsilon \tag{8.67}
\end{equation*}
$$

$c$ depending only on $\kappa_{0}, \kappa_{1}, h_{0}, a$ and $\tau$. For this we simply observe that

$$
\left|\log _{N a} Y\right|=\log V,
$$

where

$$
V=\min (\exp N a, 1 / Y)
$$

satisfies the conditions of Lemma 8.3.8 for $C, D=K$. Since $V \geq 1$ we have $\log V<K(\lambda) V^{\lambda}$ for any $\lambda$, and Lemma 8.3.8 implies

$$
\mathrm{E}(\log V)^{2}=\mathrm{E}\left(\log _{N a} Y\right)^{2} \leq K
$$

so the Cauchy-Schwarz inequality yields

$$
\mathrm{E}_{m}\left|\log _{N a} Y\right| \mathbf{1}_{\{Y \leq c\}} \leq K \mathrm{P}(\{Y \leq c\})^{1 / 2}
$$

Together with (8.66) this implies (8.67).
Next we show that $\mathrm{E}_{m}|X-Y|$ can be made arbitrarily small if $\varepsilon^{\prime}$ in (8.60) is small enough. Using (8.60),

$$
0 \leq X-Y \leq \varepsilon^{\prime}+\left\langle\mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{m} \leq \tau\right\}}\right\rangle
$$

so that

$$
\begin{equation*}
\mathrm{E}_{m}|X-Y| \leq \varepsilon^{\prime}+\left\langle\mathrm{E}_{m} \mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{m} \leq \tau\right\}}\right\rangle \tag{8.68}
\end{equation*}
$$

If $z$ is a Gaussian r.v., then for $\tau_{1}<\tau_{2}$ we have

$$
\begin{align*}
\mathrm{P}\left(\tau_{1} \leq z \leq \tau_{2}\right) & \leq \frac{1}{\sqrt{2 \pi \mathrm{E} z^{2}}} \int_{\tau_{1}}^{\tau_{2}} \exp \left(-\frac{t^{2}}{2 \mathrm{E} z^{2}}\right) \mathrm{d} t \\
& \leq \frac{L\left(\tau_{2}-\tau_{1}\right)}{\left(\mathrm{E} z^{2}\right)^{1 / 2}} \tag{8.69}
\end{align*}
$$

Since $S_{m}$ is a Gaussian r.v. with $\mathrm{E}_{m} S_{m}^{2}=\|\boldsymbol{\sigma}\|^{2} / N$ we deduce from (8.69) that

$$
\mathrm{E}_{m} \mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{M} \leq \tau\right\}} \leq L \varepsilon^{\prime} \frac{\sqrt{N}}{\|\boldsymbol{\sigma}\|}
$$

and since this quantity is at most one we get

$$
\left\langle\mathrm{E}_{m} \mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{M} \leq \tau\right\}}\right\rangle \leq L \sqrt{\varepsilon^{\prime}}+\left\langle\mathbf{1}_{\left\{\|\boldsymbol{\sigma}\| \leq \sqrt{\varepsilon^{\prime} N}\right\}}\right\rangle .
$$

To control the last term (considering again only the case $h=0$ ) we simply write that

$$
\left\langle\mathbf{1}_{\left\{\|\boldsymbol{\sigma}\| \leq \sqrt{\varepsilon^{\prime} N}\right\}}\right\rangle \leq \frac{1}{Z_{m}} \int_{\|\boldsymbol{\sigma}\| \leq \sqrt{\varepsilon^{\prime} N}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma},
$$

and we check as in (8.29) that the integral is $\leq \varepsilon^{\prime} \exp (-N a)$ provided $\varepsilon^{\prime}$ is small enough (depending only on $a, \kappa_{1}$ and $\kappa_{2}$ ).

In this manner, if we choose $c$ as in (8.67) and then $\varepsilon^{\prime}$ is small enough, then (8.65) implies

$$
\mathrm{E}_{m}\left|\log _{N a} V_{m+1}-\log _{N a} V_{m}\right| \leq 2 \varepsilon,
$$

so that

$$
\left|\mathrm{E} \log _{N a} V_{m+1}-\mathrm{E} \log _{N a} V_{m}\right| \leq \mathrm{EE}_{m}\left|\log _{N a} V_{m+1}-\log _{N a} V_{m}\right| \leq 2 \varepsilon
$$

and since $M \leq 10 N$ the left-hand side of (8.61) is $\leq 20 \varepsilon$.
Proof of Theorem 8.3.1. We fix $a$ large enough so that for $\kappa_{1} \leq \kappa \leq \kappa_{2}$, $h \leq h_{0}, \alpha \leq \alpha_{0}$ we have

$$
\begin{equation*}
\operatorname{RSG}(\alpha) \geq-a+1 \tag{8.70}
\end{equation*}
$$

Next, we use Proposition 8.3.9 to find $\varepsilon^{\prime}$ small enough that whenever $u$ is a concave function, $u \leq 0$, which satisfies (8.46) and (8.60), then (8.61) holds. Moreover, if $\varepsilon^{\prime}$ is small enough, Theorem 3.3.2 shows that we can fix such a function $u$, which is moreover four times differentiable with bounded first four derivatives, so that (3.127) holds. Since $\log _{A} x \geq \log x$, we see that for $N$ large enough, we have, using from (3.127) in the first inequality and (8.70) in the second one,

$$
\mathrm{E} \frac{1}{N} \log _{N a} Z_{N, M} \geq \mathrm{E} \frac{1}{N} \log Z_{N, M} \geq \operatorname{RSG}\left(\frac{M}{N}\right)-\varepsilon \geq-a+1-\varepsilon
$$

where we write for simplicity $Z_{N, M}=\int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma}$. Assuming, as we may, that $\varepsilon \leq 1 / 4$, so that $N^{-1} \mathrm{E} \log _{N a} Z_{N, M} \geq-a+3 / 4$, we obtain from (8.47) that

$$
\begin{equation*}
\mathrm{P}(\Omega) \leq K \exp \left(-\frac{N}{K}\right) \tag{8.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega=\left\{\frac{1}{N} \log _{N a} Z_{N, M} \leq-a\right\}=\left\{Z_{N, M} \leq \exp (-N a)\right\} \tag{8.72}
\end{equation*}
$$

Next, we claim that for $N$ large enough we have

$$
\begin{equation*}
\left|\mathrm{E} \frac{1}{N} \log _{N a} Z_{N, M}-\mathrm{E} \frac{1}{N} \log Z_{N, M}\right| \leq \varepsilon . \tag{8.73}
\end{equation*}
$$

Since on $\Omega$ we have $\log _{N a} Z_{N, M}=-a$ and on $\Omega^{c}$ we have $\log _{N a} Z_{N, M}=$ $\log Z_{N, M}$, the left-hand side is

$$
\begin{equation*}
\left|E 1_{\Omega}\left(a+\frac{1}{N} \log Z_{N, M}\right)\right| . \tag{8.74}
\end{equation*}
$$

It should be obvious from the bound of Lemma 3.1.6 that $N^{-2} \mathrm{E}\left(\log Z_{N, M}\right)^{2} \leq$ $K$, so that

$$
\mathrm{E}\left(a+\frac{1}{N} \log Z_{N, M}\right)^{2} \leq K
$$

Using (8.71) and the Cauchy-Schwarz inequality in (8.74) then proves (8.73). Combining (8.73) with (3.127) and (8.61) (and recalling (8.37)) we see that if $N$ is large enough and $M \leq \alpha_{0} N$ we have

$$
\left|\mathrm{E} \frac{1}{N} \log _{N a} \int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}-\operatorname{RSG}\left(\frac{M}{N}\right)\right| \leq 3 \varepsilon,
$$

and combining with (8.47) for $\exp u(x)=\mathbf{1}_{\{x \geq \tau\}}$ and $t=\varepsilon$ we get

$$
\begin{aligned}
& \mathrm{P}\left(\left|\frac{1}{N} \log _{N a} \int_{\bigcap_{k \leq M} U_{k}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}-\mathrm{RSG}\left(\frac{M}{N}\right)\right| \leq 4 \varepsilon\right) \\
& \geq 1-2 \exp \left(-\frac{N}{K}\right) .
\end{aligned}
$$

However, since $\operatorname{RSG}(\alpha) \geq-a+1 \geq-a+4 \varepsilon$, when the event on the left occurs, $\log _{N a}$ and $\log$ are equal, and this completes the proof.

### 8.4 The Gardner Formula for the Sphere

Theorem 8.3.1 computes the Gaussian measure of $\bigcap_{k \leq M} U_{k}$, i.e. the proportion of the Gaussian space that belongs to $\bigcap_{k \leq M} U_{k}$. Let us denote by $\mathbb{S}_{N}$ the sphere of radius $\sqrt{N}$,

$$
\mathbb{S}_{N}=\left\{\boldsymbol{\sigma} \in \mathbb{R}^{N} ;\|\boldsymbol{\sigma}\|^{2}=N\right\}
$$

and by $\mu_{N}$ the uniform measure on $\mathbb{S}_{N}$. Gardner's formula computes the proportion of $\mathbb{S}_{N}$ that belongs to $\bigcap_{k \leq M} U_{k}$. Throughout the section we assume that $h=0$.

Theorem 8.4.1. (Shcherbina-Tirozzi [86]) Consider $\tau \geq 0$, and define

$$
\begin{equation*}
\alpha(\tau)=\frac{1}{\mathrm{E} \max ^{2}(z+\tau, 0)} \tag{8.75}
\end{equation*}
$$

where $z$ is standard Gaussian. Then if $\alpha_{0}<\alpha(\tau)$, given $\varepsilon>0$, for $N$ large enough, we have

$$
\begin{equation*}
\frac{M}{N} \leq \alpha_{0} \Rightarrow \mathrm{P}\left(\left|\frac{1}{N} \log \mu_{N}\left(\bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}\left(\frac{M}{N}\right)\right| \geq \varepsilon\right) \leq \exp \left(-\frac{N}{K}\right) \tag{8.76}
\end{equation*}
$$

where $K$ depends on $\tau$ and $\alpha_{0}$ only and where

$$
\begin{equation*}
\operatorname{RS}(\alpha)=\min _{q}\left(\alpha \mathrm{E} \log \mathcal{N}\left(\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}\right)+\frac{1}{2} \frac{q}{1-q}+\frac{1}{2} \log (1-q)\right) \tag{8.77}
\end{equation*}
$$

Moreover given any number a (taking possibly very large negative values) we have, for $N$ large enough

$$
\begin{equation*}
\frac{M}{N} \geq \alpha(\tau) \Rightarrow \mathrm{P}\left(\frac{1}{N} \log \mu_{N}\left(\bigcap_{k \leq M} U_{k}\right) \geq a\right) \leq \exp \left(-\frac{N}{K}\right) \tag{8.78}
\end{equation*}
$$

Here as usual $\mathcal{N}(x)=\mathrm{P}(z \geq x)$. The reader will not confuse the definition (8.77) with the definition (8.36).

Research Problem 8.4.2. (Level 1) Extend (8.78) to the case $\tau<0, \alpha$ small.

Research Problem 8.4.3. (Level $\geq 2$ ) Understand what happens for any $\tau<0, \alpha>0$.

Conjecture 8.4.4. (Level 2) If $M / N \geq \alpha_{0}>\alpha(\tau)$, for large $N$ the set $\mathbb{S}_{N} \cap$ $\bigcap_{k \leq M} U_{k}$ is empty with probability at least $1-\exp (-N / K)$.

Research Problem 8.4.5. (Level 2) Find the correct rate of convergence in Theorem 8.4.1.

We will deduce Theorem 8.4.1 from Theorem 8.3.1, and we explain first the overall strategy. We define

$$
C=C_{N, M}=\bigcap_{k \leq M} U_{k}
$$

and

$$
\begin{equation*}
F_{N, M}(\kappa)=\frac{1}{N} \log \int_{C_{N, M}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \tag{8.79}
\end{equation*}
$$

a quantity we have studied in Theorem 8.3.1. It is now clearer to indicate in the notation that the quantity (8.37) depends on $\kappa$, so that we denote it now by $\operatorname{RSG}(\alpha, \kappa)$. The content of Theorem 8.3.1 is that $F_{N, M}(\kappa) \simeq \operatorname{RSG}(\alpha, \kappa)$, hence

$$
\begin{equation*}
\int_{C_{N, M}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \simeq \exp (N \operatorname{RSG}(\alpha, \kappa)) \tag{8.80}
\end{equation*}
$$

Let us denote by $\operatorname{Vol} A$ the $N$-dimensional volume of a subset $A$ of $\mathbb{R}^{N}$. It follows from (8.80) that for any $\kappa$ we approximatively have

$$
\exp (-N \kappa) \operatorname{Vol}\left(C_{N, M} \cap\{\|\boldsymbol{\sigma}\| \leq \sqrt{N}\}\right) \leq \exp (N \operatorname{RSG}(\alpha, \kappa))
$$

and thus

$$
\frac{1}{N} \log \operatorname{Vol}\left(C_{M, N} \cap\{\|\boldsymbol{\sigma}\| \leq \sqrt{N}\}\right) \leq \kappa+\operatorname{RSG}(\alpha, \kappa)
$$

If the function $\kappa \mapsto \operatorname{RSG}(\alpha, \kappa)$ is convex, we can expect that

$$
\begin{equation*}
\frac{1}{N} \log \operatorname{Vol}\left(C_{M, N} \cap\{\|\boldsymbol{\sigma}\| \leq \sqrt{N}\}\right) \simeq \inf _{\kappa}\{\kappa+\operatorname{RSG}(\alpha, \kappa)\} \tag{8.81}
\end{equation*}
$$

This should be natural to the reader familiar with (elementary) large deviation theory; a simple proof will be given below.

We observe from (8.37) and (8.35) that

$$
\frac{\partial}{\partial \kappa} \operatorname{RSG}(\alpha, \kappa)=-\rho_{0}
$$

and thus the value of $\kappa$ that achieves the infimum in (8.81) is the value for which $\rho_{0}=\rho_{0}(\alpha, \kappa)=1$. Interestingly one can show that in Theorem 8.3.1 the Gibbs measure nearly lives on the sphere of radius $\sqrt{N} \rho_{0}$. Therefore it is quite natural that the case where $\rho_{0}=1$ should give information on the left-hand side of (8.81). Of course, if one can compute the left-hand side of (8.81), one should be able to compute $\mu_{N}\left(C_{N, M}\right)$ because in high dimension, only the region very close to the boundary really contributes to the volume of a ball.

We start by performing the calculus necessary to show that the previous program has a chance to be completed. We recall the solutions $q_{0}=q_{0}(\alpha, \kappa)$ and $\rho_{0}=\rho_{0}(\alpha, \kappa)$ of the equations (8.35).

Proposition 8.4.6. We have

$$
\begin{gather*}
\frac{\partial \rho_{0}}{\partial \kappa}<0  \tag{8.82}\\
\lim _{\kappa \rightarrow \infty} \rho_{0}(\alpha, \kappa)=\rho(\alpha):=\inf \left\{\rho>0 ; \alpha \mathrm{E}_{\max }^{2}\left(z+\frac{\tau}{\sqrt{\rho}}, 0\right) \leq 1\right\} \tag{8.83}
\end{gather*}
$$

Proof. Making the change of variable $q=\rho x /(1+x)$, we have $F(q, \rho)=$ $G(x, \rho)$, where $G(x, \rho)$ is given by (3.149). In Proposition 3.3.11 we proved that at every point we have

$$
\begin{equation*}
\frac{\partial^{2} G}{\partial \rho^{2}}<0 ; \frac{\partial}{\partial x}\left(\frac{x+1}{x} \frac{\partial G}{\partial x}\right)>0 \tag{8.84}
\end{equation*}
$$

Let us define $x_{0}$ by $q_{0}=\rho x_{0} /\left(1+x_{0}\right)$, so that by Theorem 3.3.1 $\left(x_{0}, \rho_{0}\right)$ is the unique point at which

$$
\begin{equation*}
\frac{\partial G}{\partial x}\left(x_{0}, \rho_{0}\right)=\frac{\partial G}{\partial \rho}\left(x_{0}, \rho_{0}\right)=0 \tag{8.85}
\end{equation*}
$$

We obtain from (8.84) that

$$
\begin{equation*}
\frac{\partial^{2} G}{\partial \rho^{2}}<0, \frac{\partial^{2} G}{\partial x^{2}}>0 \tag{8.86}
\end{equation*}
$$

where now, as in the rest of the proof, it is understood that $G$ and its partial derivatives are computed at the arguments $x_{0}$ and $\rho_{0}$. We write $\rho^{\prime}=\partial \rho_{0} / \partial \kappa$, $x^{\prime}=\partial x_{0} / \partial \kappa$. Differentiating with respect to $\kappa$ the relations $\partial G / \partial \rho=0$ and $\partial G / \partial x=0$ we get respectively

$$
\begin{aligned}
& x^{\prime} \frac{\partial^{2} G}{\partial \rho \partial x}+\rho^{\prime} \frac{\partial^{2} G}{\partial \rho^{2}}+\frac{\partial^{2} G}{\partial \kappa \partial \rho}=0 \\
& x^{\prime} \frac{\partial^{2} G}{\partial x^{2}}+\rho^{\prime} \frac{\partial^{2} G}{\partial \rho \partial x}+\frac{\partial^{2} G}{\partial \kappa \partial x}=0
\end{aligned}
$$

Since $\partial^{2} G / \partial \kappa \partial \rho=1$ and $\partial^{2} G / \partial \kappa \partial x=0$, combining these relations to eliminate the mixed derivative $\partial^{2} G / \partial \rho \partial x$ we get

$$
\begin{equation*}
\rho^{\prime}=\rho^{\prime 2} \frac{\partial^{2} G}{\partial \rho^{2}}-x^{\prime 2} \frac{\partial^{2} G}{\partial x^{2}}<0 \tag{8.87}
\end{equation*}
$$

by (8.86). This proves (8.82).
To prove (8.83), we recall from Lemma 3.3.13 that

$$
\begin{equation*}
\frac{\partial G}{\partial \rho}\left(x_{0}, \rho_{0}\right)=0 \Rightarrow \frac{\alpha \tau \sqrt{1+x_{0}}}{\rho_{0}^{3 / 2}} \mathrm{E} \mathcal{A}\left(\frac{\tau \sqrt{1+x_{0}}}{\sqrt{\rho_{0}}}-z \sqrt{x_{0}}\right)+\frac{1}{\rho_{0}}=2 \kappa \tag{8.88}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \frac{x_{0}+1}{x_{0}} \frac{\partial G}{\partial x}\left(x_{0}, \rho_{0}\right)=-\frac{\alpha}{x_{0}} \mathrm{E} \mathcal{A}\left(\frac{\tau \sqrt{1+x_{0}}}{\sqrt{\rho_{0}}}-z \sqrt{x_{0}}\right)^{2}+1=0 \tag{8.89}
\end{equation*}
$$

where $\mathcal{A}(y)=e^{-y^{2} / 2} /(\sqrt{2 \pi} \mathcal{N}(y))$. When $\tau=0$, (8.88) implies that $\rho_{0}=$ $1 / 2 \kappa$, so (8.83) is obvious in this case because $\rho(\alpha)=0$ since $\alpha \leq 2$. Thus we assume $\tau>0$, in which case $\rho(\alpha)>0$ is defined by

$$
\alpha \mathrm{E} \max ^{2}\left(z+\frac{\tau}{\sqrt{\rho(\alpha)}}, 0\right)=1
$$

or, equivalently, changing $z$ into $-z$,

$$
\begin{equation*}
\alpha \mathrm{E} \max ^{2}\left(\frac{\tau}{\sqrt{\rho(\alpha)}}-z, 0\right)=1 \tag{8.90}
\end{equation*}
$$

By (8.84) and (8.85) for $x \geq x_{0}$ we have

$$
\frac{x+1}{x} \frac{\partial G}{\partial x}\left(x, \rho_{0}\right)>0
$$

so that, by (8.89)

$$
\frac{\alpha}{x} \mathrm{E} \mathcal{A}\left(\frac{\tau \sqrt{1+x}}{\sqrt{\rho_{0}}}-z \sqrt{x}\right)^{2}<1 .
$$

Since $\mathcal{A} \geq 0$ and $\mathcal{A}(v) \geq v$ by (3.133), we have $\mathcal{A}(v) \geq \max (v, 0)$, and thus

$$
\frac{\alpha}{x} \operatorname{Emax}^{2}\left(\frac{\tau \sqrt{1+x}}{\sqrt{\rho_{0}}}-z \sqrt{x}, 0\right)<1 .
$$

Letting $x \rightarrow \infty$ implies

$$
\alpha \mathrm{E} \max ^{2}\left(\frac{\tau}{\sqrt{\rho_{0}}}-z, 0\right) \leq 1
$$

and therefore $\rho_{0} \geq \rho(\alpha)$ by (8.90). As $\kappa \rightarrow \infty$, the left-hand side of (8.88) must go to $\infty$. Since $\rho_{0} \geq \rho(\alpha)>0$, we must have $x_{0} \rightarrow \infty$. Let $\rho_{\infty}=$ $\lim _{\kappa \rightarrow \infty} \rho_{0}$, that exists by (8.87). From (8.89) we have

$$
\begin{equation*}
\frac{\alpha}{x_{0}} \mathrm{E} \mathcal{A}(a(\kappa))^{2}=1, \tag{8.91}
\end{equation*}
$$

where

$$
a(\kappa)=\frac{\tau \sqrt{1+x_{0}}}{\sqrt{\rho_{0}}}-z \sqrt{x_{0}} .
$$

Since

$$
\lim _{\kappa \rightarrow \infty} \frac{a(\kappa)}{\sqrt{x_{0}}}=\frac{\tau}{\sqrt{\rho_{\infty}}}-z
$$

as $\kappa \rightarrow \infty$ we have $a(\kappa) \rightarrow \infty$ when $\tau / \sqrt{\rho_{\infty}}-z>0$, while $a(\kappa) \rightarrow-\infty$ when $\tau / \sqrt{\rho_{\infty}}-z<0$. Writing (8.91) as

$$
\alpha \mathrm{E} \frac{a(\kappa)^{2}}{x_{0}} \frac{\mathcal{A}(a(\kappa))^{2}}{a^{2}(\kappa)}=1,
$$

and since $\mathcal{A}(v) / v \rightarrow 1$ as $v \rightarrow \infty$ and $\mathcal{A}(v) / v \rightarrow 0$ as $v \rightarrow-\infty$ we get in the limit $\kappa \rightarrow \infty$ that

$$
\alpha \mathrm{E} \max ^{2}\left(\frac{\tau}{\sqrt{\rho_{\infty}}}-z, 0\right)=1
$$

i.e. $\rho_{\infty}=\rho(\alpha)$.

We denote by $\mathrm{RS}_{0}(\alpha, \kappa)$ the quantity (8.36), to bring out the fact that it depends on $\kappa$. We recall that from (8.35) and (8.36) we have

$$
\begin{equation*}
\frac{\partial}{\partial \kappa} \mathrm{RS}_{0}(\alpha, \kappa)=-\rho_{0}(\alpha, \kappa) \tag{8.92}
\end{equation*}
$$

Lemma 8.4.7. If $\alpha<\alpha(\tau)$ (given by (8.75)), there is a unique value $\kappa=$ $\kappa(\alpha)$ for which $\rho_{0}(\alpha, \kappa)=1$. The function $f(\kappa)=\kappa+\operatorname{RS}_{0}(\alpha, \kappa)$ attains its minimum at this value of $\kappa$, and this minimum is the quantity $\operatorname{RS}(\alpha)$ of (8.77).

Proof. When $\alpha<\alpha(\tau)$ we have $\rho(\alpha)<1$ so that by (8.83) we have $\rho_{0}(\alpha, \kappa)<1$ for large $\kappa$. Also, by (8.88) and since $\mathcal{A}>0$ we have $\rho_{0} \geq 1 / 2 \kappa$ so $\rho_{0}>1$ for $\kappa<1 / 2$. By (8.82) there is a unique $\kappa^{*}$ for which $\rho_{0}\left(\alpha, \kappa^{*}\right)=1$. Since by (8.92) we have $f^{\prime}(\kappa)=1-\rho_{0}(\alpha, \kappa)$, (8.82) proves that $f^{\prime \prime}(\kappa)>0$, so that $f(\kappa)$ attains its minimum at $\kappa=\kappa^{*}$ and by (8.34) and (8.36) this minimum is $U\left(q_{0}\right)$, where

$$
\begin{equation*}
U(q)=\alpha \mathrm{E} \log \mathcal{N}\left(\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}\right)+\frac{1}{2} \frac{q}{1-q}+\frac{1}{2} \log (1-q) . \tag{8.93}
\end{equation*}
$$

Since $U(q)=F(1, q)+\kappa$, and since, because $\rho_{0}=1$,

$$
\frac{\mathrm{d} U}{\mathrm{~d} q}\left(q_{0}\right)=\frac{\partial F}{\partial q}\left(\rho_{0}, q_{0}\right)=0
$$

it follows from the second part of Corollary 3.3.12 that the function $U(q)$ attains its minimum for $q=q_{0}$, so that $U\left(q_{0}\right)$ is the quantity $\operatorname{RS}(\alpha)$ of (8.77).

We now settle a side story. We will prove that (8.78) follows from (8.76). This relies on the following.

Lemma 8.4.8. We have

$$
\begin{equation*}
\lim _{\alpha \rightarrow \alpha(\tau)} \operatorname{RS}(\alpha)=-\infty \tag{8.94}
\end{equation*}
$$

Proof. We observe that, since $\mathcal{N}(x)=\mathrm{P}(\xi \geq x) \leq \exp \left(-\max ^{2}(0, x) / 2\right)$, we have, given any $q<1$, and using (8.75) in the last line,

$$
\begin{aligned}
\mathrm{E} \log \mathcal{N}\left(\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}\right) & \leq-\frac{1}{2(1-q)} \mathrm{E}\left(\max ^{2}(\tau-z \sqrt{q}, 0)\right) \\
& =-\frac{q}{2(1-q)} \mathrm{E}\left(\max ^{2}\left(z+\frac{\tau}{\sqrt{q}}, 0\right)\right) \\
& \leq-\frac{q}{2(1-q)} \mathrm{E}\left(\max ^{2}(z+\tau, 0)\right) \\
& =-\frac{q}{2 \alpha(\tau)(1-q)}
\end{aligned}
$$

so that

$$
\begin{aligned}
\mathrm{RS}(\alpha) & \leq \alpha \mathrm{E} \log \mathcal{N}\left(\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}\right)+\frac{1}{2} \frac{q}{1-q}+\frac{1}{2} \log (1-q) \\
& \leq \frac{q}{2(1-q)}\left(1-\frac{\alpha}{\alpha(\tau)}\right)+\frac{1}{2} \log (1-q) .
\end{aligned}
$$

As $\alpha \rightarrow \alpha(\tau)$, we get

$$
\limsup _{\alpha \rightarrow \alpha(\tau)} \mathrm{RS}(\alpha) \leq \frac{1}{2} \log (1-q)
$$

and this proves the result since $q$ is arbitrary.
To prove that (8.78) follows from (8.76), consider a number $a$ as in (8.78), and $\alpha_{1}<\alpha(\tau)$ such that $\operatorname{RS}(\alpha)<a$ for $\alpha_{1} \leq \alpha<\alpha(\tau)$. Consider $\alpha_{0}$ with $\alpha_{1}<\alpha_{0}<\alpha(\tau)$. Then for $\alpha_{1}<M / N<\alpha_{0}$ and $N$ by large, by (8.76) the right-hand side of (8.78) holds true, and this implies that (8.78) holds true since $\mu_{N}\left(C_{N, M}\right)$ decreases as $M$ increases.

Let us denote by Area $A$ the $(N-1)$-dimensional area of a subset of $A$ of $v \mathbb{S}_{N}$, for any $v>0$. Thus, for any set $A$ we have

$$
\mu_{N}(A)=\frac{\text { Area } A \cap \mathbb{S}_{N}}{\text { Area } \mathbb{S}_{N}}
$$

so that

$$
\begin{equation*}
\frac{1}{N} \log \mu_{N}(A)=\frac{1}{N} \log \operatorname{Area}\left(A \cap \mathbb{S}_{N}\right)-\frac{1}{N} \log \text { Area } \mathbb{S}_{N} \tag{8.95}
\end{equation*}
$$

and (classically)

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \log \operatorname{Area}_{N}=\frac{1}{2} \log (2 e \pi) . \tag{8.96}
\end{equation*}
$$

We recall that $C=C_{N, M}=\bigcap_{k \leq M} U_{k}$. A simple observation is that, since $\tau \geq 0$, if $v \geq 1$ we have

$$
v U_{k}=\left\{S_{k} \geq v \tau\right\} \subset\left\{S_{k} \geq \tau\right\}=U_{k}
$$

so that $v C \subset C$, and if $v \leq 1$ we have $v C \supset C$. Thus

$$
\begin{align*}
& v \geq 1 \Rightarrow \operatorname{Area}\left(C \cap v \mathbb{S}_{N}\right) \geq \operatorname{Area} v\left(C \cap \mathbb{S}_{N}\right)=v^{N-1} \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right)  \tag{8.97}\\
& v \leq 1 \Rightarrow \operatorname{Area}\left(C \cap v \mathbb{S}_{N}\right) \leq \operatorname{Area} v\left(C \cap \mathbb{S}_{N}\right)=v^{N-1} \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right) \tag{8.98}
\end{align*}
$$

Proof of Theorem 8.4.1. To prove (8.76) we show that given $\alpha<\alpha(\tau)$, given $\varepsilon>0$, then if $N \rightarrow \infty, M=\lfloor\alpha N\rfloor$, for $N$ large enough we have

$$
\begin{equation*}
\mathrm{P}\left(\left|\frac{1}{N} \log \mu_{N}\left(\bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}(\alpha)\right| \geq \varepsilon\right) \leq \exp \left(-\frac{N}{K}\right) \tag{8.99}
\end{equation*}
$$

The claim that the same value of $N$ achieves (8.76) for all $M \leq \alpha_{0} N$ follows by a simple argument from the fact that $\mu_{N}\left(C_{N, M}\right)$ decreases as $M$ increases.

We recall the content of Theorem 8.3.1: Given $\varepsilon>0$ and $\kappa>0$, for $N$ large enough (and $M=\lfloor\alpha N\rfloor$ ) we have

$$
\begin{equation*}
\mathrm{P}\left(\left|F_{N, M}(\kappa)-\operatorname{RSG}(\alpha, \kappa)\right| \geq \varepsilon\right) \leq \exp \left(-\frac{N}{K}\right) \tag{8.100}
\end{equation*}
$$

Consider $w>1$, and observe that

$$
\int_{C} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \geq \exp \left(-\kappa N w^{2}\right) \operatorname{Vol}\left(C \cap\left\{\boldsymbol{\sigma} ; N \leq\|\boldsymbol{\sigma}\|^{2} \leq N w^{2}\right\}\right)
$$

Using (8.97) in the second line we get

$$
\begin{aligned}
\operatorname{Vol}\left(C \cap\left\{\boldsymbol{\sigma} ; N \leq\|\boldsymbol{\sigma}\|^{2} \leq N w^{2}\right\}\right) & =\sqrt{N} \int_{1}^{w} \operatorname{Area}\left(C \cap v \mathbb{S}_{N}\right) \mathrm{d} v \\
& \geq \frac{1}{\sqrt{N}}\left(w^{N}-1\right) \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right)
\end{aligned}
$$

Now we take $w=1+1 / \kappa N$, so $w^{N}-1 \geq 1 / \kappa$, and hence

$$
\int_{C} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \geq \frac{1}{\sqrt{N}} \exp \left(-\kappa N w^{2}\right) \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right)
$$

Recalling (8.79) and taking logarithms yields

$$
F_{N, M}(\kappa) \geq-\kappa w^{2}+\frac{1}{N} \log \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right)-\frac{1}{N} \log (\kappa \sqrt{N})
$$

Since $\kappa w^{2}=2 / N+1 / \kappa N^{2}+\kappa$, we get

$$
\begin{equation*}
\frac{1}{N} \log \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right) \leq F_{N, M}(\kappa)+\kappa+\varepsilon_{N} \tag{8.101}
\end{equation*}
$$

where

$$
\varepsilon_{N}=\frac{\log (\kappa \sqrt{N})}{N}+\frac{2}{N}+\frac{1}{\kappa N^{2}}
$$

Combining with (8.95), we obtain

$$
\frac{1}{N} \log \mu_{N}(C) \leq F_{N, M}(\kappa)+\kappa-\frac{1}{N} \log \text { Area }_{N}+\varepsilon_{N}
$$

Consequently,

$$
\begin{aligned}
& \mathrm{P}\left(\frac{1}{N} \log \mu_{N}(C) \geq \mathrm{RS}(\alpha)+\varepsilon\right) \\
\leq & \mathrm{P}\left(F_{N, M}(\kappa)+\kappa-\frac{1}{N} \log \text { Area } \mathbb{S}_{N}+\varepsilon_{N} \geq \operatorname{RS}(\alpha)+\varepsilon\right) \\
= & \mathrm{P}\left(F_{N, M}(\kappa) \geq \operatorname{RS}(\alpha)-\kappa+\frac{1}{N} \log \text { Area } \mathbb{S}_{N}+\varepsilon-\varepsilon_{N}\right) .
\end{aligned}
$$

Let us use this for the value $\kappa=\kappa(\alpha)$ for which $\operatorname{RS}_{0}(\alpha, \kappa(\alpha))+\kappa(\alpha)=\operatorname{RS}(\alpha)$. We have, setting $\varepsilon_{N}^{\prime}=\frac{1}{N} \log$ Area $\mathbb{S}_{N}-\frac{1}{2} \log (2 e \pi)$,

$$
\begin{aligned}
\operatorname{RS}(\alpha)-\kappa(\alpha)+\frac{1}{N} \log \text { Area } \mathbb{S}_{N} & =\operatorname{RS}_{0}(\alpha, \kappa(\alpha))+\frac{1}{N} \log \text { Area } \mathbb{S}_{N} \\
& =\operatorname{RS}_{0}(\alpha, \kappa(\alpha))+\frac{1}{2} \log (2 e \pi)+\varepsilon_{N}^{\prime} \\
& =\operatorname{RSG}(\alpha, \kappa(\alpha))+\varepsilon_{N}^{\prime}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \mathrm{P}\left(\frac{1}{N} \log \mu_{N}(C) \geq \operatorname{RS}(\alpha)+\varepsilon\right) \\
\leq & \mathrm{P}\left(F_{N, M}(\kappa(\alpha)) \geq \operatorname{RSG}(\alpha, \kappa(\alpha))+\varepsilon-\varepsilon_{N}+\varepsilon_{N}^{\prime}\right)
\end{aligned}
$$

and combining with (8.96) and (8.100), we obtain that for every $\varepsilon$ and $N$ large we have

$$
\mathrm{P}\left(\frac{1}{N} \log \mu_{N}(C) \geq \mathrm{RS}(\alpha)+\varepsilon\right) \leq \exp \left(-\frac{N}{K}\right)
$$

To prove a lower bound on $\mu_{N}(C)$, consider the function $f(\kappa)=\mathrm{RS}_{0}(\alpha, \kappa)+$ $\kappa$. This function attains its minimum at $\kappa=\kappa(\alpha)$. Considering $v<1$, for small $\delta$ we have

$$
f(\kappa(\alpha))<f(\kappa(\alpha)+\delta) ; \quad f(\kappa(\alpha)+\delta)>f(\kappa(\alpha)+2 \delta)-\left(1-v^{2}\right) \delta
$$

the second statement resulting from the fact that $\lim _{\delta \rightarrow 0}(f(\kappa(\alpha)+\delta)-$ $f(\kappa(\alpha)) / \delta=0$. Setting $\kappa=\kappa(\alpha)+\delta$ where $\delta>0$ is as above, these inequalities are equivalent to

$$
\begin{equation*}
\operatorname{RS}_{0}(\alpha, \kappa-\delta)-\delta<\operatorname{RS}_{0}(\alpha, \kappa) ; \operatorname{RS}_{0}(\alpha, \kappa+\delta)+\delta v^{2}<\operatorname{RS}_{0}(\alpha, \kappa) \tag{8.102}
\end{equation*}
$$

We observe the inequalities (recalling (8.79))

$$
\begin{aligned}
I_{1} & :=\int_{C \cap\{\|\boldsymbol{\sigma}\| \geq \sqrt{N}\}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \\
& \leq \exp (-N \delta) \int_{C} \exp \left(-(\kappa-\delta)\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \\
& =\exp \left(N\left(-\delta+F_{M, N}(\kappa-\delta)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
I_{2}: & =\int_{C \cap\{\|\boldsymbol{\sigma}\| \leq v \sqrt{N}\}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \\
& \leq \exp \left(N \delta v^{2}\right) \int_{C} \exp \left(-(\kappa+\delta)\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \\
& =\exp \left(N\left(\delta v^{2}+F_{M, N}(\kappa+\delta)\right)\right), \tag{8.103}
\end{align*}
$$

and thus

$$
\begin{aligned}
\int_{C \cap\{v \sqrt{N} \leq\|\boldsymbol{\sigma}\| \leq \sqrt{N}\}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} & \geq \int_{C} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma}-I_{1}-I_{2} \\
& \geq \exp N F_{M, N}(\kappa) \\
& -\exp N\left(-\delta+F_{M, N}(\kappa-\delta)\right) \\
& -\exp N\left(\delta v^{2}+F_{M, N}(\kappa+\delta)\right) .
\end{aligned}
$$

The left-hand side is at most

$$
\exp \left(-\kappa v^{2} N\right) \operatorname{Vol}(C \cap\{\|\boldsymbol{\sigma}\| ;\|\boldsymbol{\sigma}\| \leq \sqrt{N}\})
$$

Now, using (8.98),

$$
\begin{aligned}
\operatorname{Vol}(C \cap\{\|\boldsymbol{\sigma}\| ;\|\boldsymbol{\sigma}\| \leq \sqrt{N}\}) & =\sqrt{N} \int_{0}^{1} \operatorname{Area}\left(C \cap v \mathbb{S}_{N}\right) \mathrm{d} v \\
& \leq \sqrt{N} \int_{0}^{1} v^{N-1} \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right) \mathrm{d} v \\
& =\frac{1}{\sqrt{N}} \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right)
\end{aligned}
$$

Thus we proved the bound

$$
\begin{align*}
\operatorname{Area}\left(C \cap \mathbb{S}_{N}\right) & \geq \sqrt{N} \exp \left(N \kappa v^{2}\right)\left(\exp N F_{M, N}(\kappa)\right.  \tag{8.104}\\
& \left.-\exp N\left(-\delta+F_{M, N}(\kappa-\delta)\right)-\exp N\left(\delta v^{2}+F_{M, N}(\kappa+\delta)\right)\right)
\end{align*}
$$

The first part of (8.102) implies

$$
\varepsilon^{\prime}:=\frac{1}{3}(\operatorname{RSG}(\alpha, \kappa)-(\operatorname{RSG}(\alpha, \kappa-\delta)-\delta))>0
$$

Using (8.100) for $\varepsilon=\varepsilon^{\prime}$ shows that for $N$ large enough, with probability $\geq 1-K \exp (-N / K)$ we have

$$
\begin{aligned}
F_{M, N}(\kappa) & \geq \operatorname{RSG}(\alpha, \kappa)-\varepsilon^{\prime} \\
F_{M, N}(\kappa-\delta) & \leq \operatorname{RSG}(\alpha, \kappa-\delta)+\varepsilon^{\prime}
\end{aligned}
$$

and therefore

$$
F_{M, N}(\kappa)-F_{M, N}(\kappa-\delta) \geq \operatorname{RSG}(\alpha, \kappa)-\operatorname{RSG}(\alpha, \kappa-\delta)-2 \varepsilon^{\prime}=-\delta+\varepsilon^{\prime}
$$

Consequently,

$$
F_{M, N}(\kappa) \geq F_{M, N}(\kappa-\delta)-\delta+\varepsilon^{\prime}
$$

and for $N$ large enough we have

$$
\exp N F_{M, N}(\kappa) \geq 4 \exp N\left(-\delta+F_{M, N}(\kappa-\delta)\right)
$$

Proceeding in a similar manner for the other term in (8.104), we obtain that for $N$ large, with probability $\geq 1-K \exp (-N / K)$,

$$
\exp N F_{M, N}(\kappa) \geq 4 \exp N\left(\delta v^{2}+F_{M, N}(\kappa+\delta)\right)
$$

and therefore
$\exp N F_{M, N}(\kappa) \geq 2 \exp N\left(-\delta+F_{M, N}(\kappa-\delta)\right)+2 \exp N\left(\delta v^{2}+F_{M, N}(\kappa+\delta)\right)$.
Therefore (8.104) implies that

$$
\operatorname{Area}\left(C \cap \mathbb{S}_{N}\right) \geq \frac{\sqrt{N}}{2} \exp N\left(F_{M, N}(\kappa)+\kappa v^{2}\right)
$$

and thus

$$
\frac{1}{N} \log \operatorname{Area}\left(C \cap \mathbb{S}_{N}\right) \geq \kappa v^{2}+\operatorname{RSG}(\alpha, \kappa)
$$

Lemma 8.4.7 implies that $\operatorname{RS}_{0}(\alpha, \kappa)+\kappa \geq \operatorname{RS}(\alpha)$, and hence

$$
\operatorname{RSG}(\alpha, \kappa)+\kappa \geq \operatorname{RS}(\alpha)+\frac{1}{2} \log (2 e \pi) .
$$

Using (8.95) and (8.96) we obtain that with overwhelming probability, for large $N$, it holds true that

$$
\frac{1}{N} \log \mu_{N}(C) \geq \operatorname{RS}(\alpha)-2\left(1-v^{2}\right) \kappa
$$

and this concludes the proof since $v<1$ is arbitrary.

### 8.5 The Bernoulli Model

In this model we replace the independent Gaussian r.v.s $g_{i, k}$ by independent Bernoulli r.v.s $\eta_{i, k}, \mathrm{P}\left(\eta_{i, k}= \pm 1\right)=1 / 2$; so the basic Hamiltonian is now

$$
\begin{equation*}
-H_{N, M}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(\frac{1}{\sqrt{N}} \sum_{i \leq N} \eta_{i, k} \sigma_{i}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i} \tag{8.105}
\end{equation*}
$$

One expects the behavior of this model to be very similar to the behavior of the model with the Gaussian r.v.s. Proving this is, however, another matter, in particular because so far we have used specifically Gaussian tools. It is
rather unfortunate to find in the published literature papers considering in the introduction Hamiltonians such as (8.105), and then stating that "for simplicity we will consider only the case where the r.v.s $\eta_{i, k}$ are Gaussian". The uninformed reader might form the impression that it is just a matter of a few details to extend the Gaussian results to the Bernoulli case. This is not true, in particular for the Shcherbina-Tirozzi model.

Research Problem 8.5.1. (Level 2) Prove that Proposition 3.1.17 holds true with the Hamiltonian (8.105).

Rather than studying in detail the system with Hamiltonian (8.105), we will carry on the easier program of proving that Theorem 8.3.1, and therefore Theorem 8.4.1, remain true for this Hamiltonian (8.105). This still requires a rather significant amount of work.

The nature of this work is essentially to show that certain (large) families $u_{\ell}=\sum_{i \leq N} a_{i, \ell} \eta_{i}$ of r.v.s behave somewhat as Gaussian families when the r.v.s $\eta_{i}$ are Bernoulli and the coefficients $a_{i, \ell}$ are not too large. The general idea is very familiar, but the results required here are certainly not within the reach of standard tools of probability theory. (In particular because the number of variables $\left(u_{\ell}\right)$ grows exponentially with $N$.) A physicist might find that the work of the present section lacks glory (since there is no reason to doubt the result in the first place), but the mathematics involved are rather challenging. In the general direction of comparing large families of r.v.s of the type $u_{\ell}=\sum_{i \leq N} a_{i, \ell} \eta_{i}$ with Gaussian families of r.v.s, some of the most important and natural questions have been open for a rather long time [107].

We define

$$
p_{N, M}^{b}=\frac{1}{N} \mathrm{E} \log \int \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma}
$$

where $H_{N, M}$ is the Hamiltonian (8.105) and $p_{N, M}^{g}$ is the corresponding quantity for the Hamiltonian with Gaussian r.v.s $g_{i, k}$ rather than $\eta_{i, k}$.

Theorem 8.5.2. Assume that the function $u$ is concave, and

$$
\begin{equation*}
\forall \ell \leq 4, \quad\left|u^{(\ell)}\right| \leq D \tag{8.106}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|p_{N, M}^{b}-p_{N, M}^{g}\right| \leq \frac{M}{N^{2}} K(D, \kappa, h) . \tag{8.107}
\end{equation*}
$$

As a consequence when we assume (8.106), Theorem 3.3.2 remains true for the Bernoulli model (here and in the rest of the section, we refer to the Hamiltonian (8.105) as the Bernoulli model, and to the Hamiltonian (8.1) as the Gaussian model), and we can prove this without studying the Bernoulli model in detail.

We could prove Theorem 8.5.2 by interpolation between the Bernoulli and the Gaussian models, but for the pleasure of change we will use a slightly different method, called Trotter's method in the West (it was invented to
prove central limit theorems without using Fourier transform, and it seems to have been discovered much earlier by J. Lindeberg). The basic idea is that to compare

$$
\mathrm{E} U\left(g_{1}, \ldots, g_{N}\right) \quad \text { and } \quad \mathrm{E} U\left(\eta_{1}, \ldots, \eta_{N}\right)
$$

where $g_{1}, \ldots, g_{N}$ are independent standard Gaussian r.v.s and $\eta_{1}, \ldots, \eta_{N}$ are independent Bernoulli r.v.s, we replace the $g_{k}$ by the $\eta_{k}$ one at a time: that is, we define

$$
\begin{equation*}
U_{k}(x)=\mathrm{E} U\left(g_{1}, \ldots, g_{k-1}, x, \eta_{k+1}, \ldots, \eta_{N}\right), \tag{8.108}
\end{equation*}
$$

and we observe that

$$
\begin{equation*}
\left|\mathrm{E} U\left(g_{1}, \ldots, g_{N}\right)-\mathrm{E} U\left(\eta_{1}, \ldots, \eta_{N}\right)\right| \leq \sum_{k \leq N}\left|\mathrm{E} U_{k}\left(g_{k}\right)-\mathrm{E} U_{k}\left(\eta_{k}\right)\right| \tag{8.109}
\end{equation*}
$$

Now, if we define

$$
\begin{equation*}
R_{k}(x)=U_{k}(x)-U_{k}(0)-x U_{k}^{\prime}(0)-\frac{x^{2}}{2} U_{k}^{\prime \prime}(0)-\frac{x^{3}}{3!} U_{k}^{(3)}(0), \tag{8.110}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|\mathrm{E} U_{k}\left(g_{k}\right)-\mathrm{E} U_{k}\left(\eta_{k}\right)\right| & =\left|\mathrm{E} R_{k}\left(g_{k}\right)-\mathrm{E} R_{k}\left(\eta_{k}\right)\right|  \tag{8.111}\\
& \leq \mathrm{E}\left|R_{k}\left(g_{k}\right)\right|+\mathrm{E}\left|R_{k}\left(\eta_{k}\right)\right|,
\end{align*}
$$

because $\mathrm{E} g_{k}^{\ell}=\mathrm{E} \eta_{k}^{\ell}$ for $\ell=0,1,2,3$. Since $R_{k}$ is a "fourth order term", we expect the right-hand side of (8.109) to be small provided $U$ does not depend too much on the $k$-th variable.

To implement the idea of (8.108) and (8.109) in the setting of Theorem 8.5.2, "we replace the variables $g_{i, k}$ by the variables $\eta_{i, k}$ one at a time". By symmetry we may assume $i=N, k=M$. We consider Hamiltonians of the type

$$
\begin{equation*}
H_{x}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(\frac{1}{\sqrt{N}} \sum_{i \leq N} \xi_{i, k} \sigma_{i}\right)-\kappa\|\boldsymbol{\sigma}\|^{2}+h \sum_{i \leq N} g_{i} \sigma_{i} \tag{8.112}
\end{equation*}
$$

where the $\xi_{i, k}$ for $(i, k) \neq(N, M)$ are independent r.v.s that are either Bernoulli or standard Gaussian, and where $\xi_{N, M}=x$. We consider the function

$$
V(x)=\frac{1}{N} \mathrm{E} \log \int \exp \left(-H_{x}(\boldsymbol{\sigma})\right) \mathrm{d} \boldsymbol{\sigma} .
$$

To prove Theorem 8.5.2 it suffices to establish a bound

$$
\begin{equation*}
|\mathrm{E} V(g)-\mathrm{E} V(\eta)| \leq \frac{K(D)}{N^{3}}, \tag{8.113}
\end{equation*}
$$

where $g$ is a standard Gaussian r.v. and $\eta$ is a Bernoulli r.v.s. Let us denote by $\langle\cdot\rangle_{x}$ an average for the Hamiltonian (8.112). We compute $V^{(4)}(x)$. "Each
derivation brings out a factor $N^{-1 / 2 "}$. Using (8.106) and Hölder's inequality, it is straightforward to reach a bound

$$
\begin{equation*}
\left|V^{(4)}(x)\right| \leq \frac{K(D)}{N^{3}} \mathrm{E}\left\langle\sigma_{N}^{4}\right\rangle_{x} \tag{8.114}
\end{equation*}
$$

The difficulty is to control the last term. For this we must revisit the proof of Lemma 3.2.6. We write

$$
S_{k}=\frac{1}{\sqrt{N}} \sum_{i \leq N} \xi_{i, k} \sigma_{i}
$$

We recall that $\boldsymbol{\rho}=\left(\sigma_{1}, \ldots, \sigma_{N-1}\right)$, and we consider, as in (3.85), the function

$$
f\left(\sigma_{N}\right)=\log \int \exp \left(\sum_{k \leq M} u\left(S_{k}\right)-\kappa \sum_{i \leq N-1} \sigma_{i}^{2}+h \sum_{i \leq N-1} g_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\rho}
$$

Proceeding as in (3.87) it suffices to control $\mathrm{E}\left\langle\sigma_{N}\right\rangle_{x}^{4}$, and proceeding as in (3.86) shows that

$$
\mathrm{E}\left\langle\sigma_{N}\right\rangle_{x}^{4} \leq K(\tau, h)\left(1+\mathrm{E} f^{\prime}(0)^{4}\right)
$$

Now

$$
f^{\prime}(0)=\frac{1}{\sqrt{N}} \sum_{k \leq M} \xi_{N, k}\left\langle u^{\prime}\left(S_{k, 0}\right)\right\rangle
$$

where $\left\langle u^{\prime}\left(S_{k, 0}\right)\right\rangle$ are certain Gibbs averages. We recall that $\xi_{N, M}=x$, while for $(i, k) \neq(N, M)$ the r.v $\xi_{i, k}$ is either standard Gaussian or Bernoulli. We gather those of these variables that are Bernoulli, and we use the subgaussian inequality (A.17) to obtain that $\mathrm{E} f^{\prime}(0)^{4} \leq K(D)\left(1+x^{4} / N^{2}\right)$, and finally from (8.114) that

$$
\left|V^{(4)}(x)\right| \leq \frac{K(D)}{N^{3}}\left(1+\frac{x^{4}}{N^{2}}\right)
$$

Let us define

$$
R(x)=V(x)-V(0)-x V^{\prime}(0)-\frac{x^{2}}{2} V^{\prime \prime}(0)-\frac{x^{3}}{3!} V^{(3)}(0)
$$

Proceeding as in (8.110) we get

$$
|\mathrm{E} V(g)-\mathrm{E} V(\eta)| \leq \mathrm{E}|R(g)|+\mathrm{E}|R(\eta)|
$$

Using the bound

$$
|R(x)| \leq \sup _{|y| \leq|x|}\left|V^{(4)}(y)\right|
$$

we then obtain (8.113) and conclude the proof.
The rest of this section is devoted to adapt the arguments of the previous three sections to prove how to deduce Theorem 8.3.1 from Theorem 8.5.2
in the case of the Bernoulli model. Most of the work is devoted to find an appropriate substitute for Theorem 8.2.7. The mathematics are beautiful, in particular in Proposition 8.5.3 below. Still, this is somewhat special material, reserved for the reader who has already mastered the previous three sections.

An obvious idea is that a r.v. of the type $\sum_{i \leq N} a_{i} \eta_{i}$ is more likely to look like a Gaussian r.v. when the coefficients $a_{i}$ are all small. Given a number $\bar{a}>0$ (that remains implicit in the notation) we consider the truncation function

$$
\begin{equation*}
\psi(x)=\psi_{\bar{a}}(x):=\max (-\bar{a}, \min (x, \bar{a})), \tag{8.115}
\end{equation*}
$$

so that $|\psi(x)| \leq \bar{a}$ and

$$
\begin{equation*}
|\psi(x)-\psi(y)| \leq|x-y| . \tag{8.116}
\end{equation*}
$$

We recall the function $F(\mathbf{x})=\log \sum_{\ell \leq n} \exp s x_{\ell}$ of (8.4).
Proposition 8.5.3. Consider numbers $\left(a_{i, \ell}\right)_{i \leq N, \ell \leq n}$ and consider the r.v.s $u_{\ell}=\sum_{i \leq N} a_{i, \ell} \eta_{i}$, where $\left(\eta_{i}\right)_{i \leq N}$ are independent Bernoulli r.v.s. Let $u_{\ell}^{\prime}=$ $\sum_{i \leq N} \psi\left(a_{i, \ell}\right) \eta_{i}$. Then

$$
\begin{equation*}
\mathrm{E} F(\mathbf{u}) \geq \mathrm{E} F\left(\mathbf{u}^{\prime}\right) \tag{8.117}
\end{equation*}
$$

It will be easier to work with the family $\mathbf{u}^{\prime}$ than with $\mathbf{u}$ because all the coefficients $\psi\left(a_{i, \ell}\right)$ are bounded by $\bar{a}$, that will be chosen small.

Proof. Let us fix the numbers $\left(\eta_{i}\right)_{i<N}$, and let us define

$$
w_{\ell}=\exp \left(s \sum_{i<N} a_{i, \ell} \eta_{i}\right) .
$$

We will prove that

$$
\begin{aligned}
& \frac{1}{2} \log \left(\sum_{\ell \leq n} w_{\ell} \exp s a_{N, \ell}\right)+\frac{1}{2} \log \left(\sum_{\ell \leq n} w_{\ell} \exp \left(-s a_{N, \ell}\right)\right) \\
\geq & \frac{1}{2} \log \left(\sum_{\ell \leq n} w_{\ell} \exp s \psi\left(a_{N, \ell}\right)\right)+\frac{1}{2} \log \left(\sum_{\ell \leq n} w_{\ell} \exp \left(-s \psi\left(a_{N, \ell}\right)\right)\right) .
\end{aligned}
$$

Taking expectation in the r.v.s $\left(\eta_{i}\right)_{i \leq N}$ proves that $\mathrm{E} F(\mathbf{u})$ decreases if we replace the numbers $a_{N, \ell}$ by $\psi\left(a_{N, \ell}\right)$ and leave the numbers $a_{i, \ell}(i<N)$ unchanged. Iterating the process yields (8.117).

Writing $a_{\ell}$ rather than $a_{N, \ell}$, we want to prove that

$$
\begin{equation*}
\sum_{\ell \leq n} w_{\ell} \exp s a_{\ell} \sum_{\ell \leq n} w_{\ell} \exp \left(-s a_{\ell}\right) \geq \sum_{\ell \leq n} w_{\ell} \exp s \psi\left(a_{\ell}\right) \sum_{\ell \leq n} w_{\ell} \exp \left(-s \psi\left(a_{\ell}\right)\right) \tag{8.118}
\end{equation*}
$$

We will prove that for any r.v. $X$ we have

$$
\begin{equation*}
\mathrm{E} \exp s X \mathrm{E} \exp (-s X) \geq \mathrm{E} \exp s \psi(X) \mathrm{E} \exp (-s \psi(X)) \tag{8.119}
\end{equation*}
$$

Now (8.119) implies (8.118) by considering the probability on $\{1, \cdots, n\}$ that gives a mass proportional to $w_{\ell}$ to $\ell$ and the r.v. $X$ such that $X(\ell)=a_{\ell}$.

To prove (8.119) let us consider an independent copy $X^{\sim}$ of $X$, so that, since the r.v. $X-X^{\sim}$ is symmetric,
$\mathrm{E} \exp s X \mathrm{E} \exp (-s X)=\mathrm{E} \exp s\left(X-X^{\sim}\right)=\mathrm{E} \operatorname{ch}\left(X-X^{\sim}\right)=\mathrm{E} \operatorname{ch}\left|X-X_{s}\right|$, and, using this for $\psi(X)$ rather than $X$, we get

$$
\mathrm{E} \exp s \psi(X) \mathrm{E} \exp (-s \psi(X))=\mathrm{E} \exp \left|\psi(X)-\psi\left(X^{\sim}\right)\right|
$$

and (8.119) follows from (8.116).
The following should be compared to Proposition 8.2.2.
Proposition 8.5.4. Given $\bar{b}>0$ consider for $\ell \leq n, i \leq N$ consider numbers $b_{i, \ell}$ such that $\left|b_{i, \ell}\right| \leq \bar{b}$. Define the r.v.s

$$
u_{\ell}=\sum_{i \leq N} b_{i, \ell} \eta_{i},
$$

where $\left(\eta_{i}\right)_{i \leq N}$ are independent Bernoulli r.v.s. Consider a jointly Gaussian family $\left(v_{\ell}\right)_{\ell \leq n}$, and assume that

$$
\begin{equation*}
\forall \ell, \quad \sum_{i \leq N} b_{i, \ell}^{2} \geq \mathrm{E} v_{\ell}^{2} ; \quad \forall \ell \neq \ell^{\prime}, \quad \sum_{i \leq N} b_{i, \ell} b_{i, \ell^{\prime}} \leq \mathrm{E} v_{\ell} v_{\ell^{\prime}} . \tag{8.120}
\end{equation*}
$$

Then, if $\mathbf{u}=\left(u_{\ell}\right)_{\ell \leq n}$ and $\mathbf{v}=\left(v_{\ell}\right)_{\ell \leq n}$, we have

$$
\begin{equation*}
\mathrm{E} F(\mathbf{u}) \geq \mathrm{E} F(\mathbf{v})-L N(s \bar{b})^{4} \tag{8.121}
\end{equation*}
$$

Proof. We set $\mathbf{u}(t)=\sqrt{t} \mathbf{u}+\sqrt{1-t} \mathbf{v}$ and

$$
\varphi(t)=\mathrm{E} F(\mathbf{u}(t))
$$

so that $\varphi(1)=\mathrm{E} F(\mathbf{u})$ and $\varphi(0)=\mathrm{E} F(\mathbf{v})$, and

$$
\varphi^{\prime}(t)=\frac{1}{2} \sum_{\ell \leq n} \mathrm{E}\left(\frac{u_{\ell}}{\sqrt{t}}-\frac{v_{\ell}}{\sqrt{1-t}}\right) \frac{\partial F}{\partial x_{\ell}}(\mathbf{u}(t))
$$

We compute this quantity by integrating by parts in $v_{\ell}$, and by using the "approximate integration by parts" of (4.197) for the variables $\eta_{i}$. The "main terms" resulting of this integration by parts are the same as if the r.v.s $\eta_{i}$ were Gaussian, and the contribution to $\varphi^{\prime}(t)$ of these terms and of the terms coming from $v_{\ell}$ is $\geq 0$ (which is what the proof of Proposition 8.2.2 shows).

The issue is to control the error terms. Let us fix $i \leq N$, all the r.v.s $\eta_{j}, j \neq i$ and the r.v.s $v_{\ell}, \ell \leq n$. Consider the function $v(x)$ given by

$$
v(x)=\frac{1}{2 \sqrt{t}} \sum_{\ell \leq n} b_{i, \ell} \frac{\partial F}{\partial x_{\ell}}(\mathbf{u}(t, x)),
$$

where $\mathbf{u}(t, x)$ means that in the expression $\mathbf{u}(t)$ every occurrence of $\eta_{i}$ has been replaced by $x$. Approximate integration by parts in $\eta_{i}$ is the evaluation of $\mathrm{E} \eta_{i} v\left(\eta_{i}\right)$, and the error term is bounded by

$$
\mathrm{E} \sup _{|x| \leq 1}\left|v^{(3)}(x)\right| .
$$

Thus it suffices to prove that $\sup _{|x| \leq 1}\left|v^{(3)}(x)\right| \leq L(s \bar{b})^{4}$, where $\bar{b}=\sup \left|b_{i, \ell}\right|$. Computing $v^{(3)}$ makes it obvious that

$$
\left|v^{(3)}(x)\right| \leq \bar{b}^{4} \sum_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq n}\left|\frac{\partial^{4} F}{\partial x_{\ell_{1}} \partial x_{\ell_{2}} \partial x_{\ell_{3}} \partial x_{\ell_{4}}}(\mathbf{u}(t, x))\right|
$$

and the special form of $F$ ensures that the quadruple sum is bounded by $L s^{4}$. (To understand why, the reader should first check that $\sum_{\ell_{1}, \ell_{2}}\left|\frac{\partial^{2} F}{\partial x_{\ell_{1}} \partial x_{\ell_{2}}}(\mathbf{x})\right| \leq$ $L s^{2}$.)

Proposition 8.5.5. Given $d>0$, there exists a constant $K=K(d)$ with the following property. Consider numbers $0 \leq c<b \leq d$, $\bar{a} \leq d$, with $1 /(b-c) \leq$ $d$, and the function $\psi$ of (8.115). Consider numbers $\left(a_{i, \ell}\right)_{i \leq N, \ell \leq n}$ and assume that

$$
\begin{align*}
& \forall \ell \leq n, \quad N b \leq \sum_{i \leq N} \psi\left(a_{i, \ell}\right)^{2} \leq \sum_{i \leq N} a_{i, \ell}^{2} \leq d N  \tag{8.122}\\
& \forall \ell \neq \ell^{\prime}, \quad \sum_{i \leq N} \psi\left(a_{i, \ell}\right) \psi\left(a_{i, \ell^{\prime}}\right) \leq c N . \tag{8.123}
\end{align*}
$$

Consider the r.v.s $u_{\ell}=\sum_{i \leq N} a_{i, \ell} \eta_{i} / \sqrt{N}$, where $\left(\eta_{i}\right)_{i \leq N}$ are independent Bernoulli r.v.s. Then if

$$
\begin{equation*}
K \leq s \leq \frac{\sqrt{\log n}}{K} ; \quad K s^{2} \leq N \tag{8.124}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \frac{s}{K}\right\} \leq n \exp \left(-K s^{2}\right)\right) \leq K \exp \left(-\frac{s^{2}}{K}\right) \tag{8.125}
\end{equation*}
$$

Proof. Let $u_{\ell}^{\prime}=\sum_{i \leq N} \psi\left(a_{i, \ell}\right) \eta_{i} / \sqrt{N}$, so that $\mathrm{E} F(\mathbf{u}) \geq \mathrm{E} F\left(\mathbf{u}^{\prime}\right)$ by Proposition 8.5.3. Consider a Gaussian family $\mathbf{v}^{\prime}=\left(v_{\ell}\right)_{\ell \leq n}$ such that $v_{\ell}=$
$z \sqrt{q}+\sqrt{1-q} \xi^{\ell}$, where as usual $z$ and $\xi^{\ell}$ are independent standard Gaussian r.v.s. We apply Proposition 8.5.4 with $b_{i, \ell}=\psi\left(a_{i, \ell}\right) / \sqrt{N}$ and $\bar{b}=d / \sqrt{N}$ to see that $\mathrm{E} F\left(\mathbf{u}^{\prime}\right) \geq \mathrm{E} F\left(\mathbf{v}^{\prime}\right)-L s^{4} d^{4} / N$. Lemma 8.2.3 implies that if $K \leq s \leq \sqrt{\log n} / K$, where $K$ depends on $d$ only, then

$$
\mathrm{E} F\left(\mathbf{v}^{\prime}\right) \geq \log n+\frac{s^{2}}{K}
$$

Combining these inequalities, we see that

$$
E F(\mathbf{u}) \geq \log n+\frac{s^{2}}{K}
$$

provided $K \leq s \leq \sqrt{\log n} / K$ and $K s^{2} \leq N$, where $K$ depends only on $d$.
If we think of $F(\mathbf{u})$ as a function of the real numbers $\left(\eta_{i}\right)_{i \leq N}$, it has two fundamental properties. First the condition $\sum_{i \leq N} a_{i, \ell}^{2} \leq d N$ implies (as in the case of Theorem 8.2.4) that its Lipschitz constant is $\leq d s$. Second, for any number $a$ the set of $\left(\eta_{i}\right)$ for which $F(\mathbf{u}) \leq a$ is convex. Thus, according to the principle explained in Section 6 of [91], the inequality (8.14) remains valid. The remainder is as in Theorem 8.2.4.

Proposition 8.5.6. Under the conditions of Proposition 8.5.5, assume that we are moreover given numbers $\left(b_{i}\right)_{i \leq N}$ with $\sum_{i \leq N} b_{i}^{2} \leq N d$, and consider the r.v. $u_{0}=\sum_{i \leq N} b_{i} \eta_{i} / \sqrt{N}$. Then the constant $K$ can be chosen so that under (8.124) we have

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell}+u_{0} \geq \frac{s}{K}\right\} \leq n \exp \left(-K s^{2}\right)\right) \leq K \exp \left(-\frac{s^{2}}{K}\right) \tag{8.126}
\end{equation*}
$$

Consequently, for

$$
\begin{equation*}
\varepsilon \leq \frac{1}{K} \exp \left(-K \tau^{2}\right) ; \quad \varepsilon \geq n^{-1 / K} ; \quad \varepsilon \geq \exp \left(-\frac{N}{K}\right) \tag{8.127}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; u_{\ell}+u_{0} \geq \frac{s}{K}\right\} \leq \varepsilon n\right) \leq \varepsilon^{1 / K} . \tag{8.128}
\end{equation*}
$$

Proof. Denoting by $K_{0}$ the constant of (8.125), we consider the events

$$
\begin{aligned}
& \Omega_{1}: \operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \frac{2 s}{K_{0}}\right\} \leq n \exp \left(-4 K_{0} s^{2}\right) \\
& \Omega_{2}: u_{0} \geq-\frac{s}{K_{0}} \\
& \Omega: \operatorname{card}\left\{\ell \leq n ; u_{\ell}+u_{0} \geq \frac{s}{K_{0}}\right\} \leq n \exp \left(-4 K_{0} s^{2}\right) .
\end{aligned}
$$

We will prove that

$$
\begin{equation*}
\Omega \subset \Omega_{1} \cup \Omega_{2}^{c} . \tag{8.129}
\end{equation*}
$$

This proves (8.128) since the subgaussian inequality (A.16) implies $\mathrm{P}\left(\Omega_{2}^{c}\right)=$ $\mathrm{P}\left(u_{0} \leq-s / K_{0}\right) \leq \exp \left(-s^{2} / 2 d^{2} K_{0}^{2}\right)$, and because we control $\mathrm{P}\left(\Omega_{1}\right)$ by (8.125) used for $2 s$ rather than $s$. To prove (8.129) we simply observe that if $u_{0} \geq$ $-s / K_{0}$ we have

$$
u_{\ell} \geq \frac{2 s}{K_{0}} \Rightarrow u_{\ell}+u_{0} \geq \frac{s}{K_{0}}
$$

and thus

$$
\operatorname{card}\left\{\ell \leq n ; u_{\ell} \geq \frac{2 s}{K_{0}}\right\} \leq \operatorname{card}\left\{\ell \leq n ; u_{\ell}+u_{0} \geq \frac{s}{K_{0}}\right\} .
$$

Proposition 8.5.7. Given a number $d$, there exists a constant $K=K(d)$ with the following properties. Consider numbers $0 \leq c<b \leq d, d \geq 1 /(b-c)$, $\bar{a} \leq d$. Consider a probability measure $G$ on $\mathbb{R}^{N}$, and assume that for a certain $\mathbf{b}=\left(b_{i}\right)_{i \leq N} \in \mathbb{R}^{N}$, the following occurs, where $\psi$ is the function (8.115):

$$
\begin{align*}
& G\left(\left\{\boldsymbol{\sigma} ; \sum_{i \leq N} \psi\left(\sigma_{i}-b_{i}\right)^{2} \geq b N\right\}\right) \geq 1-\exp \left(-\frac{N}{d}\right)  \tag{8.130}\\
& G\left(\left\{\boldsymbol{\sigma} ;\|\boldsymbol{\sigma}\|^{2} \leq d N\right\}\right) \geq 1-\exp \left(-\frac{N}{d}\right)  \tag{8.131}\\
& G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; \sum_{i \leq N} \psi\left(\sigma_{i}^{1}-b_{i}\right) \psi\left(\sigma_{i}^{2}-b_{i}\right) \leq c N\right\}\right)  \tag{8.132}\\
& \geq 1-\exp \left(-\frac{N}{d}\right) .
\end{align*}
$$

Then, for any $\tau \geq 0$, we have

$$
\begin{align*}
& K \exp \left(-\frac{N}{K}\right) \leq \varepsilon \leq \frac{1}{K} \exp \left(-K \tau^{2}\right) \\
\Rightarrow & \mathrm{P}\left(G\left(\left\{\sigma ; \frac{1}{\sqrt{N}} \sum_{i \leq N} \sigma_{i} \eta_{i} \geq \tau\right\}\right) \leq \varepsilon\right) \leq K \varepsilon^{1 / K} . \tag{8.133}
\end{align*}
$$

Proof. We follow the proof of Proposition 8.2.6, defining now

$$
\begin{aligned}
& Q_{n}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \forall \ell \leq n,\left\|\boldsymbol{\sigma}^{\ell}\right\|^{2} \leq d N, b N \leq \sum_{i \leq N} \psi\left(\sigma_{i}^{\ell}-b_{i}\right)^{2} ;\right. \\
& \left.\forall \ell \neq \ell^{\prime}, \sum_{i \leq N} \psi\left(\sigma_{i}^{\ell}-b_{i}\right) \psi\left(\sigma_{i}^{\ell^{\prime}}-b_{i}\right) \leq c N\right\},
\end{aligned}
$$

and using now (8.128) for $u_{\ell}=\sum_{i \leq N} \eta_{i}\left(\sigma_{i}^{\ell}-b_{i}\right) / \sqrt{N}$, so that $u_{0}+u_{\ell}=$ $\sum_{i \leq N} \eta_{i} \sigma_{i}^{\ell} / \sqrt{N}$. Since we consider only values of $n \leq \exp (N / K)$, and of $\varepsilon \geq n^{-1 / K}$, the restriction $\varepsilon \geq \exp (-N / K)$ of (8.128) is immaterial.

Before we move on, we need a simple lemma.
Lemma 8.5.8. Consider a probability measure $\mu$ on $\mathbb{R}$ with density proportional to $\exp w(x)$ with respect to Lebesgue measure, where $w$ is a concave function with $w^{\prime \prime}(x) \leq-c$, where $c>0$. (The case where $w$ is finite only on an interval and is $-\infty$ elsewhere is permitted.) Assume that $\int x \mathrm{~d} \mu(x)=0$. Then, if $\bar{a} \geq L / \sqrt{c}$ and if $X$ is a r.v. of law $\mu$,

$$
\begin{equation*}
\mathrm{E}(\psi(X)-\mathrm{E} \psi(X))^{2} \geq \frac{1}{L} \mathrm{E}(X-\mathrm{E} X)^{2}=\frac{1}{L} \mathrm{E} X^{2} \tag{8.134}
\end{equation*}
$$

where $\psi$ is given by (8.115).

In words, we can witness a proportion of the variance of $X$ by looking at $\psi(X)$ instead of $X$. It is because of the requirement $\int x \mathrm{~d} \mu(x)=0$ that the vector $\mathbf{b}$ is needed in Proposition 8.5.7. This Proposition will be used with $\mathbf{b}=\langle\boldsymbol{\sigma}\rangle$, and (8.134) will be used to prove that

$$
\left\langle\left(\psi\left(\sigma_{i}-b_{i}\right)-\left\langle\psi\left(\sigma_{i}-b_{i}\right)\right\rangle\right)^{2}\right\rangle \geq \frac{1}{L}\left\langle\left(\sigma_{i}-\left\langle\sigma_{i}\right\rangle\right)^{2}\right\rangle .
$$

Proof. Consider the unique point $x^{*}$ where $w\left(x^{*}\right)$ is maximum; without loss of generality we assume that $w\left(x^{*}\right)=0$, so that $w(x) \leq 0$ for all $x$. Define now $x_{1}<x^{*}<x_{2}$ by $w\left(x_{1}\right)=w\left(x_{2}\right)=-1$; thus

$$
\begin{equation*}
\int \exp w(x) \mathrm{d} x \geq \int_{x_{1}}^{x_{2}} \exp w(x) \mathrm{d} x \geq \frac{1}{e}\left(x_{2}-x_{1}\right) \tag{8.135}
\end{equation*}
$$

We prove that

$$
\begin{equation*}
\int\left(x-x^{*}\right)^{2} \exp w(x) \mathrm{d} x \leq L\left(x_{2}-x_{1}\right)^{3} \tag{8.136}
\end{equation*}
$$

Indeed, by concavity of $w$, for $x \geq x_{2}$ we have $w(x) \leq-\left(x-x^{*}\right) /\left(x_{2}-x^{*}\right)$, and thus, since $w(x) \leq 0$,

$$
\begin{aligned}
& \int_{x^{*}}^{\infty}\left(x-x^{*}\right)^{2} \exp w(x) \mathrm{d} x \\
\leq & \int_{x^{*}}^{x_{2}}\left(x-x^{*}\right)^{2} \exp w(x) \mathrm{d} x+\int_{x_{2}}^{\infty}\left(x-x^{*}\right)^{2} \exp w(x) \mathrm{d} x \\
\leq & \left(x_{2}-x^{*}\right)^{3}+\int_{x_{2}}^{\infty}\left(x-x^{*}\right)^{2} \exp \left(-\frac{x-x^{*}}{x_{2}-x^{*}}\right) \mathrm{d} x \\
\leq & L\left(x_{2}-x^{*}\right)^{3},
\end{aligned}
$$

and proceeding similarly for the other half proves (8.136). Comparing (8.136) and (8.135) we get

$$
\begin{equation*}
\int\left(x-x^{*}\right)^{2} \mathrm{~d} \mu(x) \leq L\left(x_{2}-x_{1}\right)^{2} \leq \frac{L}{c} \tag{8.137}
\end{equation*}
$$

because $\left(x_{2}-x_{1}\right)^{2} \leq L / c$ since $w^{\prime \prime}(x) \leq-c$. Since $\int x \mathrm{~d} \mu(x)=0$, we have

$$
x^{* 2}=\left(\int\left(x-x^{*}\right) \mathrm{d} \mu(x)\right)^{2} \leq \int\left(x-x^{*}\right)^{2} \mathrm{~d} \mu(x) \leq \frac{L}{c},
$$

so that $\left|x^{*}\right| \leq L / \sqrt{c}$ and since $x_{1} \leq x^{*} \leq x_{2}$ and $x_{2}-x_{1} \leq L / \sqrt{c}$ we have $\left|x_{1}\right|,\left|x_{2}\right| \leq L / \sqrt{c}$. Therefore $\left|x_{1}\right|,\left|x_{2}\right| \leq \bar{a}$ provided $\bar{a} \geq L / \sqrt{c}$. Next, we prove that when $\left|x_{1}\right|,\left|x_{2}\right| \leq \bar{a}$, then

$$
\begin{equation*}
\mathrm{E}(\psi(X)-\mathrm{E} \psi(X))^{2} \geq \frac{1}{L}\left(x_{2}-x_{1}\right)^{2} \tag{8.138}
\end{equation*}
$$

First we notice that, as in (8.136), we have

$$
\int \exp w(x) \mathrm{d} x \leq L\left(x_{2}-x_{1}\right)
$$

Also, for $[a, b] \subset\left[x_{1}, x_{2}\right]$, and since $w(x) \geq-1$ on $[a, b]$, it holds

$$
\int_{a}^{b} \exp w(x) \mathrm{d}(x) \geq \frac{1}{e}(b-a)
$$

and therefore

$$
\mu([a, b])=\frac{\int_{a}^{b} \exp w(x) \mathrm{d} x}{\int \exp w(x) \mathrm{d} x} \geq \frac{b-a}{L\left(x_{2}-x_{1}\right)},
$$

which implies (8.138). Finally, (8.137) implies that

$$
\mathrm{E}(X-\mathrm{E} X)^{2} \leq \mathrm{E}\left(X-x^{*}\right)^{2} \leq L\left(x_{2}-x_{1}\right)^{2}
$$

and comparing with (8.138) completes the argument.
Theorem 8.5.9. Consider a concave function $U(\boldsymbol{\sigma})$ on $\mathbb{R}^{N}$ with $U \leq 0$, numbers $0<\kappa_{0}<\kappa_{1}$, numbers $\left(a_{i}\right)_{i \leq N}$ and a convex set $C$ of $\mathbb{R}^{N}$. Consider $\kappa$ with $\kappa_{0}<\kappa<\kappa_{1}$ and the probability measure $G_{C}$ on $\mathbb{R}^{N}$ given by

$$
\forall B, \quad G_{C}(B)=\frac{1}{Z} \int_{B \cap C} \exp \left(U(\boldsymbol{\sigma})-\kappa\|\boldsymbol{\sigma}\|^{2}+\sum_{i \leq N} a_{i} \sigma_{i}\right) \mathrm{d} \boldsymbol{\sigma}
$$

where $Z$ is the normalizing factor. Assume that for a certain number a we have

$$
\begin{equation*}
Z \geq \exp (-N a) ; \quad \sum_{i \leq N} a_{i}^{2} \leq N a^{2} \tag{8.139}
\end{equation*}
$$

Then we may find a number $K$, depending only on $a, \kappa_{0}$ and $\kappa_{1}$ such that $G_{C}$ satisfies (8.133).

Proof. We shall show that conditions (8.130) to (8.133) are satisfied for numbers $\bar{a}, b, c$ with $c \leq b \leq d, \bar{a} \leq d, 1 /(b-c) \leq d, \mathbf{b}=\int \boldsymbol{\sigma} \mathrm{d} G_{C}(\boldsymbol{\sigma})$, where $d$ depends only on $a, \kappa_{0}$ and $\kappa_{1}$. Define

$$
\begin{equation*}
T_{1,1}(\boldsymbol{\sigma})=\frac{1}{N} \sum_{i \leq N} \psi\left(\sigma_{i}-b_{i}\right)^{2} ; \quad T_{1,2}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\frac{1}{N} \sum_{i \leq N} \psi\left(\sigma_{i}^{1}-b_{i}\right) \psi\left(\sigma_{i}^{2}-b_{i}\right) \tag{8.140}
\end{equation*}
$$

so that, denoting by $\langle\cdot\rangle$ an average for $G_{C}$ or its products, we have

$$
\begin{equation*}
\left\langle T_{1,1}(\boldsymbol{\sigma})\right\rangle-\left\langle T_{1,2}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)\right\rangle=\frac{1}{2 N}\left\langle\sum_{i \leq N}\left(\psi\left(\sigma_{i}-b_{i}\right)-\left\langle\psi\left(\sigma_{i}-b_{i}\right)\right\rangle\right)^{2}\right\rangle . \tag{8.141}
\end{equation*}
$$

We first prove that

$$
\begin{equation*}
\left\langle T_{1,1}(\boldsymbol{\sigma})\right\rangle-\left\langle T_{1,2}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)\right\rangle \geq \frac{1}{K} \tag{8.142}
\end{equation*}
$$

where $K$ depends only on $a, \kappa_{1}, \kappa_{2}$. In the proof of Theorem 8.2.7 we have shown that

$$
\begin{equation*}
\left\langle R_{1,1}\right\rangle-\left\langle R_{1,2}\right\rangle=\frac{1}{2 N} \sum_{i \leq N}\left\langle\left(\sigma_{i}-\left\langle\sigma_{i}\right\rangle\right)^{2}\right\rangle \geq \frac{1}{K} \tag{8.143}
\end{equation*}
$$

In Lemma 3.2.5 we have shown that the law of $\sigma_{i}-b_{i}$ under $G_{C}$ is of the type considered in Lemma 8.5.8, with $c=2 \kappa$. Thus, if $\bar{a} \geq L / \sqrt{\kappa_{1}}$, we deduce from (8.134) that

$$
\left\langle\left(\psi\left(\sigma_{i}-b_{i}\right)-\left\langle\psi\left(\sigma_{i}-b_{i}\right)\right\rangle\right)^{2}\right\rangle \geq \frac{1}{K}\left\langle\left(\sigma_{i}-\left\langle\sigma_{i}\right\rangle\right)^{2}\right\rangle
$$

and therefore (8.141) and (8.143) imply (8.142).
It is very simple to see that the Lipschitz constant of the functions (8.140) is $\leq L \bar{a} / \sqrt{N}$. Thus (3.16) yields

$$
\int \exp \frac{N \kappa}{L \bar{a}^{2}}\left(T_{1,1}(\boldsymbol{\sigma})-\left\langle T_{1,1}\right\rangle\right)^{2} \mathrm{~d} G_{C}(\boldsymbol{\sigma}) \leq 4
$$

and therefore

$$
G_{C}\left(\left\{\boldsymbol{\sigma} ;\left|T_{1,1}(\boldsymbol{\sigma})-\left\langle T_{1,1}\right\rangle\right| \geq t\right\}\right) \leq L \exp \left(-\frac{N t^{2}}{K \bar{a}^{2}}\right)
$$

We observe that moreover the measure $G_{C}^{\otimes 2}$ on $\mathbb{R}^{2 N}$ corresponds to the Hamiltonian $H_{N, M}\left(\boldsymbol{\sigma}^{1}\right)+H_{N, M}\left(\boldsymbol{\sigma}^{2}\right)$, which satisfies (3.4) on $\mathbb{R}^{2 N}$. Therefore as previously (3.16) implies that

$$
G_{C}^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|T_{1,2}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)-\left\langle T_{1,2}\right\rangle\right| \geq t\right\}\right) \leq L \exp \left(-\frac{N t^{2}}{K \bar{a}^{2}}\right)
$$

We then continue as in the proof of Theorem 8.2.7.
Even though it was harder to prove, Theorem 8.5.9 is a perfect substitute for Theorem 8.2.7. We leave to the reader the task to prove that, once we have obtained Theorem 8.5.9, the proof of Theorem 8.3.1 carries through with essentially no changes in the case of the Bernoulli model, with the exception of the proof of Proposition 8.3.9 from (8.68) on. The difference there is that $S_{m}=N^{-1 / 2} \sum_{i \leq N} \eta_{i, m} \sigma_{i}$ is no longer Gaussian. What is required to make the proof work is to show that given $\varepsilon$, we can find $\varepsilon^{\prime}>0$ and $N_{0}$ such that for $N \geq N_{0}$ and each $m$ we have

$$
\left\langle\mathrm{E}_{m} \mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{m} \leq \tau\right\}}\right\rangle \leq \varepsilon .
$$

First, we prove that given $\varepsilon^{\prime}$ there is $N_{0}$ such that if $N \geq N_{0}$, given numbers $a_{i}$ with $\left|a_{i}\right| \leq N^{1 / 4}$, then for each number $x$,

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} \frac{a_{i} \eta_{i}}{\sqrt{N}} \in\left[x-\varepsilon^{\prime}, x\right]\right) \leq L \varepsilon^{\prime} \sqrt{\frac{N}{\sum_{i \leq N} a_{i}^{2}}}+2 \varepsilon^{\prime} \tag{8.144}
\end{equation*}
$$

Since the left-hand side is $\leq 1$, it suffices to consider the case where $\sum_{i \leq N} a_{i}^{2} \geq \varepsilon^{\prime 2} N$. As we detail now, this statement follows from the onedimensional central limit theorem. Indeed, if $c=\sum_{i \leq N} a_{i}^{2} / N$, the r.v. $X=$ $c^{-1 / 2} \sum_{i \leq N} a_{i} \eta_{i} / \sqrt{N}$ satisfies $\mathrm{E} X^{2}=1$, and since $c^{-1 / 2}\left|a_{i}\right| / \sqrt{N} \leq N^{-1 / 4} / \varepsilon^{\prime}$, for large $\bar{N}$ we have for each $x$ that

$$
|\mathrm{P}(X \leq x)-\mathrm{P}(g \leq x)| \leq \varepsilon^{\prime},
$$

where $g$ is standard Gaussian. Therefore $|\mathrm{P}(c X \leq x)-\mathrm{P}(c g \leq x)| \leq \varepsilon^{\prime}$, and by (8.69) it holds

$$
\begin{aligned}
\mathrm{P}\left(c X \in\left[x-\varepsilon^{\prime}, x\right]\right) & \leq \mathrm{P}\left(c g \in\left[x-\varepsilon^{\prime}, x\right]\right)+2 \varepsilon^{\prime} \\
& \leq \frac{L \varepsilon^{\prime}}{c}+2 \varepsilon^{\prime} \leq L \varepsilon^{\prime} \sqrt{\frac{N}{\sum_{i \leq N} a_{i}^{2}}}+2 \varepsilon^{\prime}
\end{aligned}
$$

Next, let

$$
S_{m}^{\prime}=\frac{1}{\sqrt{N}} \sum_{\left|\sigma_{i}\right| \leq N^{1 / 4}} \sigma_{i} \eta_{i}
$$

where the summation is taken over all $i$ for which $\left|\sigma_{i}\right| \leq N^{1 / 4}$, and let $S_{m}^{\prime \prime}=S_{m}-S_{m}^{\prime}$ be the sum of the other terms. Observe that $S_{m}^{\prime}$ and $S_{m}^{\prime \prime}$ are independent r.v.s. Since

$$
\tau-\varepsilon^{\prime} \leq S_{m} \leq \tau \quad \Rightarrow \quad S_{m}^{\prime} \in\left[\tau-S_{m}^{\prime \prime}-\varepsilon^{\prime}, \tau-S_{m}^{\prime \prime}\right]
$$

we deduce from (8.144) that for $N \geq N_{0}$ we have

$$
\mathrm{E}_{m} \mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{m} \leq \tau\right\}} \leq L \varepsilon^{\prime} \frac{\sqrt{N}}{a(\boldsymbol{\sigma})}+2 \varepsilon^{\prime}
$$

where $a(\boldsymbol{\sigma})^{2}=\sum_{i \leq N} \sigma_{i}^{2} \mathbf{1}_{\left\{\left|\sigma_{i}\right| \leq N^{1 / 4}\right\}}$. Continuing as in the proof of Proposition 8.3.9, it suffices to prove that if $\varepsilon^{\prime}$ is small enough we have

$$
\int_{a(\boldsymbol{\sigma}) \leq \sqrt{\varepsilon^{\prime} N}} \exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right) \mathrm{d} \boldsymbol{\sigma} \leq \varepsilon^{\prime} \exp (-N a) .
$$

This uses standard methods: Denoting by $\gamma$ is the probability with density proportional to $\exp \left(-\kappa\|\boldsymbol{\sigma}\|^{2}\right)$, we bound $\gamma(\{a(\boldsymbol{\sigma}) \leq x\})$ by

$$
\inf _{\lambda} \exp \lambda x \int \exp (-\lambda a(\boldsymbol{\sigma})) \mathrm{d} \gamma(\boldsymbol{\sigma}) ;
$$

the computations are a bit tedious.

## 9. The Gardner Formula for the Discrete Cube

### 9.1 Overview

This chapter continues the work of Chapter 2. We study the Hamiltonian

$$
\begin{equation*}
-H_{N, M}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(S_{k}\right) ; \quad S_{k}=S_{k}(\boldsymbol{\sigma})=\frac{1}{\sqrt{N}} \sum_{i \leq N} g_{i, k} \sigma_{i} \tag{9.1}
\end{equation*}
$$

We are concerned mainly with the case where $\exp u(x)$ is nearly $\mathbf{1}_{\{x \geq \tau\}}$ for a certain number $\tau$ (which is fixed once and for all). We assume the following

$$
\begin{equation*}
u \leq 0 ; \quad x \geq \tau \Rightarrow u(x)=0 \tag{9.2}
\end{equation*}
$$

Since it is very desirable that $u$ be differentiable, we assume that $u^{(3)}$ exists, and that for a certain number $D$

$$
\begin{equation*}
1 \leq \ell \leq 3 \Rightarrow\left|u^{(\ell)}\right| \leq D \tag{9.3}
\end{equation*}
$$

The difference between the work of Chapter 2 and the work we are going to present is that the dependence on $D$ of our estimates will be much weaker; every occurrence of $D$ in the estimates will now be multiplied by an exponentially small factor $\exp (-N / L)$. This will allow to have $D$ depend on $N$. The overall content of the present chapter is that there exists $\alpha(\tau)>0$ such that if $M / N \leq \alpha(\tau)$ and (9.3) holds for $D=\exp (N / L)$ then we understand very well the system governed by the Hamiltonian (9.1). The very weak requirement (9.3) for $D=\exp (N / L)$ allows to find (given $N$ and $M$ ) a function $u$ satisfying this requirement and for which $\exp u(x)$ is a very good approximation of $\mathbf{1}_{\{x \geq \tau\}}$. It is worth repeating this. We will approximate the function $1_{\{x \geq \tau\}}$ by a function $u$ which varies with $N$. What makes the argument work is that condition (9.3) for $D=\exp (N / L)$ becomes very weak for large $N$.

At this point it is probably wise to make explicit a rather important difference between the way we look at spin glasses and traditional statistical mechanics. In spin glasses, there is no "limiting system" as $N \rightarrow \infty$, and the object under study is really the system considered for a given large value of $N$. With this in mind, it is quite natural to try to approximate the function $\mathbf{1}_{\{x \geq \tau\}}$ by a function $u$ that depends on the situation under study, i.e. on $N$.

The central difference between the situation of Chapter 8 and the present situation is that we no longer have a magic proof of the fact that $R_{1,2} \simeq$ $\left\langle R_{1,2}\right\rangle$, and we will have to work very hard to prove that $R_{1,2} \simeq$ Const. (On the other hand, the fact that the spins are bounded removes several minor yet irritating - sources of complications.)

The overall approach is the same as in Chapter 2, and it would be very helpful for the reader to have Sections 2.2 and 2.3 at hand while proceeding. We use the smart path of Section 2.1, and we attempt to show that the terms I and II of Proposition 2.2.2 nearly cancel out. This is done though the "cavity in $M$ " method of Section 2.3; what we need is a better estimate than Lemma 2.3.2 provides. In the remainder of this section we try to outline the general strategy that will achieve this. Since we describe the overall structure of the approach, we do not recall the definitions of the various quantities involved in complete detail, as these details are irrelevant now and will be given in due time. For the time being, we recall that the average $\langle\cdot\rangle_{t, \sim}$ corresponds to the Hamiltonian (2.30) (i.e. when $M$ has been replaced by $M-1$ ), while $\nu_{t, v}$ is given by the formula

$$
\nu_{t, v}(f)=\mathrm{E} \frac{\left\langle f \exp \sum_{\ell \leq n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{n}},
$$

where $\mathrm{E}_{\xi}$ denotes expectation "in all the r.v.s labeled $\xi$ ". At first sight the above formula differs from the formula (2.35). This is simply because in (2.35) we made the convention that the expectation $\mathrm{E}_{\xi}$ is built-in the bracket $\langle\cdot\rangle_{t, \sim}$, while in the present chapter we find it more economical to write explicitly this expectation instead of constantly reminding the reader of this convention.

Given a function $f$ on $\Sigma_{N}^{4}$, and $B_{v} \equiv 1$ or $B_{v} \equiv u^{\prime}\left(S_{v}^{1}\right) u^{\prime}\left(S_{v}^{2}\right)$, we want to bound $\frac{\mathrm{d}}{\mathrm{d} v} \nu_{t, v}\left(B_{v} f\right)$. After differentiation and integration by parts, this quantity is a sum of terms of the type

$$
\begin{equation*}
\nu_{t, v}\left(f\left(R_{1,2}^{t}-q\right) A\right) \tag{9.4}
\end{equation*}
$$

where $A$ is a monomial in the quantities $u^{\prime}\left(S_{v}^{\ell}\right), u^{\prime \prime}\left(S_{v}^{\ell}\right), u^{\prime \prime \prime}\left(S_{v}^{\ell}\right)$ and where $R_{1,2}^{t}=N^{-1}\left(\sum_{i<N} \sigma_{i}^{1} \sigma_{i}^{2}+t \sigma_{N}^{1} \sigma_{N}^{2}\right)$. Of course it does not matter that we have $R_{1,2}^{t}$ rather than $R_{1,2}$. The problem is that $A$ might take huge values, because the derivatives of $u$ can be very large (which could not happen in Section 2.3) and we have to show that somehow these huge values cancel out. With the notation of Section 2.2 we have

$$
\begin{align*}
\nu_{t, v}\left(f\left(R_{1,2}^{t}-q\right) A\right) & =\mathrm{E} \frac{\left\langle f\left(R_{1,2}^{t}-q\right) \mathrm{E}_{\xi} A \exp \sum_{\ell \leq n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{n}} \\
& =\mathrm{E}^{\prime} \frac{\left\langle f\left(R_{1,2}^{t}-q\right) \mathrm{E}_{\xi} A \exp \sum_{\ell \leq n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{n}}, \tag{9.5}
\end{align*}
$$

where $E^{\prime}$ denotes expectation only in the randomness of the $S_{v}^{\ell}$. This randomness is independent of the randomness of $\langle\cdot\rangle_{t, \sim}$. We then separate the
numerator and the denominator using the Cauchy-Schwarz inequality

$$
\begin{equation*}
\mathrm{E}^{\prime}\left|\frac{\left\langle f\left(R_{\ell, \ell^{\prime}}^{t}-q\right) \mathrm{E}_{\xi} A \exp \sum_{\ell \leq n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{n}}\right| \leq \mathrm{I} \times \mathrm{II} \tag{9.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{I}=\left(\mathrm{E}^{\prime}\left\langle f\left(R_{\ell, \ell^{\prime}}^{t}-q\right) \mathrm{E}_{\xi} A \exp \sum_{\ell \leq n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim}^{2}\right)^{1 / 2} \tag{9.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{II}=\left(\mathrm{E}^{\prime} \frac{1}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{2 n}}\right)^{1 / 2} \tag{9.8}
\end{equation*}
$$

We will bound both terms separately. To bound the denominator in (9.8) from below we cannot do better than

$$
\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim} \geq\left\langle\mathrm{E}_{\xi} \mathbf{1}_{\left\{S_{v}^{1} \geq \tau\right\}}\right\rangle_{t, \sim}
$$

This quantity is closely connected (in particular when $v=1$ ) to the quantity $\left\langle\mathbf{1}_{\left\{S_{M} \geq \tau\right\}}\right\rangle_{t, \sim}$, a random variable for which we have obtained the estimate (8.23). This estimate is however insufficient, even if we consider only the case $n=6$. Indeed, given a random variable $X \geq 0$, to obtain the integrability of $X^{-12}$, it does not suffice to know that $\mathrm{P}(X \leq \varepsilon) \leq \varepsilon^{1 / L}$, we need something like $\mathrm{P}(X \leq \varepsilon) \leq \varepsilon^{a}$ for $a>12$. So we will have to improve on the estimate (8.23), and this will be the purpose of Section 9.3.

To control the term (9.7), if $A=A\left(\left(S_{v}^{\ell}\right)_{\ell \leq n}\right)$, let $A^{\prime}=A\left(\left(S_{v}^{\ell+n}\right)_{\ell \leq n}\right)$ and define a replicated version $f^{\prime}$ of $f$ similarly. Then

$$
\begin{align*}
& \mathrm{E}^{\prime}\left\langle f\left(R_{1,2}^{t}-q\right) \mathrm{E}_{\xi} A \exp \sum_{\ell \leq n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim}^{2} \\
= & \left\langle f f^{\prime}\left(R_{1,2}^{t}-q\right)\left(R_{n+1, n+2}^{t}-q\right) \mathrm{E}^{\prime} \mathrm{E}_{\xi} A A^{\prime} \exp \sum_{\ell \leq 2 n} u\left(S_{v}^{\ell}\right)\right\rangle_{t, \sim} \tag{9.9}
\end{align*}
$$

To control this quantity, we will prove the following. There is an exponentially small set of configurations $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{2 n}\right)$ such that, outside this set, we have

$$
\left|\mathrm{E}^{\prime} \mathrm{E}_{\xi} A A^{\prime} \exp \sum_{\ell \leq 2 n} u\left(S_{v}^{\ell}\right)\right| \leq L .
$$

The reason for this is simply that when there is enough independence among the r.v.s $\left(S_{v}^{\ell}\right)_{\ell \leq 2 n}$, one can eliminate the derivatives of $u$ occurring in $A$ and $A^{\prime}$ through integration by parts (and these were the cause for $A$ to be large). On the exceptionally small set of configurations we use (9.3) to control $|A|$. In this manner we will prove that the quantity (9.9) is at most

$$
\begin{aligned}
& L\langle | f\left|\left|f^{\prime}\right|\right| R_{1,2}^{t}-q \| R_{\ell+n, \ell^{\prime}+n}^{t}-q| \rangle_{t, \sim}+\mathcal{R} \\
= & L\langle | f\left|\left|R_{1,2}^{t}-q\right|\right\rangle_{t, \sim}^{2}+\mathcal{R}
\end{aligned}
$$

where $\mathcal{R}$ is exponentially small. Therefore

$$
\mathrm{I} \leq L\langle | f| | R_{1,2}^{t}-q| \rangle_{t, \sim}+\mathcal{R}
$$

which (modulo the fact that we have $\langle\cdot\rangle_{t, \sim}$ rather than $\langle\cdot\rangle_{t}$ ) is very much what we are looking for. We should also point out that it does not work to use the Cauchy-Schwarz inequality on the whole of $E$ in (9.5); this would yield a bound $\left.\left.\mathrm{E}\langle | f\right|^{2}\left|R_{1,2}^{t}-q\right|^{2}\right\rangle^{1 / 2}$, which is useless.

Learning how to perform integration by parts will occupy Section 9.4.
There is a further complication. Each of the two bounds previously described needs the knowledge that the average $\langle\cdot\rangle_{t, \sim}$ is not pathological. We know how to prove this when $Z_{N, M}=\sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right)$ is not too small. We will prove a priori that this is the case with overwhelming probability, provided $\alpha=M / N$ is not too large.

Once these obstacles are overcome, we can recover the results of Section 2.4 when $L \alpha \exp L \tau^{2} \leq 1$, but this time under the much less stringent conditions (9.3) with $D=\exp (N / L)$. This will be done in Section 9.5. The main estimate is obtained in Proposition 9.5.5. Roughly speaking, this Proposition replaces the estimate

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} v} \nu_{t, v}\left(B_{v} f\right)\right| \leq K(D)\left(\nu_{t, v}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \nu_{t, v}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}+\frac{1}{N} \nu_{t, v}(|f|)\right)
$$

of Lemma 2.3.2 by the estimate

$$
\begin{aligned}
\left|\frac{\mathrm{d}}{\mathrm{~d} v} \nu_{t, v}\left(B_{v} f\right)\right| & \leq L \exp L \tau^{2}\left(\nu_{t, v}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \nu_{t, v}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}\right. \\
& \left.+\frac{1}{N} \nu_{t, v}(|f|)+\max |f| D^{4} \exp \left(-\frac{N}{L}\right)\right)
\end{aligned}
$$

From this, we will be able, in Section 9.6, to deduce the Gardner formula for the cube when $L \alpha \exp L \tau^{2} \leq 1$ by repeating (in a simpler manner) the arguments of Section 8.3. We will also, in Section 9.8, show the surprising fact that, in the end, the differentiability of $u$ is largely irrelevant. In the remainder of the chapter, we will prove a central limit theorem for the overlaps, and we will investigate the Bernoulli model, when the Gaussian randomness is replaced by coin-flipping randomness.

### 9.2 A Priori Estimates

We already have the tools to prove that $Z_{N, M}$ is typically not too small. This will be done in Theorem 9.2.3 below. We start by a simple observation.

Lemma 9.2.1. Consider a probability measure $G$ on $\Sigma_{N}$; assume that $G$ has a density proportional to $W \leq 1$ with respect to the uniform measure on $\Sigma_{N}$, and assume that for a certain number $t>0$ we have

$$
\begin{equation*}
Z:=\sum_{\boldsymbol{\sigma}} W(\boldsymbol{\sigma}) \geq 2^{N} \exp \left(-\frac{N t^{2}}{8}\right) \tag{9.10}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2} \geq t\right\}\right) \leq \exp \left(-\frac{N t^{2}}{4}\right) \tag{9.11}
\end{equation*}
$$

Proof. Using that $W \leq 1$ in the second line and (9.10) in the third line, we obtain

$$
\begin{aligned}
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2} \geq t\right\}\right) & =\frac{1}{Z^{2}} \sum_{R_{1,2} \geq t} W\left(\boldsymbol{\sigma}^{1}\right) W\left(\boldsymbol{\sigma}^{2}\right) \\
& \leq \frac{1}{Z^{2}} \operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2} \geq t\right\} \\
& \leq 2^{-2 N} \exp \left(\frac{N t^{2}}{4}\right) \operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2} \geq t\right\}
\end{aligned}
$$

Now, if $\left(\eta_{i}\right)_{i \leq N}$ are independent Bernoulli r.v.s,

$$
\begin{aligned}
2^{-2 N} \operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2}>t\right\} & =\mathrm{P}\left(\sum_{i \leq N} \eta_{i} \geq t N\right) \\
& \leq \exp \left(-\frac{N t^{2}}{2}\right)
\end{aligned}
$$

by the subgaussian inequality (A.16) used for $a_{i}=1$.

Lemma 9.2.2. There exists a number $L$ and a number $\lambda_{0}>0$ with the following property. Consider a probability measure $G$ on $\Sigma_{N}$; assume that $G$ has a density proportional to $W \leq 1$ with respect to the uniform measure on $\Sigma_{N}$, and assume that

$$
\begin{equation*}
Z:=\sum_{\boldsymbol{\sigma}} W(\boldsymbol{\sigma}) \geq 2^{N} \exp \left(-\frac{N}{32}\right) . \tag{9.12}
\end{equation*}
$$

Then, for independent standard normal r.v.s $\left(g_{i}\right)_{i \leq N}$ we have

$$
\begin{align*}
& L \exp \left(-\frac{N}{L}\right) \leq \varepsilon \leq \frac{1}{L} \exp \left(-L \tau^{2}\right) \\
\Rightarrow & \mathrm{P}\left(G\left(\left\{\sigma ; \frac{1}{\sqrt{N}} \sum_{i \leq N} g_{i} \sigma_{i} \geq \tau\right\}\right) \leq \varepsilon\right) \leq \varepsilon^{1 / L} \tag{9.13}
\end{align*}
$$

Moreover the r.v.

$$
\begin{equation*}
V=\frac{1}{\max \left(\exp (-N / 32), G\left(\left\{\boldsymbol{\sigma} ; \frac{1}{\sqrt{N}} \sum_{i \leq N} g_{i} \sigma_{i} \geq \tau\right\}\right)\right)} \tag{9.14}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\mathrm{E} V^{\lambda_{0}} \leq L \exp L \tau^{2} \tag{9.15}
\end{equation*}
$$

Of course the value $1 / 32$ is just a convenient choice. We write

$$
a=\frac{1}{32} ; b^{*}=\exp (-a N)=\exp (-N / 32)
$$

throughout this chapter.
Proof. From (9.12) and Lemma 9.2.1, we see that (9.11) holds for $t=1 / 2$. Thus (9.13) follows from Proposition 8.2.6 used for $b=1$ and $c=1 / 2, d=32$. The r.v. $V$ satisfies

$$
\begin{aligned}
t>\exp a N & \Rightarrow \mathrm{P}(V>t)=0 \\
L \exp \left(L \tau^{2}\right) \leq t \leq \frac{1}{L} \exp \left(\frac{N}{L}\right) & \Rightarrow \mathrm{P}(V>t) \leq L t^{-1 / L}
\end{aligned}
$$

and the conclusion follows from Lemma 8.3.8.
We recall that $S_{k}$ is defined in (9.1) and we state the main result of this section.

Theorem 9.2.3. There exists a number $L$ with the following property. If $b \geq b^{*}=\exp (-a N)$, then

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\boldsymbol{\sigma} ; \forall k \leq M, S_{k}(\boldsymbol{\sigma}) \geq \tau\right\} \leq b 2^{N}\right) \leq b^{1 / L} \exp \left(L M\left(1+\tau^{2}\right)\right) \tag{9.16}
\end{equation*}
$$

This inequality is of interest only for $b \leq 1$ so the larger the value of $L$, the weaker the inequality. If we take $b=b^{*}=\exp (-N / 32)$, the right-hand side is $\exp \left(L_{1} M\left(1+\tau^{2}\right)-N / L_{1}\right)$, which is exponentially small as soon as $2 L_{1}^{2} \alpha(1+$ $\left.\tau^{2}\right) \leq 1$. This might be the place to remind the reader that by $L$ we always denote a number, that does not depend on any parameter whatsoever, but that need not be the same at each occurrence. With this convention, the shorthand way to write the previous claim is that "when $b=b^{*}=\exp (-N / 32)$, the right-hand side of (9.16) is exponentially small when $L \alpha\left(1+\tau^{2}\right) \leq 1$ " The reader will then understand by herself that the constant $L$ occurring in this inequality is a new number that depends only on the (different) number $L$ occurring in the right-hand side of (9.16).

Since $u(x)=0$ for $x \geq \tau$, we have

$$
Z_{N, M} \geq \operatorname{card}\left\{\boldsymbol{\sigma} ; \forall k \leq M, S_{k}(\boldsymbol{\sigma}) \geq \tau\right\}
$$

and the previous result shows that $Z_{N, M}$ is typically $\geq 2^{N} \exp (-a N)$ when $L \alpha\left(1+\tau^{2}\right) \leq 1$. Therefore in that case the Gibbs measure typically satisfies (9.13).

Research Problem 9.2.4. (Level 2) Can the main results of this chapter be proved under the condition $L \alpha\left(1+\tau^{2}\right) \leq 1$ rather than under the condition $L \alpha \exp L \tau^{2} \leq 1$ ?

Apparently solving this problem requires finding a different approach.
Research Problem 9.2.5. (Level 2) Extend the results of this section to the case of the Hamiltonian

$$
\begin{equation*}
H_{M, N}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(S_{k}\right)+h \sum_{i \leq N} \sigma_{i} \tag{9.17}
\end{equation*}
$$

where $h$ is large.
The point of this problem is that the influence of a large external field will make $R_{1,2}$ typically close to one, while our arguments constantly require that " $R_{1,2}$ be typically small", so the solution of this problem is also likely to require a different approach. Also one often gets the feeling (but maybe this has no basis) that adding an external field can only improve matters.

Let us also note that it should be obvious to the reader, once she understands our arguments, that for $\tau \leq 0$, the condition $L \alpha \leq 1$ suffices.
Proof of Theorem 9.2.3. We set

$$
V_{M}=2^{-N} \operatorname{card}\left\{\boldsymbol{\sigma} ; \forall k \leq M, S_{k}(\boldsymbol{\sigma}) \geq \tau\right\}
$$

so that

$$
V_{M} \leq V_{M-1} \leq 1
$$

Let us denote by $G$ the probability measure on $\Sigma_{N}$ of density $W(\boldsymbol{\sigma})=$ $\mathbf{1}_{\bigcap_{k \leq M-1} U_{k}}(\boldsymbol{\sigma})$ with respect to the uniform measure on $\Sigma_{N}$. It satisfies the condition (9.12) of Lemma 9.2.2 provided $V_{M-1} \geq b^{*}$. Also,

$$
\frac{V_{M}}{V_{M-1}}=G\left(\left\{\boldsymbol{\sigma} ; S_{M}(\boldsymbol{\sigma}) \geq \tau\right\}\right)
$$

It then follows from (9.15) that if $\mathrm{E}_{M}$ denotes expectation only with respect to the r.v.s $g_{i, M}$, we have

$$
\begin{equation*}
V_{M-1} \geq b^{*} \Rightarrow \mathrm{E}_{M} \frac{1}{\max \left(b^{*}, V_{M} / V_{M-1}\right)^{\lambda_{0}}} \leq L \exp L \tau^{2} \leq \exp L\left(\tau^{2}+1\right) \tag{9.18}
\end{equation*}
$$

When $V_{M-1} \geq b^{*}$ we further have, since $V_{M-1} \leq 1$,

$$
\begin{aligned}
\max \left(b^{*}, V_{M}\right) & =V_{M-1} \max \left(\frac{b^{*}}{V_{M-1}}, \frac{V_{M}}{V_{M-1}}\right) \\
& \geq \max \left(b^{*}, V_{M-1}\right) \max \left(b^{*}, \frac{V_{M}}{V_{M-1}}\right)
\end{aligned}
$$

and combining with (9.18) yields

$$
\mathrm{E}_{M} \frac{1}{\max \left(b^{*}, V_{M}\right)^{\lambda_{0}}} \leq \frac{1}{\max \left(b^{*}, V_{M-1}\right)^{\lambda_{0}}} \exp L\left(1+\tau^{2}\right)
$$

This relation remains true when $V_{M-1} \leq b^{*}$ because then the left-hand side is $\leq b^{*-\lambda_{0}}$ while the right-hand side is $\geq b^{*-\lambda_{0}}$. Iteration of this relation yields

$$
\mathrm{E} \frac{1}{\max \left(b^{*}, V_{M}\right)^{\lambda_{0}}} \leq \exp L M\left(1+\tau^{2}\right)
$$

so that, if $b \geq b^{*}$,

$$
\mathrm{P}\left(V_{M} \leq b\right) b^{-\lambda_{0}} \leq \exp L M\left(1+\tau^{2}\right)
$$

Throughout the chapter we use the notation

$$
U_{k}=\left\{S_{k} \geq \tau\right\}
$$

Later it will be of fundamental importance that the r.v.

$$
\operatorname{card}\left\{\boldsymbol{\sigma} ; \forall k \leq M, S_{k}(\boldsymbol{\sigma}) \geq \tau\right\}=\operatorname{card} \bigcap_{k \leq M} U_{k}
$$

has small fluctuations. Since the argument is close in spirit to the previous one, we present it now, but the result itself will not be used before Section 9.6. We recall that $a=1 / 32$ and from Chapter 8 the notation

$$
\begin{equation*}
\log _{A}(x)=\max (-A, \log x) . \tag{9.19}
\end{equation*}
$$

Proposition 9.2.6. There exists a number $L$ with the following property. Consider any function $u$ satisfying (9.2) and let

$$
\begin{equation*}
Z=Z(u)=Z_{N, M}(u)=\sum_{\boldsymbol{\sigma}} \exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right) . \tag{9.20}
\end{equation*}
$$

Then for each $t>0$ we have

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log _{a N}\left(2^{-N} Z\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z\right)\right| \geq t\right) \\
\leq & 2 \exp \left(-\frac{1}{L} \min \left(\frac{N^{2} t^{2}}{M\left(1+\tau^{2}\right)}, \frac{N t}{1+\tau^{2}}\right)\right) . \tag{9.21}
\end{align*}
$$

This result includes the case $\exp u(x)=\mathbf{1}_{\{x \geq \tau\}}$.
Proof. We follow the proof of Proposition 8.3.6. Denoting $\Xi_{m}$ the $\sigma$-algebra generated by the r.v.s $\left(g_{i, k}\right)$ for $i \leq N, k \leq m$ and by $\mathrm{E}^{m}$ the conditional expectation given $\Xi_{m}$, we write

$$
\frac{1}{N} \log _{a N}\left(2^{-N} Z\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z\right)=\sum_{m=1}^{M} X_{m}
$$

where

$$
\begin{equation*}
X_{m}=\frac{1}{N} \mathrm{E}^{m} \log _{a N}\left(2^{-N} Z\right)-\frac{1}{N} \mathrm{E}^{m-1} \log _{a N}\left(2^{-N} Z\right) \tag{9.22}
\end{equation*}
$$

Using Bernstein's inequality for martingale difference sequences (A.41), it suffices to prove that

$$
\begin{equation*}
\mathrm{E} \exp \frac{\left|X_{m}\right|}{L\left(1+\tau^{2}\right)} \leq 2 \tag{9.23}
\end{equation*}
$$

Let us define

$$
Z_{m}=\sum_{\boldsymbol{\sigma}} \exp \sum_{k \neq m} u\left(S_{k}(\boldsymbol{\sigma})\right)
$$

and

$$
Y=\mathbf{1}_{\left\{Z_{m} \geq b^{*}\right\}} \log _{a N} \frac{Z_{m}}{Z}
$$

Denoting by $\mathrm{E}_{m}$ expectation in the r.v.s $\left(g_{i, m}\right)_{i \leq N}$ only, it suffices (as in (8.58)) to prove that

$$
\begin{equation*}
\mathrm{E}_{m} \exp 2 \lambda Y \leq 2 \tag{9.24}
\end{equation*}
$$

for $\lambda=1 / L\left(1+\tau^{2}\right)$. To prove this we may assume $Z_{m} \geq b^{*}$, for otherwise $Y=0$. The probability measure $G$ on $\Sigma_{N}$ with density proportional to $W=\exp \left(\sum_{k \neq m} u\left(S_{k}\right)\right)$ then satisfies the conditions of Lemma 9.2.2, and thus, by (9.15) we have

$$
\begin{equation*}
\mathrm{E}_{m} \frac{1}{\max \left(b^{*}, G\left(U_{m}\right)\right)^{\lambda_{0}}} \leq L \exp L \tau^{2} \tag{9.25}
\end{equation*}
$$

Now

$$
Z_{m} G\left(U_{m}\right)=\sum_{\boldsymbol{\sigma} \in U_{m}} \exp \left(\sum_{k \neq m} u\left(S_{k}(\boldsymbol{\sigma})\right)\right) \leq \sum_{\boldsymbol{\sigma}} \exp \left(\sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right)\right)=Z
$$

because $u\left(S_{m}\right)=0$ on $U_{m}$. Thus, using in the last equality that $Y=$ $\log _{a N} Z_{m} / Z=\max \left(a N, Z_{m} / Z\right)$, we get

$$
\begin{aligned}
\frac{1}{\max \left(b^{*}, G\left(U_{m}\right)\right)}=\min \left(\exp a N, \frac{1}{G\left(U_{m}\right)}\right) & \geq \min \left(\exp a N, \frac{Z_{m}}{Z}\right) \\
& =\exp Y
\end{aligned}
$$

and (9.25) implies

$$
\mathrm{E}_{m} \exp \lambda_{0} Y \leq L \exp L \tau^{2} \leq \exp L_{2}\left(1+\tau^{2}\right)
$$

from which (9.24) follows through Hölder's inequality for $\lambda=\lambda_{0} / 2 L_{2}\left(1+\tau^{2}\right)$.

### 9.3 Gaussian Processes

The goal of this section is to bound the quantity (9.8). It should help the reader to look again at Section 8.2, up to Proposition 8.2.6. The arguments here are similar, just a bit more elaborate.

Theorem 9.3.1. There exists a number $L$ with the following property. Consider $0<c \leq 1 / 2$ and a jointly Gaussian family $\left(w_{\ell}\right)_{\ell \leq n}$; assume that $\mathrm{E} w_{\ell}^{2}=1$ and that

$$
\begin{equation*}
\forall \ell \neq \ell^{\prime}, \quad \mathrm{E} w_{\ell} w_{\ell^{\prime}} \leq c \tag{9.26}
\end{equation*}
$$

Then if $n c \geq 2$ and $L \leq s \leq \sqrt{\log (n c / 2)} / L$ we have

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; w_{\ell} \geq s\right\} \leq n \exp \left(-L s^{2}\right)\right) \leq L \exp \left(-\frac{s^{2}}{L c}\right) \tag{9.27}
\end{equation*}
$$

The point of (9.27) is that if we set $\varepsilon=\exp \left(-L s^{2}\right)$ the bound is $L \varepsilon^{1 / L c}$, and the exponent will be large for $c$ small.

The proof relies on an elementary geometrical lemma.
Lemma 9.3.2. Consider a number $c>0$, and vectors $\left(\mathbf{x}_{\ell}\right)_{\ell \leq n}$ in a Hilbert space. Assume that $\left\|\mathbf{x}_{\ell}\right\| \leq 1$ and $\mathbf{x}_{\ell} \cdot \mathbf{x}_{\ell^{\prime}} \leq c$ whenever $\ell \neq \ell^{\prime}$. Then, for any vector $\mathbf{x}$ we have

$$
\operatorname{card}\left\{\ell ; \mathbf{x} \cdot \mathbf{x}_{\ell} \geq\|\mathbf{x}\| \sqrt{2 c}\right\} \leq \frac{1}{c}
$$

Proof. Assume that $\mathbf{x} \cdot \mathbf{x}_{\ell} \geq\|\mathbf{x}\| \sqrt{2 c}$ for $\ell \leq k$. Then

$$
k\|\mathbf{x}\| \sqrt{2 c} \leq \mathbf{x} \cdot\left(\sum_{\ell \leq k} \mathbf{x}_{\ell}\right) \leq\|\mathbf{x}\|\left\|\sum_{\ell \leq k} \mathbf{x}_{\ell}\right\|
$$

and

$$
\left\|\sum_{\ell \leq k} \mathbf{x}_{\ell}\right\|^{2}=\sum_{\ell \leq k}\left\|\mathbf{x}_{\ell}\right\|^{2}+\sum_{\ell \neq \ell^{\prime}} \mathbf{x}_{\ell} \cdot \mathbf{x}_{\ell^{\prime}} \leq k+c k(k-1)
$$

Thus

$$
k \sqrt{2 c} \leq \sqrt{k+c k(k-1)} \leq \sqrt{k} \sqrt{1+c k},
$$

so that $2 c k \leq 1+c k$ i.e. $k \leq 1 / c$.
The following useful fact is a consequence of Theorem 1.3.4. We denote by $\mathbf{g}=\left(g_{i}\right)_{i \leq N}$ a standard Gaussian vector.
Lemma 9.3.3. Consider a closed subset $B$ of $\mathbb{R}^{N}$, and

$$
d(\mathbf{x}, B)=\inf \{d(\mathbf{x}, \mathbf{y}) ; \mathbf{y} \in B\}
$$

the Euclidean distance from $\mathbf{x}$ to $B$. Then for $t>0$, we have

$$
\begin{equation*}
\mathrm{P}\left(d(\mathbf{g}, B) \geq t+2 \sqrt{\log \frac{2}{\mathrm{P}(\mathbf{g} \in B)}}\right) \leq 2 \exp \left(-\frac{t^{2}}{4}\right) \tag{9.28}
\end{equation*}
$$

Proof. The function $F(\mathbf{x})=d(\mathbf{x}, B)$ satisfies (1.45) with $A=1$, so that for all $t>0$ by (1.46) we have

$$
\begin{equation*}
\mathrm{P}(|d(\mathbf{g}, B)-\mathrm{E} d(\mathbf{g}, B)| \geq t) \leq 2 \exp \left(-\frac{t^{2}}{4}\right) \tag{9.29}
\end{equation*}
$$

If $t=\mathrm{E} d(\mathbf{g}, B)$, then

$$
\mathrm{P}(\mathbf{g} \in B) \leq \mathrm{P}(|d(\mathbf{g}, B)-\mathrm{E} d(\mathbf{g}, B)| \geq t)
$$

and combining with (9.29) we get

$$
t=\mathrm{E} d(\mathbf{g}, B) \Rightarrow \mathrm{P}(\mathbf{g} \in B) \leq 2 \exp \left(-\frac{t^{2}}{4}\right)
$$

so that

$$
\mathrm{E} d(\mathbf{g}, B) \leq 2 \sqrt{\log \frac{2}{\mathrm{P}(\mathbf{g} \in B)}},
$$

and combining with (9.29) gives (9.28).
Proof of Theorem 9.3.1. We consider vectors $\mathbf{x}_{\ell}$ in $\mathbb{R}^{N}$ such that the sequence $\left(w_{\ell}\right)_{\ell \leq n}$ has the same law as $\left(\mathbf{x}_{\ell} \cdot \mathbf{g}\right)_{\ell \leq n}$. (The existence of these vectors is proved in Section A. 2 but will be obvious in the situation where we will apply the lemma.) Using (8.13) with $b=1, c=1 / 2, d=2$ (and changing $s$ into $s L$ ) yields that for $L \leq s \leq \sqrt{\log n} / L$ we have

$$
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; w_{\ell} \geq s\right\}>n \exp \left(-L s^{2}\right)\right) \geq 1-L \exp \left(-\frac{s^{2}}{L}\right)
$$

i.e. if

$$
\begin{equation*}
B=\left\{\mathbf{x} \in \mathbb{R}^{N} ; \operatorname{card}\left\{\ell \leq n ; \mathbf{x} \cdot \mathbf{x}_{\ell} \geq s\right\}>n \exp \left(-L s^{2}\right)\right\} \tag{9.30}
\end{equation*}
$$

then

$$
\mathrm{P}(\mathbf{g} \in B) \geq 1-L \exp \left(-\frac{s^{2}}{L}\right)
$$

Consequently, there exists a large enough constant $L_{3}$ such that for $s \geq L_{3}$ we have $\mathrm{P}(\mathrm{g} \in B) \geq 1 / 2$. (Of course, according to our conventions about the meaning of the symbol $L$, we should simply say that $s \geq L$ implies that $\mathrm{P}(\mathrm{g} \in B) \geq 1 / 2$.) It then follows from (9.28) that for $t>0$ we have

$$
\mathrm{P}(d(\mathbf{g}, B) \geq t+4) \leq 2 \exp \left(-\frac{t^{2}}{4}\right)
$$

and setting $v=t+4$, it follows that for $t>0$, it holds

$$
\begin{equation*}
\mathrm{P}(d(\mathbf{g}, B) \geq v) \leq L \exp \left(-\frac{v^{2}}{8}\right) \tag{9.31}
\end{equation*}
$$

Let $B_{v}=\{\mathbf{x} ; d(\mathbf{x}, B) \leq v\}$, so that (9.31) implies

$$
\begin{equation*}
\mathrm{P}\left(\mathbf{g} \in B_{v}\right) \geq 1-L \exp \left(-\frac{v^{2}}{8}\right) \tag{9.32}
\end{equation*}
$$

By definition of $B_{v}$, for $\mathbf{g} \in B_{v}$ we can find $\mathbf{g}^{\prime} \in B$ with $\left\|\mathbf{g}-\mathbf{g}^{\prime}\right\| \leq v$. We note that $\mathbf{x}_{\ell} \cdot \mathbf{x}_{\ell^{\prime}}=\mathrm{E} w_{\ell} w_{\ell^{\prime}} \leq c$ for $\ell \neq \ell^{\prime}$ so that by Lemma 9.3.2 we have

$$
\operatorname{card}\left\{\ell \leq n ;\left(\mathbf{g}^{\prime}-\mathbf{g}\right) \cdot \mathbf{x}_{\ell} \geq v \sqrt{2 c}\right\} \leq \frac{1}{c}
$$

On the other hand, since $\mathbf{g}^{\prime} \in B$, recalling the definition (9.30) of $B$ we have

$$
\operatorname{card}\left\{\ell \leq n ; \mathbf{g}^{\prime} \cdot \mathbf{x}_{\ell} \geq s\right\} \geq n \exp \left(-L s^{2}\right)
$$

and thus

$$
\operatorname{card}\left\{\ell \leq n ; \mathbf{g} \cdot \mathbf{x}_{\ell} \geq s-v \sqrt{2 c}\right\} \geq n \exp \left(-L s^{2}\right)-\frac{1}{c}
$$

because $\mathbf{g}^{\prime} \cdot \mathbf{x}_{\ell} \geq s$ and $\left(\mathbf{g}^{\prime}-\mathbf{g}\right) \cdot \mathbf{x}_{\ell}<v \sqrt{2 c}$ imply $\mathbf{g} \cdot \mathbf{x}_{\ell} \geq s-v \sqrt{2 c}$. Taking $v=s / 2 \sqrt{2 c}$, we have shown that
$\mathbf{g} \in B_{v} \Rightarrow \operatorname{card}\left\{\ell \leq n ; \mathbf{g} \cdot \mathbf{x}_{\ell} \geq \frac{s}{2}\right\} \geq n \exp \left(-L s^{2}\right)-\frac{1}{c} \geq n \exp \left(-L s^{2}\right)$
provided $s \leq \sqrt{\log (n c / 2)} / L$. Combining with (9.32) this completes the proof.

Corollary 9.3.4. There exists a number $L$ and a number $\bar{c}>0$ with the following property. For a jointly Gaussian family $\left(w_{\ell}\right)_{\ell \leq n}$ with $\mathrm{E} w_{\ell}^{2}=1$ and

$$
\ell \neq \ell^{\prime} \Rightarrow \mathrm{E} w_{\ell} w_{\ell^{\prime}} \leq \bar{c}
$$

then for any number $\tau \geq 0$ and

$$
L n^{-1 / L} \leq \varepsilon \leq \frac{1}{L} \exp \left(-L \tau^{2}\right)
$$

we have

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; w_{\ell} \geq \tau\right\} \leq \varepsilon n\right) \leq L \varepsilon^{24} \tag{9.33}
\end{equation*}
$$

Proof. From (9.27) we obtain

$$
\mathrm{P}\left(\operatorname{card}\left\{\ell \leq n ; w_{\ell} \geq \tau\right\}<n \exp \left(-L s^{2}\right)\right) \leq L \exp \left(-\frac{s^{2}}{L \bar{c}}\right)
$$

provided $s \geq \tau, s \geq L, s \leq \sqrt{\log (n \bar{c} / 2)} / L$. Letting $\varepsilon=\exp \left(-L s^{2}\right)$ we have

$$
L \exp \left(-\frac{s^{2}}{L \bar{c}}\right)=L \varepsilon^{1 / L_{4} \bar{c}}=L \varepsilon^{24}
$$

if $\bar{c}=1 / 24 L_{4}$. This completes the proof.
The meaning of the quantity $\bar{c}$ remains as above in the remainder of this chapter.

Proposition 9.3.5. There exists a number $L$ with the following property. Consider a probability measure $G$ on $\Sigma_{N}$, and a family $(w(\boldsymbol{\sigma}))_{\boldsymbol{\sigma} \in \Sigma_{N}}$ of jointly Gaussian r.v.s such that $\mathrm{E} w^{2}(\boldsymbol{\sigma})=1$ and

$$
\begin{equation*}
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; \mathrm{E} w\left(\boldsymbol{\sigma}^{1}\right) w\left(\boldsymbol{\sigma}^{2}\right)>\bar{c}\right\}\right) \leq 32 \exp \left(-\frac{N}{d}\right) \tag{9.34}
\end{equation*}
$$

for a certain number $d$. Then for any number $\tau \geq 0$ we have

$$
\begin{equation*}
L \exp \left(-\frac{N}{L d}\right) \leq \varepsilon \leq \frac{1}{L} \exp \left(-L \tau^{2}\right) \Rightarrow \mathrm{P}(G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\}) \leq \varepsilon) \leq L \varepsilon^{24} \tag{9.35}
\end{equation*}
$$

Proof. We copy the proof of Proposition 8.2.6, using now Corollary 9.3.4 instead of Corollary 8.2.5. Let

$$
Q_{n}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \forall \ell \neq \ell^{\prime}, \mathrm{E} w\left(\boldsymbol{\sigma}^{\ell}\right) w\left(\boldsymbol{\sigma}^{\ell^{\prime}}\right) \leq \bar{c}\right\}
$$

so that since there are at most $n(n-1) / 2 \leq n^{2} / 2$ choices for $\ell$ and $\ell^{\prime}$ it follows from (9.34) that we have

$$
32 n^{2} \exp \left(-\frac{N}{d}\right) \leq 1 \quad \Rightarrow \quad G^{\otimes n}\left(Q_{n}\right) \geq \frac{1}{2}
$$

For $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n}$, consider the event

$$
\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=\left\{\operatorname{card}\left\{\ell \leq n ; w\left(\boldsymbol{\sigma}^{\ell}\right) \geq \tau\right\} \leq \varepsilon n\right\}
$$

so that Corollary 9.3.4 implies

$$
L n^{-1 / L} \leq \varepsilon \leq \frac{1}{L} \exp \left(-L \tau^{2}\right) \quad \Rightarrow \quad \mathrm{P}\left(\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right) \leq L \varepsilon^{24}
$$

Thus if we define

$$
Y=\int_{Q_{n}} \mathbf{1}_{\left\{\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right\}} \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G\left(\boldsymbol{\sigma}^{n}\right)
$$

we have

$$
\mathrm{E} Y=\int_{Q_{n}} \mathrm{P}\left(\Omega\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G\left(\boldsymbol{\sigma}^{n}\right) \leq L \varepsilon^{24}
$$

and therefore by Markov's inequality $\mathrm{P}(Y \geq 1 / 4) \leq L \varepsilon^{24}$. Now

$$
Y=G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n} ; \operatorname{card}\left\{\ell \leq n ; w\left(\boldsymbol{\sigma}^{\ell}\right) \geq \tau\right\} \leq n \varepsilon\right\}\right)
$$

so that

$$
\begin{aligned}
Y \leq \frac{1}{4} & \Rightarrow G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n} ; \operatorname{card}\left\{\ell \leq n ; w\left(\boldsymbol{\sigma}^{\ell}\right) \geq \tau\right\}>n \varepsilon\right\}\right) \\
& =G^{\otimes n}\left(Q_{n}\right)-Y \geq \frac{1}{2}-\frac{1}{4}=\frac{1}{4}
\end{aligned}
$$

In that case,

$$
\begin{aligned}
n G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\})= & \int \operatorname{card}\left\{\ell \leq n ; w\left(\boldsymbol{\sigma}^{\ell}\right) \geq \tau\right\} \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G\left(\boldsymbol{\sigma}^{n}\right) \\
\geq & n \varepsilon G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in Q_{n} ; \operatorname{card}\{\ell \leq n\right.\right. \\
& \left.\left.\left.w\left(\boldsymbol{\sigma}^{\ell}\right) \geq \tau\right\}>n \varepsilon\right\}\right) \\
\geq & \frac{n \varepsilon}{4},
\end{aligned}
$$

so that we have proved that

$$
Y \leq \frac{1}{4} \Rightarrow G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\}) \geq \frac{\varepsilon}{4}
$$

and therefore

$$
G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\})<\frac{\varepsilon}{4} \quad \Rightarrow \quad Y>\frac{1}{4} .
$$

In conclusion, if $32 n^{2} \leq \exp (N / d)$ and $\varepsilon$ satisfies

$$
L n^{-1 / L} \leq \varepsilon \leq \frac{1}{L} \exp \left(-L \tau^{2}\right)
$$

we have

$$
\mathrm{P}(G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\})<\varepsilon / 4) \leq L \varepsilon^{24}
$$

We conclude by taking $n$ as large as possible.
Corollary 9.3.6. There exists a constant $L$ with the following property. Consider a probability measure $G$ on $\Sigma_{N}$ and a family $(w(\boldsymbol{\sigma}))$ as in Proposition 9.3.5. Then if $b=L \exp (-N / L d)$, for any number $\tau \geq 0$ we have

$$
\begin{equation*}
\mathrm{E} \frac{1}{\max (b, G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\}))^{12}} \leq L \exp L \tau^{2} \tag{9.36}
\end{equation*}
$$

Proof. We define $b=L \exp (-N / L d)$ where $L$ is the constant of (9.35). Let $Y=\max (b, G(\{\boldsymbol{\sigma} ; w(\boldsymbol{\sigma}) \geq \tau\}))$, so that by (9.35) we have

$$
\varepsilon \leq \varepsilon_{0}:=\frac{1}{L} \exp \left(-L \tau^{2}\right) \quad \Rightarrow \quad \mathrm{P}(Y \leq \varepsilon) \leq L \varepsilon^{24}
$$

because $\mathrm{P}(Y \leq \varepsilon)=0$ if $\varepsilon<c$. We use that

$$
\begin{aligned}
\mathrm{E} \frac{1}{Y^{12}} & =12 \int_{0}^{\infty} \mathrm{P}(Y \leq \varepsilon) \varepsilon^{-13} \mathrm{~d} \varepsilon \\
& \leq L \int_{0}^{\varepsilon_{0}} \varepsilon^{11} \mathrm{~d} \varepsilon+12 \int_{\varepsilon_{0}}^{\infty} \varepsilon^{-13} \mathrm{~d} \varepsilon \\
& \leq L \varepsilon_{0}^{12}+\varepsilon_{0}^{-12} \leq L \exp L \tau^{2},
\end{aligned}
$$

and this completes the proof.
We recall the definition of $S_{k}$ given in (9.1). If we define $w(\boldsymbol{\sigma})=S_{k}(\boldsymbol{\sigma})$, then $R_{1,2}=\mathrm{E} S_{k}\left(\boldsymbol{\sigma}^{1}\right) S_{k}\left(\boldsymbol{\sigma}^{2}\right)=\mathrm{E} w\left(\boldsymbol{\sigma}^{1}\right) w\left(\boldsymbol{\sigma}^{2}\right)$. Here is a simple situation where (9.34) is satisfied in this case.

Proposition 9.3.7. Assume that

$$
\begin{equation*}
\operatorname{card}\left\{\boldsymbol{\sigma} \in \Sigma_{N} ; \forall k \leq M-1, S_{k} \geq \tau\right\} \geq 2^{N} \exp \left(-\frac{N \bar{c}^{2}}{8}\right) \tag{9.37}
\end{equation*}
$$

Consider the Gibbs measure $G$ with Hamiltonian $-\sum_{k \leq M-1} u\left(S_{k}(\boldsymbol{\sigma})\right)$. Then

$$
\begin{equation*}
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2}>\bar{c}\right\}\right) \leq \exp \left(-\frac{N \bar{c}^{2}}{4}\right) \tag{9.38}
\end{equation*}
$$

Proof. Use Lemma 9.2.1 with $t=\bar{c}$ and $W(\boldsymbol{\sigma})=\exp \sum_{k \leq M-1} u\left(S_{k}(\boldsymbol{\sigma})\right)$.

We must now take care of some (tedious and unsurprising) details in order to be able to apply the above principles to our interpolating Hamiltonians. We recall the notation

$$
\begin{aligned}
S_{k}^{0}(\boldsymbol{\sigma}) & =\frac{1}{\sqrt{N}} \sum_{i<N} g_{i, k} \sigma_{i}=S_{k}(\boldsymbol{\sigma})-\frac{g_{N, k}}{\sqrt{N}} \\
S_{k, t}(\boldsymbol{\sigma}) & =S_{k}^{0}(\boldsymbol{\sigma})+\sqrt{\frac{t}{N}} g_{N, k} \sigma_{N}+\sqrt{\frac{1-t}{N}} \xi_{k} \sigma_{N}
\end{aligned}
$$

where $\xi_{k}$ are independent standard Gaussian random variables (independent of all the other r.v.s already introduced). It is of course almost certain that replacing $S_{k}$ by $S_{k, t}$ in the interpolating Hamiltonian cannot really change anything, but we must nonetheless check this. This occupies the rest of this section.

Lemma 9.3.8. If we have $L \alpha\left(1+t a u^{2}\right) \leq 1$ for a large enough constant $L$ then the following two events

$$
\begin{gather*}
\operatorname{card}\left\{\boldsymbol{\sigma} ; \forall k<M, S_{k}(\boldsymbol{\sigma}) \geq \tau+3\right\} \geq 2^{N} \exp \left(-\frac{N \bar{c}^{2}}{16}\right)  \tag{9.39}\\
\forall k<M, \quad\left|g_{N, k}\right| \leq \sqrt{N} \tag{9.40}
\end{gather*}
$$

occur with probability $\geq 1-L \exp (-N / L)$.
Proof. We use Theorem 9.2.3 with $\tau+3$ instead of $\tau$ and $b=\exp \left(-N \bar{c}^{2} / 16\right)$.

Lemma 9.3.9. If $N \geq 10$, the following holds true. Let us assume that (9.39) and (9.40) hold true. Then, for any number $y$ we have

$$
\begin{equation*}
\mathrm{E}_{\xi} \sum_{\boldsymbol{\sigma}} \exp \left(\sum_{k<M} u\left(S_{k, t}(\boldsymbol{\sigma})\right)+\sigma_{N} y\right) \geq 2^{N-1} \exp \left(-\frac{N \bar{c}^{2}}{16}\right) \operatorname{ch} y, \tag{9.41}
\end{equation*}
$$

where $\mathrm{E}_{\xi}$ denotes expectation in the r.v.s $\xi_{k}$.
Proof. Let

$$
A=\left\{\boldsymbol{\sigma} ; \forall k<M, S_{k}^{0}(\boldsymbol{\sigma}) \geq \tau+2\right\} .
$$

Let us assume that

$$
\begin{equation*}
\forall k<M, \quad\left|\xi_{k}\right| \leq \sqrt{N} . \tag{9.4}
\end{equation*}
$$

Then using that $\left|g_{N, k}\right| \leq \sqrt{N}$ in the first line and that $\left|g_{N, k}\right| \leq \sqrt{N}$ and $\left|\xi_{k}\right| \leq \sqrt{N}$ in the second line yields

$$
\begin{align*}
S_{k}^{0}(\boldsymbol{\sigma}) & \geq S_{k}(\boldsymbol{\sigma})-1  \tag{9.43}\\
S_{k, t}(\boldsymbol{\sigma}) & \geq S_{k}^{0}(\boldsymbol{\sigma})-(\sqrt{t}+\sqrt{1-t}) \geq S_{k}^{0}(\boldsymbol{\sigma})-2 . \tag{9.44}
\end{align*}
$$

Since $u(x)=0$ for $x \geq \tau$ we have $u\left(S_{k, t}(\boldsymbol{\sigma})\right)=0$ if $S_{k}^{0}(\boldsymbol{\sigma}) \geq \tau+2$. Consequently for $\boldsymbol{\sigma} \in A$ we have

$$
\exp \left(\sum_{k<M} u\left(S_{k, t}(\boldsymbol{\sigma})\right)+\sigma_{N} y\right)=\exp \sigma_{N} y,
$$

so that

$$
\begin{align*}
Z:=\sum_{\boldsymbol{\sigma}} \exp \left(\sum_{k<M} u\left(S_{k, t}(\boldsymbol{\sigma})\right)+\sigma_{N} y\right) & \geq \sum_{A} \exp \left(\sum_{k<M} u\left(S_{k, t}(\boldsymbol{\sigma})\right)+\sigma_{N} y\right) \\
& =\sum_{A} \exp \sigma_{N} y=\operatorname{card} A \operatorname{ch} y, \tag{9.45}
\end{align*}
$$

because the set $A$ is invariant under the transformation $\left(\sigma_{1}, \ldots, \sigma_{N-1}, \sigma_{N}\right) \mapsto$ $\left(\sigma_{1}, \ldots, \sigma_{N-1},-\sigma_{N}\right)$. Also, (9.39) and (9.43) imply that

$$
\operatorname{card} A \geq 2^{N} \exp \left(-N \bar{c}^{2} / 16\right),
$$

and thus by (9.45), under (9.42) we have $Z \geq 2^{N} \exp \left(-N \bar{c}^{2} / 16\right)$ chy. Since $\xi_{k}$ is standard Gaussian, we have $\mathrm{P}\left(\left|\xi_{k}\right| \geq \sqrt{N}\right) \leq 2 \exp (-N / 2)$, so that for $N \geq 10$ the event $\Omega$ described by (9.42) occurs with probability $\geq 1 / 2$ and this completes the proof since

$$
\mathrm{E}_{\xi} Z \geq \mathrm{E}_{\xi}\left(\mathbf{1}_{\Omega} Z\right) \geq \mathrm{P}(\Omega) 2^{N} \exp \left(-N \bar{c}^{2} / 16\right) \operatorname{ch} y .
$$

We recall the notation $R_{1,2}^{t}=N^{-1}\left(\sum_{i<N} \sigma_{i}^{1} \sigma_{i}^{2}+t \sigma_{N}^{1} \sigma_{N}^{2}\right)$.

Proposition 9.3.10. For $N \geq 10$ the following occurs. Assume (9.39) and (9.40), and consider the measure $G$ on $\Sigma_{N}$ given by

$$
\begin{equation*}
\int f \mathrm{~d} G=\frac{\sum_{\boldsymbol{\sigma}} f(\boldsymbol{\sigma}) \mathrm{E}_{\xi} \exp \left(\sum_{k<M} u\left(S_{k, t}(\boldsymbol{\sigma})\right)+\sigma_{N} y\right)}{\sum_{\boldsymbol{\sigma}} \mathrm{E}_{\xi} \exp \left(\sum_{k<M} u\left(S_{k, t}(\boldsymbol{\sigma})\right)+\sigma_{N} y\right)} \tag{9.46}
\end{equation*}
$$

Then

$$
\begin{equation*}
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}^{t}\right| \geq\left(1-\frac{1-t}{N}\right) \bar{c}\right\}\right) \leq 32 \exp \left(-\frac{N \bar{c}^{2}}{8}\right) \tag{9.47}
\end{equation*}
$$

Proof. Let $R_{1,2}^{-}=N^{-1} \sum_{i<N} \sigma_{i}^{1} \sigma_{i}^{2}$, so that (for $N \geq 10$ )

$$
\left|R_{1,2}^{t}\right|>\left(1-\frac{1-t}{N}\right) \bar{c} \Rightarrow\left|R_{1,2}^{-}\right|>\frac{3 \bar{c}}{4} .
$$

Therefore if $Z$ is as in (9.45), we have

$$
\begin{aligned}
& G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}^{t}\right| \geq\left(1-\frac{1-t}{N}\right) \bar{c}\right\}\right) \\
= & \frac{1}{\left(\mathrm{E}_{\xi} Z\right)^{2}} \sum_{\left|R_{1,2}^{t}\right|>(1-(1-t) / N) \bar{c}} \exp y\left(\sigma_{N}^{1}+\sigma_{N}^{2}\right) \\
\leq & \frac{1}{\left(\mathrm{E}_{\xi} Z\right)^{2}} \sum_{\left|R_{1,2}^{-}\right|>3 \bar{c} / 4} \exp y\left(\sigma_{N}^{1}+\sigma_{N}^{2}\right) \\
\leq & \frac{1}{\left(\mathrm{E}_{\xi} Z\right)^{2}} \operatorname{ch}^{2} y \operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}^{-}\right|>\frac{3 \bar{c}}{4}\right\},
\end{aligned}
$$

because the condition $\left|R_{1,2}^{-}\right| \geq 3 \bar{c} / 4$ does not depend on the value of $\sigma_{N}^{1}$ and $\sigma_{N}^{2}$. Now (A.18) implies

$$
\begin{aligned}
\operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}^{-}\right|>\frac{3 \bar{c}}{4}\right\} & \leq 2^{2 N+1} \exp \left(-\frac{9 N \bar{c}^{2}}{32}\right) \\
& \leq 2^{2 N+1} \exp \left(-\frac{N \bar{c}^{2}}{4}\right)
\end{aligned}
$$

and we conclude using (9.41).
The following will allow to control the term (9.8).
Proposition 9.3.11. There exists a number $q_{0}>0$ and a number $L$ with the following properties. Assume that (9.39) and (9.40) hold. Consider the probability measure $G$ given by (9.46) and denote by $\langle\cdot\rangle$ an average for $G$. Consider any number $0 \leq q \leq q_{0}$. Consider independent standard Gaussian r.v.s $z, \xi^{\prime}$, and set

$$
\begin{equation*}
w(\boldsymbol{\sigma})=\sqrt{v} S_{M, t}(\boldsymbol{\sigma})+\sqrt{1-v}\left(z \sqrt{q}+\xi^{\prime} \sqrt{1-q}\right) \tag{9.48}
\end{equation*}
$$

Denote by $\mathrm{E}^{\prime}$ expectation in the r.v.s $g_{i, M}$ and $z$. Then, for $\bar{b}=L \exp (-N / L)$ we have

$$
\begin{equation*}
\mathrm{E}^{\prime} \frac{1}{\max \left(\bar{b}, \mathrm{E}_{\xi}\langle\exp u(w(\boldsymbol{\sigma}))\rangle\right)^{12}} \leq L \exp L \tau^{2} \tag{9.49}
\end{equation*}
$$

where $\mathrm{E}_{\xi}$ denotes expectation in $\xi^{\prime}$ and $\xi_{M}$.
Proof. Be begin the proof by a few observations. Let us denote by $\mathrm{E}_{g}$ expectation in the r.v.s $g_{i, M}$ only (given $z$ ). Let

$$
w^{\prime}(\boldsymbol{\sigma})=\frac{1}{\sqrt{1-(1-t) / N}}\left(\frac{1}{\sqrt{N}} \sum_{i<N} g_{i, M} \sigma_{i}+\sqrt{\frac{t}{N}} g_{N, M} \sigma_{N}\right)
$$

The purpose of the factor $1 / \sqrt{1-(1-t) / N}$ is to ensure that $\mathrm{E}_{g} w^{\prime}(\boldsymbol{\sigma})^{2}=1$ in order to apply Proposition 9.3.5. We have

$$
\mathrm{E}_{g} w^{\prime}\left(\boldsymbol{\sigma}^{1}\right) w^{\prime}\left(\boldsymbol{\sigma}^{2}\right)=\frac{1}{1-(1-t) / N} R_{1,2}^{t} .
$$

It follows from Proposition 9.3.10 that the family $w^{\prime}(\boldsymbol{\sigma})$ satisfies the conditions of Proposition 9.3.5 for the probability measure $G$ given by (9.46) and for the value $d=8 / \bar{c}^{2}$. Since $d$ is a universal constant, the number $b$ in (9.36) is of the type $L \exp (-N / L)$ and will from now on be denoted by $\bar{b}$. Therefore by (9.36) for any number $\tau^{\prime} \geq 0$ we have

$$
\begin{equation*}
\mathrm{E}_{g} \frac{1}{\max \left(b, G\left(\left\{\boldsymbol{\sigma} ; w^{\prime}(\boldsymbol{\sigma}) \geq \tau^{\prime}\right\}\right)\right)^{12}} \leq L \exp L \tau^{\prime 2} \tag{9.50}
\end{equation*}
$$

We now start the proof of (9.49). We observe that

$$
\begin{equation*}
w(\boldsymbol{\sigma})=\sqrt{v} \sqrt{1-\frac{1-t}{N}} w^{\prime}(\boldsymbol{\sigma})+\sqrt{v} \sqrt{\frac{1-t}{N}} \xi_{M}+\sqrt{1-v}\left(z \sqrt{q}+\xi^{\prime} \sqrt{1-q}\right) \tag{9.51}
\end{equation*}
$$

Case 1 We have $v \geq 1 / 2$. We set

$$
d=\frac{1}{2} \mathcal{N}\left(-\frac{z \sqrt{q}}{\sqrt{1-q}}\right)
$$

where $\mathcal{N}(s)=\mathrm{P}\left(\xi^{\prime} \geq s\right)$. Let us define

$$
\tau^{\prime}=\frac{\tau}{\sqrt{v} \sqrt{1-(1-t) / N}}
$$

Then (9.51) implies
$\xi^{\prime} \geq-\frac{z \sqrt{q}}{\sqrt{1-q}} ; \quad \xi_{M} \geq 0, \quad w^{\prime}(\boldsymbol{\sigma}) \geq \tau^{\prime} \Rightarrow \quad w(\boldsymbol{\sigma}) \geq \tau \Rightarrow \exp u(w(\boldsymbol{\sigma}))=1$.

Therefore, if $w^{\prime}(\boldsymbol{\sigma}) \geq \tau^{\prime}$, we have

$$
\mathrm{E}_{\xi} \exp u(w(\boldsymbol{\sigma})) \geq \mathrm{P}\left(\xi^{\prime} \geq-\frac{z \sqrt{q}}{\sqrt{1-q}}, \xi_{M} \geq 0\right)=d
$$

and thus

$$
\begin{equation*}
\mathrm{E}_{\xi}\langle\exp u(w(\boldsymbol{\sigma}))\rangle=\left\langle\mathrm{E}_{\xi} \exp u(w(\boldsymbol{\sigma}))\right\rangle \geq d G\left(\left\{w^{\prime}(\boldsymbol{\sigma}) \geq \tau^{\prime}\right\}\right), \tag{9.52}
\end{equation*}
$$

so that (9.52) yields, using (9.50),

$$
\begin{align*}
\mathrm{E}_{g} \frac{1}{\max \left(\bar{b}, \mathrm{E}_{\xi}\langle\exp u(w(\boldsymbol{\sigma}))\rangle\right)^{12}} & \leq \frac{1}{d^{12}} \mathrm{E}_{g} \frac{1}{\max \left(\bar{b}, G\left(\left\{w^{\prime}(\boldsymbol{\sigma}) \geq \tau^{\prime}\right\}\right)\right)^{12}} \\
& \leq \frac{L}{d^{12}} \exp L \tau^{\prime 2} \\
& \leq \frac{L}{d^{12}} \exp L \tau^{2} \tag{9.53}
\end{align*}
$$

since $\tau^{\prime} \leq 2 \tau$. Now, using the rough estimate $\mathcal{N}(s) \geq \exp \left(-s^{2}\right) / L$, we have

$$
\frac{1}{d^{12}}=2^{12} \mathcal{N}\left(-\frac{z \sqrt{q}}{\sqrt{1-q}}\right)^{-12} \leq L \exp \left(\frac{12 z^{2} q}{1-q}\right)
$$

so that if $q \leq q_{0}$ we have $\mathrm{E} d^{-12} \leq L$ and taking expectation in $z$ in (9.53) the result follows.

Case 2 We have $v \leq 1 / 2$. Then (9.51) implies

$$
\xi^{\prime} \geq-\frac{z \sqrt{q}}{\sqrt{1-q}}+2 \tau ; \quad \xi_{M} \geq 0, \quad w^{\prime}(\boldsymbol{\sigma}) \geq 0 \quad \Rightarrow \quad w(\boldsymbol{\sigma}) \geq \tau
$$

and thus (9.52) holds now for

$$
\tau^{\prime}=0, \quad d=\mathcal{N}\left(-\frac{z \sqrt{q}}{\sqrt{1-q}}+2 \tau\right)
$$

and we proceed as before, using that

$$
\mathrm{E} \exp 12\left(2 \tau-\frac{z \sqrt{q}}{\sqrt{1-q}}\right)^{2} \leq L \exp L \tau^{2}
$$

if $q \leq q_{0}$.

### 9.4 Integration by Parts

If $g$ is a standard Gaussian r.v. and $U$ is a smooth function (of moderate growth), the size of $\mathrm{E} U^{\prime}(g)$ is governed by the size of $U$ rather than by the size of $U^{\prime}$ because, by integration by parts,

$$
\left|\mathrm{E} U^{\prime}(g)\right|=|\mathrm{E} g U(g)| \leq \mathrm{E}|g||U(g)| \leq L \sup |U| .
$$

More generally, we have the following elementary fact.

Lemma 9.4.1. Consider independent standard Gaussian r.v.s $h_{1}, \ldots, h_{n}, a$ smooth function $V$ of $n$ variables, and integers $k_{1}, \ldots, k_{n}$. Let $k=\sum_{i \leq n} k_{i}$. Then

$$
\begin{equation*}
\left|\mathrm{E} \frac{\partial^{k} V}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right)\right| \leq C\left(k_{1}, \ldots, k_{n}\right) \sup |V| \tag{9.54}
\end{equation*}
$$

where the number $C\left(k_{1}, \ldots, k_{n}\right)$ depends only on $k_{1}, \ldots, k_{n}$. In fact, more generally, if $\ell_{1}, \ldots, \ell_{n}$ are integers $\geq 0$ then

$$
\begin{equation*}
\left|E h_{1}^{\ell_{1}} \cdots h_{n}^{\ell_{n}} \frac{\partial^{k} V}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right)\right| \leq C\left(k_{1}, \ldots, k_{n}, \ell_{1}, \ldots, \ell_{n}\right) \sup |V| \tag{9.55}
\end{equation*}
$$

Proof. The proof goes by induction over $k$. For $k=0$ the result is obvious. Assuming that (9.55) has been proved for $k-1$ (and all values of $\ell_{1}, \ldots, \ell_{n}, k_{1}, \ldots, k_{n}$ such that $\sum_{i \leq n} k_{i}=k-1$ ) we prove it for $k$. we may and do assume that $k_{1} \geq 1$, and we simply write, using integration by parts in $h_{1}$, that

$$
\begin{aligned}
& \mathrm{E} h_{1}^{\ell_{1}} \cdots h_{n}^{\ell_{n}} \frac{\partial^{k} V}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right) \\
= & \mathrm{E} h_{1}^{\ell_{1}+1} \cdots h_{n}^{\ell_{n}} \frac{\partial^{k-1} V}{\partial x_{1}^{k_{1}-1} \partial x_{2}^{k_{2}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right) \\
- & \ell_{1} \mathrm{E} h_{1}^{\ell_{1}-1} \cdots h_{n}^{\ell_{n}} \frac{\partial^{k-1} V}{\partial x_{1}^{k_{1}-1} \partial x_{2}^{k_{2}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right),
\end{aligned}
$$

and the proof is complete.
We proved (9.54) when $h_{1}, \ldots, h_{n}$ are independent. Certainly (9.54) will not hold without any condition on $h_{1}, \ldots, h_{n}$. For example, at the opposite from the independence situation consider the pair $(h, h)$, a function $f$ of one variable and $U\left(x_{1}, x_{2}\right)=f\left(x_{1}-x_{2}\right)$, so that

$$
\frac{\partial^{2} U}{\partial x_{1} \partial x_{2}}\left(x_{1}, x_{2}\right)=-f^{\prime \prime}\left(x_{1}-x_{2}\right)
$$

and

$$
\mathrm{E} \frac{\partial^{2} U}{\partial x_{1} \partial x_{2}}(h, h)=-f^{\prime \prime}(0)
$$

is certainly not controlled by $\sup |f|$. Still, it turns out that (9.54) will hold provided there is enough independence between the r.v.s $h_{1}, \ldots, h_{n}$. To see this, assume that there is a linear invertible operator $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that

$$
\begin{equation*}
T\left(h_{1}, \ldots, h_{n}\right)=\left(w_{1}, \ldots, w_{n}\right) \tag{9.56}
\end{equation*}
$$

where the sequence $\left(w_{1}, \ldots, w_{n}\right)$ consists of independent standard Gaussian r.v.s. That is, $T$ is given by a invertible matrix $\left(a_{\ell, \ell^{\prime}}\right)$, and (9.56) means that $w_{\ell}=\sum_{\ell^{\prime}<n} a_{\ell, \ell^{\prime}} h_{\ell^{\prime}}$. Consider the function $V=U \circ T^{-1}$ of $n$ variables, so that $U=\bar{V} \circ T$. Each term

$$
\mathrm{E} \frac{\partial^{k} U}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right)
$$

is a linear combination of terms

$$
\begin{equation*}
\mathrm{E} \frac{\partial^{k} V}{\partial x_{1}^{\ell_{1}} \cdots \partial x_{n}^{\ell_{n}}}\left(T\left(h_{1}, \ldots, h_{n}\right)\right) \tag{9.57}
\end{equation*}
$$

where $\ell_{1}+\ldots+\ell_{n}=k$. The coefficients of this linear combination are determined by the coefficients of the matrix $T$. Using (9.56) and (9.54), each term (9.57) is controlled by $\sup |V|=\sup |U|$. Thus

$$
\begin{equation*}
\left|\mathrm{E} \frac{\partial^{k} U}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right)\right| \leq C\left(k_{1}, \ldots, k_{n},\|T\|\right) \sup |U| \tag{9.58}
\end{equation*}
$$

where $\|T\|$ is the size of the largest coefficient of the matrix $T$ and the quantity $C\left(k_{1}, \ldots, k_{n},\|T\|\right)$ depends only on $k_{1}, \ldots, k_{n}$ and $\|T\|$.

Here is a simple condition under which one can control $\|T\|$.

Definition 9.4.2. A jointly Gaussian sequence $\left(h_{1}, \ldots, h_{n}\right)$ is widely spread if for each $\ell \leq n$ we have $\mathrm{E} h_{\ell}^{2} \leq 1$ and there exists a Gaussian r.v. $z_{\ell}$ with $\mathrm{E} z_{\ell}^{2} \leq 1, \mathrm{E} z_{\ell} h_{\ell} \geq 1 / 8$ and $\mathrm{E} z_{\ell} h_{\ell^{\prime}}=0$ for $\ell \neq \ell^{\prime}$.

Of course here we assume that the whole family $\left(h_{1}, \ldots, h_{n}, z_{1}, \ldots, z_{n}\right)$ is jointly Gaussian. Equivalently, we may assume that the r.v.s $z_{\ell}$ belong to the linear span of $h_{1}, \ldots, h_{n}$. The choice of the constant $1 / 8$ is quite arbitrary.

It often helps to think in geometrical terms. This is the case here: consider the space $W$ of linear combinations $h=\sum_{\ell \leq n} a_{\ell} h_{\ell}$ provided with the scalar product $\left(h, h^{\prime}\right)=\mathrm{E} h h^{\prime}$. Given $\ell \leq n$, consider the linear span $W_{\ell}$ of $h_{1}, \ldots, h_{\ell-1}, h_{\ell+1}, \ldots, h_{n}$. Then

$$
\sup \left\{\left(z, h_{\ell}\right) ; z \in W ;\|z\|^{2}=1 ; \forall \ell \neq \ell^{\prime},\left(z, h_{\ell^{\prime}}\right)=0\right\}
$$

is the distance from $h_{\ell}$ to $W_{\ell}$. So, the sequence $\left(h_{1}, \ldots, h_{n}\right)$ is widely spread if and only if for each $\ell$ this distance is $\geq 1 / 8$.

When

$$
w=\sum_{\ell^{\prime} \leq n} a_{\ell^{\prime}} h_{\ell^{\prime}},
$$

and if $z_{\ell}$ is as provided by the hypothesis of Definition 9.4.2, i.e. $\mathrm{E} z_{\ell}^{2} \leq 1$, $\mathrm{E} z_{\ell} h_{\ell} \geq 1 / 8$ and $\mathrm{E} z_{\ell} h_{\ell^{\prime}}=0$ for $\ell \neq \ell^{\prime}$, we have

$$
\|w\| \geq\left|\left(z_{\ell}, w\right)\right|=\left|a_{\ell}\left(z_{\ell}, h_{\ell}\right)\right| \geq\left|\frac{a_{\ell}}{8}\right|
$$

so that $\left|a_{\ell}\right| \leq 8\|w\|$. It should be obvious that $W$ is $n$-dimensional. Consider any orthonormal basis $w_{1}, \ldots, w_{n}$ of $W$, so that the sequence $w_{1}, \ldots, w_{n}$ is i.i.d. standard normal. We have just shown that the matrix of the map $T$ such that (9.56) holds satisfies $\|T\| \leq 8$. Thus we have proved the following.

Proposition 9.4.3. If the sequence $\left(h_{\ell}\right)_{\ell \leq n}$ is widely spread then

$$
\begin{equation*}
\left|\mathrm{E} \frac{\partial^{k} U}{\partial x_{1}^{k_{1}} \cdots \partial x_{n}^{k_{n}}}\left(h_{1}, \ldots, h_{n}\right)\right| \leq C(k) \sup |U| \tag{9.59}
\end{equation*}
$$

where $C(k)$ depends only on $k=k_{1}+\cdots+k_{n}$.

We now show that widely spread sequences occur naturally.
Proposition 9.4.4. Consider a probability measure $G$ on $\Sigma_{N}=\{-1,1\}^{N}$ and assume that

$$
\begin{equation*}
\forall \mathbf{x} \in \mathbb{R}^{N}, \quad G\left(\left\{\boldsymbol{\sigma} ; \sum_{i \leq N-1}\left|\sigma_{i}-x_{i}\right|^{2} \leq \frac{N}{16}\right\}\right) \leq 4 \exp \left(-\frac{N}{32}\right) \tag{9.60}
\end{equation*}
$$

For $\boldsymbol{\sigma}$ in $\Sigma_{N}$, let $h(\boldsymbol{\sigma})=N^{-1 / 2} \sum_{i<N} g_{i} \sigma_{i}$. Then

$$
\begin{align*}
& G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ;\left(h\left(\boldsymbol{\sigma}^{1}\right), \ldots, h\left(\boldsymbol{\sigma}^{n}\right)\right) \text { is widely spread }\right\}\right) \\
& \geq 1-L^{n} \exp \left(-\frac{N}{32}\right) . \tag{9.61}
\end{align*}
$$

Proof. As a first step, given $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n-1} \in \Sigma_{N}$ we show that $G(A) \geq$ $1-L^{n} \exp (-N / 32)$, where

$$
A=\left\{\boldsymbol{\sigma} ; \exists z, \mathrm{E} z^{2}=1, \mathrm{E} z h(\boldsymbol{\sigma}) \geq 1 / 8 ; \forall \ell \leq n-1, \mathrm{E} z h\left(\boldsymbol{\sigma}^{\ell}\right)=0\right\}
$$

and where $z$ is a Gaussian r.v. that belongs to the linear span of $\left(g_{i}\right)_{i \leq N}$. To prove this statement we consider the space $\mathbb{R}^{N-1}$ provided with the dot product $(\mathbf{x}, \mathbf{y})=N^{-1} \sum_{i \leq N-1} x_{i} y_{i}$ and the associated distance. The condition $\boldsymbol{\sigma} \in A^{c}$ means that $\boldsymbol{\rho}=\left(\sigma_{1}, \ldots, \sigma_{N-1}\right)$ is at distance $<1 / 8$ from the linear span $W$ of $\boldsymbol{\rho}^{1}, \ldots, \boldsymbol{\rho}^{n-1}$. According to Proposition A.7.1 we may find a subset $F$ of $W$ with card $F \leq L^{n}$ such that any point of the unit ball of $W$ is within distance $1 / 8$ of $F$. Then if the distance of $\rho$ to $W$ is $\leq 1 / 8$, since $\rho$ is of norm $\leq 1, \rho$ is within distance $1 / 8$ of the unit ball of $W$, so is within distance $\leq 1 / 4$ of $F$. Thus

$$
G\left(A^{c}\right) \leq G\left(\left\{\sigma ; \exists \mathbf{x} \in F ; \sum_{i \leq N-1}\left|\sigma_{i}-x_{i}\right|^{2} \leq \frac{N}{16}\right\}\right) \leq L^{n} \exp \left(-\frac{N}{32}\right)
$$

by (9.60) and this completes the proof that $G(A) \geq 1-L^{n} \exp (-N / 32)$. We then use Fubini Theorem to obtain that if
$B_{n}=\left\{\boldsymbol{\sigma}^{1}, \cdots \boldsymbol{\sigma}^{n} ; \exists z, \mathrm{E} z^{2}=1, \mathrm{E} z h\left(\boldsymbol{\sigma}^{n}\right) \geq 1 / 8, \forall \ell \leq n-1, \mathrm{E} z h\left(\boldsymbol{\sigma}^{\ell}\right)=0\right\}$, then

$$
G^{\otimes n}\left(B_{n}\right) \geq 1-L^{n} \exp \left(-\frac{N}{32}\right)
$$

and therefore

$$
\begin{aligned}
& G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ;\left(h\left(\boldsymbol{\sigma}^{1}\right), \ldots, h\left(\boldsymbol{\sigma}^{n}\right)\right) \text { is widely spread }\right\}\right) \\
& \geq 1-n L^{n} \exp \left(-\frac{N}{32}\right)
\end{aligned}
$$

which completes the proof.
Condition (9.60) itself occurs naturally, as the following shows.
Proposition 9.4.5. Assume (9.39) and (9.40), and consider $G$ as in (9.46). Then $G$ satisfies (9.60).

Proof. If $Z$ is as in (9.45), then

$$
\begin{equation*}
G\left(\left\{\sigma ; \sum_{i \leq N-1}\left(\sigma_{i}-x_{i}\right)^{2} \leq \frac{N}{16}\right\}\right) \leq \frac{1}{\mathrm{E}_{\xi} Z} \sum_{B} \exp y \sigma_{N}, \tag{9.62}
\end{equation*}
$$

where the summation is over the set

$$
B=\left\{\boldsymbol{\sigma} ; \sum_{i \leq N-1}\left(\sigma_{i}-x_{i}\right)^{2} \leq \frac{N}{16}\right\} .
$$

Since $B$ does not depend on the last coordinate, we have

$$
\sum_{B} \exp y \sigma_{N}=\operatorname{ch} y \operatorname{card} B
$$

and by (9.41) the right-hand side of (9.62) is $\leq \exp \left(N \bar{c}^{2} / 16\right) 2^{-N+1} \operatorname{card} B$. Next we proceed to bound $\operatorname{card} B$. Consider $\lambda=1 / 2$, so that $\exp (-\lambda) \leq$ $1-\lambda / 2$ and $1+\exp (-\lambda) \leq 2(1-\lambda / 4)$. Since for each $i$ either $\left|1-x_{i}\right| \geq 1$ or $\left|1+x_{i}\right| \geq 1$, we have

$$
\begin{aligned}
& \sum_{\boldsymbol{\sigma}} \exp \left(-\lambda \sum_{i \leq N-1}\left(x_{i}-\sigma_{i}\right)^{2}\right) \\
= & 2 \prod_{i \leq N-1}\left(\exp \left(-\lambda\left(1+x_{i}\right)^{2}\right)+\exp \left(-\lambda\left(1-x_{i}\right)^{2}\right)\right) \\
\leq & 2(1+\exp (-\lambda))^{N-1} \\
\leq & 2^{N}\left(1-\frac{\lambda}{4}\right)^{N-1} \\
\leq & 2^{N} \exp \left(-\frac{\lambda}{4}(N-1)\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
\operatorname{card} B \exp \left(-\frac{\lambda N}{16}\right) & \leq \sum_{\boldsymbol{\sigma} \in B} \exp \left(-\lambda \sum_{i \leq N-1}\left(\sigma_{i}-x_{i}\right)^{2}\right) \\
& \leq 2^{N} \exp \left(-\frac{\lambda}{4}(N-1)\right)
\end{aligned}
$$

i.e., since $\lambda=1 / 2$,

$$
\operatorname{card} B \leq 2^{N+1} \exp \left(-\frac{N}{16}\right)
$$

Since we may assume $\bar{c} \leq 1 / 2$, we have

$$
\exp \left(N \bar{c}^{2} / 16\right) 2^{-N+1} \operatorname{card} B \leq L \exp (-N / 32)
$$

and the result follows.
Our final technical result will allow us to deal with r.v.s such as in (9.48).

Proposition 9.4.6. Assume that the sequence $\left(h_{\ell}\right)_{\ell \leq n}$ is widely spread. Consider a number $q \leq 1 / 2$ and Gaussian r.v.s $h_{\ell}^{\prime}, z, \xi^{\ell}$. We assume that the r.v.s $\left(h_{\ell}^{\prime}\right)$ are independent of the r.v.s $\left(h_{\ell}\right)$, and that the r.v.s $z, \xi^{\ell}$ are independent of the r.v.s $h_{\ell}$ and $h_{\ell}^{\prime}$. Then the sequence

$$
w_{\ell}=\sqrt{1-v}\left(z \sqrt{q}+\sqrt{1-q} \xi^{\ell}\right)+\sqrt{v}\left(h_{\ell}+h_{\ell}^{\prime}\right)
$$

is widely spread.

Proof. Since the sequence $h_{\ell}$ is widely spread, by definition, for $\ell \leq n$ there exists a Gaussian r.v. $z_{\ell}$ with $\mathrm{E} z_{\ell}^{2}=1$, $\mathrm{E} z_{\ell} h_{\ell} \geq 1 / 8, \mathrm{E} z_{\ell} h_{\ell^{\prime}}=0$ if $\ell \neq \ell^{\prime}$. we may assume that $\mathrm{E} z_{\ell} \xi^{\ell^{\prime}}=\mathrm{E} z_{\ell} h_{\ell^{\prime}}^{\prime}=0$ for each $\ell^{\prime}$. The Gaussian r.v.

$$
g_{\ell}=\sqrt{1-v} \xi^{\ell}+\sqrt{v} z_{\ell}
$$

satisfies $\mathrm{E} g_{\ell}^{2}=1, \mathrm{E} g_{\ell} w_{\ell}=(1-v) \sqrt{1-q}+v \mathrm{E} z_{\ell} h_{\ell} \geq 1 / 8$ and $\mathrm{E} g_{\ell} w_{\ell^{\prime}}=0$ if $\ell \neq \ell^{\prime}$.

### 9.5 The Replica Symmetric Solution

We have built the tools necessary to accomplish the program outlined in Section 9.1, and now we will perform the steps of this program in detail. We recall the number $\tau$ of (9.2).

Theorem 9.5.1. There exists a number L with the following property. Consider a function $u$ that satisfies (9.2), and assume that

$$
\begin{equation*}
\forall \ell, 1 \leq \ell \leq 5, \quad\left|u^{(\ell)}\right| \leq \exp \left(\frac{N}{L}\right) \tag{9.63}
\end{equation*}
$$

Consider $\alpha$ with

$$
\begin{equation*}
L \alpha \exp L \tau^{2} \leq 1 \tag{9.64}
\end{equation*}
$$

Then, if $z$ and $\xi$ are independent standard normal r.v.s, the system of equations with unknown ( $r, p$ )

$$
\begin{equation*}
q=\operatorname{Eth}^{2}(z \sqrt{r}) ; \quad r=\frac{\alpha}{1-q} \mathrm{E}\left(\frac{\mathrm{E}_{\xi} \xi \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right)^{2} \tag{9.65}
\end{equation*}
$$

where $\theta=z \sqrt{q}+\xi \sqrt{1-q}$ has a unique solution. Moreover, consider the system with Hamiltonian (9.1). Then if $\alpha=M / N$ satisfies (9.64) and if $q$ is as in (9.65) we have

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-q\right)^{2}\right) \leq \frac{L}{N} \tag{9.66}
\end{equation*}
$$

The control of the first 5 derivatives in (9.63) is assumed as a blanket assumption for further use. The reader can check that to prove (9.66) it would suffice to control the first three derivatives.

Let us first study the system of equations (9.65). To compare with the equations (2.66) we recall that by integration by parts we have

$$
\begin{equation*}
\widehat{r}(q):=\frac{1}{1-q} \mathrm{E}\left(\frac{\mathrm{E}_{\xi} \xi \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right)^{2}=\mathrm{E}\left(\frac{\mathrm{E}_{\xi} u^{\prime}(\theta) \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right)^{2} \tag{9.67}
\end{equation*}
$$

Let us define

$$
Y=\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}
$$

We will prove first that

$$
\begin{equation*}
\left(\frac{\mathrm{E}_{\xi} \xi \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right)^{2} \leq L\left(Y^{2}+1\right) \tag{9.68}
\end{equation*}
$$

Since $u \leq 0$ and

$$
\xi \geq Y \Rightarrow \theta \geq \tau \Rightarrow u(\theta) \geq 0
$$

we have

$$
\begin{equation*}
\mathrm{E}_{\xi} \exp u(\theta) \geq \mathrm{P}_{\xi}(\xi \geq Y) \tag{9.69}
\end{equation*}
$$

denoting by $\mathrm{P}_{\xi}$ the probability corresponding to $\mathrm{E}_{\xi}$. Thus (9.68) is obvious when $Y \leq 1$, since $\left|\mathrm{E}_{\xi} \exp u(\theta)\right| \leq \mathrm{E}|\xi| \leq L$ and $\mathrm{E}_{\xi} \exp u(\theta) \geq 1 / L$. When $Y \geq 1$, it holds

$$
\begin{aligned}
\left|\mathrm{E}_{\xi} \xi \exp u(\theta)\right| & \leq \mathrm{E}_{\xi} \mathbf{1}_{\{|\xi| \leq Y\}}|\xi| \exp u(\theta)+\mathrm{E}_{\xi} \mathbf{1}_{\{|\xi|>Y\}}|\xi| \exp u(\theta) \\
& \leq Y \mathrm{E}_{\xi} \exp u(\theta)+\mathrm{E}_{\xi} \mathbf{1}_{\{|\xi|>Y\}}|\xi|
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\left|\frac{\mathrm{E}_{\xi} \xi \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right| \leq Y+\frac{E_{\xi} \mathbf{1}_{\{|\xi|>Y\}}|\xi|}{\mathrm{E}_{\xi} \exp u(\theta)} \tag{9.70}
\end{equation*}
$$

We observe that

$$
\mathrm{E}_{\xi} \mathbf{1}_{\{|\xi|>Y\}}|\xi|=\frac{2}{\sqrt{2 \pi}} \int_{Y}^{\infty} x \exp \left(-\frac{x^{2}}{2}\right) \mathrm{d} x=\frac{2}{\sqrt{2 \pi}} \exp \left(-\frac{Y^{2}}{2}\right)
$$

and that, by (3.136) and (9.69) we have

$$
\mathrm{E}_{\xi} \exp u(\theta) \geq \frac{Y}{1+Y^{2}} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{Y^{2}}{2}\right)
$$

so combining with (9.70) we obtain

$$
\left|\frac{\mathrm{E}_{\xi} \xi \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right| \leq Y+L \frac{Y^{2}+1}{Y} \leq L Y+1
$$

This implies (9.68) and thus, going back to (9.67), we have

$$
\widehat{r}(q) \leq \frac{L\left(1+\tau^{2}\right)}{(1-q)^{2}}
$$

Therefore

$$
q \leq \frac{1}{2} \Rightarrow \widehat{r}(q) \leq L\left(1+\tau^{2}\right)
$$

so that if the constant in (9.64) is large enough then

$$
q \leq \frac{1}{2} \Rightarrow \alpha \widehat{r}(q) \leq \frac{1}{2}
$$

and since $\operatorname{Eth}^{2}(z \sqrt{r}) \leq \mathrm{E} z^{2} r \leq r$ the continuous function

$$
\begin{equation*}
q \mapsto \psi(q)=\operatorname{Eth}^{2}(z \sqrt{\alpha \widehat{r}(q)}) \tag{9.71}
\end{equation*}
$$

maps the interval $[0,1 / 2]$ into itself; so the equation $q=\psi(q)$ has a solution.
To show that this solution is unique, one simply works harder along the same lines to prove that $\left|\psi^{\prime}\right|<1$. There is no point however to complete the details, since our argument will show that (9.66) holds for any solution of (9.65), and that therefore this solution is unique.

We turn to the proof of (9.66). We fix once and for all a solution $(q, r)$ of the equations (9.65) and recalling (9.67) we set $\widehat{r}=\widehat{r}(q)$. As we explained in Section 9.1, the key to the results of the present chapter is a better estimate
than (2.40) when using the "cavity in $M$ " method; and we turn to this now. We think of $t$ as fixed, and given a function $f$ on 4 replicas, we recall that

$$
\begin{equation*}
\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right)=\mathrm{E} \frac{\left\langle f \mathrm{E}_{\xi} u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right) \exp \sum_{m \leq 4} u\left(S_{v}^{m}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp \left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{4}}, \tag{9.72}
\end{equation*}
$$

where $\mathrm{E}_{\xi}$ denotes expectation in the randomness of the variables $\xi^{\ell}, \xi_{M}^{\ell}$, where

$$
\begin{align*}
S_{v}^{\ell}=S_{v}\left(\boldsymbol{\sigma}^{\ell}, \xi_{M}^{\ell}\right) & =\sqrt{v} S_{M, t}\left(\boldsymbol{\sigma}^{\ell}, \xi_{M}^{\ell}\right)+\sqrt{1-v}\left(z \sqrt{q}+\xi^{\ell} \sqrt{1-q}\right)  \tag{9.73}\\
S_{M, t}(\boldsymbol{\sigma}, \xi) & =\sum_{i<N-1} \frac{1}{\sqrt{N}} g_{i, M} \sigma_{i}+\sqrt{\frac{t}{N}} g_{N, M} \sigma_{N}+\sqrt{\frac{1-t}{N}} \xi
\end{align*}
$$

and where $\langle\cdot\rangle_{t, \sim}$ is the Gibbs average corresponding to the Hamiltonian (2.30).

Proposition 9.5.2. Consider a function $f$ on $\Sigma_{N}^{4}$, and

$$
\begin{equation*}
\varphi(v)=\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right) \quad \text { or } \quad \varphi(v)=\nu_{t, v}(f) \tag{9.74}
\end{equation*}
$$

Assume that $D$ is as in (9.3), and that (9.64) holds. Then

$$
\begin{align*}
\left|\varphi^{\prime}(v)\right| \leq & L \exp L \tau^{2}\left(\sum_{\ell_{1}, \ell_{2} \leq 6, \ell_{1} \neq \ell_{2}} \mathrm{E}\langle | f| | R_{\ell_{1}, \ell_{2}}-q| \rangle_{t, \sim}\right. \\
& \left.+\frac{1}{N} \mathrm{E}\langle | f| \rangle_{\sim}+\max |f| D^{4} \exp \left(-\frac{N}{L}\right)\right) \tag{9.75}
\end{align*}
$$

Proof. We observe the very important fact that, if $\ell \neq \ell^{\prime}$, we have

$$
\begin{equation*}
u^{\prime}\left(x_{\ell}\right) u^{\prime}\left(x_{\ell^{\prime}}\right) \exp \sum_{m \leq 4} u\left(x_{m}\right)=\frac{\partial^{2}}{\partial x_{\ell} \partial x_{\ell^{\prime}}} \exp \sum_{m \leq 4} u\left(x_{m}\right) . \tag{9.76}
\end{equation*}
$$

To compute $\varphi^{\prime}(v)$ we differentiate the relation (9.72) and we integrate by parts in all the Gaussian r.v.s occurring in $S_{v}^{\ell}$. We recall the notation

$$
R_{1,2}^{t}=\frac{1}{N} \sum_{i \leq N-1} \sigma_{i}^{1} \sigma_{i}^{2}+\frac{t}{N} \sigma_{N}^{1} \sigma_{N}^{2}
$$

Setting $S_{v}^{\ell \prime}=\partial S_{v}^{\ell} / \partial v$, (a quantity that should not be confused with $S_{v}^{\ell^{\prime}}$ ) we see that $\mathrm{E} S_{v}^{\ell \prime} S_{v}^{\ell^{\prime}}=\left(R_{\ell, \ell^{\prime}}^{t}-q\right) / 2$. We have explained in great detail in the proof of Lemma 2.3.2 how to compute $\varphi^{\prime}(v)$ using integration by parts. This argument shows that $\varphi^{\prime}(v)$ is a linear combination of terms

$$
\begin{equation*}
\mathrm{E} \frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}} \tag{9.77}
\end{equation*}
$$

where

$$
V=V\left(S_{v}^{1}, \ldots, S_{v}^{6}\right)
$$

and

$$
V\left(x_{1}, \ldots, x_{6}\right)=\frac{\partial^{k}}{\partial x_{1}^{k_{1}} \cdots \partial x_{6}^{k_{6}}} \exp \sum_{m \leq 6} u\left(x_{m}\right)
$$

for integers $k_{1}, \ldots, k_{6}$ with $k=\sum_{m \leq 6} k_{m} \leq 4$, and $k_{m} \leq 3$. Specifically, $k=2$ when $\varphi(v)=\nu_{t, v}(f)$ and $k=4$ when $\varphi(v)=\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right)$.

Consider the (exceptional) event $\Omega$ that (9.39) or (9.40) fail. Using Lemma 9.3 .8 we obtain that if the constant in (9.64) is large enough, then

$$
\mathrm{P}(\Omega) \leq L \exp \left(-\frac{N}{L}\right)
$$

On the other hand, since $V \leq L D^{4} \exp \left(\sum_{m \leq 6} u\left(S_{v}^{m}\right)\right)$, we have

$$
\left\langle\mathrm{E}_{\xi} V\right\rangle_{t, \sim} \leq D^{4}\left\langle\mathrm{E}_{\xi} \exp \sum_{m \leq 6} u\left(S_{v}^{m}\right)\right\rangle_{t, \sim}=\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6},
$$

so that

$$
\begin{equation*}
\left|\frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}}\right| \leq 2 \max |f| \frac{\left\langle\mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}} \leq L \max |f| D^{4} \tag{9.78}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\mathrm{E} 1_{\Omega}\left|\frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}}\right| \leq L \max |f| D^{4} \exp \left(-\frac{N}{L}\right) \tag{9.79}
\end{equation*}
$$

This controls what happens on the exceptional event $\Omega$ and we turn to the control of what happens on the "generic" event $\Omega^{c}$. Let us denote by $\mathrm{E}^{\prime}$ the expectation in the randomness of $z$ and of the $g_{i, M}, i \leq N$. This randomness is independent of $\Omega$ so that

$$
\begin{equation*}
\mathrm{E} 1_{\Omega^{c}}\left|\frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}}\right|=\mathrm{E} 1_{\Omega^{c}} \mathrm{E}^{\prime}\left|\frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}}\right| \tag{9.80}
\end{equation*}
$$

Comparing (9.73) and (9.48) we obtain from (9.49) that

$$
\begin{equation*}
\mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime} \frac{1}{\max \left(\bar{b},\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}\right)^{12}} \leq L \exp L \tau^{2} \tag{9.81}
\end{equation*}
$$

In particular if $\Omega^{\prime}=\Omega^{c} \cap\left\{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim} \leq \bar{b}\right\}$, we have (with the obvious notation that $\mathrm{P}^{\prime}$ denotes the probability corresponding to $\mathrm{E}^{\prime}$ )

$$
\begin{equation*}
\mathrm{P}^{\prime}\left(\Omega^{\prime}\right) \leq L \bar{b}^{12} \exp L \tau^{2} \tag{9.82}
\end{equation*}
$$

so that since $\bar{b}$ is exponentially small in $N, \Omega^{\prime}$ is another exceptional event. We observe that, using (9.78) and (9.82), we have

$$
\begin{aligned}
\mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime} \mathbf{1}_{\Omega^{\prime}}\left|\frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}}\right| & \leq L \max |f| \bar{b}^{12} D^{4} \exp L \tau^{2} \\
& \leq \max |f| D^{4} \exp L \tau^{2} \exp \left(-\frac{N}{L}\right) .
\end{aligned}
$$

Having controlled what happens on the exceptional event $\Omega^{\prime}$ we turn to the control of what happens on the generic event $\Omega^{\prime c}$. We note that (9.81) implies

$$
\begin{aligned}
\mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime} \mathbf{1}_{\Omega^{\prime c}} \frac{1}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{12}} & \leq \mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime} \frac{1}{\max \left(\bar{b},\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}\right)^{12}} \\
& \leq L \exp L \tau^{2} .
\end{aligned}
$$

Combining this with the Cauchy-Schwarz inequality we get

$$
\begin{align*}
& \mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime} \mathbf{1}_{\Omega^{\prime c}}\left|\frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{6}}\right| \\
& \leq \mathbf{1}_{\Omega^{c}} L \exp L \tau^{2}\left(\mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}^{2}\right)^{1 / 2} \tag{9.83}
\end{align*}
$$

The remainder of the proof consists in controlling the expectation of the quantity (9.83). This is the main argument. We consider a replicated copy $f^{\prime}$ of $f$; that is, if $f=f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{6}\right)$, we set $f^{\prime}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{12}\right)=f\left(\boldsymbol{\sigma}^{7}, \ldots, \boldsymbol{\sigma}^{12}\right)$ and we consider

$$
f^{\sim}=f f^{\prime}\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\left(R_{\ell_{1}+6, \ell_{2}+6}^{t}-q\right) .
$$

Thus

$$
\begin{equation*}
\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}^{2}=\left\langle f^{\sim} \mathrm{E}_{\xi} W\right\rangle_{t, \sim}, \tag{9.84}
\end{equation*}
$$

where

$$
W\left(S_{v}^{1}, \ldots, S_{v}^{12}\right)=V\left(S_{v}^{1}, \ldots, S_{v}^{6}\right) V\left(S_{v}^{7}, \ldots, S_{v}^{12}\right) .
$$

In particular $W$ is of the type

$$
W\left(x^{1}, \ldots, x^{12}\right)=\frac{\partial^{k}}{\partial x_{1}^{k_{1}} \cdots \partial x_{12}^{k_{12}}} \exp \sum_{m \leq 12} u\left(x_{m}\right)
$$

for integers $k_{1}, \ldots, k_{12}$ with $\sum_{m \leq 12} k_{m} \leq 8$ (and $k_{m} \leq 3$ ). From (9.84) we have

$$
\begin{equation*}
\mathbf{1}_{\Omega^{c}} \mathrm{E}^{\prime}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}^{2}=\mathbf{1}_{\Omega^{c}}\left\langle f^{\sim} \mathrm{E}^{\prime} \mathrm{E}_{\xi} W\right\rangle_{t, \sim}=\mathrm{I}+\mathrm{II}, \tag{9.85}
\end{equation*}
$$

where I is the contribution to $\langle\cdot\rangle_{t, \sim}$ of all the configurations for which the sequence $S_{v}^{1}, \ldots, S_{v}^{12}$ is widely spread, and II is the contribution of the other configurations. That is, if

$$
\begin{gathered}
A=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{12}\right) ; S_{v}^{1}, \ldots, S_{v}^{12} \text { is widely spread }\right\}, \\
\left.\mathrm{I}=\mathbf{1}_{\Omega^{c}\left\langle\mathbf{1}_{A}\right.} f^{\sim} \mathrm{E}^{\prime} \mathrm{E}_{\xi} W\right\rangle_{t, \sim}, \\
\mathrm{II}=\mathbf{1}_{\Omega^{c}}\left\langle\mathbf{1}_{A^{c}} f^{\sim} \mathrm{E}^{\prime} \mathrm{E}_{\xi} W\right\rangle_{t, \sim} .
\end{gathered}
$$

We use Proposition 9.4.3 with $U\left(x_{1}, \ldots, x_{12}\right)=\exp \sum_{m \leq 12} u\left(x_{m}\right)$, so that $0 \leq U \leq 1$ and we obtain

$$
\mathrm{I} \leq L\langle | f^{\sim}| \rangle_{t, \sim} \leq L\langle | f| | R_{\ell_{1}, \ell_{2}}^{t}-q| \rangle_{t, \sim}^{2} .
$$

The essential point of the proof is that only the bound for $U$, and not the much larger bound for $W$ occurs here.

We recall that by definition of the event $\Omega$, conditions (9.39) and (9.40) hold on $\Omega^{c}$, and the probability $G$ on $\Sigma_{N}$ corresponding to the averages $\langle\cdot\rangle_{t, \sim}$ is of the type (9.46). Propositions 9.4.5 and 9.4.4 then imply that the set of configurations $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{12}\right)$ for which the sequence $h_{1}, \cdots, h_{12}$ is not widely spread is exponentially small for $G$, where

$$
h_{\ell}=h\left(\boldsymbol{\sigma}^{\ell}\right)=\frac{1}{\sqrt{N}} \sum_{i<N} g_{i, M} \sigma_{i}^{\ell}
$$

We then use Proposition 9.4.6 with

$$
h_{\ell}^{\prime}=\sqrt{\frac{t}{N}} g_{N, M} \sigma_{N}^{\ell}+\sqrt{\frac{1-t}{N}} \xi_{M}^{\ell}
$$

to obtain that the set $A^{c}$ of configurations $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{12}\right)$ for which the sequence $S_{v}^{1}, \ldots, S_{v}^{12}$ is not widely spread is exponentially small, and since $|W| \leq L D^{8} \exp \sum_{m \leq 12} u\left(x_{m}\right)$ we get

$$
\mathrm{II} \leq L \max |f| \exp \left(-\frac{N}{L}\right) D^{8}
$$

so that (9.85) implies

$$
\begin{align*}
\mathbf{1}_{\Omega^{c}}\left(\mathrm{E}^{\prime}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} V\right\rangle_{t, \sim}^{2}\right)^{1 / 2} & \leq L\langle | f| | R_{\ell_{1}, \ell_{2}}^{t}-q| \rangle_{t, \sim} \\
& +L \max |f| \exp \left(-\frac{N}{L}\right) D^{4} . \tag{9.86}
\end{align*}
$$

Finally, we write

$$
\langle | f\left|\left|R_{\ell_{1}, \ell_{2}}^{t}-q\right|\right\rangle_{t, \sim} \leq\langle | f| | R_{\ell_{1}, \ell_{2}}-q| \rangle_{t, \sim}+\frac{1}{N}\langle | f| \rangle_{t, \sim}
$$

and we combine this estimate with the previous ones to conclude the proof of (9.75).

We can now fix the constant $L$ of (9.63) once and for all so that (9.75) becomes

$$
\begin{align*}
& \left|\varphi^{\prime}(v)\right| \leq L \exp L \tau^{2}\left(\sum_{\ell_{1}, \ell_{2} \leq 6, \ell_{1} \neq \ell_{2}} \mathrm{E}\langle | f| | R_{\ell_{1}, \ell_{2}}-q| \rangle_{t, \sim}\right. \\
+ & \left.\left.\frac{1}{N} \mathrm{E}\langle | f\left\rangle_{t, \sim}+\max \right| f \right\rvert\, \exp \left(-\frac{N}{L}\right)\right) \tag{9.87}
\end{align*}
$$

To obtain the estimate (9.87) is the main effort in proving Theorem 9.5.1. However we would like however to have $\langle\cdot\rangle_{t}$ rather than $\langle\cdot\rangle_{t, \sim}$ occurring on the right-hand side, and we now learn how to compare these.

Lemma 9.5.3. If $L \alpha\left(1+\tau^{2}\right) \leq 1$ and $f \geq 0$ is a function on $\Sigma_{N}^{8}$, we have

$$
\begin{equation*}
\mathrm{E}\langle f\rangle_{t, \sim} \leq L \exp L \tau^{2}\left(\nu_{t}(f)+(\max f) \exp \left(-\frac{N}{L}\right)\right) \tag{9.88}
\end{equation*}
$$

Proof. Let us denote by $\mathrm{E}^{\prime}$ expectation in the r.v.s $g_{i, M}, i \leq N$. Since $u \leq 0$, we have

$$
\begin{equation*}
\nu_{t}(f)=\mathrm{E} \frac{\mathrm{E}_{\xi}\left\langle f \exp \sum_{\ell \leq 8} u\left(S_{M, t}^{\ell}\right)\right\rangle_{t, \sim}}{\mathrm{E}_{\xi}\left\langle\exp u\left(S_{M, t}^{1}\right)\right\rangle_{t, \sim}^{8}} \geq \mathrm{E}\left\langle f \mathrm{E}^{\prime} \mathrm{E}_{\xi} \exp \sum_{\ell \leq 8} u\left(S_{M, t}^{\ell}\right)\right\rangle_{t, \sim} \tag{9.89}
\end{equation*}
$$

Consider a number $d>0$, to be determined later, and

$$
A=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{8}\right) ; \forall \ell \neq \ell^{\prime},\left|R_{\ell, \ell^{\prime}}\right| \leq d\right\}
$$

In Lemma 9.5 .4 below we show that we can choose $d$ (which is a universal constant independent of any other parameter) so that

$$
\begin{equation*}
\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{8}\right) \in A \Rightarrow \mathrm{E}^{\prime} \mathrm{E}_{\xi} \exp \sum_{\ell \leq 8} u\left(S_{M, t}^{\ell}\right) \geq \frac{1}{L} \exp \left(-L \tau^{2}\right) \tag{9.90}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\mathrm{E}\left\langle f \mathrm{E}^{\prime} \mathrm{E}_{\xi} \exp \sum_{\ell \leq 8} u\left(S_{M, t}^{\ell}\right)\right\rangle_{t, \sim} & \geq \frac{1}{L} \exp \left(-L \tau^{2}\right) \mathrm{E}\left\langle\mathbf{1}_{A} f\right\rangle_{t, \sim} \\
& \geq \frac{1}{L} \exp \left(-L \tau^{2}\right)\left(\mathrm{E}\langle f\rangle_{t, \sim}-(\max f) \mathrm{E}\left\langle\mathbf{1}_{A^{c}}\right\rangle_{t, \sim}\right)
\end{aligned}
$$

Since $d$ is a universal constant we may and do assume that $\bar{c} \leq d$. It then follows from Lemma 9.3.8 and Proposition 9.3.10 that if $L \alpha\left(1+\tau^{2}\right) \leq 1$ (and using (9.47) for $t=0$ ) we have $\mathrm{E}\left\langle\mathbf{1}_{A^{c}}\right\rangle_{t, \sim} \leq L \exp (-N / L)$. This concludes the proof, modulo the proof of (9.90), which is given in the next lemma.

Lemma 9.5.4. There exists a number $d>0$ with the following property. If we consider Gaussian r.v.s $\left(w_{\ell}\right)_{\ell \leq 8}$, such that $\mathrm{E} w_{\ell}^{2}=1,\left|\mathrm{E} w_{\ell} w_{\ell^{\prime}}\right| \leq d$ for $\ell \neq \ell^{\prime}$, then for any value of $\tau$ we have

$$
\begin{equation*}
\mathrm{P}\left(\forall \ell \leq 8, w_{\ell} \geq \tau\right) \geq \frac{1}{L} \exp \left(-L \tau^{2}\right) \tag{9.91}
\end{equation*}
$$

When applied to the case $w_{\ell}=S_{M, t}^{\ell}$, this proves (9.90) since $u(x)=0$ for $x \geq \tau$.

Proof. It should be obvious that one can choose $d>0$ so that the hypothesis on $\left(w_{\ell}\right)$ implies that we can find i.i.d. Gaussian r.v.s $\left(v_{\ell}\right)_{\ell \leq 8}$ with

$$
w_{\ell}=\sum_{\ell^{\prime} \leq 8} a_{\ell, \ell^{\prime}} v_{\ell^{\prime}}
$$

where for each $\ell$ we have $\left|1-a_{\ell, \ell}\right|+\sum_{\ell \neq \ell^{\prime}}\left|a_{\ell, \ell^{\prime}}\right| \leq 1 / 3$. Consequently,

$$
\begin{equation*}
w_{\ell} \geq v_{\ell}-\frac{1}{3} \max _{\ell^{\prime}}\left|v_{\ell^{\prime}}\right| \tag{9.92}
\end{equation*}
$$

To prove (9.91) we may and do assume that $\tau \geq 1$. Then on the event

$$
\begin{equation*}
\forall \ell \leq 8, \quad 2 \tau \leq v_{\ell} \leq 3 \tau \tag{9.93}
\end{equation*}
$$

we have $w_{\ell} \geq \tau$ by (9.92); and the event (9.93) is of probability greater than or equal to $(1 / L) \exp \left(-L \tau^{2}\right)$.

Let us summarize what we have proved.
Proposition 9.5.5. Under (9.63), and if $L \alpha\left(1+\tau^{2}\right) \leq 1$, for any function $f$ on $\Sigma_{N}^{4}$ and if either $\varphi(v)=\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right)$ or $\varphi(v)=\nu_{t, v}(f)$ then whenever $1 / \tau_{1}+1 / \tau_{2}=1$ and $0 \leq v \leq 1$ we have

$$
\begin{align*}
\left|\varphi^{\prime}(v)\right| & \leq L \exp L \tau^{2}\left(\left(\nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \nu_{t}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}\right.\right. \\
& \left.+\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right) \tag{9.94}
\end{align*}
$$

Proof. We combine (9.87) and (9.88) and we use Hölder's inequality.
Research Problem 9.5.6. Is it true that (9.94) holds with a term $L\left(1+\tau^{2}\right)$ rather than $L \exp L \tau^{2}$ ?

Corollary 9.5.7. Under (9.63) and if $L \alpha\left(1+\tau^{2}\right) \leq 1$, for any function $f$ on $\Sigma_{N}^{4}$, whenever $1 / \tau_{1}+1 / \tau_{2}=1$ we have

$$
\begin{align*}
& \left|\nu_{t}\left(f u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)-\widehat{r} \nu_{t}(f)\right| \\
\leq & L \exp L \tau^{2}\left(\left(\nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \nu_{t}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}\right.\right. \\
+ & \left.\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right) . \tag{9.95}
\end{align*}
$$

Proof. If $\mathcal{B}$ denotes the right-hand side of (9.94) then

$$
\begin{equation*}
|\varphi(0)-\varphi(1)| \leq \mathcal{B} . \tag{9.96}
\end{equation*}
$$

Now $\varphi(1)=\nu_{t}\left(f u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)$ and using (2.38) we see that $\varphi(0)=$ $\hat{r} \mathrm{E}\langle f\rangle_{t, \sim}$, so that

$$
\begin{equation*}
\left|\nu_{t}\left(f u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)-\widehat{r} \mathbf{E}\langle f\rangle_{t, \sim}\right| \leq \mathcal{B} . \tag{9.97}
\end{equation*}
$$

Using again (9.96) in the case $\varphi(v)=\nu_{t, v}(f)$ yields $\left|\nu_{t}(f)-\mathrm{E}\langle f\rangle_{t, \sim}\right| \leq \mathcal{B}$, and combining with (9.97) finishes the proof.

Proposition 9.5.8. Under (9.63), and if $L \alpha\left(1+\tau^{2}\right) \leq 1$, for any function $f$ on $\Sigma_{N}^{2}$, whenever $1 / \tau_{1}+1 / \tau_{2}=1$ we have

$$
\begin{align*}
\left|\nu_{t}^{\prime}(f)\right| & \leq L \alpha \exp L \tau^{2}\left(\nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \nu_{t}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}\right. \\
& \left.+\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right) \tag{9.98}
\end{align*}
$$

Proof. Combine (9.95) with (2.23).

Lemma 9.5.9. Assume $L \alpha \exp L \tau^{2} \leq 1$. Consider a function $f$ on $\Sigma_{N}^{2}, f \geq$ 0 . Then

$$
\begin{equation*}
\forall t, \quad \nu_{t}(f) \leq 2 \nu(f)+L \max |f| \exp \left(-\frac{N}{L}\right) . \tag{9.99}
\end{equation*}
$$

Proof. Using (9.98) for $\tau_{1}=1, \tau_{2}=\infty$ we obtain

$$
\begin{equation*}
\left|\nu_{t}^{\prime}(f)\right| \leq L \alpha \exp L \tau^{2}\left(\nu_{t}(f)+\max |f| \exp \left(-\frac{N}{L}\right)\right) \tag{9.100}
\end{equation*}
$$

and we integrate using Lemma A.11.1.
Now it is straightforward to check that one can prove (9.66) by following the steps of the proof of (2.67). Theorem 9.5.1 is proved.

Proposition 9.5.10. Under the conditions of Theorem 9.5.1 we actually have

$$
\begin{equation*}
\forall k \geq 1, \quad \nu\left(\left(R_{1,2}-q\right)^{2 k}\right) \leq\left(\frac{L k}{N}\right)^{k} \tag{9.101}
\end{equation*}
$$

Proof. We copy the proof of Theorem 2.5.1. In (2.96)we get an extra term $L \max |f| \exp (-N / L) \leq 2^{2 k} \exp (-N / L)$. Now, for $x>0$ we have

$$
(a x)^{x} \geq \exp \left(-\frac{1}{a e}\right)
$$

so that

$$
\left(\frac{L_{0} k}{4 N}\right)^{k} \geq \exp \left(-\frac{4 N}{L_{0} e}\right)
$$

and if $L_{0}$ is large enough we have

$$
2^{2 k} \exp \left(-\frac{N}{L}\right) \leq\left(\frac{L_{0} k}{N}\right)^{k}
$$

and the proof of Theorem 2.5.1 carries forward with no other changes.
We recall that $q$ and $r$ are defined as in (9.65). We recall the notations (2.11) and (2.72):

$$
\begin{gather*}
p_{N, M}(u)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \\
p(u)=-\frac{r}{2}(1-q)+\mathrm{E} \log (2 \operatorname{ch}(z \sqrt{r}))+\alpha \mathrm{E} \log \mathrm{E}_{\xi} \exp u(z \sqrt{q}+\xi \sqrt{1-q}) . \tag{9.102}
\end{gather*}
$$

Theorem 9.5.11. Under the conditions of Theorem 9.5.1 we have

$$
\begin{equation*}
\left|p_{N, M}(u)-p(u)\right| \leq \frac{L}{N} \tag{9.103}
\end{equation*}
$$

The proof follows the approach of the second proof of Theorem 2.4.2. We recall the identity

$$
p_{N, M+1}(u)-p_{N, M}(u)=\frac{1}{N} \mathrm{E} \log \left\langle\exp u\left(\frac{1}{\sqrt{N}} \sum_{i \leq N} g_{i, M+1} \sigma_{i}\right)\right\rangle
$$

We define

$$
\begin{aligned}
S_{s}^{\ell} & =\sqrt{\frac{s}{N}} \sum_{i \leq N} g_{i, M+1} \sigma_{i}+\sqrt{1-s} \theta^{\ell} ; \quad \theta^{\ell}=z \sqrt{q}+\xi^{\ell} \sqrt{1-q} \\
\varphi(s) & =\frac{1}{N} \mathrm{E} \log \mathrm{E}_{\xi}\left\langle\exp u\left(S_{s}^{1}\right)\right\rangle .
\end{aligned}
$$

The excuse for using the same notation here and in (9.104) below as in (9.73) is of course that they serve the same purpose. By (2.89) we have

$$
\begin{equation*}
\varphi^{\prime}(s)=-\frac{1}{2} \mathrm{E} \frac{\left\langle\left(R_{1,2}-q\right) u^{\prime}\left(S_{s}^{1}\right) u^{\prime}\left(S_{s}^{2}\right) \exp \left(u\left(S_{s}^{1}\right)+u\left(S_{s}^{2}\right)\right)\right\rangle}{\left(\mathrm{E}_{\xi}\left\langle\exp u\left(S_{s}^{1}\right)\right\rangle\right)^{2}} \tag{9.104}
\end{equation*}
$$

As in the proof of Theorem 2.4.2 one needs to control $\left|\varphi^{\prime}(0)\right|$ and $\left|\varphi^{\prime \prime}(s)\right|$.
Since $\varphi^{\prime}(0)=-(\widehat{r} / 2) \nu\left(R_{1,2}-q\right)$, we have $\left|\varphi^{\prime}(0)\right| \leq L / N$ as a consequence of the next Lemma, that we will prove when we study central limit theorems in Section 9.7.

Lemma 9.5.12. Under the conditions of Theorem 9.5.1 we have

$$
\left|\nu\left(R_{1,2}-q\right)\right| \leq \frac{L}{N}
$$

To control $\varphi^{\prime \prime}$, we compute it from (9.104) using integration by parts; this brings a new factor ( $R_{\ell, \ell^{\prime}}-q$ ) in each resulting term. To bound the resulting quantity is not obvious a priori, because the denominator can be small, and the derivatives of $u$ can be huge. But we simply repeat the steps of the proof of Proposition 9.5.2: we separate the numerator from the denominator using the Cauchy-Schwarz inequality, we integrate by parts, and so on. The proof is quite simpler than that of Proposition 9.5.2, because we do not have to be concerned with the pesky interpolating averages $\langle\cdot\rangle_{t, \sim}$. The reader who really likes to understand the previous techniques should carry out the detail of the proofs, as suggested by the following exercise.

Exercise 9.5.13. If $L \alpha \exp L \tau^{2} \leq 1$, prove the inequality

$$
\begin{equation*}
\left|\varphi^{\prime \prime}(s)\right| \leq L \exp L \tau^{2}\left(\nu\left(\left(R_{1,2}-q\right)^{2}\right)+L \exp \left(-\frac{N}{L}\right)\right) \tag{9.105}
\end{equation*}
$$

Combining (9.105) and (9.66), we have

$$
\left|\varphi^{\prime \prime}(s)\right| \leq \frac{L}{N} \exp L \tau^{2}
$$

and since $\left|\varphi^{\prime}(0)\right| \leq L / N$ by Lemma 9.78 we have reached the bound

$$
\left|p_{N, M+1}(u)-p_{N, M}(u)-\frac{1}{N} \mathrm{E} \log \mathrm{E}_{\xi} \exp u(\theta)\right| \leq \frac{L}{N} \exp L \tau^{2},
$$

and as in Theorem 2.4.2, summation over $M$ (and the fact that $M \leq$ $L N \exp L \tau^{2}$ ) yields (9.103).

### 9.6 The Gardner Formula for the Discrete Cube

We recall the notation

$$
U_{k}=\left\{\boldsymbol{\sigma} ; S_{k}(\boldsymbol{\sigma}) \geq \tau\right\} ; \quad \mathcal{N}(x)=\mathrm{P}(\xi \geq x) ; \mathcal{A}(x)=\frac{1}{\sqrt{2 \pi}} \frac{e^{-x^{2} / 2}}{\mathcal{N}(x)}
$$

In the case $\exp u(x)=\mathbf{1}_{\{x \geq \tau\}}$ the equations (9.65) become

$$
\begin{equation*}
q=\operatorname{Eth}^{2}(z \sqrt{r}) ; \quad r=\frac{\alpha}{1-q} \operatorname{EA}\left(\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}\right)^{2} \tag{9.106}
\end{equation*}
$$

where $z$ is a standard Gaussian r.v.

Theorem 9.6.1. There is a constant $L$ with the following property. Consider $\tau$ and $M$ with $L \alpha \exp L \tau^{2} \leq 1$. Then for $t \geq 0$ we have

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\operatorname{RS}(\alpha)\right| \geq t\right)  \tag{9.107}\\
\leq & L \exp \left(-\frac{1}{L} \min \left(N, \frac{N t}{1+\tau^{2}}, \frac{N^{2} t^{2}}{M\left(1+\tau^{2}\right)^{2}}\right)\right),
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{RS}(\alpha)=-\frac{r}{2}(1-q)+\mathrm{E} \log \operatorname{ch}(z \sqrt{q})+\alpha \mathrm{E} \log \mathcal{N}\left(\frac{\tau-z \sqrt{q}}{\sqrt{1-q}}\right) \tag{9.108}
\end{equation*}
$$

where $\alpha=M / N$ and $q$ and $r$ are solutions of the equations (9.106).
If one does not care about the dependence on $\tau^{2}$ (which is unlikely to be sharp anyway) one can simplify (9.107) as

$$
\mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}(\alpha)\right| \geq t\right) \leq K \exp \left(-\frac{N t^{2}}{K}\right)
$$

for $t \leq 1$, where $K$ depends on $\tau$ only.
The existence of a solution to the equations (9.106) where $L \alpha \exp L \tau^{2} \leq 1$ was actually obtained in the proof of Theorem 9.5.1, because this part of the argument never used (9.63), so it remains valid in the case $\exp u(x)=\mathbf{1}_{\{x \geq \tau\}}$. A bit of extra work would show that these solutions are unique.

The following is a rather weak consequence of Theorem 9.6.1. The main motivation for proving it is that it was announced in Section 2.1.

Corollary 9.6.2. When $\tau=0$ there exists $\alpha_{0}<1$ such that

$$
\begin{equation*}
\mathrm{P}\left(\bigcap_{k \leq \alpha_{0} N} U_{k}=\emptyset\right) \geq 1-L \exp \left(-\frac{N}{L}\right) \tag{9.109}
\end{equation*}
$$

Proof. The difficulty is that Theorem 9.6 .1 holds only for $\alpha \leq 1 / L$ while we are trying to prove something for $\alpha$ close to 1 . As a first step we prove that for $\alpha>0$ we have

$$
\begin{equation*}
\mathrm{RS}(\alpha)<-\alpha \log 2 \tag{9.110}
\end{equation*}
$$

Let us denote by $F(q, r, \alpha)$ the left-hand side of (9.108) when we consider $q, r$ and $\alpha$ as unrelated variables. Then the conditions (9.106) mean that

$$
\frac{\partial F}{\partial q}(q, r, \alpha)=\frac{\partial F}{\partial r}(q, r, \alpha)=0
$$

so that

$$
\mathrm{RS}^{\prime}(\alpha):=\frac{\mathrm{d}}{\mathrm{~d} \alpha} \mathrm{RS}(\alpha)=\mathrm{E} \log \mathcal{N}\left(\frac{-z \sqrt{q}}{\sqrt{1-q}}\right)
$$

Now, Jensen's inequality implies

$$
\begin{equation*}
\mathrm{E} \log \mathcal{N}\left(\frac{-z \sqrt{q}}{\sqrt{1-q}}\right) \leq \log \mathrm{E} \mathcal{N}\left(\frac{-z \sqrt{q}}{\sqrt{1-q}}\right) \tag{9.111}
\end{equation*}
$$

and since $\mathcal{N}(x)+\mathcal{N}(-x)=1$, the expectation in the right-hand side of (9.111) is equal to $1 / 2$. There cannot be equality in (9.111) unless $q=0$, and this does not occur for $\alpha>0$ as is apparent from the equations (9.108). Thus we have proved that $\mathrm{RS}^{\prime}(\alpha)<-\log 2$ for $\alpha>0$ and (9.110) follows.

Consequently, we can find $\alpha_{1}$ small enough so that Theorem 9.6.1 holds for $\alpha_{1}$ while we have

$$
\begin{equation*}
\operatorname{RS}\left(\alpha_{1}\right)=-\left(\alpha_{1}+4 \delta\right) \log 2 \tag{9.112}
\end{equation*}
$$

where $\delta>0$. We are now going to prove that if $\alpha_{0}=1-\delta$ then

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card}\left(\bigcap_{k \leq \alpha N} U_{k}\right) \leq 4 \times 2^{-\delta N}\right) \geq 1-L \exp \left(-\frac{N}{L}\right) \tag{9.113}
\end{equation*}
$$

This implies (9.109) since

$$
\operatorname{card}\left(\bigcap_{k \leq \alpha_{0} N} U_{k}\right)<1 \Rightarrow \operatorname{card}\left(\bigcap_{k \leq \alpha_{0} N} U_{k}\right)=0
$$

To prove (9.113) we first observe that by Theorem 9.6.1, for any integer $M$ with $L M \exp L \tau^{2} \leq N$ it holds

$$
\mathrm{P}\left(\operatorname{card} \bigcap_{k \leq M} U_{k} \leq 2^{N(1+\delta / 2)} \exp N R S\left(\frac{M}{N}\right)\right) \geq 1-L \exp \left(-\frac{N}{L}\right)
$$

Thus if $M=\left\lceil\alpha_{1} N\right\rceil$ and

$$
V=\bigcap_{k \leq M} U_{k}
$$

it follows from (9.112) that

$$
\begin{equation*}
\mathrm{P}\left(\operatorname{card} V \leq 2^{N\left(1-\alpha_{1}-3 \delta\right)}\right) \geq 1-L \exp \left(-\frac{N}{L}\right) \tag{9.114}
\end{equation*}
$$

Moreover given any set $V$ and any integer $M^{\prime}>M$ we have

$$
\operatorname{Ecard}\left(V \cap \bigcap_{M<k \leq M^{\prime}} U_{k}\right)=2^{M-M^{\prime}} \operatorname{card} V
$$

because any point of $V$ has a $50 \%$ chance to belong to each set $U_{k}$. Therefore by Markov's inequality we have

$$
\mathrm{P}\left(\operatorname{card}\left(V \cap \bigcap_{M<k \leq M^{\prime}} U_{k}\right) \leq 2^{M-M^{\prime}+\delta N} \operatorname{card} V\right) \geq 1-L \exp \left(-\frac{N}{L}\right)
$$

and if we combine with (9.114) we see that

$$
\mathrm{P}\left(\operatorname{card}\left(\bigcap_{k \leq M^{\prime}} U_{k}\right) \leq 2^{M-M^{\prime}-\left(2 \delta+\alpha_{1}\right) N}\right) \geq 1-L \exp \left(-\frac{N}{L}\right) .
$$

Taking $M^{\prime}=\left\lfloor\alpha_{0} N\right\rfloor$ this proves (9.113) since $M \leq \alpha_{1} N+1$ and $M^{\prime} \geq$ $N \alpha_{0}-1$.

Exercise 9.6.3. Prove from (9.108) that $\mathrm{RS}(0)=0$ and $\mathrm{RS}^{\prime}(0)=\mathcal{N}(\tau)$.
Offer an intuitive explanation for this fact.
As in Chapter 8, the key to Theorem 9.6.1 is that the fluctuations of the random quantity $\log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)$ are very small, so that it will be sufficient to compute its expectation (after suitable truncation), using Theorem 9.5.1.

Proof of Theorem 9.6.1. We will use a function $u$ that satisfies (9.2), but such that $\exp u$ approximates well the function $\mathbf{1}_{\{x \geq \tau\}}$. We will require that, for a certain number $\tau^{\prime}$ depending on $N$, with $\tau^{\prime}<\tau$ we have

$$
x \leq \tau^{\prime} \Rightarrow u(x)=-N
$$

In order to be able to use Theorem 9.5.1, we want $u$ to satisfy (9.63), and yet $\tau-\tau^{\prime}$ to be as small as possible. It is obvious from scaling arguments that $u$ can be found with $\left|u^{(\ell)}\right| \leq N L\left(\tau-\tau^{\prime}\right)^{-\ell}$ for $1 \leq \ell \leq 5$, so that we may achieve (9.63) with

$$
\begin{equation*}
\tau-\tau^{\prime} \leq L_{1} \exp \left(-\frac{N}{L_{1}}\right) \tag{9.115}
\end{equation*}
$$

for a certain number $L_{1}$.
Let us define

$$
V=2^{-N} \operatorname{card}\left\{\boldsymbol{\sigma} \in \Sigma_{N} ; \exists k \leq M ; \tau^{\prime} \leq S_{k}(\boldsymbol{\sigma}) \leq \tau\right\}
$$

This r.v. is very small, since, if $g$ is standard Gaussian r.v.

$$
\mathrm{E} V \leq M \mathrm{P}\left(\tau^{\prime} \leq g \leq \tau\right) \leq M\left(\tau-\tau^{\prime}\right) \leq L_{2} \exp \left(-\frac{N}{L_{2}}\right)
$$

since $M \leq N$. In particular, if we consider the event

$$
\Omega_{1}=\left\{V \leq \exp \left(-\frac{N}{2 L_{2}}\right)\right\},
$$

Markov's inequality implies

$$
\mathrm{P}\left(\Omega_{1}\right) \geq 1-L_{2} \exp \left(-\frac{N}{2 L_{2}}\right)
$$

Consider also the event

$$
\Omega_{2}=\left\{2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k} \geq \exp \left(-\frac{N}{2 L_{2}}\right)\right\}
$$

We use (9.16) with $b=\exp \left(-N / 2 L_{2}\right)$ to obtain that

$$
\begin{equation*}
L \alpha\left(1+\tau^{2}\right) \leq 1 \quad \Rightarrow \quad \mathrm{P}\left(\Omega_{2}\right) \geq 1-L \exp \left(-\frac{N}{L}\right) \tag{9.116}
\end{equation*}
$$

Let us define

$$
Z(u)=\sum_{\boldsymbol{\sigma}} \exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right),
$$

and prove the inequality

$$
\begin{equation*}
2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k} \leq 2^{-N} Z(u) \leq 2^{-N} \operatorname{card}\left(\bigcap_{k \leq M} U_{k}\right)+V+e^{-N} \tag{9.117}
\end{equation*}
$$

The left-hand side inequality is obvious since $u(x)=0$ for $x \geq \tau$, so that

$$
\boldsymbol{\sigma} \in \bigcap_{k \leq M} U_{k} \Rightarrow \exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right)=1
$$

To prove the second inequality we consider the sets

$$
\begin{gathered}
A=\bigcap_{k \leq M} U_{k} ; \quad B=\left\{\boldsymbol{\sigma} ; \exists k \leq M, \tau^{\prime} \leq S_{k}(\boldsymbol{\sigma}) \leq \tau\right\} \\
C=\left\{\boldsymbol{\sigma} ; \exists k \leq M, S_{k}(\boldsymbol{\sigma})<\tau^{\prime}\right\}
\end{gathered}
$$

so that $\Sigma_{N} \subset A \cup B \cup C$. For any $\boldsymbol{\sigma}$ we have that $\exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right) \leq 1$ since $u \leq 0$; moreover if $\boldsymbol{\sigma} \in C$ we have $\exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right) \leq e^{-N}$ because $u \leq 0$ and $u(x)=-N$ if $x<\tau^{\prime}$. Therefore

$$
\sum_{\boldsymbol{\sigma}} \exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right) \leq \operatorname{card} A+\operatorname{card} B+2^{N} e^{-N}
$$

and this proves $(9.117)$ since $V=2^{-N} \operatorname{card} B$.
The point of introducing the events $\Omega_{1}$ and $\Omega_{2}$ is that on the event $\Omega_{1} \cap \Omega_{2}$ we have

$$
V \leq \exp \left(-\frac{N}{2 L_{2}}\right) \leq 2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}
$$

and, since without loss of generality we may assume that $L_{2} \geq 16$ the righthand side inequality above implies that, recalling the notation $a=1 / 32$ of (9.19),

$$
e^{-N} \leq \exp (-a N) \leq 2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}
$$

Therefore, using (9.117), on $\Omega_{1} \cap \Omega_{2}$ we have

$$
\begin{equation*}
\exp (-a N) \leq 2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k} \leq 2^{-N} Z(u) \leq 3\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right) \tag{9.118}
\end{equation*}
$$

and then

$$
\left|\log \left(2^{-N} Z(u)\right)-\log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)\right| \leq 2
$$

Recalling the notation (9.19), by (9.118) we also have $\log _{a N}\left(2^{-N} Z(u)\right)=$ $\log \left(2^{-N} Z(u)\right)$ on $\Omega_{1} \cap \Omega_{2}$ and thus using (9.21) in the last line before (9.119) below,

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z(u)\right)\right| \geq t+\frac{2}{N}\right) \\
\leq & \mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} Z(u)\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z(u)\right)\right| \geq t\right) \\
\leq & \mathrm{P}\left(\Omega_{1}^{c} \cup \Omega_{2}^{c}\right)+\mathrm{P}\left(\left|\frac{1}{N} \log _{a N}\left(2^{-N} Z(u)\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z(u)\right)\right| \geq t\right) \\
\leq & L \exp \left(-\frac{N}{L}\right)+2 \exp \left(-\frac{1}{L} \min \left(\frac{N^{2} t^{2}}{M\left(1+\tau^{2}\right)^{2}}, \frac{N t}{1+\tau^{2}}\right)\right) . \tag{9.119}
\end{align*}
$$

Also, since $\sum_{k \leq M} u\left(S_{k}\right) \geq-N M$, we have $\log \left(2^{-N} Z(u)\right) \geq-M N$ and

$$
\begin{aligned}
\left|\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z(u)\right)-\frac{1}{N} \mathrm{E} \log \left(2^{-N} Z(u)\right)\right| & \leq M \mathrm{P}\left(2^{-N} Z(u) \leq \exp (-N a)\right) \\
& \leq L \exp \left(-\frac{N}{L}\right) \leq \frac{L}{N}
\end{aligned}
$$

using (9.16). Finally, Theorem 9.5.11 implies

$$
\begin{equation*}
\left|\frac{1}{N} \mathrm{E} \log \left(2^{-N} Z(u)\right)-p(u)+\log 2\right| \leq \frac{L}{N} . \tag{9.120}
\end{equation*}
$$

Therefore from (9.119) we get

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq N} U_{k}\right)-p(u)+\log 2\right| \geq t+\frac{L}{N}\right) \\
\leq & L \exp \left(-\frac{1}{L} \min \left(N, \frac{N t}{1+\tau^{2}}, \frac{N^{2} t^{2}}{M\left(1+\tau^{2}\right)^{2}}\right)\right) . \tag{9.121}
\end{align*}
$$

Recalling the definition (9.102) of $p(u)$ we observe that quantities $p(u)-$ $\log 2$ and $\operatorname{RS}(\alpha)$ are computed by the same procedure, that is applied to the function $u$ in the case of $p(u)$ and to the function $\mathbf{1}_{\{x \geq \tau\}}$ in the case of $\mathrm{RS}(\alpha)$. Therefore we expect that these quantities are exponentially close to each other. However proving this rigorously is no fun, one has to perform the tedious estimates required to prove that the function $\psi$ of (9.71) satisfies $\left|\psi^{\prime}\right| \leq 1 / 2$, after which it is not so difficult to see that the unique solution of the equations (9.65) depends smoothly on the parameters. A simpler way to proceed is to fix a solution $(q, r)$ of the equations (9.106) and to define

$$
r^{\prime}=\frac{\alpha}{1-q} \mathrm{E}\left(\frac{\mathrm{E}_{\xi} \xi \exp u(\theta)}{\mathrm{E}_{\xi} \exp u(\theta)}\right)^{2}
$$

where $\theta=z \sqrt{q}+\xi \sqrt{1-q}$, so that $r^{\prime}-r$ is very small, and $q-\operatorname{Eth}^{2}\left(z \sqrt{r^{\prime}}\right)$ is very small.

Then, nothing needs to be changed to the proof of (9.104) if one uses the values $\left(q, r^{\prime}\right)$ rather than a solution of the equations (9.65), so that instead of (9.121) one obtains directly

$$
\left|\frac{1}{N} \mathrm{E} \log \left(2^{-N} Z(u)\right)-\operatorname{RS}(\alpha)\right| \leq \frac{L}{N},
$$

and then as in (9.121) one gets

$$
\begin{aligned}
& \mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq N} U_{k}\right)-\operatorname{RS}(\alpha)\right| \geq t+\frac{L}{N}\right) \\
\leq & L \exp \left(-\frac{1}{L} \min \left(N, \frac{N t}{1+\tau^{2}}, \frac{N^{2} t^{2}}{M\left(1+\tau^{2}\right)^{2}}\right)\right)
\end{aligned}
$$

from which (9.107) follows.
Should the reader find none of the two above arguments above convincing, another possibility is to look for a refund of this book. One may also observe that the rate $L / N$ in (9.120) is not critical since the right-hand side of (9.107) becomes small only for $t$ about $1 / \sqrt{N}$.

Theorem 9.6.1 is much more precise than Theorem 8.4.1. This suggests the following.

Research Problem 9.6.4. (Level 1) For $\alpha$ small, improve Theorem 8.4.1 to a statement as precise as (9.107).

Of course, (see Research Problem 8.3.5) the case of $\alpha \leq \alpha_{0}<2$ is even more interesting, but it is no longer level 1.

### 9.7 Higher Order Expansion and Central Limit Theorems

The main result of this section is probably Theorem 9.7 .12 below. The basic idea is simple, and has been used many times. If $\varphi(v)$ is given by (9.74) (reproduced in (9.123) just below) then (9.95) is a consequence of the inequality $|\varphi(1)-\varphi(0)| \leq \sup \left|\varphi^{\prime}(v)\right|$. Instead of the "first order expansion" we will use a "second order expansion", $\left|\varphi(1)-\varphi(0)-\varphi^{\prime}(0)\right| \leq \sup \left|\varphi^{\prime \prime}(v)\right|$. If we roughly describe the action of taking the derivatives of $\varphi$ as "bringing out a factor $R_{1,2}-q$ " then we expect that taking the second derivative "brings out another such factor" and increases accuracy by a factor $N^{-1 / 2}$.

We recall the notation $S_{v}^{\ell}$ of (9.73).
Proposition 9.7.1. There exists a number $L$ with the following property. Consider a function $u$ that satisfies (9.2), as well as

$$
\begin{equation*}
\forall \ell, 1 \leq \ell \leq 5, \quad\left|u^{(\ell)}\right| \leq \exp \frac{N}{L} \tag{9.122}
\end{equation*}
$$

Consider a function $f$ on $\Sigma_{N}^{4}$, consider $\ell \neq \ell^{\prime} \leq 4$ and consider either

$$
\begin{equation*}
\varphi(v)=\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right) \quad \text { or } \quad \varphi(v)=\nu_{t, v}(f) \tag{9.123}
\end{equation*}
$$

Then if $L \alpha\left(1+\tau^{2}\right) \leq 1$, we have

$$
\begin{align*}
\left|\varphi^{\prime \prime}(v)\right| & \leq\left(L \exp L \tau^{2}\right)\left(\nu_{t}\left(f^{2}\right)^{1 / 2} \nu_{t}\left(\left(R_{1,2}-q\right)^{4}\right)^{1 / 2}\right.  \tag{9.124}\\
& \left.+\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right)
\end{align*}
$$

Proof. We differentiate twice the relation (9.72), which brings out a second factor of the type $\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)$ in each term. We then repeat the proof of Proposition 9.5.5 with the following small difference: we need to control a few more replicas, since $\varphi^{\prime \prime}(v)$ depends on 8 replicas while $\varphi^{\prime}(v)$ depends only on 6 replicas.

Corollary 9.7.2. Under the conditions of Proposition 9.7.1, and if moreover $L \alpha \exp L \tau^{2} \leq 1$, we have

$$
\begin{equation*}
\left|\varphi^{\prime \prime}(v)\right| \leq L \exp L \tau^{2}\left(\frac{1}{N} \nu\left(f^{2}\right)^{1 / 2}+\max |f| \exp \left(-\frac{N}{L}\right)\right) \tag{9.125}
\end{equation*}
$$

Proof. This is a consequence of (9.124). Using (9.101), we have $\nu\left(\left(R_{1,2}-\right.\right.$ $\left.q)^{4}\right)^{1 / 2} \leq L / N$, and using (9.99) we have $\nu_{t}\left(\left(R_{1,2}-q\right)^{4}\right)^{1 / 2} \leq L / N$ and

$$
\nu_{t}\left(f^{2}\right) \leq L \nu\left(f^{2}\right)+L \max \left(f^{2}\right) \exp (-N / L)
$$

At this stage we realize that we are facing a nasty unsolved technical problem. While controlling "a few more replicas" (i.e. any finite number rather than 4 only) by increasing the value of the number $L$ of Proposition 9.5.2 is easy, we do not know how to control all the replicas at the same time. Here is the precise version of the problem.

Research Problem 9.7.3. Given $\tau \geq 0$, does there exists a number $L$ and a number $K_{0}(\tau)$ depending on $\tau$ only such that if $u$ satisfies (9.2) and (9.122), then for $M K_{0}(\tau) \leq N$, any $n$ and any function $f$ on $\Sigma_{N}^{n}$, we have

$$
\begin{equation*}
\left|\varphi^{\prime \prime}(v)\right| \leq K(\tau, n)\left(\frac{1}{N} \nu\left(f^{2}\right)^{1 / 2}+\max (|f|) \exp \left(-\frac{N}{L}\right)\right) \tag{9.126}
\end{equation*}
$$

where $K(\tau, n)$ depends only on $\tau$ and $n$ ?
There is nothing specific about the second derivative here. It is probably the same problem to ask whether we have

$$
\begin{equation*}
\left|\varphi^{\prime}(v)\right| \leq K(\tau, n)\left(\frac{1}{\sqrt{N}} \nu\left(f^{2}\right)^{1 / 2}+\max (|f|) \exp \left(-\frac{N}{L}\right)\right) \tag{9.127}
\end{equation*}
$$

The difficulty lies with our method of "separating the numerators from the denominators" using the Cauchy-Schwarz inequality. When we work with $n$ replicas rather that 6 replicas, we have to replace the exponent 12 by $2 n$ in (9.81). It is not difficult using Theorem 9.3.1 to see that given $n$, we can control $\left|\varphi^{\prime \prime}(v)\right|$ as in (9.126) for all $f$ on $\Sigma_{N}^{n}$, provided $\alpha K(\tau, n) \leq 1$ but $K(\tau, n) \rightarrow \infty$ as $n \rightarrow \infty$. It is reasonable to think that the previous research problem is closely related to Research Problem 9.2.4. Here is a less technical question.

Research Problem 9.7.4. Can one prove a central limit theorem in the spirit of Theorem 1.10.1 under a condition of the type $\alpha K(\tau) \leq 1$ ?

More precisely, we would like to prove such a theorem where $O(k)$ denotes a quantity $A=A_{N, u}$ with $N^{k / 2} A$ bounded independently of $N$ and of the choice of $u$ satisfying (9.2) (and maybe a mild condition such as (9.122)).

At present we know how to prove a central limit theorem for all overlaps only when assuming that $u$ is "bounded from below independently of $N$ ".

Proposition 9.7.5. There exists a constant $L$ with the following property. Assume as usual that $u$ satisfies (9.2) and (9.122), and moreover that

$$
\begin{equation*}
-C \leq u \leq 0 \tag{9.128}
\end{equation*}
$$

Then for each $n$ and each function $f$ on $\Sigma_{N}^{n}$, we have, with the notation (9.123), that, whenever $1 / \tau_{1}+1 / \tau_{2}=1$, and $L \alpha \exp L \tau^{2} \leq 1$

$$
\begin{align*}
\left|\varphi^{\prime}(v)\right| & \leq K(C, n, \tau)\left(\nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \nu_{t}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}\right. \\
& \left.+\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right)  \tag{9.129}\\
\left|\varphi^{\prime \prime}(v)\right| & \leq K(C, n, \tau)\left(\frac{1}{N} \nu_{t}\left(f^{2}\right)^{1 / 2}+\max |f| \exp \left(-\frac{N}{L}\right)\right) \tag{9.130}
\end{align*}
$$

where of course $K(C, n, \tau)$ depends only on $C, n$ and $\tau$, and not $N$, u, or anything else.

Proof. The proof follows the lines of Proposition 9.5.2, but is much simpler. We use that $\exp u\left(S_{v}^{1}\right) \geq \exp (-C)$ rather than (9.81) and

$$
\nu_{t}(f) \geq \mathrm{E}_{\xi}\left\langle f \exp \sum_{\ell \leq n} u\left(S_{M, t}^{\ell}\right)\right\rangle_{t, \sim} \geq \exp (-n C)\langle f\rangle_{t, \sim}
$$

rather than (9.89). Only minor changes are needed for the remainder of the proof.

Corollary 9.7.6. Under the conditions of Proposition 9.7.5, for any function $f \geq 0$ on $\Sigma_{N}^{n}$ we have

$$
\begin{equation*}
\nu_{t}(f) \leq K(C, n, \tau)\left(\nu(f)+\max |f| \exp \left(-\frac{N}{L}\right)\right) . \tag{9.131}
\end{equation*}
$$

Proof. We copy the proof of (9.99), using now (9.129) instead of (9.94) to obtain

$$
\left|\nu_{t}^{\prime}(f)\right| \leq K(C, n, \tau)\left(\nu(f)+\max |f| \exp \left(-\frac{N}{L}\right)\right)
$$

and we integrate as usual.
Proving central limit theorems requires the explicit computation of $\varphi^{\prime}(0)$.
Lemma 9.7.7. Assume that $f$ is a function on $\Sigma_{N}^{n}$, and that, with our usual notation,

$$
\begin{equation*}
\varphi(v)=\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right) \tag{9.132}
\end{equation*}
$$

where $\ell \neq \ell^{\prime}$. Then

$$
\begin{align*}
\varphi(0) & =\widehat{r} \mathrm{E}\langle f\rangle_{t, \sim}  \tag{9.133}\\
\varphi^{\prime}(0) & =\sum_{1 \leq \ell_{1}<\ell_{2} \leq n} c\left(\ell_{1}, \ell_{2} ; \ell, \ell^{\prime}\right) \mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim} \\
& -n \sum_{\ell_{1} \leq n} c\left(\ell_{1}, n+1 ; \ell, \ell^{\prime}\right) \mathrm{E}\left\langle f\left(R_{\ell_{1}, n+1}^{t}-q\right)\right\rangle_{t, \sim} \\
& +\frac{n(n+1)}{2} c\left(n+1, n+2 ; \ell, \ell^{\prime}\right) \mathrm{E}\left\langle f\left(R_{n+1, n+2}^{t}-q\right)\right\rangle_{t, \sim} \tag{9.134}
\end{align*}
$$

where

$$
\begin{gathered}
c\left(\ell_{1}, \ell_{2} ; \ell, \ell^{\prime}\right)=c\left(\operatorname{card}\left(\left\{\ell_{1}, \ell_{2}\right\} \cap\left\{\ell, \ell^{\prime}\right\}\right)\right), \\
c(0)=\mathrm{E}\left(\frac{\mathrm{E}_{\xi} U^{\prime}(\theta)}{\mathrm{E}_{\xi} U(\theta)}\right)^{4} ; c(1)=\mathrm{E} \frac{\mathrm{E}_{\xi} U^{\prime \prime}(\theta)\left(\mathrm{E}_{\xi} U^{\prime}(\theta)\right)^{2}}{\left(\mathrm{E}_{\xi} U(\theta)\right)^{3}} \\
c(2)=\mathrm{E}\left(\frac{\mathrm{E}_{\xi} U^{\prime \prime}(\theta)}{\mathrm{E}_{\xi} U(\theta)}\right)^{2},
\end{gathered}
$$

for $U(x)=\exp u(x)$ and, as usual, $\theta=z \sqrt{q}+\xi \sqrt{1-q}$.
Moreover if now

$$
\begin{equation*}
\varphi(v)=\nu_{t, v}(f) \tag{9.135}
\end{equation*}
$$

then we obtain $\varphi(0)=\mathrm{E}\langle f\rangle_{t, \sim}$ and

$$
\begin{align*}
\varphi^{\prime}(0) & =\widehat{r}\left(\sum_{1 \leq \ell_{1}<\ell_{2} \leq n} \mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}\right. \\
& -n \sum_{\ell_{1} \leq n} \mathrm{E}\left\langle f\left(R_{\ell_{1}, n+1}^{t}-q\right)\right\rangle_{t, \sim} \\
& \left.+\frac{n(n+1)}{2} \mathrm{E}\left\langle f\left(R_{n+1, n+2}^{t}-q\right)\right\rangle_{t, \sim}\right) . \tag{9.136}
\end{align*}
$$

Proof. The proof of (9.133) is done in the course of the proof of Proposition 2.3.5. To prove (9.134) we proceed as follows. We observe that $U^{\prime}(x)=$ $u^{\prime}(x) U(x)$, and as in (9.72) we write

$$
\begin{equation*}
\nu_{t, v}\left(f u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right)=\mathrm{E} \frac{\left\langle f \mathrm{E}_{\xi} \prod_{r \leq n} U^{(k(r))}\left(S_{v}^{r}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp \left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{n}}, \tag{9.137}
\end{equation*}
$$

where $k(r)=1$ if either $r=\ell$ or $r=\ell^{\prime}$, and $k(r)=0$ otherwise. Let us define

$$
W_{v}\left(\ell_{1}, \ell_{2}\right)=\mathrm{E} \frac{\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right) \mathrm{E}_{\xi} \prod_{r \leq n+2} U^{\left(k\left(r, \ell_{1}, \ell_{2}\right)\right)}\left(S_{v}^{r}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp \left(S_{v}^{1}\right)\right\rangle_{t, \sim}^{n}}
$$

were $k\left(r, \ell_{1}, \ell_{2}\right)=k(r)+1$ if $r=\ell_{1}$ or $r=\ell_{2}$, and $k\left(r, \ell_{1}, \ell_{2}\right)=k(r)$ otherwise. Then differentiation of (9.137) and integration by parts as we have learned to do in the proof of Lemma 2.3.2 yield the formula

$$
\varphi^{\prime}(v)=\sum_{1 \leq \ell_{1}<\ell_{2} \leq n} W_{v}\left(\ell_{1}, \ell_{2}\right)-n \sum_{\ell_{1} \leq n} W_{v}\left(\ell_{1}, n+1\right)+\frac{n(n+1)}{2} W_{v}(n+1, n+2)
$$

Proceeding as in the proof of (9.133) we then obtain that

$$
W_{0}\left(\ell_{1}, \ell_{2}\right)=c\left(\ell_{1}, \ell_{2}, \ell, \ell^{\prime}\right) \mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}
$$

The proof of (9.136) is similar but simpler, taking now $k(r)=0$ in (9.137).

We do not really like to deal with the averages $\mathrm{E}\langle\cdot\rangle_{t, \sim}$ in (9.134), and would rather deal with $\nu_{t}$ instead. Relating these two averages is made easier by the small factor $R_{\ell_{1}, \ell_{2}}^{t}-q$. There, and everywhere else in this section, there are really two situations we can handle. Either a small number $n$ of replicas is involved (say $n \leq 8$ ), or else we assume that $u$ bounded from below as in (9.128) and we can control any number of replicas. To lighten the exposition, we will state only the results in the second case, but we will remember when we need to prove Lemma 9.5.12 that it is then not needed to assume that $u$ is bounded from below.

Lemma 9.7.8. Under the conditions of Proposition 9.7.5, for a function $f$ on $\Sigma_{N}^{n}$ we have

$$
\begin{align*}
& \left|\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)-\mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}\right| \\
\leq & K\left(\frac{1}{N} \nu\left(f^{2}\right)^{1 / 2}+\max (|f|) \exp \left(-\frac{N}{L}\right)\right) . \tag{9.138}
\end{align*}
$$

Here and below, $K$ is permitted to depend on $C, n, \tau$, but not on $N$ nor $f$.

Proof. Let $\varphi(v)=\nu_{t, v}\left(f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right)$, so that $\varphi(1)=\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right)$, $\varphi(0)=\mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}$. Since

$$
\left|\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{1}}-q\right)\right)-\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right)\right| \leq \frac{\nu_{t}(|f|)}{N}
$$

we get

$$
\left|\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)-\mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}\right| \leq \sup _{v}\left|\varphi^{\prime}(v)\right|+\frac{1}{N} \nu_{t}(|f|) .
$$

Next we use (9.129) for $\tau_{2}=4, \tau_{1}=4 / 3$, and $f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)$ rather than $f$, to get

$$
\begin{aligned}
\left|\varphi^{\prime}(v)\right| & \leq K\left(\nu_{t}\left(\left|f\left(R_{\ell, \ell^{\prime}}^{t}-q\right)\right|^{4 / 3}\right)^{3 / 4} \nu_{t}\left(\left(R_{1,2}-q\right)^{4}\right)^{1 / 4}\right. \\
& \left.+\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right)
\end{aligned}
$$

Then we use again Hölder's inequality to get

$$
\nu_{t}\left(|f|^{4 / 3}\left|R_{\ell_{1}, \ell_{2}}^{t}-q\right|^{4 / 3}\right) \leq \nu_{t}\left(f^{2}\right)^{2 / 3} \nu_{t}\left(\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)^{4}\right)^{1 / 3}
$$

and the Cauchy-Schwarz inequality to obtain that $\nu_{t}(|f|) \leq \nu_{t}\left(f^{2}\right)^{1 / 2}$. Finally we use Corollary 9.7.6 to replace $\nu_{t}$ by $\nu$ and (9.101) to see that $\nu\left(\left(R_{\ell_{1}, \ell_{2}}-\right.\right.$
$\left.q)^{4}\right) \leq K / N^{2}$ and $\nu\left(\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)^{4}\right) \leq K / N^{2}$. Combining these estimates yields the result.

Another nice feature is that we can change the value of $t$ in the term $\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)$ without creating a large error.

Lemma 9.7.9. Under the conditions of Proposition 9.7.5, for a function $f$ on $\Sigma_{N}^{n}$ and $0 \leq t \leq 1$, we have

$$
\begin{equation*}
\left|\nu_{t}^{\prime}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)\right| \leq K\left(\frac{1}{N} \nu\left(f^{2}\right)^{1 / 2}+\max (|f|) \exp \left(-\frac{N}{L}\right)\right) \tag{9.139}
\end{equation*}
$$

As a consequence, if $0 \leq t, t^{\prime} \leq 1$ then

$$
\begin{align*}
\mid \nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right) & -\nu_{t^{\prime}}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right) \left\lvert\, \leq K\left(\frac{1}{N} \nu\left(f^{2}\right)^{1 / 2}\right.\right. \\
& \left.+\max (|f|) \exp \left(-\frac{N}{L}\right)\right) \tag{9.140}
\end{align*}
$$

This will allow us in particular to replace the computation of $\nu_{t}(\cdot)$ by that of $\nu_{0}(\cdot)$, for which one can take advantage of the decoupling of the last spin.

Proof. Using (9.129) as in Corollary 9.5.7 implies that for a function $f$ on $\Sigma_{N}^{n}$ it holds

$$
\begin{align*}
\mid \nu_{t}\left(f u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right) & -\widehat{r} \nu_{t}(f) \mid \leq K\left(\nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{2}} \nu_{t}\left(\left|R_{1,2}-q\right|^{\tau_{2}}\right)^{1 / \tau_{2}}\right. \\
& \left.+\frac{1}{N} \nu_{t}(|f|)+\max |f| \exp \left(-\frac{N}{L}\right)\right) \tag{9.141}
\end{align*}
$$

Using this for $f\left(R_{\ell_{1}, \ell_{2}}-q\right)$ rather than $f$ and using Hölder's inequality as in Lemma 9.7.8 we get

$$
\begin{aligned}
& \left|\nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right) u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)-\widehat{r} \nu_{t}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)\right| \\
\leq & K\left(\frac{1}{N} \nu_{t}\left(f^{2}\right)+\max |f| \exp \left(-\frac{N}{L}\right)\right) .
\end{aligned}
$$

Combining with Proposition 2.2 .2 and (9.131) we can bound $\left|\nu_{t}^{\prime}\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)\right|$ as in (9.139).

In the proof of a central limit theorem for the overlap, there is the aspect of controlling the error terms, and the matter of handling the algebra, which are rather distinct. In order to illustrate the basic procedure before we get into algebraic complications, we prove Lemma 9.5.12 (as was promised when this lemma was stated). The method of proof should certainly not come as a surprise. Throughout the proof $O(2)$ denotes quantity $A$ such that $N|A|$ remains bounded independently of $N$.

Proof of Lemma 9.5.12. We have $\nu\left(R_{1,2}-q\right)=\nu(f)$ for $f=\varepsilon_{1} \varepsilon_{2}-q$. We have $\nu_{0}(f)=0$, and we compute $\nu_{t}^{\prime}(f)$ using (2.23). For each term of the type $\nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)$ we consider the function

$$
\varphi(v)=\nu_{t, v}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right),
$$

so that by (9.130) we have

$$
\begin{equation*}
\varphi(1)=\varphi(0)+\varphi^{\prime}(0)+O(2) . \tag{9.142}
\end{equation*}
$$

Using (9.133) and (9.134) we see that $\varphi(0)=\widehat{r} \mathbf{E}\left\langle f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right\rangle_{t, \sim}$ and that $\varphi^{\prime}(0)$ is a linear combination of terms of the type $\mathrm{E}\left\langle\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}$. The coefficients of these terms are all the type $\pm c(j)$ for $j=0,1,2$. Using Lemmas 9.7.8 and 9.7 .9 we get successively

$$
\begin{align*}
\mathrm{E}\left\langle\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim} & =\nu_{t}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)+O(2) \\
& =\nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)+O(2) \\
& =\nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{\ell_{1}, \ell_{2}}^{-}-q\right)\right)+O(2) \\
& =\nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu_{0}\left(R_{\ell_{1}, \ell_{2}}^{-}-q\right)+O(2) \\
& =\nu_{0}\left(\varepsilon_{\ell^{\prime}} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu_{0}\left(R_{\ell_{1}, \ell_{2}}-q\right)+O(2) \\
& =\nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu\left(R_{1,2}-q\right)+O(2) . \tag{9.143}
\end{align*}
$$

In this manner we obtain from (9.142) that

$$
\alpha \nu_{v}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right)=\alpha \widehat{r} \mathrm{E}\left\langle f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right\rangle_{t, \sim}+A \nu\left(R_{1,2}-q\right)+O(2),
$$

where $A$ is a sum of terms of the type $\pm \alpha c(j) \nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right)$.
We collect the terms in (2.23). We associate each quantity $\alpha \widehat{\mathrm{E}}\left\langle f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right\rangle_{t, \sim}$ with the corresponding term in (2.25), and we get

$$
\nu_{t}^{\prime}(f)=\mathrm{I}+\mathrm{II}+O(2),
$$

where I is a sum of terms of the kind $\pm r\left(\mathrm{E}\left\langle\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\right\rangle_{t, \sim}-\nu_{t}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\right)\right)$ and $\mathrm{II}=$ $A \nu\left(R_{1,2}-q\right)$, with $A$ a sum of terms of the type $\pm \alpha c(j) \nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right)$.

To control the term I we will control separately each difference

$$
\mathrm{E}\left\langle\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\right\rangle_{t, \sim}-\nu_{t}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\right) .
$$

For each such difference we consider the function $\varphi(v)=\nu_{t, v}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)$ and we use (9.142) again, together with the second part of Lemma 9.7.7, so $\varphi(0)=$ $\mathrm{E}\left\langle\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f\right\rangle_{t, \sim}$ and $\varphi^{\prime}(0)$ is given by (9.136). Proceeding as in (9.143) if follows from $\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}-q\right)=0$ that

$$
\mathrm{E}\left\langle f\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}=\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}-q\right) \nu\left(R_{1,2}-q\right)+O(2)=O(2),
$$

so that $\mathrm{I}=O(2)$.

In conclusion we have shown that

$$
\nu_{t}^{\prime}(f)=A \nu\left(R_{1,2}-q\right)+O(2)
$$

and since $\nu_{0}(f)=0$,

$$
\nu_{1}(f)=\nu\left(R_{1,2}-q\right)=A \nu\left(R_{1,2}-q\right)+O(2)
$$

This implies that $\nu\left(R_{1,2}-q\right)=O(2)$ (the desired result) provided we can show that $|A| \leq 1 / 2$. To prove Lemma 9.5 .12 we need to know this is the case under a condition of the form $L \alpha \exp L \tau^{2} \leq 1$. It suffices to show that the quantities $\widehat{r}, c(0), c(1), c(2)$ are all $\leq \exp L \tau^{2}$. We have obtained this bound for $\widehat{r}$ in the proof of the uniqueness of the equations (9.65); the case of $c(j)$ is entirely similar.

We now turn to the "algebra". We consider the numbers

$$
d(0)=\widehat{q}-q^{2} ; \quad d(1)=q-q^{2} ; \quad d(2)=1-q^{2}
$$

where $q=\operatorname{Eth}^{2}(z \sqrt{r})$ and $\widehat{q}=\operatorname{Eth}^{4}(z \sqrt{r})$. We observe the formula

$$
\begin{equation*}
\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{1} \varepsilon_{2}\right)=d\left(\operatorname{card}\{1,2\} \cap\left\{\ell, \ell^{\prime}\right\}\right) \tag{9.144}
\end{equation*}
$$

We consider the numbers

$$
\begin{align*}
& b_{0}(2)=c(2) d(2)-4 c(1) d(1)+3 c(0) d(0)  \tag{9.145}\\
& b_{0}(1)=c(1) d(2)+c(2) d(1)-2 c(1) d(1)-3 c(0) d(1)-3 c(1) d(0) \\
& +6 c(0) d(0)  \tag{9.146}\\
& b_{0}(0)=c(2) d(0)+c(0) d(2)+4 c(1) d(1)-8 c(1) d(0)-8 c(0) d(1) \\
& +10 c(0) d(0) \tag{9.147}
\end{align*}
$$

and finally

$$
\begin{align*}
& b(2)=\alpha b_{0}(2)-\alpha \widehat{r}^{2}(d(2)-4 d(1)+3 d(0))  \tag{9.148}\\
& b(1)=\alpha b_{0}(1)-\alpha \widehat{r}^{2}(d(2)-4 d(1)+3 d(0))  \tag{9.149}\\
& b(0)=\alpha b_{0}(0)-\alpha \widehat{r}^{2}(d(2)-4 d(1)+3 d(0)) . \tag{9.150}
\end{align*}
$$

Despite the fact that the previous formulas look a bit complicated, there definitely exists some structure (that is not entirely elucidated). The next lemma seems to indicate that, somewhere, we take the product of two operators. Clarifying what really happens seems related to Research Problem 1.8.3.

Lemma 9.7.10. We have

$$
\begin{align*}
& b(2)-2 b(1)+b(0)=\alpha(c(2)-2 c(1)+c(0))(d(2)-2 d(1)+d(0))  \tag{9.151}\\
& b(2)-4 b(1)+3 b(0)=\alpha(c(2)-4 c(1)+3 c(0))(d(2)-4 d(1)+3 d(0)) . \tag{9.152}
\end{align*}
$$

Proof. Straightforward algebra.
One should also mention that $d(2)-4 d(1)+3 d(0)$ is the quantity $1-$ $4 q+3 \widehat{q}$, that already occurred in Section 1.8 (see e.g. (1.235)).

Theorem 9.7.11. There exists a number $L$ with the following property. Assume that $u$ satisfies (9.2), (9.122) and (9.128). Then if $L \alpha \exp L \tau^{2} \leq 1$, given a function $f^{-}$on $\Sigma_{N-1}^{n}$, which is a product of $k$ functions of the type $R_{\ell, \ell^{\prime}}^{-}-q, \ell, \ell^{\prime} \leq n$, and given integers $x, y \leq n$, we have

$$
\begin{align*}
\nu\left(\left(\varepsilon_{x} \varepsilon_{y}-q\right) f^{-}\right) & =\sum_{1 \leq \ell<\ell^{\prime} \leq n} b\left(\ell, \ell^{\prime} ; x, y\right) \nu\left(f^{-}\left(R_{\ell, \ell^{\prime}}-q\right)\right) \\
& -n \sum_{\ell \leq n} b(\ell, n+1 ; x, y) \nu\left(f^{-}\left(R_{\ell, n+1}-q\right)\right) \\
& +\frac{n(n+1)}{2} b(0) \nu\left(f^{-}\left(R_{n+1, n+2}-q\right)\right) \\
& +O(k+2) \tag{9.153}
\end{align*}
$$

where $b\left(\ell, \ell^{\prime} ; x, y\right)=b\left(\operatorname{card}\left(\left\{\ell, \ell^{\prime}\right\} \cap\{x, y\}\right)\right)$ and $b(j), j=0,1,2$ are given by (9.148) to (9.150).

Here, $O(k+2)$ is a quantity $B$ such that $|B| \leq K(C, n, \tau) N^{-(k+2) / 2}$, when $K(C, n, \tau)$ is independent of $n$ (and in fact also of the choice of $u$ ).

Once this theorem is proved, we can copy the proof of Theorem 1.10.1 in the present setting. Repeating the computations of Section 1.8, the values of $A, B$, and $C$ are now given by

$$
\begin{aligned}
A^{2} & =\frac{1-2 q+\widehat{q}}{N(1-(b(2)-2 b(1)+b(0)))} \\
B^{2} & =\frac{1}{1-(b(2)-4 b(1)+3 b(0))}\left(\frac{1}{N}(q-\widehat{q})+(b(1)-b(0)) A^{2}\right) \\
C^{2} & =\frac{1}{1-(b(2)-4 b(1)+3 b(0))}\left(\frac{1}{N}\left(\widehat{q}-q^{2}\right)+b(0) A^{2}+(4 b(1)-6 b(0)) B^{2}\right) .
\end{aligned}
$$

Theorem 9.7.12. There exists a number $L$ with the following property. Assume that $u$ satisfies (9.2), (9.122) and (9.128). Then if $L \alpha \exp L \tau^{2} \leq 1$, the following occurs with the values of $A, B, C$ given above. Consider an integer $n$. For $1 \leq \ell<\ell^{\prime} \leq n$ consider integers $k\left(\ell, \ell^{\prime}\right)$. For $1 \leq \ell \leq n$ consider
integers $k(\ell)$. Set $k_{1}=\sum_{1 \leq \ell<\ell^{\prime} \leq n} k\left(\ell, \ell^{\prime}\right), k_{2}=\sum_{1 \leq \ell \leq n} k(\ell)$, consider an integer $k_{3}$ and set $k=k_{1}+\bar{k}_{2}+\bar{k}_{3}$. Then

$$
\begin{gathered}
\nu\left(\prod_{1 \leq \ell<\ell^{\prime} \leq n} T_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)} \prod_{1 \leq \ell \leq n} T_{\ell}^{k(\ell)} T^{k_{3}}\right) \\
=\prod_{1 \leq \ell<\ell^{\prime} \leq n} a\left(k\left(\ell, \ell^{\prime}\right)\right) \prod_{1 \leq \ell \leq n} a(k(\ell)) a\left(k_{3}\right) A^{k_{1}} B^{k_{2}} C^{k_{3}}+O(k+1)
\end{gathered}
$$

So, it remains only to prove (9.153). The scheme of proof is as follows. we may assume $x=1, y=2$, we use that $\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}\right)=0$, so that

$$
\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}\right)=\int_{0}^{1} \nu_{t}^{\prime}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}\right) \mathrm{d} t .
$$

We compute $\nu_{t}^{\prime}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}\right)$using (2.23). For each term of the type

$$
\nu_{t}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-} \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right),
$$

we consider the function

$$
\varphi(v)=\nu_{t, v}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-} \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} u^{\prime}\left(S_{v}^{\ell}\right) u^{\prime}\left(S_{v}^{\ell^{\prime}}\right)\right) .
$$

We know from (9.101) that $\nu\left(\left(R_{1,2}^{-}-q\right)^{2 k}\right)=O(2 k)$, so that from (9.99) we have $\nu_{t}\left(\left(R_{1,2}^{-}-q\right)^{2 k}\right)=O(2 k)$ (uniformly in $t$ ) and we know through (9.130) that $\varphi^{\prime \prime}(v)=O(k+2)$, so

$$
\begin{equation*}
\varphi(1)=\varphi(0)+\varphi^{\prime}(0)+O(k+2) . \tag{9.154}
\end{equation*}
$$

We compute $\varphi^{\prime}(0)$ using (9.134). According to Lemmas 9.7.8 and 9.7.9, within error $O(k+2)$ we may replace the terms

$$
\mathrm{E}\left\langle\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-} \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(R_{\ell_{1}, \ell_{2}}^{t}-q\right)\right\rangle_{t, \sim}
$$

by

$$
\begin{aligned}
& \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-} \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right) \\
= & \nu_{0}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu_{0}\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)
\end{aligned}
$$

and we may in turn replace $\nu_{0}\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)$ by $\nu\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)$ using Lemma 9.7.9 again. The terms $\varphi(0)=\widehat{r} \mathbf{E}\left\langle\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-}\right\rangle_{t, \sim}$ regroup with the corresponding terms of the quantity II of (2.23). To compute the difference

$$
\mathrm{E}\left\langle\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-}\right\rangle_{t, \sim}-\nu_{t}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-}\right),
$$

we introduce the function $\varphi(v)=\nu_{t, v}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-}\right)$, we use (9.154) and (9.136) to compute $\varphi^{\prime}(0)$. Within an error $O(k+2)$ we reach as previously that this difference is a sum of terms

$$
\pm \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right) \nu\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)
$$

By this procedure we have obtained that within an error $O(k+2)$, $\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}\right)$is a certain sum of terms of the type $C_{\ell_{1}, \ell_{2}} \nu\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)$; and to complete the proof it remains to perform the algebra: the computation of these coefficients $C_{\ell_{1}, \ell_{2}}$. This computation will require carefully counting terms in certain formulas. This could look tedious, unless of course one keeps marveling, as one should, about why the relations we find can be at all true. For the computation of the terms $C_{\ell_{1}, \ell_{2}}$, it helps to use the quantities of (1.226), i.e.

$$
T_{\ell, \ell^{\prime}}=\frac{\left(\boldsymbol{\sigma}^{\ell}-\mathbf{b}\right) \cdot\left(\boldsymbol{\sigma}^{\ell^{\prime}}-\mathbf{b}\right)}{N}, \quad T_{\ell}=\frac{\left(\boldsymbol{\sigma}^{\ell}-\mathbf{b}\right) \cdot \mathbf{b}}{N}, \quad T=\frac{\mathbf{b} \cdot \mathbf{b}}{N}-q,
$$

for $\mathbf{b}=\left(\left\langle\sigma_{i}\right\rangle\right)_{i \leq N}$. We start with a general identity.
Lemma 9.7.13. Consider numbers a(0), a(1) and a(2). Given two integers $\ell, \ell^{\prime} \leq n$ we define

$$
a\left(\ell_{1}, \ell_{2}\right)=a\left(\operatorname{card}\left\{\ell_{1}, \ell_{2}\right\} \cap\left\{\ell, \ell^{\prime}\right\}\right) .
$$

Then for any function $f$ on $\Sigma_{N}^{n}$ we have the identity

$$
\begin{align*}
& \sum_{1 \leq \ell_{1}<\ell_{2} \leq n} a\left(\ell_{1}, \ell_{2}\right) \nu\left(f\left(R_{\ell_{1}, \ell_{2}}-q\right)\right) \\
- & n \sum_{\ell_{1} \leq n} a\left(\ell_{1}, n+1\right) \nu\left(f\left(R_{\ell_{1}, n+1}-q\right)\right) \\
+ & \frac{n(n+1)}{2} a(n+1, n+2) \nu\left(f\left(R_{n+1, n+2}-q\right)\right) \\
= & \sum_{\ell_{1}<\ell_{2}} a\left(\ell_{1}, \ell_{2}\right) \nu\left(f T_{\ell_{1}, \ell_{2}}\right)+\sum_{\ell_{1}} a_{1}\left(\ell_{1}\right) \nu\left(f T_{\ell_{1}}\right) \\
+ & (a(2)-4 a(1)+3 a(0)) \nu(f T) \tag{9.155}
\end{align*}
$$

where

$$
a_{1}\left(\ell_{1}\right)= \begin{cases}2 a(1)-3 a(0) & \text { if } \ell_{1} \notin\left\{\ell, \ell^{\prime}\right\} \\ a(2)-2 a(1) & \text { if } \ell_{1} \in\left\{\ell, \ell^{\prime}\right\}\end{cases}
$$

The reader observes that the range of summation need not be specified for $\ell_{1}$ and $\ell_{2}$ in the right hand side of (9.155), because $\nu\left(f T_{\ell_{1}}\right)$ is zero if $f$ does not depend on replica $\ell_{1}$, and similarly for $\nu f T_{\ell_{1}, \ell_{2}}$.

Proof. We substitute the relation

$$
\begin{equation*}
R_{\ell_{1}, \ell_{2}}-q=T_{\ell_{1}, \ell_{2}}+T_{\ell_{1}}+T_{\ell_{2}}+T \tag{9.156}
\end{equation*}
$$

in each of the terms in the left-hand side of the seeked relation (9.155), and we simply count how many times each term occurs in order to get the righthand side of (9.155). This is straightforward but requires a bit of patience. The coefficient of $\nu(f T)$ is

$$
\begin{equation*}
\sum_{1 \leq \ell_{1}<\ell_{2} \leq n} a\left(\ell_{1}, \ell_{2}\right)-n \sum_{\ell_{1} \leq n} a\left(\ell_{1}, n+1\right)+\frac{n(n+1)}{2} a(0) . \tag{9.157}
\end{equation*}
$$

In the first sum above, one term exactly is $a(2)$. There are $(n-2)(n-3) / 2$ terms for which $\left\{\ell_{1}, \ell_{2}\right\} \cap\left\{\ell, \ell^{\prime}\right\}=\emptyset$, and which are equal to $a(0)$. Since the sum has $n(n-1) / 2$ terms, there are exactly

$$
\frac{n(n-1)}{2}-\frac{(n-2)(n-3)}{2}-1=2 n-4
$$

terms for which $\operatorname{card}\left(\left\{\ell_{1}, \ell_{2}\right\} \cap\left\{\ell, \ell^{\prime}\right\}\right)=1$, and which are equal to $a(1)$. The second sum of $(9.157)$ is $2 a(1)+(n-2) a(0)$ so that (9.157) is

$$
\begin{aligned}
& a(2)-4 a(1)+a(0)\left(\frac{(n-2)(n-3)}{2}-n(n-2)+\frac{n(n+1)}{2}\right) \\
= & a(2)-4 a(1)+3 a(0) .
\end{aligned}
$$

To compute the coefficient of $\nu\left(f T_{\ell_{1}}\right)$, we may assume $\ell_{1} \leq n$, for otherwise $\nu\left(f T_{\ell_{1}}\right)=0$ since $\left\langle f T_{\ell_{1}}\right\rangle=0$. This coefficient is then

$$
\sum_{\ell_{2} \leq n, \ell_{2} \neq \ell_{1}} a\left(\ell_{1}, \ell_{2}\right)-n a\left(\ell_{1}, n+1\right)
$$

When $\ell_{1} \notin\left\{\ell, \ell^{\prime}\right\}$, this is

$$
2 a(1)+(n-3) a(0)-n a(0)=2 a(1)-3 a(0)=a_{1}\left(\ell_{1}\right)
$$

while if $\ell_{1} \in\left\{\ell, \ell^{\prime}\right\}$ this is

$$
a(2)+(n-2) a(1)-n a(1)=a(2)-2 a(1)=a_{1}\left(\ell_{1}\right) .
$$

Lemma 9.7.14. Under the conditions of Proposition 9.7.5, if $f^{-}$is a product of $k$ functions of the type $R_{\ell, \ell^{\prime}}^{-}-q, \ell, \ell^{\prime} \leq n$ and

$$
f^{\prime}=\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}
$$

we have

$$
\begin{align*}
\nu_{t}\left(f^{\prime} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right) & =\widehat{r} \mathrm{E}\left\langle f^{\prime}\right\rangle_{t, \sim} \\
& +\sum_{\ell_{1}<\ell_{2}} c\left(\ell, \ell^{\prime} ; \ell_{1}, \ell_{2}\right) \nu\left(f^{\prime} T_{\ell_{1}, \ell_{2}}\right) \\
& +\sum_{\ell_{1}} c\left(\ell_{1} ; \ell, \ell^{\prime}\right) \nu\left(f^{\prime} T_{\ell_{1}}\right) \\
& +(c(2)-4 c(1)+3 c(0)) \nu\left(f^{\prime} T\right) \\
& +O(k+2) \tag{9.158}
\end{align*}
$$

where

$$
c\left(\ell_{1} ; \ell, \ell^{\prime}\right)=\left\{\begin{array}{l}
2 c(1)-3 c(0) \text { if } \ell_{1} \notin\left\{\ell, \ell^{\prime}\right\}  \tag{9.159}\\
c(2)-2 c(1) \text { if } \ell_{1} \in\left\{\ell, \ell^{\prime}\right\}
\end{array}\right.
$$

We also have

$$
\begin{equation*}
\nu_{t}\left(f^{\prime} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)=\widehat{r} \mathbf{E}\left\langle f^{\prime}\right\rangle_{t, \sim}+A_{\ell, \ell^{\prime}}+O(k+2) \tag{9.160}
\end{equation*}
$$

where

$$
\begin{align*}
A_{\ell, \ell^{\prime}} & =d\left(\ell, \ell^{\prime}\right)\left(\sum_{\ell_{1}<\ell_{2}} c\left(\ell, \ell^{\prime} ; \ell_{1}, \ell_{2}\right) \nu\left(f^{-} T_{\ell_{1}, \ell_{2}}\right)+\sum_{\ell_{1}} c\left(\ell_{1} ; \ell, \ell^{\prime}\right) \nu\left(f^{-} T_{\ell_{1}}\right)\right. \\
& \left.+(c(2)-4 c(1)+3 c(0)) \nu\left(f^{-} T\right)\right) \tag{9.161}
\end{align*}
$$

for $d\left(\ell, \ell^{\prime}\right)=d\left(1,2 ; \ell, \ell^{\prime}\right)=d\left(\operatorname{card}\left(\{1,2\} \cap\left\{\ell, \ell^{\prime}\right\}\right)\right)$.
Proof. We first show that (9.158) implies (9.160). For this we simply write (using Lemma 9.7.9) that

$$
\begin{aligned}
\nu\left(f^{\prime} T_{\ell_{1}, \ell_{2}}\right) & =\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-} T_{\ell_{1}, \ell_{2}}\right) \\
& =\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-} T_{\ell_{1}, \ell_{2}}\right)+O(k+2) \\
& =\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right) \nu_{0}\left(f^{-} T_{\ell_{1}, \ell_{2}}\right)+O(k+2) \\
& =d\left(\ell, \ell^{\prime}\right) \nu_{0}\left(f^{-} T_{\ell_{1}, \ell_{2}}\right)+O(k+2) \\
& =d\left(\ell, \ell^{\prime}\right) \nu\left(f^{-} T_{\ell_{1}, \ell_{2}}\right)+O(k+2) .
\end{aligned}
$$

Passing from the second to the third line goes via Lemma 2.2.1, using as an intermediate step if one wishes that $T_{\ell_{1}, \ell_{2}}=T_{\ell_{1}, \ell_{2}}^{-}+\left(\sigma_{N}^{\ell_{1}}-\left\langle\sigma_{N}\right\rangle\right)\left(\sigma_{N}^{\ell_{2}}-\right.$ $\left.\left\langle\sigma_{N}\right\rangle\right) / N$, where $T_{\ell_{1}, \ell_{2}}^{-}$does not depend on the last spins. In a similar manner we get

$$
\nu\left(f^{\prime} T_{\ell_{1}}\right)=d\left(\ell, \ell^{\prime}\right) \nu\left(f^{-} T_{\ell_{1}}\right)+O(k+2),
$$

and

$$
\nu\left(f^{\prime} T\right)=d\left(\ell, \ell^{\prime}\right) \nu\left(f^{-} T\right)+O(k+2) .
$$

Substituting these relations in (9.158) proves (9.160).
To prove (9.158) we deduce from Lemmas 9.7.7and 9.7.8 (handling the error terms as already explained) that

$$
\begin{aligned}
\nu_{t}\left(f^{\prime} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right) & =\widehat{r} \mathrm{E}\left\langle f^{\prime}\right\rangle_{t, \sim} \\
& +\sum_{1 \leq \ell_{1}<\ell_{2} \leq n} c\left(\ell_{1}, \ell_{2} ; \ell, \ell^{\prime}\right) \nu\left(f^{\prime}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right) \\
& -n \sum_{\ell_{1} \leq n} c\left(\ell_{1}, n+1 ; \ell, \ell^{\prime}\right) \nu\left(f^{\prime}\left(R_{\ell_{1}, n+1}-q\right)\right) \\
& +\frac{n(n+1)}{2} c\left(n+1, n+2 ; \ell, \ell^{\prime}\right) \nu\left(f^{\prime}\left(R_{n+1, n+2}-q\right)\right) \\
& +O(k+2)
\end{aligned}
$$

We then use Lemma 9.7 .13 with $a(j)=c(j)$ to get the result.

Lemma 9.7.15. Under the conditions of Proposition 9.7.5, if $f^{-}$is a product of $k$ functions of the type $R_{\ell, \ell^{\prime}}^{-}-q, \ell, \ell^{\prime} \leq n$, and if $f^{\prime}=\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}$, we have

$$
\begin{equation*}
\nu_{t}\left(f^{\prime}\right)=\mathrm{E}\left\langle f^{\prime}\right\rangle_{t, \sim}+B_{\ell, \ell^{\prime}}+O(k+2), \tag{9.162}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{\ell, \ell^{\prime}}=\widehat{r} d\left(\ell, \ell^{\prime}\right)\left(\sum_{\ell_{1}<\ell_{2}} \nu\left(f^{-} T_{\ell_{1}, \ell_{2}}\right)-\sum_{\ell_{1}} \nu\left(f^{-} T_{\ell_{1}}\right)\right) . \tag{9.163}
\end{equation*}
$$

Proof. This is entirely similar to Lemma 9.7.14, using (9.136) rather than (9.134). In fact, there is no need to reproduce the computation since the righthand side of (9.136) is obtained from (9.134) simply by replacing everywhere each of the terms $c(0), c(1)$ and $c(2)$ by $\widehat{r}$.

Recalling the numbers $b_{0}(j)$ of (9.145) to (9.147), we define

$$
b_{0}\left(\ell_{1}, \ell_{2}\right)=b_{0}\left(\operatorname{card}\left\{\ell_{1}, \ell_{2}\right\} \cap\{1,2\}\right) .
$$

Lemma 9.7.16. Let $A_{\ell, \ell^{\prime}}$ and $B_{\ell, \ell^{\prime}}$ be given by (9.161) and (9.163) respectively. Then the following identities hold:

$$
\begin{align*}
& \sum_{1 \leq \ell<\ell^{\prime} \leq n} A_{\ell, \ell^{\prime}}-n \sum_{\ell \leq n} A_{\ell, n+1}+\frac{n(n+1)}{2} A_{n+1, n+2} \\
= & \sum_{1 \leq \ell_{1}<\ell_{2} \leq n} b_{0}\left(\ell_{1}, \ell_{2}\right) \nu\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right) \\
- & n \sum_{\ell_{1} \leq n} b_{0}\left(\ell_{1}, n+1\right) \nu\left(f^{-}\left(R_{\ell_{1}, n+1}-q\right)\right) \\
+ & \frac{n(n+1)}{2} b_{0}(0) \nu\left(f^{-}\left(R_{n+1, n+2}-q\right)\right) \tag{9.164}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{1 \leq \ell<\ell^{\prime} \leq n} B_{\ell, \ell^{\prime}}-n \sum_{\ell \leq n} B_{\ell, n+1}+\frac{n(n+1)}{2} B_{n+1, n+2} \\
= & \widehat{r}(d(2)-4 d(1)+3 d(0))\left(\sum_{1 \leq \ell_{1}<\ell_{2} \leq n} \nu\left(f^{-}\left(R_{\ell_{1}, \ell_{2}}-q\right)\right)\right. \\
- & \left.\sum_{\ell_{1} \leq n} \nu\left(f^{-}\left(R_{\ell_{1}, n+1}-q\right)\right)+\frac{n(n+1)}{2} \nu\left(f^{-}\left(R_{n+1, n+2}-q\right)\right)\right) . \tag{9.165}
\end{align*}
$$

Proof. We prove (9.164) first. We use Lemma 9.7.13 with $a(j)=b_{0}(j)$ to see that the right-hand side of this quantity is

$$
\begin{align*}
& \sum_{\ell_{1}<\ell_{2}} b_{0}\left(\ell_{1}, \ell_{2}\right) \nu\left(f^{-} T_{\ell_{1}, \ell_{2}}\right)+\sum_{\ell_{1}} b_{1}\left(\ell_{1}\right) \nu\left(f^{-} T_{\ell_{1}}\right) \\
+ & \left(b_{0}(2)-4 b_{0}(1)+3 b_{0}(0)\right) \nu\left(f^{-} T\right), \tag{9.166}
\end{align*}
$$

where

$$
b_{1}(\ell)= \begin{cases}2 b_{0}(1)-3 b_{0}(0) & \text { if } \ell_{1} \notin\{1,2\} \\ b_{0}(2)-2 b_{0}(1) & \text { if } \ell_{1} \in\{1,2\}\end{cases}
$$

We will show that the coefficients of $\nu\left(f^{-} T_{\ell_{1}, \ell_{2}}\right), \nu\left(f^{-} T_{\ell_{1}}\right)$ and $\nu\left(f^{-} T\right)$ are the same in (9.166) and in the left-hand side of (9.164). That is, recalling (9.161), that $d\left(\ell, \ell^{\prime}\right)=d\left(\operatorname{card}\left(\left\{\ell, \ell^{\prime}\right\} \cap\{1,2\}\right)\right.$ and (9.159), we have to prove the relations

$$
\begin{align*}
& \sum_{1 \leq \ell<\ell^{\prime} \leq n} c\left(\ell, \ell^{\prime} ; \ell_{1}, \ell_{2}\right) d\left(\ell, \ell^{\prime}\right)-n \sum_{\ell \leq n} c\left(\ell, n+1 ; \ell_{1}, \ell_{2}\right) d(\ell, n+1) \\
& +\frac{n(n+1)}{2} c\left(n+1, n+2 ; \ell_{1}, \ell_{2}\right) d(n+1, n+2)=b_{0}\left(\ell_{1}, \ell_{2}\right) ;  \tag{9.167}\\
& \quad \sum_{1 \leq \ell<\ell^{\prime} \leq n} c\left(\ell_{1} ; \ell, \ell^{\prime}\right) d\left(\ell, \ell^{\prime}\right)-n \sum_{\ell \leq n} c\left(\ell_{1} ; \ell, n+1\right) d(\ell, n+1) \\
& +\frac{n(n+1)}{2} c\left(\ell_{1} ; n+1, n+2\right) d(n+1, n+2)=b_{1}\left(\ell_{1}\right) ;  \tag{9.168}\\
& \left.\quad+\frac{n(n+1)}{2} d(n+1, n+2)\right)=b_{0}(2)-4 b_{0}(1)+3 b_{0}(0) .
\end{align*}
$$

To prove these relations we may assume that $n>\ell_{1}, \ell_{2}$. This is because in (2.23) we may increase $n$ if we wish, since the extra terms this creates cancel out. The proof is completely straightforward, but it requires real patience. The impatient reader may jump ahead directly to the proof of Theorem 9.7.11.
Proof of (9.167). Case 1: $\left\{\ell_{1}, \ell_{2}\right\}=\{1,2\}$.
There are respectively

$$
1 ; 2 n-4 ; \frac{(n-2)(n-3)}{2}
$$

choices of $1 \leq \ell<\ell^{\prime} \leq n$ for which $\operatorname{card}\left(\left\{\ell, \ell^{\prime}\right\} \cap\{1,2\}\right)=2,1$, or 0 . Therefore the term $\sum_{1 \leq \ell<\ell^{\prime} \leq n}$ in the left-hand side of (9.167) is

$$
c(2) d(2)+c(1) d(1)(2 n-4)+c(0) d(0)\left(\frac{(n-2)(n-3)}{2}\right)
$$

There are respectively 2 and $n-2$ choices of $\ell \leq n$ for which $\operatorname{card}(\{\ell, n+$ $1\} \cap\{1,2\})=1$ or 0 , and the term $\sum_{\ell \leq n}$ in the left-hand side of (9.167) is

$$
2 c(1) d(1)+(n-2) c(0) d(0) .
$$

Therefore the left-hand side of (9.167) is

$$
\begin{aligned}
& c(2) d(2)+c(1) d(1)(2 n-4)+c(0) d(0)\left(\frac{(n-2)(n-3)}{2}\right) \\
- & n(2 c(1) d(1)+(n-2) c(0) d(0))+\frac{n(n+1)}{2} c(0) d(0) \\
= & c(2) d(2)-4 c(1) d(1)+3 c(0) d(0)=b_{0}(2)=b_{0}(1,2)=b_{0}\left(\ell_{1}, \ell_{2}\right) .
\end{aligned}
$$

Case 2: $\operatorname{card}\left(\{1,2\} \cap\left\{\ell_{1}, \ell_{2}\right\}\right)=1$.
Without loss of generality we assume $\ell_{1}=1, \ell_{2}=3$. The sum $\sum_{1 \leq \ell<\ell^{\prime} \leq n}$ in the left-hand side of (9.167) is best computed by first calculating the sum over $\ell^{\prime}$ for $\ell=1,2,3$. This sum is as follows.

If $\ell=1$ :

$$
c(1) d(2)+c(2) d(1)+(n-3) c(1) d(1),
$$

corresponding respectively to the case $\ell^{\prime}=2, \ell^{\prime}=3, \ell^{\prime} \geq 4$.
If $\ell=2$ :

$$
c(1) d(1)+(n-3) c(0) d(1),
$$

corresponding respectively to $\ell^{\prime}=3, \ell^{\prime} \geq 4$.
If $\ell=3$ :

$$
(n-3) c(1) d(0) .
$$

Moreover, the sum $\sum_{4 \leq \ell<\ell^{\prime} \leq n}$ is

$$
\frac{(n-3)(n-4)}{2} c(0) d(0) .
$$

The sum $\sum_{\ell \leq n}$ is

$$
c(1) d(1)+c(0) d(1)+c(1) d(0)+(n-3) c(0) d(0),
$$

the terms corresponding of course to the cases $\ell=1, \ell=2, \ell=3, \ell \geq 4$. Collecting the terms and using that

$$
\frac{(n-3)(n-4)}{2}-n(n-3)+\frac{n(n+1)}{2}=6
$$

to compute the coefficient of $c(0) d(0)$, we get a total contribution of

$$
c(2) d(1)+c(1) d(2)-2 c(1) d(1)-3 c(0) d(1)-3 c(1) d(0)+6 c(0) d(0),
$$

and this is $b_{0}(1)=b_{0}\left(\ell_{1}, \ell_{2}\right)$.
Case 3: $\left\{\ell_{1}, \ell_{2}\right\} \cap\{1,2\}=\emptyset$.
We first compute the sum $\sum_{1 \leq \ell<\ell^{\prime} \leq n}$ in the left-hand side of (9.167). There are 6 pairs $1 \leq \ell<\ell^{\prime} \leq n$ such that $\left\{\ell, \ell^{\prime}\right\} \subset\left\{1,2, \ell_{1}, \ell_{2}\right\}$, for a total contribution of

$$
c(2) d(0)+c(0) d(2)+4 c(1) d(1) .
$$

There are

$$
\frac{n(n-1)}{2}-\frac{(n-4)(n-5)}{2}-6=4 n-16
$$

choices of $1 \leq \ell<\ell^{\prime} \leq n$ for which $\operatorname{card}\left(\left\{\ell, \ell^{\prime}\right\} \cap\left\{1,2, \ell_{1}, \ell_{2}\right\}\right)=1$, for a total contribution of

$$
(2 n-8)(c(0) d(1)+c(1) d(0)) .
$$

Thus the sum $\sum_{1 \leq \ell<\ell^{\prime} \leq n}$ in the left-hand side of (9.167) is

$$
\begin{aligned}
& c(2) d(0)+c(0) d(2)+4 c(1) d(1)+(2 n-8)(c(0) d(1)+c(1) d(0)) \\
& +\frac{(n-4)(n-5)}{2} c(0) d(0)
\end{aligned}
$$

Next we compute the sum $\sum_{\ell \leq n}$ in the left-hand side of (9.167). We distinguish the cases where $\ell=1,2, \ell_{1}, \ell_{2}$ to obtain that this sum is

$$
2 c(1) d(0)+2 c(0) d(1)+(n-4) c(0) d(0) .
$$

Thus the left-hand side of (9.167) is

$$
\begin{aligned}
& c(2) d(0)+c(0) d(2)+4 c(1) d(1)+(2 n-8)(c(0) d(1)+c(1) d(0)) \\
& +\frac{(n-4)(n-5)}{2} c(0) d(0)-n(2 c(1) d(0)+2 c(0) d(1)+(n-4) c(0) d(0)) \\
& +\frac{n(n+1)}{2} c(0) d(0)
\end{aligned}
$$

Using that

$$
\frac{(n-4)(n-5)}{2}-n(n-4)+\frac{n(n+1)}{2}=10
$$

this is

$$
c(2) d(0)+c(0) d(2)+4 c(1) d(1)-8(c(0) d(1)+c(1) d(0))+10 c(0) d(0),
$$

which is $b_{0}(0)=b_{)}\left(\ell_{1}, \ell_{2}\right)$, and we have proved (9.167).
Proof of (9.168). We set $c^{\prime}(1)=c(2)-2 c(1), c^{\prime}(0)=2 c(1)-3 c(0)$, so that by (9.159) we have $c\left(\ell_{1} ; \ell, \ell^{\prime}\right)=c^{\prime}\left(\operatorname{card}\left(\left\{\ell_{1}\right\} \cap\left\{\ell, \ell^{\prime}\right\}\right)\right)$.
Case 1: $\ell_{1} \notin\{1,2\}$.

Without loss of generality we assume that $\ell_{1}=3$. To compute the sum $\sum_{1 \leq \ell<\ell^{\prime} \leq n}$ of the left-hand side of (9.168), we again compute first the sum over $\ell^{\prime}$ for $\ell=1,2,3$.
If $\ell=1$ :

$$
c^{\prime}(0) d(2)+c^{\prime}(1) d(1)+(n-3) c^{\prime}(0) d(1),
$$

corresponding respectively to the values $\ell^{\prime}=2, \ell^{\prime}=3, \ell^{\prime} \geq 4$.
If $\ell=2$ :

$$
c^{\prime}(1) d(1)+(n-3) c^{\prime}(0) d(1),
$$

corresponding respectively to the values $\ell^{\prime}=3$ and $\ell^{\prime} \geq 4$.
If $\ell=3$ :

$$
(n-3) c^{\prime}(1) d(0) .
$$

Moreover the sum $\sum_{4 \leq \ell<\ell^{\prime} \leq n}$ is

$$
\frac{(n-3)(n-4)}{2} c^{\prime}(0) d(0) .
$$

The sum $\sum_{\ell \leq n}$ is

$$
2 c^{\prime}(0) d(1)+c^{\prime}(1) d(0)+(n-3) c^{\prime}(0) d(0) .
$$

The first term is the contribution of the values $\ell=1,2$, the second term is the contribution of the values $\ell=3$ and the third term is the contribution of the values $\ell \geq 4$. Collecting the terms we find a total contribution of

$$
2 c^{\prime}(1) d(1)+c^{\prime}(0) d(2)-3 c^{\prime}(1) d(0)-6 c^{\prime}(0) d(1)+6 c^{\prime}(0) d(0) .
$$

Substituting the values of $c^{\prime}(1)$ and $c^{\prime}(0)$, algebra yields the following expression

$$
\begin{aligned}
& 2(c(2) d(1)+c(1) d(2))-3(c(2) d(0)+c(0) d(2))-16 c(1) d(1) \\
+ & 18(c(1) d(0)+c(0) d(1))-18 c(0) d(0)
\end{aligned}
$$

and this is indeed $2 b_{0}(1)-3 b_{0}(0)=b_{1}\left(\ell_{1}\right)$.
Case 2: $\ell_{1} \in\{1,2\}$.
Without loss of generality we assume that $\ell_{1}=1$. The contribution of the sum $\sum_{1 \leq \ell<\ell^{\prime} \leq n}$ for the various values of $\ell$ is as follows. If $\ell=1$ :

$$
c^{\prime}(1) d(2)+(n-2) c^{\prime}(1) d(1),
$$

corresponding to the terms $\ell^{\prime}=2$ and $\ell^{\prime} \geq 3$.
If $\ell=2$ :

$$
(n-2) c^{\prime}(0) d(1) .
$$

The sum of the contributions for $3 \leq \ell \leq n$ is

$$
\frac{(n-2)(n-3)}{2} c^{\prime}(0) d(0) .
$$

The sum $\sum_{\ell \leq n}$ is

$$
c^{\prime}(1) d(1)+c^{\prime}(0) d(1)+(n-2) c^{\prime}(0) d(0),
$$

corresponding to the cases $\ell=1, \ell=2$, and $\ell \geq 3$.
Collecting the terms, the total contribution is

$$
c^{\prime}(1) d(2)-2 c^{\prime}(1) d(1)-2 c^{\prime}(0) d(1)+3 c^{\prime}(0) d(0),
$$

and substituting the values of $c^{\prime}(1), c^{\prime}(0)$ this is indeed $b_{0}(2)-2 b_{0}(1)=b_{1}\left(\ell_{1}\right)$. We have proved (9.168).
Proof of (9.169). It is simpler than the previous one. As in (9.151) we have

$$
b_{0}(2)-2 b_{0}(1)+b_{0}(0)=(c(2)-2 c(1)+c(0))(d(2)-2 d(1)+d(0)),
$$

so it suffices to show that

$$
\begin{aligned}
& \sum_{1 \leq \ell<\ell^{\prime} \leq n} d\left(\ell, \ell^{\prime}\right)-n \sum_{\ell \leq n} d(\ell, n+1)+\frac{n(n+1)}{2} d(n+1, n+2) \\
= & d(2)-4 d(1)+3 d(0) .
\end{aligned}
$$

The computation has been done many times and is left to the reader.
We have proved (9.169), (9.168) and (9.167). Therefore we have proved (9.164).

To prove (9.165), we simply notice that we obtain $B_{\ell, \ell^{\prime}}$ from $A_{\ell, \ell^{\prime}}$ by replacing each of the quantities $c(2), c(1)$ and $c(0)$ by $\widehat{r}$ : this replaces each of the quantities $b_{0}(2), b_{0}(1)$ and $b_{0}(0)$ by $\widehat{r}(d(2)-4 d(1)+3 d(0))$.

Proof of Theorem 9.7.11. We apply (2.23) to the function $f=\left(\varepsilon_{1} \varepsilon_{2}-\right.$ $q) f^{-}$. We apply (9.160) to each term $\nu_{t}\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\varepsilon_{1} \varepsilon_{2}-q\right) u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right) f^{-}\right)$. Setting

$$
D_{\ell, \ell^{\prime}}=\mathrm{E}\left\langle\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-}\right\rangle_{t, \sim}-\nu_{t}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} f^{-}\right),
$$

and, combining with the contribution of the term II of (2.23) we get

$$
\begin{aligned}
\nu_{t}^{\prime}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f^{-}\right) & =\alpha\left(\sum_{1 \leq \ell<\ell^{\prime} \leq n} A_{\ell, \ell^{\prime}}-n \sum_{\ell \leq n} A_{\ell, n+1}+\frac{n(n+1)}{2} A_{n+1, n+2}\right) \\
& +r\left(\sum_{1 \leq \ell<\ell^{\prime} \leq n} D_{\ell, \ell^{\prime}}-n \sum_{\ell \leq n} D_{\ell, n+1}+\frac{n(n+1)}{2} D_{n+1, n+2}\right) \\
& +O(k+2) .
\end{aligned}
$$

By (9.162) we have $D_{\ell, \ell^{\prime}}=-B_{\ell, \ell^{\prime}}+O(k+2)$, and combining with (9.164) and (9.165) proves (9.153).

### 9.8 An Approximation Procedure

In the previous sections we worked with functions $u$ such that

$$
\begin{equation*}
\forall \ell, 1 \leq \ell \leq 5, \quad\left|u^{(\ell)}\right| \leq \exp \left(\frac{N}{L}\right) \tag{9.170}
\end{equation*}
$$

In the present section we show that this condition is not really necessary. The method consists of showing that, given a function $u$ (that does not take excessively large values) we can find a function $v$ that satisfies (9.170), for which the Gibbs measures associated to $u$ and $v$ are nearly identical. This shows that in the end the differentiability of $u$ is really irrelevant and it makes one wonder whether we have used the correct approach. Throughout the section we assume (9.2).

Let us give an example of what can be achieved.
Theorem 9.8.1. There exists a number $L$ with the following property. Assume that the measurable function $u$ satisfies

$$
-\frac{N}{L} \leq u \leq 0
$$

and consider the solution $q$ of the equations (9.65). Then if $L \alpha \exp L \tau^{2} \leq 1$ we have

$$
\forall k \geq 1, \quad \nu\left(\left(R_{1,2}-q\right)^{2 k}\right) \leq\left(\frac{L k}{N}\right)^{k}
$$

Again, no differentiability of $u$ whatsoever is necessary here.
We now describe the basic approximation procedure. We assume that

$$
\begin{equation*}
-D \leq u \leq 0 \tag{9.171}
\end{equation*}
$$

and we will specify $D$ later. Let us consider a (very small) number $b$. This parameter controls the quality of our approximation of $u$.

By scaling arguments, there exists a function $\zeta$ supported by the interval $[-b, b]$, with $\zeta \geq 0$, and such that

$$
\begin{gather*}
\int \zeta(x) \mathrm{d} x=1 \\
\forall \ell, 0 \leq \ell \leq 5, \quad\left|\zeta^{(\ell)}\right| \leq \frac{L}{b^{\ell+1}} . \tag{9.172}
\end{gather*}
$$

We define the function $v$ by

$$
\begin{equation*}
\exp v(x)=\zeta * \exp u(x)=\int \exp u(t) \zeta(x-t) \mathrm{d} t \tag{9.173}
\end{equation*}
$$

so that $-D \leq v \leq 0$. Moreover, if $u(x)=0$ for $x \geq \tau$, we have

$$
\begin{equation*}
x \geq \tau+b \quad \Rightarrow \quad v(x)=0 \tag{9.174}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\forall \ell, 0 \leq \ell \leq 5, \quad\left|v^{(\ell)}\right| \leq L \frac{\exp \ell D}{b^{\ell}} \tag{9.175}
\end{equation*}
$$

This follows from (9.173) and computation of the derivatives of $v$. For example, $v^{\prime} \exp v=\zeta^{\prime} * \exp u$, and since $\zeta^{\prime}$ is supported by $[-b, b]$ and $\left|\zeta^{\prime}\right| \leq L / b^{2}$,

$$
\left|\zeta^{\prime} * \exp u\right| \leq \int\left|\zeta^{\prime}(x)\right| \mathrm{d} x \leq 2 b \frac{L}{b^{2}}
$$

Lemma 9.8.2. For any number $x$ and any Gaussian r.v. $g$ we have

$$
\begin{equation*}
|\mathrm{E} \exp u(g+x)-\mathrm{E} \exp v(g+x)| \leq \frac{b}{\sqrt{\mathrm{E} g^{2}}} \tag{9.176}
\end{equation*}
$$

Proof. The function

$$
W(x)=\mathrm{E} \exp u(g+x)
$$

satisfies (using integration by parts in the second line),

$$
W^{\prime}(x)=\mathrm{E} u^{\prime}(g+x) \exp u(g+x)=\frac{1}{\mathrm{E} g^{2}} \mathrm{E} g \exp u(g+x)
$$

so that

$$
\left|W^{\prime}(x)\right| \leq \frac{\mathrm{E}|g|}{\mathrm{E} g^{2}} \leq \frac{1}{\sqrt{\mathrm{E} g^{2}}}
$$

and thus $|W(x)-W(x-t)| \leq b /\left(\mathrm{E} g^{2}\right)^{1 / 2}$ for $|t| \leq b$. Now, the left-hand side of (9.176) is

$$
\begin{aligned}
|W(x)-\zeta * W(x)| & =\left|W(x)-\int W(x-t) \zeta(t) \mathrm{d} t\right| \\
& =\left|\int(W(x)-W(x-t)) \zeta(t) \mathrm{d} t\right| \\
& \leq \frac{b}{\sqrt{\mathrm{E} g^{2}}} \int \zeta(t) \mathrm{d} t=\frac{b}{\sqrt{\mathrm{E} g^{2}}}
\end{aligned}
$$

and this completes the proof.

Lemma 9.8.3. For any subset $A$ of $\Sigma_{N}$ we have

$$
\begin{align*}
& \mathrm{E}\left(\sum_{\boldsymbol{\sigma} \in A}\left(\exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right)-\exp \sum_{k \leq M} v\left(S_{k}(\boldsymbol{\sigma})\right)\right)\right)^{2} \\
\leq & 2 \operatorname{card} A+b^{2} N M^{2}(\operatorname{card} A)^{2} . \tag{9.177}
\end{align*}
$$

Proof. The left-hand side of (9.177) is

$$
\begin{equation*}
\sum_{\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime} \in A} \mathrm{E} B(\boldsymbol{\sigma}) B\left(\boldsymbol{\sigma}^{\prime}\right) \tag{9.178}
\end{equation*}
$$

where

$$
B(\boldsymbol{\sigma})=\exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right)-\exp \sum_{k \leq M} v\left(S_{k}(\boldsymbol{\sigma})\right) .
$$

In the sum (9.178) we bound separately the terms for which $\boldsymbol{\sigma}= \pm \boldsymbol{\sigma}^{\prime}$. For these, we use the trivial bound $|B(\boldsymbol{\sigma})| \leq 2$. Next, consider a pair $\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)$ with $\boldsymbol{\sigma} \neq \pm \boldsymbol{\sigma}^{\prime}$. Since $\boldsymbol{\sigma} \neq-\boldsymbol{\sigma}^{\prime}$, there exists a coordinate $i$ with $\sigma_{i} \neq-\sigma_{i}^{\prime}$, i.e. $\sigma_{i}=\sigma_{i}^{\prime}$. Since $\boldsymbol{\sigma} \neq \boldsymbol{\sigma}^{\prime}$, there exists a coordinate $j$ with $\sigma_{j}=-\sigma_{j}^{\prime}$. Without loss of generality, we assume that $\sigma_{1}=\sigma_{1}^{\prime}, \sigma_{2}=-\sigma_{2}^{\prime}$. Let us denote by $\mathrm{E}_{0}$ integration in the variables $g_{i, k}, k \leq M, i=1,2$, all other r.v.s being fixed.

The key observation is that all the variables of the type

$$
\sigma_{1} g_{1, k}+\sigma_{2} g_{2, k} \text { and } \sigma_{1}^{\prime} g_{1, k}+\sigma_{2}^{\prime} g_{2, k}=\sigma_{1} g_{1, k}-\sigma_{2} g_{2, k}
$$

are independent as $k \leq M$, so that, under $\mathrm{E}_{0}$, the r.v.s $B(\boldsymbol{\sigma})$ and $B\left(\boldsymbol{\sigma}^{\prime}\right)$ are independent, and

$$
\mathrm{E}_{0}\left(B(\boldsymbol{\sigma}) B\left(\boldsymbol{\sigma}^{\prime}\right)\right)=\mathrm{E}_{0} B(\boldsymbol{\sigma}) \mathrm{E}_{0} B\left(\boldsymbol{\sigma}^{\prime}\right)
$$

Now

$$
\begin{equation*}
\mathrm{E}_{0} B(\boldsymbol{\sigma})=\prod_{k \leq M} X_{k}-\prod_{k \leq M} Y_{k} \tag{9.179}
\end{equation*}
$$

where

$$
X_{k}=\mathrm{E}_{0} \exp u\left(S_{k}(\boldsymbol{\sigma})\right) ; Y_{k}=\mathrm{E}_{0} \exp v\left(S_{k}(\boldsymbol{\sigma})\right)
$$

We use Lemma 9.8.2 with

$$
\begin{gathered}
g=\frac{1}{\sqrt{N}}\left(\sigma_{1} g_{1, k}+\sigma_{2} g_{2, k}\right) \\
x=\frac{1}{\sqrt{N}} \sum_{i \geq 3} \sigma_{i} g_{i, k}
\end{gathered}
$$

and we obtain

$$
\begin{equation*}
\left|X_{k}-Y_{k}\right| \leq b \sqrt{N} \tag{9.180}
\end{equation*}
$$

Next, we use that for numbers $\left(x_{k}\right)_{k \leq M},\left(y_{k}\right)_{k \leq M}$, if $\left|x_{k}\right|,\left|y_{k}\right| \leq 1$, then

$$
\begin{equation*}
\left|\prod_{k \leq M} x_{k}-\prod_{k \leq M} y_{k}\right| \leq \sum_{k \leq M}\left|x_{k}-y_{k}\right| \tag{9.181}
\end{equation*}
$$

to deduce from (9.179) and (9.180) that

$$
\left|\mathrm{E}_{0} B(\boldsymbol{\sigma})\right| \leq b \sqrt{N} M
$$

The same inequality holds for $\boldsymbol{\sigma}^{\prime}$ rather than $\boldsymbol{\sigma}$, and thus

$$
\sum \mathrm{E}\left(B(\boldsymbol{\sigma}) B\left(\boldsymbol{\sigma}^{\prime}\right)\right) \leq b^{2} N M^{2}(\operatorname{card} A)^{2}
$$

where the summation is over $\boldsymbol{\sigma} \neq \pm \boldsymbol{\sigma}^{\prime}, \boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime} \in A$. This finishes the proof.
The Cauchy-Schwarz inequality and (9.177) imply the following.

Corollary 9.8.4. We have

$$
\begin{align*}
& \mathrm{E}\left(\left|\sum_{\boldsymbol{\sigma} \in A}\left(\exp \sum_{k \leq M} u\left(S_{k}(\boldsymbol{\sigma})\right)-\exp \sum_{k \leq M} v\left(S_{k}(\boldsymbol{\sigma})\right)\right)\right|\right) \\
\leq & 2 \sqrt{\operatorname{card} A}+b \sqrt{N} M \operatorname{card} A . \tag{9.182}
\end{align*}
$$

We use the notation $\langle\cdot\rangle_{u}$ and $\langle\cdot\rangle_{v}$ to distinguish the Gibbs measures associated to $u$ and $v$.

Corollary 9.8.5. Assume that $u(x)=0$ for $x \geq \tau$. Given any subset $I$ of $\{1, \ldots, N\}$ and $d \geq \exp (-N / 32)$, we have

$$
\begin{align*}
\mathrm{E}\left|\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{u}-\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{v}\right| & \leq L d^{1 / L} \exp L M\left(1+\tau^{2}\right) \\
& +\frac{L}{d} 2^{-N / 2}+\frac{L b}{d} \sqrt{N} M \tag{9.183}
\end{align*}
$$

Proof. Consider the set

$$
A=\left\{\boldsymbol{\sigma} ; \prod_{i \in I} \sigma_{i}=1\right\}
$$

so that

$$
\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{u}=\left\langle\mathbf{1}_{A}\right\rangle_{u}-\left\langle\mathbf{1}_{A^{c}}\right\rangle_{u}=2\left\langle\mathbf{1}_{A}\right\rangle_{u}-1
$$

and

$$
\left|\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{u}-\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{v}\right| \leq 2\left|\left\langle\mathbf{1}_{A}\right\rangle_{u}-\left\langle\mathbf{1}_{A}\right\rangle_{v}\right| .
$$

We define

$$
\begin{equation*}
S_{u}=\sum_{\boldsymbol{\sigma} \in A} \exp \sum_{k \leq M} u\left(S_{k}\right) ; \quad Z_{u}=\sum_{\boldsymbol{\sigma}} \exp \sum_{k \leq M} u\left(S_{k}\right) \tag{9.184}
\end{equation*}
$$

(and similarly we define $S_{v}$ and $Z_{v}$ ). Thus (9.182) yields

$$
\begin{align*}
& \mathrm{E}\left|S_{u}-S_{v}\right| \leq 2^{N / 2+1}+b \sqrt{N} M 2^{N}  \tag{9.185}\\
& \mathrm{E}\left|Z_{u}-Z_{v}\right| \leq 2^{N / 2+1}+b \sqrt{N} M 2^{N} . \tag{9.186}
\end{align*}
$$

Since $\left\langle\mathbf{1}_{A}\right\rangle_{u}=S_{u} / Z_{u}$, we have $\left\langle\mathbf{1}_{A}\right\rangle_{v}=S_{v} / Z_{v}$, and

$$
\begin{align*}
\left|\left\langle\mathbf{1}_{A}\right\rangle_{u}-\left\langle\mathbf{1}_{A}\right\rangle_{v}\right| & =\left|\frac{S_{u}}{Z_{u}}-\frac{S_{v}}{Z_{v}}\right|=\left|\frac{S_{u}-S_{v}}{Z_{u}}+\frac{S_{v}\left(Z_{v}-Z_{u}\right)}{Z_{u} Z_{v}}\right| \\
& \leq \frac{\left|S_{u}-S_{v}\right|}{Z_{u}}+\frac{\left|Z_{u}-Z_{v}\right|}{Z_{u}} \tag{9.187}
\end{align*}
$$

since $S_{v} \leq Z_{v}$. Consider the event $\Omega=\left\{Z_{u} \leq d 2^{N}\right\}$. It follows from (9.16) that $\mathrm{P}(\Omega) \leq d^{1 / L} \exp L M\left(1+\tau^{2}\right)$. Then (9.187) implies

$$
\left|\left\langle\mathbf{1}_{A}\right\rangle_{u}-\left\langle\mathbf{1}_{A}\right\rangle_{v}\right| \leq \mathbf{1}_{\Omega}+\frac{2^{-N}}{d}\left(\left|S_{u}-S_{v}\right|+\left|Z_{u}-Z_{v}\right|\right) .
$$

Taking expectations and using (9.185) and (9.186) completes the proof.
Proposition 9.8.6. There exists a constant $L$ such that if $L \alpha \exp L \tau^{2} \leq 1$ and the function $u$ satisfies $u(x)=0$ for $x \geq \tau$ and

$$
-D=-\frac{N}{L} \leq u \leq 0
$$

then given any subset I of $\{1, \ldots, N\}$ we have

$$
\begin{equation*}
\mathrm{E}\left|\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{u}-\left\langle\prod_{i \in I} \sigma_{i}\right\rangle_{v}\right| \leq L \exp \left(-\frac{L}{N}\right) . \tag{9.188}
\end{equation*}
$$

Proof. If $L_{1}$ denotes the constant in (9.170) we assume

$$
\begin{equation*}
D=\frac{N}{10 L_{1}} \tag{9.189}
\end{equation*}
$$

so that, if $b=L_{2} \exp \left(-N / 10 L_{1}\right)$ where $L_{2}$ is large enough, (9.175) proves that the function $v$ satisfies (9.170). We then choose $d=\exp \left(-N / 20 L_{1}\right)$ so that if $L^{\prime} M\left(1+\tau^{2}\right) \leq N$ for $L^{\prime}$ large enough the bound in $(9.183)$ is of the type $L \exp (-N / L)$.

Lemma 9.8.7. Under the conditions of Proposition 9.8.6, the following occurs. Consider for $1 \leq \ell<\ell^{\prime}<n$ integers $k\left(\ell, \ell^{\prime}\right)$. Then

$$
\begin{equation*}
\mathrm{E}\left|\left\langle\prod_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)}\right\rangle_{u}-\left\langle\prod_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)}\right\rangle_{v}\right| \leq \operatorname{Ln} \exp \left(-\frac{N}{L}\right) . \tag{9.190}
\end{equation*}
$$

The surprising part of this result is that here we study functions on $n$ replicas; one would think that having to deal with the quantity $Z_{u}$ of (9.184) occurring at power $n$ in denominators will create trouble; the content of the lemma is that this is not the case.

Proof. We write

$$
R_{\ell, \ell^{\prime}}=\frac{1}{N} \sum_{i \leq N} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}
$$

so that

$$
R_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)}=\frac{1}{N^{k\left(\ell, \ell^{\prime}\right)}} \sum_{k \leq k\left(\ell, \ell^{\prime}\right)} \sigma_{i\left(\ell, \ell^{\prime}, k\right)}^{\ell} \sigma_{i\left(\ell, \ell^{\prime}, k\right)}^{\ell^{\prime}}
$$

where the summation is over all choices of $i\left(\ell, \ell^{\prime}, 1\right), \ldots, i\left(\ell, \ell^{\prime}, k\left(\ell, \ell^{\prime}\right)\right)$ of integers smaller than or equal to $N$. Thus

$$
\begin{equation*}
\prod_{\ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{k\left(\ell,,^{\prime}\right)}=\frac{1}{N^{\bar{k}}} \sum \prod_{\ell<\ell^{\prime}} \prod_{k \leq k\left(\ell, \ell^{\prime}\right)} \sigma_{i\left(\ell, \ell^{\prime}, k\right)}^{\ell} \sigma_{i\left(\ell, \ell^{\prime}, k\right)}^{\ell^{\prime}} \tag{9.191}
\end{equation*}
$$

where $\bar{k}=\sum_{1 \leq \ell<\ell^{\prime} \leq n} k\left(\ell, \ell^{\prime}\right)$ and where the sum is over the $N^{\bar{k}}$ choices of indices $1 \leq i\left(\bar{\ell}, \ell^{\prime}, k\right) \leq N$ for $1 \leq \ell<\ell^{\prime} \leq n, k \leq k\left(\ell, \ell^{\prime}\right)$. A product of any collection of spins $\sigma_{i}^{\ell}, \ell \leq n, i \leq N$ (each of them occurring possibly several times) is of the type $\prod_{\ell \leq n} \prod_{i \in I(\ell)} \sigma_{i}^{\ell}$ (where $I(\ell)$ is a certain subset of $\{1, \ldots, N\}$ ). This is simply because $\left(\sigma_{i}^{\ell}\right)^{2}=1$. This is in particular the case of the double product in (9.191). Therefore

$$
\left\langle\prod_{\ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)}\right\rangle_{u}=\frac{1}{N^{\bar{k}}} \sum \prod_{\ell \leq n}\left\langle\prod_{i \in I(\ell)} \sigma_{i}^{\ell}\right\rangle_{u}
$$

where the sum contains $N^{\bar{k}}$ terms. Thus to obtain (9.190) it suffices to bound the quantities

$$
\mathrm{E}\left|\prod_{\ell \leq n}\left\langle\prod_{i \in I(\ell)} \sigma_{i}^{\ell}\right\rangle_{u}-\prod_{\ell \leq n}\left\langle\prod_{i \in I(\ell)} \sigma_{i}^{\ell}\right\rangle_{v}\right| .
$$

This follows from (9.181) and (9.183).
Proof of Theorem 9.8.1. Let $\left(q_{u}, r_{u}\right)$ be a solution of the equations (9.65) for $u$. First, we show that the pair $\left(q_{u}, r\right)$, where

$$
r=\alpha \mathrm{E}\left(\frac{\mathrm{E}_{\xi} v^{\prime}(\theta) \exp v(\theta)}{\mathrm{E}_{\xi} \exp v(\theta)}\right)^{2}
$$

(and where $\theta=z \sqrt{q}+\xi \sqrt{1-q}$ ) is very close to be a solution of the equations (9.65) for $v$, and thus $\nu_{v}\left(\left(R_{1,2}-q\right)^{2 k}\right) \leq(L k / N)^{k}$ by (9.101), from which the result is deduced for $\nu_{u}$ by expanding the power $\left(R_{1,2}-q\right)^{2 k}$ and using (9.190) on each term. The details are straightforward.

### 9.9 The Bernoulli Model

In the Bernoulli model the Gaussian r.v.s $g_{i, k}$ are replaced by independent random signs $\eta_{i, k}$ and the Hamiltonian is now

$$
\begin{equation*}
-H_{N, M}(\boldsymbol{\sigma})=\sum_{k \leq M} u\left(\frac{1}{\sqrt{N}} \sum_{i \leq N} \eta_{i, k} \sigma_{i}\right) . \tag{9.192}
\end{equation*}
$$

Throughout this section $\nu$ refers to this Hamiltonian. This model is harder to study than the Gaussian model, because we cannot use special Gaussian tools, such as integration by parts or more importantly Lemma 9.3.3. We must replace integration by parts by "approximate integration by parts" (as defined in Section 4.6, equation (4.198)). The error terms introduced by approximate integration by parts depend on the size of the derivatives of $u$. In order to be able to say anything at all about the structure of the Gibbs measure we essentially need to control the size of these derivatives uniformly over $N$. On the other hand, the problem of approximating $p_{N, M}(u)$ is easier: one can expect that it will suffices to approximate $u$ by a smooth function (independent of $N$ ), for which one can understand the system for large $N$.

Theorem 9.9.1. Assume that the function $u$ of (9.192) satisfies (9.2), and, moreover

$$
\forall \ell, 1 \leq \ell \leq 5, \quad\left|u^{(\ell)}\right| \leq D
$$

Then there is a number $N(D)$ and a number $L$ such that if $L \alpha \exp L \tau^{2} \leq 1$ and $N \geq N(D)$ we have (9.66), i.e.

$$
\nu\left(\left(R_{1,2}-q\right)^{2}\right) \leq \frac{L}{N}
$$

and (9.103), where $q$ is solution of the equations (9.65).

On the other hand, if $u$ is not differentiable, we know very little about Gibbs' measure.

Research Problem 9.9.2. (Level 2) Assume that $u(x)=-\beta 1_{\{x \leq 0\}}$. If $\beta$ and $\alpha$ are small enough, is it true that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \lim _{M / N \rightarrow \alpha} \nu\left(\left(R_{1,2}-q\right)^{2}\right)=0 \tag{9.193}
\end{equation*}
$$

where $q$ is given by the equations (9.65)? And is it true that

$$
\sup _{N} N \nu\left(\left(R_{1,2}-q\right)^{2}\right)<\infty
$$

if $\alpha=M / N \leq \alpha_{0}$ (small enough)?

This problem, and (9.193) in particular, is a very good case for the "what else could happen?" argument. It illustrates well the substantial gap between heuristic arguments (however convincing) and mathematical proofs.

We turn to the proof of Theorem 9.9.1. This proof is obtained by suitably modifying the proof of Theorem 9.5.1, so that this theorem must be mastered first before attempting to read the next two pages. The reader interested only in Gardner's formula should skip to Theorem 9.9.4 below.

Proposition 9.9.3. The conditions of Proposition 2.2.2 imply

$$
\begin{equation*}
\nu_{t}^{\prime}(f)=\mathrm{I}+\mathrm{II}+\mathcal{R}, \tag{9.194}
\end{equation*}
$$

where I and II are as in Proposition 2.2.2 and

$$
\begin{equation*}
|\mathcal{R}| \leq \frac{\alpha}{N} K(n, D) \nu_{t}(|f|) \tag{9.195}
\end{equation*}
$$

Proof. We repeat the proof of Proposition 2.2.2, replacing integration by parts by "approximate integration by parts" as defined in (4.197). The main terms are the same as in the Gaussian case, and create the term I + II. The issue is to prove that the error term satisfies (9.195). This error term occurs when performing "approximate integration by parts" in the term III of (2.28) (with $\eta_{N, M}$ instead of $g_{M}$ ). This is as simple as can be, and we have already dealt with a more complicated situation in Chapter 4 when we introduced this method of approximate integration by parts. Still, there is no harm in repeating the argument in the case of the typical term

$$
\begin{equation*}
\nu_{t}\left(\eta_{M} \varepsilon_{\ell} u^{\prime}\left(S_{M, t}^{\ell}\right) f\right)=\mathrm{E} \eta_{M}\left\langle\varepsilon_{\ell} u^{\prime}\left(S_{M, t}^{\ell}\right) f\right\rangle_{t} \tag{9.196}
\end{equation*}
$$

where $\eta_{M}=\eta_{N, M}$. We consider the function $v_{\ell}(x)$, obtained by replacing each occurrence of $\eta_{M}$ in the explicit expression of $\left\langle\varepsilon_{\ell} u^{\prime}\left(S_{M, t}^{\ell}\right) f\right\rangle_{t}$ by $x$, and assuming all the other r.v.s $\eta_{i, k}$ fixed. Since each occurrence of $\eta_{M}$ in the explicit expression of $\left\langle\varepsilon_{\ell} u^{\prime}\left(S_{M, t}^{\ell}\right) f\right\rangle_{t}$ is multiplied by a factor $\sqrt{t / N}$, each derivation brings out this factor, and it should be obvious that

$$
\begin{equation*}
\left|v_{\ell}^{\prime \prime \prime}(x)\right| \leq \frac{t^{3 / 2}}{N^{3 / 2}} K(n) D^{4}\langle | f| \rangle_{t, x} \tag{9.197}
\end{equation*}
$$

where $\langle\cdot\rangle_{t, x}$ means that in the explicit expression of $\langle\cdot\rangle_{t}$ each occurrence of $\eta_{M}$ is replaced by $x$ (so that $v_{\ell}(x)=\left\langle\varepsilon_{\ell} u^{\prime}\left(S_{M, t}^{\ell}\right) f\right\rangle_{t, x}$ ). We want to relate $\langle | f\left\rangle_{t, x}\right.$ with $\left.\left.\langle | f\right|\right\rangle_{t}$. For this we simply observe that

$$
\left.\left|\frac{\partial}{\partial x}\langle | f\right|\right\rangle_{t, x} \left\lvert\, \leq \frac{K(n) D}{\sqrt{N}}\langle | f| \rangle_{t, x}\right.
$$

so that, by integration

$$
\sup _{|x| \leq 1}\langle | f| \rangle_{t, x} \leq K(n, D)\langle | f| \rangle_{t, 1}
$$

Since

$$
\langle | f\left\rangle_{t, 1} \leq 2 \frac{\langle | f| \rangle_{t, 1}+\langle | f| \rangle_{t,-1}}{2}\right.
$$

and since expectation averages $\eta_{M}$ over $\pm 1$, we get

$$
\mathrm{E} \frac{\left.\langle | f\left\rangle_{t, 1}+\langle | f\right|\right\rangle_{t,-1}}{2}=\nu_{t}(|f|),
$$

so that $\mathrm{E}\langle | f\left\rangle_{t, 1} \leq 2 \nu_{t}(|f|)\right.$ and therefore

$$
\begin{equation*}
\mathrm{E} \sup _{|x| \leq 1}\langle | f| \rangle_{t, x} \leq K(n, D) \nu_{t}(|f|) . \tag{9.198}
\end{equation*}
$$

Combining with (9.197) we get

$$
\mathrm{E} \sup _{|x| \leq 1}\left|v_{\ell}^{\prime \prime \prime}(x)\right| \leq \frac{t^{3 / 2}}{N^{3 / 2}} K(n, D) \nu_{t}(|f|)
$$

It follows from (4.197) and (4.199) that the error term occurring in the approximate integration by parts of the quantity (9.196) is at most

$$
\frac{t^{3 / 2}}{N^{3 / 2}} K(n, D) \nu_{t}(|f|)
$$

Despite the coefficient $\sqrt{N / t}$ in the definition of the term III of (2.28) this implies that the error term created while performing approximate integration by parts in this term satisfies (9.195), and this completes the proof.

Proof of Theorem 9.9.1. The proof of (9.66) is based on the computation of $\nu_{t}^{\prime}(f)$ using Corollary 9.5.7. We face the problem to evaluate

$$
\begin{equation*}
\nu_{t}\left(f u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right)\right)=\mathrm{E} \frac{\left\langle f \mathrm{E}_{\xi} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right) \exp \sum_{m \leq 4} u\left(S_{M, t}^{m}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{M, t}^{1}\right)\right\rangle_{t, \sim}^{4}}, \tag{9.199}
\end{equation*}
$$

where now

$$
S_{M, t}^{\ell}=\frac{1}{\sqrt{N}} \sum_{i<N} \eta_{i} \sigma_{i}^{\ell}+\frac{\sqrt{t}}{\sqrt{N}} \eta_{N} \sigma_{N}^{\ell}+\frac{\sqrt{1-t}}{\sqrt{N}} \xi_{M}
$$

for $\eta_{i}=\eta_{i, M}$. For this purpose we simply compare the quantity (9.199) with the similar quantity where $S_{M, t}^{\ell}$ is replaced by its "Gaussian version"

$$
\begin{equation*}
S_{M, t}^{g, \ell}=\frac{1}{\sqrt{N}} \sum_{i<N} g_{i} \sigma_{i}^{\ell}+\frac{\sqrt{t}}{\sqrt{N}} g_{N} \sigma_{N}^{\ell}+\frac{\sqrt{1-t}}{\sqrt{N}} \xi_{M} \tag{9.200}
\end{equation*}
$$

with $\left(g_{i}\right)_{i<N}$ independent standard Gaussian r.v.s. For this we use Trotter's method described in the proof of Theorem 8.5.2. If we fix the randomness in $\langle\cdot\rangle_{t, \sim}$ and think of the quantity

$$
\frac{\left\langle f \mathrm{E}_{\xi} u^{\prime}\left(S_{M, t}^{\ell}\right) u^{\prime}\left(S_{M, t}^{\ell^{\prime}}\right) \exp \sum_{m \leq 4} u\left(S_{M, t}^{m}\right)\right\rangle_{t, \sim}}{\left\langle\mathrm{E}_{\xi} \exp u\left(S_{M, t}^{1}\right)\right\rangle_{t, \sim}^{4}}
$$

as a function $U\left(\eta_{1}, \ldots, \eta_{N}\right)$, it is immediate that the fourth order partial derivatives of $U$ are bounded by a quantity of the type

$$
\frac{K(D)}{N^{2}}\langle | f\left\rangle_{t, \sim},\right.
$$

so the error made while replacing $S_{M, t}^{\ell}$ by $S_{M, t}^{g, \ell}$ is at most $K(D)\langle | f\left\rangle_{t, \sim} / N\right.$. Thus, within this error term, it suffices to study the right-hand side of (9.199) when the quantities $S_{M, t}^{\ell}$ are replaced by the quantities $S_{M, t}^{g, \ell}$. This study has been done in Sections 9.3 to 9.5, and we leave it to the reader to check that the conclusion of Corollary 9.5.7 remains valid with the extra error term $K(D)\langle\mid f\rangle_{t, \sim} / N$, and that the proof of (9.66) carries through.

We now turn to the proof of Gardner's formula.
Theorem 9.9.4. There exists a constant $L$ with the following property. Consider a number $\tau$ and $\varepsilon>0$. Then there is a number $N(\varepsilon, \tau)$ such that if $N>N(\varepsilon, \tau)$ and $L M \exp L \tau^{2} \leq N$, we have

$$
\begin{align*}
& \mathrm{P}\left(\left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\operatorname{RS}(\alpha)\right| \geq \varepsilon\right) \\
\leq & L \exp \left(-\frac{1}{L} \min \left(\frac{N^{2} \varepsilon^{2}}{M\left(1+\tau^{2}\right)}, \frac{N \varepsilon}{1+\tau^{2}}\right)\right) . \tag{9.201}
\end{align*}
$$

Here $U_{k}=\left\{S_{k} \geq \tau\right\}=\left\{\sum_{i \leq N} \eta_{i, k} \sigma_{i} \geq \tau \sqrt{N}\right\}, \alpha=M / N$ and $\operatorname{RS}(\alpha)$ is given by (9.108).

In words, as expected, the Gardner formula is the same as in the Gaussian case, but we do not know how to prove as good a convergence rate.

Research Problem 9.9.5. (Level 2) Find the rate at which the convergence takes place in (9.201). For example, how fast does the median of $N^{-1} \log \left(2^{-N} \operatorname{card}\left(\bigcap_{k<M} U_{k}\right)\right.$ converge to its limit?

The first major ingredient to the proof of Theorem 9.9.4 is the following.
Proposition 9.9.6. There exists a constant $L$ with the following property. Consider a probability measure $G$ on $\Sigma_{N}$, and assume that

$$
\begin{equation*}
G^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2} \leq \frac{1}{2}\right\}\right) \geq 1-\exp \left(-\frac{N}{16}\right) . \tag{9.202}
\end{equation*}
$$

Then for any $\tau \geq 0$, we have

$$
\begin{align*}
& L \exp \left(-\frac{N}{L}\right) \leq \varepsilon \leq \frac{1}{L} \exp \left(-L \tau^{2}\right) \Rightarrow \\
& \mathrm{P}\left(G\left(\left\{\boldsymbol{\sigma} ; \frac{1}{\sqrt{N}} \sum_{i \leq N} \sigma_{i} \eta_{i} \geq \tau\right\}\right) \leq \varepsilon\right) \leq \varepsilon^{1 / L} \tag{9.203}
\end{align*}
$$

Proof. This is a special case of Proposition 8.5.7, when $\mathbf{b}=\mathbf{0}, a=1$, so $\psi\left(\sigma_{i}\right)=\sigma_{i}$ for $\sigma_{i}= \pm 1$.

Let us point out that the special case of Proposition 8.5.7 used above is much easier than the general case. It does not require in particular Propositions 8.5.3 or 8.5.6.

The second major ingredient to the proof of Theorem 9.9.4 is a weak form of (9.103). There is a simple approach to this result, that does not require a detailed study of the system with Hamiltonian (9.106), and in particular does not require Theorem 9.9.1. It is to use Trotter's method directly on the quantity

$$
p_{N, M}^{b}(u)=\frac{1}{N} \mathrm{E} \log \sum_{\sigma} \exp \sum_{k \leq M} u\left(S_{k}\right)
$$

If we think of the right-hand side as a function $U\left(\eta_{i, k}\right)$ of the variables $\eta_{i, k}$, all forth order derivatives of $U$ are bounded by $K(D) N^{-3}$ (each differentiation brings an extra factor $N^{-1 / 2}$ ) and Trotter's method immediately implies that (with obvious notation)

$$
\begin{equation*}
\left|p_{N, M}^{b}(u)-p_{N, M}^{g}(u)\right| \leq \frac{M}{N^{2}} K(D) \tag{9.204}
\end{equation*}
$$

which is not as good as (9.103) but will be sufficient for our purposes. The third major ingredient of the proof of Theorem 9.9.4 is the following, where $a=1 / 32$.

Proposition 9.9.7. Consider $\varepsilon>0$. Then there is a number $\varepsilon^{\prime}>0$ with the following property. Consider a function u satisfying (9.2) and

$$
\begin{equation*}
\exp u\left(\tau-\varepsilon^{\prime}\right) \leq \varepsilon^{\prime} \tag{9.205}
\end{equation*}
$$

Then, for $N$ large enough and any $M$ with $L M \exp L \tau^{2} \leq N$, we have

$$
\begin{equation*}
\left|\mathrm{E} \frac{1}{N} \log _{a N}\left(2^{-N} \sum_{\sigma} \exp \sum_{k \leq M} u\left(S_{k}\right)\right)-\mathrm{E} \frac{1}{N} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)\right| \leq \varepsilon . \tag{9.206}
\end{equation*}
$$

Proof. The proof is very similar to that of Proposition 8.3.9, but slightly simpler. We repeat the argument for the convenience of the reader. Let $C_{m}=$ $\bigcap_{k<m} U_{k}$ and

$$
V_{m}=2^{-N} \sum_{\boldsymbol{\sigma} \in C_{m}} \exp \left(\sum_{m \leq k \leq M} u\left(S_{k}\right)\right)
$$

so that the left-hand side of (9.206) is

$$
\begin{aligned}
& \frac{1}{N}\left|\mathrm{E} \log _{a N} V_{1}-\log _{a N} V_{M+1}\right| \\
\leq & \frac{1}{N} \sum_{1 \leq m \leq M}\left|\mathrm{E} \log _{a N} V_{m+1}-\mathrm{E} \log _{a N} V_{m}\right| .
\end{aligned}
$$

Let us fix $m$ and denote by $\mathrm{E}_{m}$ expectation only on the r.v.s $\left(\eta_{i, m}\right)_{i \leq N}$. We are going to bound

$$
\begin{equation*}
\left|\mathrm{E}_{m} \log _{a N} V_{m+1}-\mathrm{E}_{m} \log _{a N} V_{m}\right| . \tag{9.207}
\end{equation*}
$$

Let

$$
Z_{m}=\sum_{\boldsymbol{\sigma} \in C_{m}} \exp \left(\sum_{m<k \leq M} u\left(S_{k}\right)\right)
$$

Let us consider the probability measure $G$ on $\Sigma_{N}$ given by

$$
G(B)=\frac{1}{Z_{m}} \sum_{\boldsymbol{\sigma} \in B \cap C_{m}} \exp \left(\sum_{m<k \leq M} u\left(S_{k}\right)\right) .
$$

Denoting by $\langle\cdot\rangle$ an average for $G$, we observe the identities

$$
\begin{aligned}
V_{m} & =2^{-N} Z_{m}\left\langle\exp u\left(S_{m}\right)\right\rangle \\
V_{m+1} & =2^{-N} Z_{m}\left\langle\mathbf{1}_{\left\{S_{m} \geq \tau\right\}}\right\rangle=2^{-N} Z_{m} G\left(\left\{S_{m} \geq \tau\right\}\right) .
\end{aligned}
$$

Since $u(x)=0$ for $x \geq \tau$, we have

$$
Y:=\left\langle\mathbf{1}_{U_{m}}\right\rangle=G\left(\left\{S_{m} \geq \tau\right\}\right) \leq X:=\left\langle\exp u\left(S_{m}\right)\right\rangle
$$

and using Lemmas 8.3.10 and 8.3.11 we see that for any $c>0$ we have

$$
\begin{equation*}
\left|\log _{a N} V_{m+1}-\log _{a N} V_{m}\right| \leq\left|\log _{a N} Y\right| \mathbf{1}_{\{Y \leq c\}}+\frac{1}{c}|X-Y| \tag{9.208}
\end{equation*}
$$

Since $V_{m}, V_{m+1} \leq 2^{-N} Z_{m}$, the left-hand side is zero unless $2^{-N} Z_{m} \geq$ $\exp (-a N)$, so we may assume that this is the case. Then (9.202) holds by Lemma 9.2.1, so Proposition 9.9.6 implies

$$
L \exp \left(-\frac{N}{L}\right) \leq t \leq \frac{1}{L} \exp \left(-L \tau^{2}\right) \quad \Rightarrow \quad \mathrm{P}(Y \leq t) \leq L t^{1 / L},
$$

where P is the probability in the r.v.s $\eta_{i, k}$ only. It is then straightforward to see that one can choose $c>0$ (depending on $\varepsilon$ and $\tau$ only) with

$$
\mathrm{E}_{m}\left|\log _{a N} Y\right| \mathbf{1}_{\{Y \leq c\}} \leq \frac{\varepsilon}{2}
$$

All that remains to prove is that $\mathrm{E}_{m}|X-Y|$ can be made $\leq \varepsilon c / 2$ if $\varepsilon^{\prime}$ in (9.205) is small enough. Now we observe that $X=Y=1$ if $S_{M} \geq \tau$, while $0 \leq X \leq \varepsilon^{\prime}$ and $Y=0$ if $S_{M} \leq \tau-\varepsilon^{\prime}$, and thus

$$
0 \leq X-Y \leq \varepsilon^{\prime}+\left\langle\mathbf{1}_{\left\{\tau-\varepsilon^{\prime} \leq S_{M} \leq \tau\right\}}\right\rangle,
$$

so that

$$
\mathrm{E}_{m}|X-Y| \leq \varepsilon^{\prime}+\mathrm{P}\left(\tau-\varepsilon^{\prime} \leq \frac{1}{\sqrt{N}} \sum_{i \leq N} \eta_{i} \leq \tau\right)
$$

where $\left(\eta_{i}\right)_{i \leq N}$ are random signs. For large $N$, by the central limit theorem, the right-hand side is $\leq \varepsilon^{\prime}+2 \mathrm{P}\left(\tau-\varepsilon^{\prime} \leq g \leq \tau\right) \leq 3 \varepsilon^{\prime}$.
Proof of Theorem 9.9.4. Without loss of generality we may assume that $\varepsilon \leq a / 10$. We consider $\varepsilon^{\prime}$ given by Proposition 9.9.7, and we find a function $u$ that satisfies (9.2), (9.205), and

$$
\begin{equation*}
|\operatorname{RS}(\alpha)-(p(u)-\log 2)| \leq \varepsilon \tag{9.209}
\end{equation*}
$$

(where $\operatorname{RS}(\alpha)$ is given by (9.108) and $p(u)$ by (9.102)), and such that for a certain number $D$ we have $\left|u^{(\ell)}\right| \leq D$ for $0 \leq \ell \leq 5$. It follows from (9.204) and Theorem 2.4.2 that for $N \geq N(D, \tau)$ and $L \alpha \exp L \tau^{2} \leq 1$ we have

$$
\begin{equation*}
\left|\frac{1}{N} \mathrm{E} \log \left(2^{-N} Z\right)-(p(u)-\log 2)\right| \leq \varepsilon \tag{9.210}
\end{equation*}
$$

where $Z=\sum_{\boldsymbol{\sigma}} \exp \sum_{k \leq M} u\left(S_{k}\right)$. Thus

$$
\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z\right) \geq \frac{1}{N} \mathrm{E} \log \left(2^{-N} Z\right) \geq p(u)-\log 2-\varepsilon
$$

Since $\operatorname{RS}(0)=0$, without loss of generality we may assume that

$$
\begin{equation*}
\mathrm{RS}(\alpha) \geq-a / 4 \tag{9.211}
\end{equation*}
$$

because this is the case for $\alpha$ small, and since we assume $L \alpha \exp L \tau^{2} \leq 1$ for a large enough constant $L$. Since $\varepsilon \leq a / 10$, (9.209) implies that $p(u)-\log 2-\varepsilon \geq$ $-a / 2$, and therefore

$$
\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z\right) \geq-\frac{a}{2}
$$

Since $\log _{a N}(x)=-a N$ for $x \leq \exp (-a N)$, we deduce from (9.21) by taking $t=a / 2$ that

$$
\begin{aligned}
\mathrm{P}\left(2^{-N} Z \leq \exp (-a N)\right) & \leq \mathrm{P}\left(\frac{1}{N} \log _{a N}\left(2^{-N} Z\right) \leq-a\right) \\
& \leq \mathrm{P}\left(\left|\frac{1}{N} \log _{a N}\left(2^{-N} Z\right)-\mathrm{E} \frac{1}{N} \log _{a N}\left(2^{-N} Z\right)\right| \geq \frac{a}{2}\right) \\
& \leq L \exp \left(-\frac{N}{L\left(1+\tau^{2}\right)}\right)
\end{aligned}
$$

Since $2^{-N} Z \geq \exp (-M D)$ we obtain that for $N$ large enough

$$
\begin{aligned}
\frac{1}{N} \mathrm{E}\left(\mathbf{1}_{\left\{2^{-N} Z \leq \exp (-a N)\right\}} \log _{a N}\left(2^{-N} Z\right)\right) & \leq \frac{L M D}{N} \exp \left(-\frac{N}{L\left(1+\tau^{2}\right)}\right) \\
& \leq \varepsilon
\end{aligned}
$$

and thus

$$
\left|\frac{1}{N} \mathrm{E} \log \left(2^{-N} Z\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z\right)\right| \leq \varepsilon
$$

Combining with (9.210) and (9.209) yields

$$
\left|\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} Z\right)-\mathrm{RS}(\alpha)\right| \leq 3 \varepsilon
$$

and using (9.206) implies

$$
\begin{equation*}
\left|\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}(\alpha)\right| \leq 4 \varepsilon \tag{9.212}
\end{equation*}
$$

Recalling (9.211) and since $5 \varepsilon \leq a / 2$ we then get

$$
\begin{aligned}
& \left|\frac{1}{N} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}(\alpha)\right|<5 \varepsilon \\
\Rightarrow & \frac{1}{N} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)>-a \\
\Rightarrow & \frac{1}{N} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)=\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right) \\
\Rightarrow & \left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\operatorname{RS}(\alpha)\right|<5 \varepsilon
\end{aligned}
$$

and therefore, using (9.212) in the third line,

$$
\begin{aligned}
& \left|\frac{1}{N} \log \left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}(\alpha)\right| \geq 5 \varepsilon \\
\Rightarrow & \left|\frac{1}{N} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\mathrm{RS}(\alpha)\right| \geq 5 \varepsilon \\
\Rightarrow & \left|\frac{1}{N} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)-\frac{1}{N} \mathrm{E} \log _{a N}\left(2^{-N} \operatorname{card} \bigcap_{k \leq M} U_{k}\right)\right| \geq \varepsilon .
\end{aligned}
$$

The probability of the event above is exponentially small by Proposition 9.2.6, which remains valid in the present case, because this is the case of (9.13), as is proved by (9.203).

## 10. The Hopfield Model

### 10.1 Introduction

In Chapter 4 we investigated the Hopfield model, with Hamiltonian

$$
-H_{N, M}(\boldsymbol{\sigma})=\frac{N \beta}{2} \sum_{k \leq M} m_{k}^{2}(\boldsymbol{\sigma})+h N m_{1}(\boldsymbol{\sigma})
$$

where $m_{k}(\boldsymbol{\sigma})=N^{-1} \sum_{i \leq N} \eta_{i, k} \sigma_{i}, \eta_{i, 1}=1$ and $\left(\eta_{i, k}\right)_{i \leq N, k \geq 2}$ are independent random signs. In the present chapter we revisit this model. We will be able to analyze it through the cavity method in a larger region of parameters than in Chapter 4, and this analysis we will be more accurate, getting the correct rates of convergence. This seemed impossible to achieve by the BovierGayrard method of Section 4.4. To illustrate the gain in accuracy over the results of Chapter 4, one of the statements of Theorem 10.7.1 below (one of the main results of this chapter) is that in a certain region of parameters we have (for a certain number $r$ )

$$
\nu\left(\left(\frac{1}{N} \sum_{2 \leq k \leq M} m_{k}\left(\boldsymbol{\sigma}^{1}\right) m_{k}\left(\boldsymbol{\sigma}^{2}\right)-r\right)^{2}\right) \leq \frac{K}{N}
$$

while the method of Chapter 4 can reach only a bound of $K / \sqrt{N}$. In the last section of the chapter we will also investigate a non-trivial variation of the model. We will not use all the material of Chapter 4, but it would still be useful for the reader to have this chapter at hand. The reader will find many instances of notions introduced there, such as the expression "with overwhelming probability", which, once again, means with a probability $\geq$ $1-K \exp (-N / K)$ where $K$ does not depend on $N$.

The author considers the present chapter as one of the highlights of this volume, and, in fact, of his entire working lifetime. A number of subtle ideas interlock to yield very precise results. Studying this chapter may require some effort, but the reward should be ample.

We recall that for $\beta>1$ and $h>0$ there is a unique number $m^{*}$ given by $m^{*}=\operatorname{th}\left(\beta m^{*}+h\right)$. Given a number $L_{0}$, let us define the admissible region of parameters $(\alpha, \beta, h)$ as the region

$$
\begin{align*}
& \left\{(\alpha, \beta, h) ; h>0,1<\beta \leq 2, \alpha \leq \frac{m^{* 4}}{L_{0}}\right\} \\
\cup & \left\{(\alpha, \beta, h) ; h>0, \beta \geq 2, \alpha \leq \frac{1}{L_{0} \log \beta}\right\} \tag{10.1}
\end{align*}
$$

Of course the number 2 does not have any special meaning. The point of the previous definition is that for $\beta$ close to 1 , values of $\alpha$ up to order $m^{* 4}$ are permitted, while for $\beta$ large, values of $\alpha$ up to order $1 / \log \beta$ are permitted. We will show that once the number $L_{0}$ has been chosen large enough, then for ( $\alpha, \beta, h$ ) in the admissible region (10.1), we can analyze the Hopfield model precisely as $N \rightarrow \infty$ and $M / N \rightarrow \alpha$.

Given $\beta$, the challenge is to control the model for values of $\alpha$ as large as possible. The admissible region (10.1) provides a control for $0<\alpha<\alpha_{0}(\beta)$, where $\alpha_{0}(\beta)=m^{* 4} / L_{0}$ if $\beta \leq 2$ and $\alpha_{0}(\beta)=1 /\left(L_{0} \log \beta\right)$ if $\beta \geq 2$. We show that in this region the model exhibits "replica-symmetric behavior". According to the heuristic work of the physicists (see e.g. [14]) the admissible region has the correct shape (at least in the limiting case $h=0$ ). More precisely, there exists a number $L$ such that when $\alpha \geq L \alpha_{0}(\beta)$, the model does not exhibit "replica-symmetric behavior". Proving that the model exhibits replica-symmetric behavior for $\alpha \leq \alpha(\beta)$ where $\alpha^{*}(\beta)$ is the largest possible value such that this is true is likely to be a very difficult problem. And describing what happens for $\alpha>\alpha^{*}(\beta)$ should be even more difficult.

The reader observes that by definition we have $h>0$ in the admissible region.

It seems useful to stress that through the entire chapter, we think of the number $L_{0}$ defining the admissible region as a parameter, that can be adjusted as large as we wish. In our computations all dependences on $L_{0}$ are explicit. In particular, when we write " $L$ " for a universal constant, this means that the value of $L$ has been determined through calculations that do not depend on the value of $L_{0}$.

It is useful to note right away that in the admissible region (10.1) we have

$$
\begin{equation*}
\alpha \leq \frac{L m^{* 4}}{L_{0}} \tag{10.2}
\end{equation*}
$$

as is obvious by considering separately the cases $\beta \leq 2$ and $\beta>2$.

### 10.2 The Replica-Symmetric Equations

Defining as usual $\alpha=M / N$, in Section 4.5 we have put forward the following equations, where as usual $z$ denotes a standard normal r.v.

$$
\begin{align*}
q & =\operatorname{Eth}^{2}(\beta(z \sqrt{r}+\mu)+h)  \tag{10.3}\\
\mu & =\operatorname{Eth}(\beta(z \sqrt{r}+\mu)+h)  \tag{10.4}\\
r & =\frac{\alpha q}{(1-\beta(1-q))^{2}} . \tag{10.5}
\end{align*}
$$

They are called the "replica-symmetric equations". The goal of this section is to study this system of equations for suitable values of $\alpha, \beta$ and $h$. To lighten the exposition we will say "the replica-symmetric equations" when we actually mean "the system consisting of the replica-symmetric equations".

Theorem 10.2.1. There exist numbers $L_{1}$ and $L_{2}$ with the following property: If the number $L_{0}$ has been chosen large enough, then for $(\alpha, \beta, h)$ in the admissible region (10.1), the replica-symmetric equations (10.3) to (10.5) have a unique solution $(q, \mu, r)$ such that

$$
\begin{equation*}
\left|q-m^{* 2}\right| \leq \frac{m^{* 2}}{L_{1} \beta^{2}} ; \quad\left|\mu-m^{*}\right| \leq \frac{m^{*}}{L_{2}} \tag{10.6}
\end{equation*}
$$

We do not know whether there exist solutions to the replica-symmetric equations (10.3) to (10.5) that do not satisfy (10.6). The uniqueness of the solutions is not important for our approach, but their existence is quite essential.

To lighten notation we write

$$
Y=\beta(z \sqrt{q}+\mu)+h
$$

so that equations (10.3) and (10.4) become respectively $q=\mathrm{E} \operatorname{th}^{2} Y$ and $\mu=\mathrm{E}$ th $Y$. Fixing $h>0$ once and for all, we consider the functions

$$
\begin{align*}
\Phi(r, \mu) & =\mathrm{E} \operatorname{th}^{2} Y  \tag{10.7}\\
\Psi(r, \mu) & =\mathrm{E} \operatorname{th} Y  \tag{10.8}\\
r(q) & =\frac{\alpha q}{(1-\beta(1-q))^{2}} \tag{10.9}
\end{align*}
$$

so that the equations (10.3) to (10.5) now read

$$
q=\Phi(r(q), \mu) \quad ; \quad \mu=\Psi(r(q), \mu) \quad ; \quad r=r(q) .
$$

The principle of the proof is to show that for a certain distance $d$ on the domain (10.6) the map

$$
(q, \mu) \mapsto(\Phi(r(q), \mu), \Psi(r(q), \mu))
$$

is a contraction, hence it has a unique fixed point. It does not seem possible to achieve better than an estimate of the type

$$
\begin{equation*}
d(\Phi(r(q), \mu), \Psi(r(q), \mu)) \leq\left(1-\frac{m^{* 2}}{L}\right) d(q, \mu) \tag{10.10}
\end{equation*}
$$

where, as usual, $L$ denotes a universal constant. When $\beta$ is close to 1 (and $h$ close to 0 ), $m^{* 2}$ is small, and the "contraction coefficient" $1-m^{* 2} / L$ in (10.10) is close to 1 . For this reason, we must prove all our estimates with
errors at most of the type $m^{* 2} / L$ (rather than, say $m^{*} / L$ ), and this requires some care. The proof of Theorem 10.2.1 is however completely elementary, and gives a new dimension to the word "tedious". The author is aware that it might be difficult for the reader to get the motivation to go line by line through these computations. To ensure that this tedium does not discourage the reader, the proof of Theorem 10.2.1 has been moved to the last section of the chapter, despite the fact that at times it does contain a first version of several of the ideas that are subsequently needed.

From now on, given $(\alpha, \beta, h)$ in the admissible region, $(q, \mu, r)$ will always denote the unique solution of the replica-symmetric equations (10.3) to (10.5) that satisfies (10.6).

We will need further information on these numbers. We list this information now. It will be proved only in the last section of this chapter, while proving Theorem 10.2.1. The relevance of these inequalities will become clear only later. Of course the numbers 9 and 10 are only convenient choices.

Lemma 10.2.2. In the admissible region (and if $L_{0}$ is large enough) we have

$$
\begin{gather*}
\left|\mu-m^{*}\right| \leq \frac{L m^{*}}{L_{0} \beta^{10}}  \tag{10.11}\\
\left|q-m^{* 2}\right| \leq \frac{L m^{* 2}}{L_{0} \beta^{10}}  \tag{10.12}\\
|r-\alpha| \leq \frac{L}{\beta^{9}} \quad ; \quad\left|r-\alpha m^{* 2}\right| \leq \frac{L}{\beta^{9}}  \tag{10.13}\\
r \leq \frac{L \alpha}{m^{* 2}}  \tag{10.14}\\
1-\beta(1-q) \geq \frac{m^{* 2}}{L}  \tag{10.15}\\
\frac{q}{1-\beta(1-q)} \leq L  \tag{10.16}\\
\beta\left(1-2 \mu^{2}+q\right) \tag{10.17}
\end{gather*}
$$

### 10.3 Localization on Balls with Random Centers

The main result of this section, Theorem 10.3.1 below, is one of the central ideas of this chapter. Like the Bovier-Gayrard localization Theorem 4.3.2, it provides some "a priori" information about the Gibbs measure. This information is a key technical result for all the subsequent work. This is little difficult to explain in detail now, but should become clearer after its first critical use in Theorem 10.4.1 below. The proof of Theorem 10.3.1 is somewhat in the
spirit of the proof of the Bovier-Gayrard localization theorem. It does not use the cavity method, and can be skipped by the reader who is interested only in following the main story.

We recall the notation $\mathbf{m}(\boldsymbol{\sigma})=\left(m_{k}(\boldsymbol{\sigma})\right)_{k \leq M} \in \mathbb{R}^{M}$, and that $\|\cdot\|$ denotes the Euclidean norm on $\mathbb{R}^{M}$. We define

$$
\begin{equation*}
\mathbf{c}=\left(m^{*} N^{-1} \sum_{i \leq N} \eta_{i, k}\right)_{k \leq M} \tag{10.18}
\end{equation*}
$$

and we recall that $\alpha=M / N$. We recall also that in Chapter 4 (see Definition 4.2.3 and the discussion afterwards) we defined a negligible set $A \subset \Sigma_{N}$ to be a set $A$ for which $\mathrm{E} G(A) \leq K \exp (-N / K)$ where $K$ depends only on $\beta$ and $h$.

Theorem 10.3.1. If $\beta>2$ and $h>0$, then for $\alpha \leq 1 /\left(L_{0} \log \beta\right)$ (and $L_{0}$ large enough) the set

$$
A=\left\{\boldsymbol{\sigma} ;\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \geq \frac{L}{\beta^{10}}\right\}
$$

is negligible.
Of course, there is nothing specific about the power 10. Let us recall the notation $\boldsymbol{\theta}=\mathbf{c}-m^{*} \mathbf{e}_{1}$, so that $\boldsymbol{\theta}=\left(\theta_{k}\right)_{k \leq M}$, where $\theta_{1}=0$ and $\theta_{k}=$ $m^{*} N^{-1} \sum_{i \leq N} \eta_{i, k}$ for $k \geq 2$.

It turns out that the length of $\boldsymbol{\theta}$ is nearly constant. Indeed,

$$
\|\boldsymbol{\theta}\|^{2}=\frac{m^{* 2}}{N^{2}} \sum_{2 \leq k \leq M}\left(\sum_{i \leq N} \eta_{i, k}\right)^{2}=m^{* 2} \frac{M-1}{N}+\sum_{2 \leq k \leq M} Y_{k},
$$

where $Y_{k}=N^{-2} \sum_{i \neq j} \eta_{i, k} \eta_{j, k}$. If follows from a result of C. Borell [20] that $\mathrm{E} \exp (N|Y| / L) \leq 2$ and Bernstein's inequality (A.34) implies that given any $\varepsilon>0$,

$$
\begin{equation*}
\text { with overwhelming probability }\left|\|\boldsymbol{\theta}\|^{2}-m^{*} \sqrt{\alpha}\right| \leq \varepsilon \text {. } \tag{10.19}
\end{equation*}
$$

The content of Theorem 10.3.1 is that the relevant values of $\mathbf{m}(\boldsymbol{\sigma})$ are contained in a ball of small radius centered at the random point $\mathbf{c}=m^{*} \mathbf{e}_{1}+\boldsymbol{\theta}$, and the radius of that ball is often much smaller than $\|\boldsymbol{\theta}\|$. (The BovierGayrard localization theorem, Theorem 4.3.2, provides essentially the best possible result as far as localization on a ball of fixed radius is concerned.)

Let us spell out a specific consequence of Theorem 10.3.1 that will be critical in the proof of Theorem 10.4.1 below: typically we have $\mid m_{1}(\boldsymbol{\sigma})-$ $m^{*} \mid \leq L / \beta^{10}$. This certainly is less precise than the fact (that we will prove later after considerable work) that $m_{1}(\boldsymbol{\sigma}) \simeq \mu$ (where $\mu$ is obtained through the replica-symmetric equations (10.3) to (10.5))), but it is a key step in obtaining this later result.

Let us also mention that it is possible (with essentially the same proof) to obtain a version of Theorem 10.3.1 that is true for $h=0$, by considering the set

$$
\left\{\boldsymbol{\sigma} ;\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \geq \frac{L}{\beta^{10}},\left\|\mathbf{m}(\boldsymbol{\sigma})-m^{*} \mathbf{e}_{1}\right\| \leq \frac{m^{*}}{2}\right\}
$$

instead of $A$.
A first observation is that to prove Theorem 10.3.1 we may assume that $\beta \geq \beta_{0}$, where $\beta_{0}$ is a number which does not depend on any parameter. This is because by Lemma 4.5.7 there exists a constant $L^{*}$ such that the set $\left\{\boldsymbol{\sigma} ;\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \leq L^{*}\right\}$ is negligible, and $L / \beta^{10} \geq L^{*}$ if $\beta \leq \beta_{0}$ and $L \geq \beta_{0}^{10} L^{*}$. The key to this theorem is the following.

Proposition 10.3.2. If $\beta>\beta_{0}$ and $h>0$, then for $\alpha \leq 1 /\left(L_{0} \log \beta\right)$ and $L_{0}$ large enough the set

$$
A_{1}=\left\{\boldsymbol{\sigma} \in \Sigma_{N} ; m_{1}(\boldsymbol{\sigma}) \leq m^{*}-\frac{2}{\beta^{10}}\right\}
$$

is negligible.

Of course the term $2 \beta^{-10}$ is just a convenient choice. The reason why Proposition 10.3.2 implies Theorem 10.3.1 is the following simple but unexpected fact.

Lemma 10.3.3. With overwhelming probability we have

$$
\forall \boldsymbol{\sigma}, \quad m_{1}(\boldsymbol{\sigma}) \geq m^{*}-\frac{2}{\beta^{20}} \Rightarrow\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \leq \frac{L}{\beta^{10}}
$$

To formulate things differently, this means that with overwhelming probability the set

$$
\left\{\boldsymbol{\sigma} ; m_{1}(\boldsymbol{\sigma}) \geq m^{*}-\frac{2}{\beta^{20}},\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \leq \frac{L}{\beta^{10}}\right\}
$$

is empty. Before proving this we state a simple fact.
Lemma 10.3.4. Consider numbers $\left(\rho_{i}\right)_{i \leq N}$. Then

$$
\begin{equation*}
\mathrm{P}\left(\sum_{2 \leq k \leq M}\left(\sum_{i \leq N} \eta_{i, k} \rho_{i}\right)^{2} \geq t\right) \leq 2^{M / 2} \exp \left(-\frac{t}{4 \sum_{i \leq N} \rho_{i}^{2}}\right) . \tag{10.20}
\end{equation*}
$$

Proof. We use (A.19) to see that

$$
\mathrm{E} \exp \frac{\left(\sum_{i \leq N} \eta_{i, k} \rho_{i}\right)^{2}}{4 \sum_{i \leq N} \rho_{i}^{2}} \leq \sqrt{2}
$$

so that, by independence,

$$
\mathrm{E} \exp \frac{\sum_{2 \leq k \leq M}\left(\sum_{i \leq N} \eta_{i, k} \rho_{i}\right)^{2}}{4 \sum_{i \leq N} \rho_{i}^{2}} \leq 2^{M / 2}
$$

and the result follows by Chebyshev's inequality.
Proof of Lemma 10.3.3. Let

$$
U=\left\{\boldsymbol{\sigma} ; m_{1}(\boldsymbol{\sigma}) \geq m^{*}-\frac{2}{\beta^{20}}\right\}
$$

For $\boldsymbol{\sigma} \in U$, let $\rho_{i}(\boldsymbol{\sigma})=\sigma_{i}-m^{*}$, so that

$$
\begin{aligned}
\sum_{i \leq N} \rho_{i}^{2}(\boldsymbol{\sigma}) & =N\left(1-\frac{2 m^{*}}{N} \sum_{i \leq N} \sigma_{i}+m^{* 2}\right) \\
& =N\left(1-2 m^{*} m_{1}(\boldsymbol{\sigma})+m^{* 2}\right) \\
& \leq N\left(1-m^{* 2}+\frac{4 m^{*}}{\beta^{20}}\right) \leq \frac{L N}{\beta^{20}}
\end{aligned}
$$

using that $m^{* 2} \geq 1-L \beta^{-20}$ from (4.37). Using Lemma 10.3.4, for $t>0$ and any $\boldsymbol{\sigma} \in U$ we have, since $M \leq N$,

$$
\mathrm{P}\left(\sum_{2 \leq k \leq M}\left(\sum_{i \leq N} \eta_{i, k} \rho_{i}(\boldsymbol{\sigma})\right)^{2} \geq t\right) \leq 2^{M / 2} \exp \left(-\frac{t \beta^{20}}{L N}\right) \leq \exp \left(N-\frac{t \beta^{20}}{L N}\right)
$$

Taking $t=L^{\prime} N^{2} \beta^{-20}$ for $L^{\prime}$ large enough (and recalling that $M \leq N$ ), we obtain with overwhelming probability

$$
\forall \boldsymbol{\sigma} \in U, \quad \sum_{2 \leq k \leq M}\left(\sum_{i \leq N} \eta_{i, k} \rho_{i}(\boldsymbol{\sigma})\right)^{2} \leq \frac{L N^{2}}{\beta^{20}}
$$

Now, for $k \geq 2$, let us define $c_{k}=\theta_{k}=m^{*} N^{-1} \sum_{i \leq N} \eta_{i, k}$, so that $\sum_{i \leq N} \eta_{i, k} \rho_{i}(\boldsymbol{\sigma})=m_{k}(\boldsymbol{\sigma})-c_{k}$ and hence

$$
\sum_{2 \leq k \leq M}\left(\sum_{i \leq N} \eta_{i, k} \rho_{i}(\boldsymbol{\sigma})\right)^{2}=N^{2} \sum_{2 \leq k \leq M}\left(m_{k}(\boldsymbol{\sigma})-c_{k}\right)^{2}
$$

Consequently, with overwhelming probability,

$$
\begin{align*}
\forall \boldsymbol{\sigma} \in U,\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\|^{2} & =\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right|^{2}+\sum_{2 \leq k \leq M}\left(m_{k}(\boldsymbol{\sigma})-c_{k}\right)^{2} \\
& \leq\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right|^{2}+\frac{L}{\beta^{20}} \tag{10.21}
\end{align*}
$$

Now for $\boldsymbol{\sigma} \in U$, we have

$$
m^{*}-\frac{2}{\beta^{20}} \leq m_{1}(\boldsymbol{\sigma}) \leq 1
$$

so that, using again that $1-m^{*} \leq 2 \beta^{-20}$ by (4.37) we obtain

$$
\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right| \leq \max \left(\frac{2}{\beta^{20}}, 1-m^{*}\right) \leq \frac{L}{\beta^{20}}
$$

and, combining with (10.21), this completes the proof.
It remains to prove Proposition 10.3.2. For this we will need some tools from Section 4.2, and we recall the appropriate notation. We denote by $G^{\prime}$ the probability on $\mathbb{R}^{M}$ which is the image of Gibbs' measure $G$ under the $\operatorname{map} \boldsymbol{\sigma} \mapsto \mathbf{m}(\boldsymbol{\sigma})$. We denote by $\gamma$ the Gaussian measure on $\mathbb{R}^{M}$ of density proportional to $\exp \left(-\beta N\|\mathbf{z}\|^{2} / 2\right)$ and by $\bar{G}=G^{\prime} * g$ the convolution of $G^{\prime}$ and $\gamma$.

Proposition 10.3.5. If $\beta>\beta_{0}$, then when $(\alpha, \beta, h)$ belongs to the admissible region (10.1), and when the constant $L_{0}$ has been chosen large enough, the set

$$
\begin{equation*}
B=\left\{\mathbf{z} \in \mathbb{R}^{M} ; z_{1} \leq m^{*}-\frac{1}{\beta^{20}}\right\} \tag{10.22}
\end{equation*}
$$

is negligible for $\bar{G}$, that is $\mathrm{E} \bar{G}(B) \leq K \exp (-N / K)$ where $K$ depends only on $\beta$ and $h$.

Given $\beta$ and $h$, the set of values of $\alpha$ such that $(\alpha, \beta, h)$ belongs to the admissible region is an interval $\left[0, \alpha_{0}(\beta)\right]$, and the bound for $\mathrm{E} \bar{G}(B)$ is uniform for $\alpha=M / N$ in this interval. This feature is shared by many statements in the chapter.

Proof of Proposition 10.3.2. Consider the sets

$$
\begin{aligned}
& B_{1}=\left\{\mathbf{z} \in \mathbb{R}^{M} ; z_{1} \leq m^{*}-\frac{2}{\beta^{20}}\right\} \\
& B_{2}=\left\{\mathbf{z} \in \mathbb{R}^{M} ;\left|z_{1}\right| \leq \frac{1}{\beta^{20}}\right\}
\end{aligned}
$$

Then, recalling (10.22), for $\mathbf{z} \in B_{1}$ and $\mathbf{z}^{\prime} \in B_{2}$ we have $\mathbf{z}+\mathbf{z}^{\prime} \in B$ so that, since by definition of convolution, $\bar{G}$ is the image of $G^{\prime} \otimes \gamma$ under the map $\left(\mathbf{z}, \mathbf{z}^{\prime}\right) \mapsto \mathbf{z}+\mathbf{z}^{\prime}$, we have

$$
\bar{G}(B) \geq G^{\prime}\left(B_{1}\right) \gamma\left(B_{2}\right) .
$$

Now $B_{2}$ is "one-dimensional" so $\gamma\left(B_{2}\right)=\mathrm{P}\left(|z| \leq \beta^{-20}\right)$ where $z$ is Gaussian with $\mathrm{E} z^{2}=1 /(\beta N)$. This quantity is bounded below independently
of $N$ or $M$. Therefore we have $G^{\prime}\left(B_{1}\right) \leq K \bar{G}(B)$. By definition of $G^{\prime}$ we have $G^{\prime}\left(B_{1}\right)=G\left(A_{1}\right)$, so $\mathrm{E} G\left(A_{1}\right) \leq K \mathrm{E} \bar{G}(B)$, and moreover $\mathrm{E} \bar{G}(B) \leq$ $K \exp (-N / K)$ by Proposition 10.3.5.

We consider the function

$$
\begin{equation*}
\xi(x)=\log \operatorname{ch}\left(\beta x+\beta m^{*}+h\right)-\log \operatorname{ch}\left(\beta m^{*}+h\right)-\beta x m^{*} . \tag{10.23}
\end{equation*}
$$

To begin the proof of Proposition 10.3.5, we start with the following rather natural bound for $\bar{G}\left(C_{k}\right)$, where we recall that $\boldsymbol{\eta}_{i}=\left(\eta_{i, k}\right)_{k \leq M}$.

Lemma 10.3.6. For a subset $C$ of $\mathbb{R}^{M}$ we have

$$
\begin{equation*}
\bar{G}(C+\mathbf{c}) \leq \exp \left(\frac{1}{2} \sum_{i \leq N} \xi\left(2 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right)\right) \int_{C} \exp \left(\frac{1}{2} \sum_{i \leq N} \xi\left(2 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)\right) \mathrm{d} \gamma(\mathbf{w}) . \tag{10.24}
\end{equation*}
$$

Proof. We recall that by Lemma 4.2 .1 the probability $\bar{G}$ has a density

$$
W 2^{N} Z_{N, M}^{-1} \exp \psi(\mathbf{z})
$$

with respect to Lebesgue measure, where

$$
\begin{equation*}
\psi(\mathbf{z})=-\frac{N \beta}{2}\|\mathbf{z}\|^{2}+\sum_{i \leq N} \log \operatorname{ch}\left(\beta \boldsymbol{\eta}_{i} \cdot \mathbf{z}+h\right) \tag{10.25}
\end{equation*}
$$

and

$$
W=\left(\frac{N \beta}{2 \pi}\right)^{M / 2}, \quad Z_{N, M}=\sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) .
$$

Proposition 4.3.4 implies that

$$
Z_{N, M} \geq 2^{N} \exp \left(N b^{*}+\frac{N \beta}{2}\|\boldsymbol{\theta}\|^{2}\right)
$$

where $b^{*}=\log \operatorname{ch}\left(\beta m^{*}+h\right)-\beta m^{* 2} / 2$, so that for a subset $D$ of $\mathbb{R}^{M}$ we have

$$
\bar{G}(D) \leq W \exp \left(-N b^{*}-\frac{N \beta}{2}\|\boldsymbol{\theta}\|^{2}\right) \int_{D} \exp \psi(\mathbf{z}) \mathrm{d} \mathbf{z}
$$

and hence for a subset $C$ of $\mathbb{R}^{M}$ we have, setting $\mathbf{z}=\mathbf{w}+\mathbf{c}$,

$$
\begin{equation*}
\bar{G}(C+\mathbf{c}) \leq W \exp \left(-N b^{*}-\frac{N \beta}{2}\|\boldsymbol{\theta}\|^{2}\right) \int_{C} \exp \psi(\mathbf{w}+\mathbf{c}) \mathrm{d} \mathbf{w} . \tag{10.26}
\end{equation*}
$$

Now since $\mathbf{c}=m^{*} \mathbf{e}_{1}+\boldsymbol{\theta}$ and $\eta_{i, 1}=1$ we have

$$
\boldsymbol{\eta}_{i} \cdot \mathbf{c}=m^{*}+\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}
$$

so that

$$
\beta \boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\mathbf{c})+h=\beta m^{*}+h+\beta \boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta}),
$$

and by definition of the function $\xi$ (see (10.23)) we get

$$
\begin{aligned}
\log \operatorname{ch}\left(\beta \boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\mathbf{c})+h\right) & =\log \operatorname{ch}\left(\beta m^{*}+h\right)+\beta m^{*} \boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta}) \\
& +\xi\left(\boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta})\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
\psi(\mathbf{w}+\mathbf{c}) & =-\frac{\beta N}{2}\|\mathbf{w}+\mathbf{c}\|^{2}+N \log \operatorname{ch}\left(\beta m^{*}+h\right)+\beta\left(m^{*} \sum_{i \leq N} \boldsymbol{\eta}_{i}\right) \cdot(\mathbf{w}+\boldsymbol{\theta}) \\
& +\sum_{i \leq N} \xi\left(\boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta})\right)
\end{aligned}
$$

and since $N \mathbf{c}=m^{*} \sum_{i \leq N} \boldsymbol{\eta}_{i}$ this means that

$$
\begin{aligned}
\psi(\mathbf{w}+\mathbf{c}) & =-\frac{\beta N}{2}\|\mathbf{w}\|^{2}-\frac{\beta N}{2}\|\mathbf{c}\|^{2}+\beta N \mathbf{c} \cdot \boldsymbol{\theta}+\sum_{i \leq N} \xi\left(\boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta})\right) \\
& +N \log \operatorname{ch}\left(\beta m^{*}+h\right) \\
& =-\frac{\beta N}{2}\|\mathbf{w}\|^{2}+\frac{\beta N}{2}\|\boldsymbol{\theta}\|^{2}+\sum_{i \leq N} \xi\left(\boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta})\right)+N b^{*}
\end{aligned}
$$

because $\|\mathbf{c}\|^{2}=m^{* 2}+\|\boldsymbol{\theta}\|^{2}$ and $\mathbf{c} \cdot \boldsymbol{\theta}=\|\boldsymbol{\theta}\|^{2}$. Thus (10.26) implies that

$$
\begin{aligned}
\bar{G}(C+\mathbf{c}) & \leq W \int_{C} \exp \left(-\frac{\beta N}{2}\|\mathbf{w}\|^{2}+\sum_{i \leq N} \xi\left(\boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta})\right)\right) \mathrm{d} \mathbf{w} \\
& =\int_{C} \exp \left(\sum_{i \leq N} \xi\left(\boldsymbol{\eta}_{i} \cdot(\mathbf{w}+\boldsymbol{\theta})\right)\right) \mathrm{d} \gamma(\mathbf{w})
\end{aligned}
$$

To conclude it suffices to observe that the function $\xi$ of (10.23) is convex, so that

$$
\xi(x+y) \leq \frac{1}{2}(\xi(2 x)+\xi(2 y))
$$

To use (10.24) we need to control quantities such as $\sum_{i \leq N} \xi\left(2 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)$. It will certainly help to gain some further understanding of the function $\xi$. We use the notation

$$
x^{-}=\max (0,-x) .
$$

Lemma 10.3.7. We have

$$
\begin{equation*}
\xi(x) \leq L \exp \left(-\frac{\beta}{L}\right) x^{2}+\beta(1+2 x)^{-} \tag{10.27}
\end{equation*}
$$

Thus, (for large $\beta$ ) we may think of $\xi(x)$ as the sum of a very small multiple of $x^{2}$, and of a term that is equal to 0 for $x \geq-1 / 2$. It seems that for our purposes this lemma really captures the behavior of the function $\xi$.
Proof. We observe that $\xi(0)=0, \xi^{\prime}(0)=0$ and

$$
\xi^{\prime \prime}(x)=\frac{\beta^{2}}{\operatorname{ch}^{2}\left(\beta x+\beta m^{*}+h\right)},
$$

we may assume that $\beta_{0}$ is large enough so that $m^{*} \geq 3 / 4$ for $\beta \geq \beta_{0}$. Hence if $x \geq-1 / 2$ we have

$$
\xi^{\prime \prime}(x) \leq \frac{\beta^{2}}{\operatorname{ch}^{2}(\beta / 4)} \leq L \exp (-\beta / L)
$$

Moreover, since $\left|\xi^{\prime}(x)\right| \leq 2 \beta$, whenever $x \leq-1 / 2$, we have

$$
\xi(x) \leq \xi(-1 / 2)+2 \beta\left|\frac{1}{2}+x\right|=\xi(-1 / 2)+2 \beta\left(\frac{1}{2}+x\right)^{-}
$$

The first term in (10.27) will not be a problem, because the coefficient is very small, but controlling the second term requires a real effort. In the case of the sum $\sum_{i \leq N} \xi\left(2 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right)$ occurring in (10.24) this control is achieved by the following result.

Lemma 10.3.8. Consider $0<c \leq 1 / 8$. Then if $\alpha \leq c$ with overwhelming probability it holds

$$
\sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right)^{-} \leq L N \exp \left(-\frac{1}{L c}\right)
$$

We will comment and prove this technical fact last. First, we combine it with (10.24) in the next corollary.

Corollary 10.3.9. Consider $0<c \leq 1 / 8$. Then, if $\alpha \leq c$, with overwhelming probability, for any set $C \subset\{\|\mathbf{w}\| ;\|\mathbf{w}\| \leq 1\}$ we have

$$
\begin{align*}
\bar{G}(C+\mathbf{c}) & \leq \exp L N\left(\exp \left(-\frac{\beta}{L}\right)+\beta \exp \left(-\frac{1}{L c}\right)\right) \\
& \times \int_{C} \exp \left(\frac{\beta}{2} \sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-}\right) \mathrm{d} \gamma(\mathbf{w}) \tag{10.28}
\end{align*}
$$

Proof. We recall that from (A.51) we have with overwhelming probability

$$
\begin{equation*}
\forall \mathbf{w}, \quad \sum_{i \leq N}\left(\boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{2} \leq L N\|\mathbf{w}\|^{2} \tag{10.29}
\end{equation*}
$$

so that in particular

$$
\sum_{i \leq N}\left(\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right)^{2} \leq L N\|\boldsymbol{\theta}\|^{2}
$$

and with overwhelming probability $\|\boldsymbol{\theta}\|^{2} \leq L$ (as follows from (10.19)), so that combining with (10.27) and Lemma 10.3.8, with overwhelming probability,

$$
\sum_{i \leq N} \xi\left(2 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right) \leq L N\left(\exp \left(-\frac{\beta}{L}\right)+\beta \exp \left(-\frac{1}{L c}\right)\right)
$$

Also, using (10.27), (10.29) and since $\|\mathbf{w}\| \leq 1$ for $\mathbf{w}$ in $C$, with overwhelming probability

$$
\mathbf{w} \in C \Rightarrow \frac{1}{2} \sum_{i \leq N} \xi\left(2 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right) \leq L N \exp \left(-\frac{\beta}{L}\right)+\frac{\beta}{2} \sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-}
$$

and the conclusion follows from (10.24).
To apply Corollary 10.3 .9 we must learn how to control the sum

$$
\sum_{i \leq N}(1+4 \boldsymbol{\eta} \cdot \mathbf{w})^{-}
$$

which occurs in (10.28). This is our next goal.

Lemma 10.3.10. We have

$$
\begin{equation*}
(1+x)^{-} \leq|x| \mathbf{1}_{\{|x| \geq 1\}} \leq x^{2} \mathbf{1}_{\{|x| \geq 1\}} \tag{10.30}
\end{equation*}
$$

For any $x \in \mathbb{R}$ the function $a \mapsto(a+x)^{-}$is non-increasing.
Proof. Since $(1+x)^{-}=0$ for $x \geq-1$, to prove (10.30) we may assume that $x \leq-1$. But then $(1+x)^{-}=-x-1 \leq-x=|x|$. This proves (10.30) and (10.31) is obvious since

$$
y \mapsto y^{-}=\max (0,-y)
$$

is non-increasing.

Lemma 10.3.11. There exists a number $L$ with the following property. Consider numbers $0<d<1 / L, 0<c<1 / 2$. Then if $\alpha \leq c$, with overwhelming probability

$$
\begin{equation*}
\|\mathbf{w}\| \leq d \Rightarrow \sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \leq L N d^{2}\left(c+\exp \left(-\frac{1}{L d^{2}}\right)\right) \tag{10.32}
\end{equation*}
$$

Unfortunately it is not easy to provide an intuitive explanation for the somewhat unusual terms that occur in the right-hand side of (10.32). The author feels that these terms are not necessarily an artifact of his approach but might rather capture the true behavior of the left-hand side.

Proof. We observe that for $\|\mathbf{w}\| \leq d$ inequality (10.30) yields

$$
\sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \leq 16 \sum_{I(\mathbf{w})}\left|\boldsymbol{\eta}_{i} \cdot \mathbf{w}\right|^{2},
$$

where

$$
I(\mathbf{w})=\left\{i \leq N ;\left|\boldsymbol{\eta}_{i} \cdot \mathbf{w}\right| \geq \frac{1}{4}\right\} \subset J(\mathbf{w}):=\left\{i \leq N ;\left|\boldsymbol{\eta}_{i} \cdot \mathbf{w}\right| \geq \frac{1}{4 d}\|\mathbf{w}\|\right\} .
$$

Recalling the constant $L_{1}$ of Proposition 4.2.6, consider now $b=1 / 4 d$ and define $a$ by

$$
a^{2}=c+4 \exp \left(-\frac{1}{8 L_{1}^{2} d^{2}}\right) .
$$

If $c<1 / 2$ and $d \leq 1 / 8 L_{1}$, we have $a^{2}<1$. Moreover, since $2 / a \leq$ $\exp \left(1 / 16 L_{1}^{2} d^{2}\right)$, the inequality

$$
L_{1} \sqrt{\log \frac{2}{a}} \leq L_{1} \sqrt{\frac{1}{16 L_{1}^{2} d^{2}}}=\frac{1}{4 d}=b
$$

holds. We can then use Proposition 4.2.6 for these values of $a$ and $b$ and this concludes the proof.

Proposition 10.3.12. If $\beta_{0}$ and $L_{0}$ are large enough, then for $\beta \geq \beta_{0}$ and $\alpha \leq c:=1 / L_{0} \log \beta$ the set $C+\mathbf{c}$ is negligible, where

$$
C=\left\{\mathbf{w} ; \frac{1}{4 \sqrt{\beta}} \leq\|\mathbf{w}\| \leq \frac{1}{L}\right\}
$$

Proof. Consider $d$ as in Lemma 10.3.11, and define

$$
C_{d}=\left\{\mathbf{w} ; \frac{d}{2} \leq\|\mathbf{w}\| \leq d\right\}
$$

Combining (10.32) with Corollary 10.3.9 yields that with overwhelming probability

$$
\begin{equation*}
\bar{G}\left(C_{d}+\mathbf{c}\right) \leq(\exp L N \delta) \gamma\left(C_{d}\right) \tag{10.33}
\end{equation*}
$$

where

$$
\delta=d^{2} \beta\left(c+\exp \left(-\frac{1}{L d^{2}}\right)\right)+\exp \left(-\frac{\beta}{L}\right)+\beta \exp \left(-\frac{1}{c L}\right) .
$$

On the other hand, it is shown in (4.55) that if $\alpha \leq \beta d^{2} / 16$, then

$$
\begin{equation*}
\gamma\left(C_{d}\right) \leq \gamma\left(\left\{\|\mathbf{w}\|^{2} \geq \frac{d^{2}}{4}\right\}\right) \leq \exp \left(-\frac{N \beta d^{2}}{32}\right) \tag{10.34}
\end{equation*}
$$

Let us assume that $d \geq 1 /(2 \sqrt{\beta})$. Then for $\alpha \leq 1 /\left(2^{6} \log \beta\right)$ and $\beta_{0} \geq e$, it is true that $\alpha \leq 2^{-6} \leq \beta d^{2} / 16$ so that (10.34) holds. Combining with (10.33) we see that with overwhelming probability

$$
\bar{G}\left(C_{d}+\mathbf{c}\right) \leq \exp N\left(L^{\sim} \delta-\beta d^{2} / L^{\sim}\right),
$$

where $L^{\sim}$ is a new constant. Now we observe that if $\beta \geq \beta_{0}$ large enough, $L_{0}$ is large enough and if $d \leq 1 / L_{0}, c \leq 1 / L_{0} \log \beta$, we have

$$
c+\exp \left(-\frac{1}{L d^{2}}\right) \leq \frac{1}{6 L^{\sim 2}}
$$

and therefore

$$
d^{2} \beta\left(c+\exp \left(-\frac{1}{L d^{2}}\right)\right) \leq \frac{\beta d^{2}}{6 L^{\sim 2}}
$$

and also

$$
\begin{gathered}
\exp \left(-\frac{\beta}{L}\right) \leq \frac{1}{12 L^{\sim 2}} \leq \frac{\beta d^{2}}{6 L_{0}^{2}} \\
\beta \exp \left(-\frac{1}{c L}\right) \leq \beta^{1-L_{0} / L} \leq \frac{1}{12 L^{\sim 2}} \leq \frac{\beta d^{2}}{6 L_{0}^{2}}
\end{gathered}
$$

Consequently we have $L^{\sim} \delta-\beta d^{2} / L^{\sim}<0$.
We have proved that the set $C_{d}+\mathbf{c}$ is negligible provided $1 /(2 \sqrt{\beta}) \leq d \leq$ $1 / L$. A few sets of this type cover $C+\mathbf{c}$, so the set $C+\mathbf{c}$ is negligible.

Proposition 10.3 .12 shows that from now on we may only concern ourselves with the case $\|\mathbf{w}\|<1 / 4 \sqrt{\beta}$. In that case, the next argument will give a better control than Lemma 10.3.11.

Lemma 10.3.13. If $\|\mathrm{w}\| \leq 1 /(4 \sqrt{\beta})$ then

$$
\begin{equation*}
\mathrm{E} \exp \frac{\beta}{2}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \leq 1+\exp \left(-\frac{\beta}{2}\right) \tag{10.35}
\end{equation*}
$$

Proof. Using (A.32) we have

$$
\mathrm{E} \exp \frac{\beta}{2}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-}=1+\frac{\beta}{2} \int_{0}^{\infty} \exp \frac{\beta t}{2} \mathrm{P}\left(\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \geq t\right) \mathrm{d} t
$$

and, by the subgaussian inequality (A.16),

$$
\begin{aligned}
\mathrm{P}\left(\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \geq t\right)=\mathrm{P}\left(\boldsymbol{\eta}_{i} \cdot \mathbf{w} \leq-\frac{(1+t)}{4}\right) & \leq \exp \left(-\frac{(1+t)^{2}}{32\|\mathbf{w}\|^{2}}\right) \\
& \leq \exp \left(-\frac{\beta(1+t)^{2}}{2}\right) \\
& \leq \exp \left(-\frac{\beta}{2}-\frac{\beta t}{2}\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
\frac{\beta}{2} \int_{0}^{\infty} \exp \frac{\beta t}{2} \mathrm{P}\left(\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \geq t\right) \mathrm{d} t & \leq \frac{\beta}{2} \int_{0}^{\infty} \exp \left(-\frac{\beta}{2}-\frac{\beta t}{2}\right) \mathrm{d} t \\
& =\exp \left(-\frac{\beta}{2}\right)
\end{aligned}
$$

which finishes the proof.

Proposition 10.3.14. If $\beta_{0}$ and $L_{0}$ are large enough, for $\beta \geq \beta_{0}$ and $\alpha \leq$ $c:=1 /\left(L_{0} \log \beta\right)$, the set $C+\mathbf{c}$ is negligible where

$$
C=\left\{\mathbf{w} ; z_{1} \leq-\beta^{-20},\|\mathbf{w}\| \leq \frac{1}{4 \sqrt{\beta}}\right\}
$$

Proof. Lemma 10.3.13, the inequality $1+x \leq \exp x$ and independence imply

$$
\begin{aligned}
\mathrm{E} \int_{C} \exp \frac{\beta}{2} \sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \mathrm{d} \gamma(\mathbf{w}) & =\int_{C} \mathrm{E} \exp \frac{\beta}{2} \sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \mathrm{d} \gamma(\mathbf{w}) \\
& \leq \exp \left(N \exp \left(-\frac{\beta}{2}\right)\right) \gamma(C)
\end{aligned}
$$

so that with overwhelming probability

$$
\int_{C} \exp \frac{\beta}{2} \sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{w}\right)^{-} \mathrm{d} \gamma(\mathbf{w}) \leq \exp \left(2 N \exp \left(-\frac{\beta}{2}\right)\right) \gamma(C)
$$

and by Corollary 10.3 .9 we have

$$
G(C+\mathbf{c}) \leq(\exp L N \delta) \gamma(C)
$$

where now

$$
\delta=\exp \left(-\frac{\beta}{2}\right)+\beta \exp \left(-\frac{1}{L c}\right) \leq \exp \left(-\frac{\beta}{2}\right)+\beta^{1-L_{0} / L} .
$$

Moreover since the law of $z_{1}$ under $\gamma$ is Gaussian with variance $\mathrm{E} z_{1}^{2}=1 / \beta \sqrt{N}$, using (A.4) we have

$$
\gamma(C) \leq \gamma\left(\left\{\mathbf{z} ; z_{1} \leq-\beta^{-20}\right\}\right) \leq \exp \left(-\frac{N \beta}{2}\left(\beta^{-20}\right)^{2}\right)
$$

To conclude the proof, we observe that if $\beta \geq \beta_{0}$ and $L_{0} \geq 41 L$, we have $L \delta<\beta^{-39} / 2$.

Proof of Proposition 10.3.5. Combining Propositions 10.3 .12 and 10.3.14 we have shown that the set $C+\mathbf{c}$ is negligible for $\bar{G}$, where

$$
C=\left\{\mathbf{z} ;\|\mathbf{z}\| \leq \frac{1}{L}, z_{1}<-\frac{1}{\beta^{20}}\right\}
$$

so that

$$
C+\mathbf{c}=\left\{\mathbf{z} ;\|\mathbf{z}-\mathbf{c}\| \leq \frac{1}{L_{1}}, z_{1}<m^{*}-\frac{1}{\beta^{20}}\right\}
$$

Since $\mathbf{c}=m^{*} \mathbf{e}_{1}+\boldsymbol{\theta}$ and since with overwhelming probability we have $\|\boldsymbol{\theta}\| \leq$ $2 \sqrt{\alpha} \leq 2 / \sqrt{L_{0} \log \beta} \leq 1 / 2 L_{1}$ when $\beta \geq \beta_{0}$ and $\beta_{0}$ is large enough, we have

$$
C+\mathbf{c} \supset\left\{\mathbf{z} ;\left\|\mathbf{z}-m^{*} \mathbf{e}_{1}\right\| \leq \frac{1}{2 L_{1}}, z_{1}<m^{*}-\frac{1}{\beta^{20}}\right\}
$$

and thus this latter set is negligible for $\bar{G}$. Therefore it suffices to prove that the set

$$
D_{1}=\left\{\mathbf{z} ;\left\|\mathbf{z}-m^{*} \mathbf{e}_{1}\right\| \geq \frac{1}{2 L_{1}}\right\}
$$

is negligible for $\bar{G}$.
By Theorem 4.4.4 (used for $\rho_{0}=1 / 4 L_{1}$, and since $\alpha \leq 1 /\left(L_{0} \log \beta\right) \leq$ $m^{* 2} \rho_{0}^{2} / L$ for $\beta \geq 2$ and $L_{0}$ large enough) the set

$$
D_{2}=\left\{\mathbf{z} ;\left\|\mathbf{z}-m^{*} \mathbf{e}_{1}\right\| \geq \frac{1}{4 L_{1}}\right\}
$$

is negligible for $G^{\prime}$. Now, by definition of $\bar{G}=G^{\prime} * \gamma$ we have

$$
\begin{equation*}
\bar{G}\left(D_{1}\right)=G^{\prime} \otimes \gamma\left(\left\{(\mathbf{z}, \mathbf{w}) ; \mathbf{z}+\mathbf{w} \in D_{1}\right\}\right) . \tag{10.36}
\end{equation*}
$$

If $\mathbf{z}+\mathbf{w} \in D_{1}$, i.e. $\left\|\mathbf{z}+\mathbf{w}-m^{*} \mathbf{e}_{1}\right\| \geq 1 / 2 L_{1}$, either $\|\mathbf{w}\| \geq 1 / 4 L_{1}$ or else $\left\|\mathbf{z}-m^{*} \mathbf{e}_{1}\right\| \geq 1 / 4 L_{1}$, so that then $\mathbf{z} \in D_{2}$ and hence

$$
G^{\prime} \otimes \gamma\left(\left\{(\mathbf{z}, \mathbf{w}) ; \mathbf{z}+\mathbf{w} \in D_{1}\right\}\right) \leq G^{\prime}\left(D_{2}\right)+\gamma\left(\left\{\|\mathbf{w}\| \geq \frac{1}{4 L_{1}}\right\}\right)
$$

By (10.36), and since $\gamma\left(\left\{\|\mathbf{w}\| \geq 1 / 4 L_{1}\right\}\right)$ is very small, $D_{1}$ is negligible for $\bar{G}$.

Finally we can complete the proof of Theorem 10.3 .1 by proving Lemma 10.3.8.

Proof of Lemma 10.3.8. Given a vector $\mathbf{x}$ with $\|\mathbf{x}\|^{2} \leq 2 c$, it is not very hard to see that with overwhelming probability we have

$$
\begin{equation*}
\sum_{i \leq N}\left(1+4 \boldsymbol{\eta}_{i} \cdot \mathbf{x}\right)^{-} \leq L N \exp \left(-\frac{1}{L c}\right) \tag{10.37}
\end{equation*}
$$

Therefore, for the typical realization of $\left(\boldsymbol{\eta}_{i}\right)_{i \leq N}$, very few such vectors $\mathbf{x}$ will fail to satisfy (10.37). It seems very unlikely that $\boldsymbol{\theta}$ is one of these, and this is what we shall measure. The technical difficulty is that the quantities $\left(\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right)_{i \leq N}$ are dependent, and that it is hard to work without independence. This makes the proof rather technical, and needless to say, a special gift for the really motivated reader.

As usual, the basic idea is to bring out some independence. For a subset $I$ of $\{1, \ldots, N\}$ we define

$$
\begin{equation*}
\boldsymbol{\theta}_{I}=\frac{1}{N} \sum_{i \in I}\left(\boldsymbol{\eta}_{i}-\mathbf{e}_{1}\right) \tag{10.38}
\end{equation*}
$$

so that $\boldsymbol{\theta}=\boldsymbol{\theta}_{\{1, \ldots, N\}}$. We have

$$
\left\|\boldsymbol{\theta}_{I}\right\|^{2}=\sum_{2 \leq k \leq M}\left(\frac{1}{N} \sum_{i \in I} \eta_{i, k}\right)^{2}
$$

so that by Lemma 10.3.4 (used for $\rho_{i}=1 / N$ if $i \in I$ and $\rho_{i}=0$ otherwise, so that $\left.\sum_{i \leq N} \rho_{i}^{2} \leq 1 / N\right)$ we have, since $\alpha=M / N \leq c$,

$$
\begin{equation*}
\mathrm{P}\left(\left\|\boldsymbol{\theta}_{I}\right\|^{2}>8 c\right) \leq 2^{M / 2} \exp (-2 N c) \leq 2^{-c N} \tag{10.39}
\end{equation*}
$$

In words, $\left\|\boldsymbol{\theta}_{I}\right\|^{2} \leq 8 c$ with overwhelming probability. We write, using the Cauchy-Schwarz inequality and (10.30),

$$
\begin{aligned}
\sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} & \leq 16 \sum_{i \notin I}\left|\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right| \mathbf{1}_{\left\{16\left|\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right| \geq 1\right\}} \\
& \leq 16\left(\sum_{i \notin I}\left(\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{2}\right)^{1 / 2}\left(\sum_{i \notin I} \mathbf{1}_{\left\{16\left|\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right| \geq 1\right\}}\right)^{1 / 2}
\end{aligned}
$$

Now using (10.29) yields that, with overwhelming probability,

$$
\begin{equation*}
\sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} \leq L \sqrt{N}\left(\sum_{i \notin I} \mathbf{1}_{\left\{16\left|\boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right| \geq 1\right\}}\right)^{1 / 2} \tag{10.40}
\end{equation*}
$$

Given $\mathbf{x}$ with $\|\mathbf{x}\|^{2} \leq 8 c$, the r.v.s

$$
\mathbf{1}_{\left\{16\left|\boldsymbol{\eta}_{i} \cdot \mathbf{x}\right| \geq 1\right\}}
$$

for $i \notin I$ are i.i.d. with expectation $\leq L \exp (-1 / L c)$ (as follows from the subgaussian inequality). Consequently, using elementary properties about the tail of the binomial law, we see that with probability $\geq 1-K \exp (-N / K)$ their sum is $\leq L N \exp (-1 / L c)$. Using this for $\mathbf{x}=\boldsymbol{\theta}_{I}$, given $\boldsymbol{\theta}_{I}$ and combining with (10.39) we have proved that with probability $\geq 1-K \exp (-N / K)$ we have

$$
\sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} \leq L N \exp \left(-\frac{1}{L c}\right)
$$

i.e. there exists an event $\Omega_{I}$ with $\mathrm{P}\left(\Omega_{I}\right) \geq 1-K \exp (-N / K)$ such that

$$
\begin{equation*}
\mathbf{1}_{\Omega_{I}} \sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} \leq L N \exp \left(-\frac{1}{L c}\right) \tag{10.41}
\end{equation*}
$$

Let us denote by Av an average over all possible choices of $I$. Then

$$
\begin{equation*}
\operatorname{Av} \sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} \leq \operatorname{Av} \mathbf{1}_{\Omega_{I}} \sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-}+\mathcal{R} \tag{10.42}
\end{equation*}
$$

where

$$
\mathcal{R}=\operatorname{Av} \mathbf{1}_{\Omega_{I}^{c}} \sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-}
$$

Since it holds that $\left\|\boldsymbol{\eta}_{i}\right\| \leq \sqrt{M} \leq \sqrt{N}$ and $\left\|\boldsymbol{\theta}_{I}\right\| \leq \sqrt{N}$, we have

$$
\left|\sum_{i \in I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)\right| \leq \sum_{i \in I}(1+16 N) \leq 17 N^{2}
$$

and consequently

$$
\begin{aligned}
\mathrm{ER} & =\operatorname{AvE}\left(\mathbf{1}_{\Omega_{I}^{c}} \sum_{i \in I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-}\right) \\
& \leq 17 N^{2} \operatorname{AvE} \mathbf{1}_{\Omega_{I}^{c}} \leq K N^{2} \exp \left(-\frac{N}{K}\right) .
\end{aligned}
$$

In particular with overwhelming probability $\mathcal{R} \leq L N \exp (-1 /(L c))$, and (10.41) and (10.42) show that with overwhelming probability

$$
\begin{equation*}
\operatorname{Av} \sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} \leq L N \exp \left(-\frac{1}{L c}\right) \tag{10.43}
\end{equation*}
$$

Now the function $x \rightarrow(1+x)^{-}$is convex, so that by Jensen's inequality

$$
\begin{align*}
\operatorname{Av} \sum_{i \notin I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} & =\operatorname{Av} \sum_{i \leq N}\left(\mathbf{1}_{\{i \notin I\}}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)\right)^{-} \\
& \geq \sum_{i \leq N}\left(\operatorname{Av}\left(\mathbf{1}_{\{i \notin I\}}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)\right)^{-} .\right. \tag{10.44}
\end{align*}
$$

Of course $\operatorname{Av}\left(\mathbf{1}_{\{i \notin I\}}\right)=1 / 2$, and by definition (10.38)

$$
\boldsymbol{\theta}_{I}=\frac{1}{N} \sum_{j \leq N} \mathbf{1}_{\{j \in I\}}\left(\boldsymbol{\eta}_{j}-\mathbf{e}_{1}\right),
$$

so that

$$
\begin{aligned}
\operatorname{Av} \mathbf{1}_{\{i \notin I\}} \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I} & =\operatorname{Av} \frac{1}{N} \sum_{j \leq N} \mathbf{1}_{\{i \notin I\}} \mathbf{1}_{\{j \in I\}} \boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{j}-\mathbf{e}_{1}\right) \\
& =\frac{1}{4 N} \sum_{j \neq i} \boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{j}-\mathbf{e}_{1}\right) \\
& =\frac{1}{4} \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}-\frac{1}{4 N} \boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{i}-\mathbf{e}_{1}\right) .
\end{aligned}
$$

Thus from (10.44) we get

$$
\begin{equation*}
\operatorname{Av} \sum_{i \in I}\left(1+16 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}_{I}\right)^{-} \geq \sum_{i \leq N}\left(\frac{1}{2}+4 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}-\frac{4}{N} \boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{i}-\mathbf{e}_{1}\right)\right)^{-} \tag{10.45}
\end{equation*}
$$

Now $\boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{i}-\mathbf{e}_{1}\right)=\sum_{2 \leq k \leq M} \eta_{i, k}^{2}=M-1$, so that since $\alpha=M / N \leq 1 / 8$ we obtain $\left|4 \boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{i}-\mathbf{e}_{1}\right)\right| \leq N / 2$. Hence, by (10.31), we have

$$
\left(\frac{1}{2}+4 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}-\frac{4}{N} \boldsymbol{\eta}_{i} \cdot\left(\boldsymbol{\eta}_{i}-\mathbf{e}_{1}\right)\right)^{-} \geq\left(1+4 \boldsymbol{\eta}_{i} \cdot \boldsymbol{\theta}\right)^{-} .
$$

Combining with (10.43) and (10.45) completes the proof.

### 10.4 Controlling $m_{k}(\sigma), k \geq 2$

In this section we prove that if $(\alpha, \beta, h)$ belongs to the admissible region (10.1) then for $k \geq 2, m_{k}(\boldsymbol{\sigma})$ is typically small, about $1 / \sqrt{N}$. This technical fact will be essential in Section 10.6, in order to estimate the error terms created by the "approximate integration by parts" of (4.197). It is here that the condition $h>0$ is really being used.

Theorem 10.4.1. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1) (and if $L_{0}$ is large enough) then there exists a constant $K$ depending only on $\beta$ and $h$ such that, for all $k \geq 2$, we have

$$
\begin{equation*}
\mathrm{E}\left\langle\exp \frac{N m_{k}^{2}}{K}\right\rangle \leq K \tag{10.46}
\end{equation*}
$$

In particular for each $p$ we have $\mathrm{E}\left\langle m_{k}^{2 p}\right\rangle \leq K N^{-p}$, where $K$ now depends also on $p$. To prove Theorem 10.4.1 we can assume by symmetry that $k=M$.

The proof uses a "cavity upon $M$ " argument. We denote by $\langle\cdot\rangle_{\sim}$ the Gibbs measure relative to the Hamiltonian

$$
\begin{equation*}
-H_{N, M-1}(\boldsymbol{\sigma})=\frac{\beta}{2} \sum_{k \leq M-1} N m_{k}^{2}(\boldsymbol{\sigma})+N h m_{1}(\boldsymbol{\sigma}) \tag{10.47}
\end{equation*}
$$

It should be obvious that for a function $f$ on $\Sigma_{N}$ we have

$$
\begin{equation*}
\langle f\rangle=\frac{\left\langle f \exp \frac{N \beta}{2} m_{M}^{2}\right\rangle_{\sim}}{\left\langle\exp \frac{N \beta}{2} m_{M}^{2}\right\rangle_{\sim}} . \tag{10.48}
\end{equation*}
$$

To prove Theorem 10.4.1, we will consider the set

$$
\begin{equation*}
U=\left\{\boldsymbol{\sigma} ;\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right| \leq \rho\right\}, \tag{10.49}
\end{equation*}
$$

where $\rho$ will be suitably chosen. To lighten notation we write $\mathbf{1}_{U}$ for $\mathbf{1}_{U}(\boldsymbol{\sigma})$ and $\mathbf{1}_{U^{c}}$ for $\mathbf{1}_{U^{c}}(\boldsymbol{\sigma})$. The main step of the proof is as follows.

Proposition 10.4.2. Assume that

$$
\begin{equation*}
\beta\left(1-m^{* 2}+2 \rho m^{*}\right)<1 \tag{10.50}
\end{equation*}
$$

Then we may find $\beta_{1}>\beta$ and $s>0$ such that

$$
\begin{equation*}
\mathrm{E}\left(\left\langle\mathbf{1}_{U} \exp \frac{N \beta_{1}}{2} m_{M}^{2}\right\rangle_{\sim}^{s}\right) \leq K \tag{10.51}
\end{equation*}
$$

Proof. Writing $\eta_{i}$ rather than $\eta_{i, M}$, we obtain

$$
\begin{equation*}
m_{M}=m_{M}(\boldsymbol{\sigma})=\frac{1}{N}\left(\sum_{i \leq N} \eta_{i} m^{*}+\sum_{i \leq N} \eta_{i}\left(\sigma_{i}-m^{*}\right)\right) \tag{10.52}
\end{equation*}
$$

Given $t>0$, we have

$$
(a+b)^{2} \leq(1+t) a^{2}+\left(1+\frac{1}{t}\right) b^{2}
$$

and applying this to (10.52) we get

$$
\begin{equation*}
N m_{M}^{2} \leq \frac{1+t}{N}\left(\sum_{i \leq N} \eta_{i} m^{*}\right)^{2}+\frac{1+t}{N t}\left(\sum_{i \leq N} \eta_{i}\left(\sigma_{i}-m^{*}\right)\right)^{2} \tag{10.53}
\end{equation*}
$$

and thus

$$
\begin{align*}
& \left\langle\mathbf{1}_{U} \exp \frac{N \beta_{1}}{2} m_{M}^{2}\right\rangle_{\sim}^{s} \\
\leq & \exp \left(s(1+t) \frac{\beta_{1}}{2 N} m^{* 2}\left(\sum_{i \leq N} \eta_{i}\right)^{2}\right) \\
\times & \left\langle\mathbf{1}_{U} \exp \left(\frac{(1+t) \beta_{1}}{2 N t}\left(\sum_{i \leq N} \eta_{i}\left(\sigma_{i}-m^{*}\right)\right)^{2}\right)\right\rangle_{\sim}^{s} \tag{10.54}
\end{align*}
$$

Thus, by the Cauchy-Schwarz inequality applied to (10.54) we have

$$
\begin{align*}
& \left(\mathrm{E}\left\langle\mathbf{1}_{U} \exp \frac{N \beta_{1}}{2} m_{M}^{2}\right\rangle_{\sim}^{s}\right)^{2} \\
\leq & \mathrm{E} \exp \left(s(1+t) \frac{\beta_{1}}{N} m^{* 2}\left(\sum_{i \leq N} \eta_{i}\right)^{2}\right) \\
\times & \mathrm{E}\left\langle\mathbf{1}_{U} \exp \left(\frac{(1+t) \beta_{1}}{2 N t}\left(\sum_{i \leq N} \eta_{i}\left(\sigma_{i}-m^{*}\right)\right)^{2}\right)\right\rangle_{\sim}^{2 s} . \tag{10.55}
\end{align*}
$$

There is no loss of generality to assume $2 s \leq 1$. For a r.v. $X \geq 0$, Hölder's inequality implies that $\mathrm{E} X^{2 s} \leq(\mathrm{E} X)^{2 s}$. Thus the last term of (10.55) is at most

$$
\begin{equation*}
\left(\mathrm{E}\left\langle\mathbf{1}_{U} \exp \left(\frac{(1+t) \beta_{1}}{2 N t}\left(\sum_{i \leq N} \eta_{i}\left(\sigma_{i}-m^{*}\right)\right)^{2}\right)\right\rangle_{\sim}\right)^{2 s} . \tag{10.56}
\end{equation*}
$$

Now,

$$
\begin{aligned}
\sum_{i \leq N}\left(\sigma_{i}-m^{*}\right)^{2} & =N\left(1-2 m_{1}(\boldsymbol{\sigma}) m^{*}+m^{* 2}\right) \\
& =N\left(1-m^{* 2}+2\left(m^{*}-m_{1}(\boldsymbol{\sigma})\right) m^{*}\right) \\
& \leq N\left(1-m^{* 2}+2 \rho m^{*}\right)
\end{aligned}
$$

for $\boldsymbol{\sigma} \in U$. Using (10.50), we choose $\beta_{1}>\beta$ and $t$ large enough so that

$$
\begin{equation*}
\frac{1+t}{t} \beta_{1}\left(1-m^{* 2}+2 \rho m^{*}\right)<1 \tag{10.57}
\end{equation*}
$$

Denote by $\mathrm{E}_{0}$ integration in the r.v.s $\left(\eta_{i}\right)_{i \leq N}$ alone. Then (10.57) and the subgaussian inequality (A.19) show that for $\boldsymbol{\sigma}$ in $U$, we have

$$
\mathrm{E}_{0} \exp \left(\frac{(1+t) \beta_{1}}{2 N t}\left(\sum_{i \leq N} \eta_{i}\left(\sigma_{i}-m^{*}\right)\right)^{2}\right) \leq K
$$

where $K$ depends neither on $N$ nor $\boldsymbol{\sigma}$. Since the disorder in $\langle\cdot\rangle_{\sim}$ is independent of the r.v.s $\eta_{i}$, when taking expectation in (10.56), we can first take expectation $\mathrm{E}_{0}$ inside the bracket $\langle\cdot\rangle_{\sim}$. Then the quantity (10.56) is bounded independently of $N$. To finish the proof, we choose $s$ small enough so that

$$
s(1+t) \beta_{1} m^{* 2}<\frac{1}{2} .
$$

Then the first term on the right-hand side of (10.55) is bounded independently of $N$, again by (A.19).

Lemma 10.4.3. If the constant $L_{0}$ in the definition of the admissible region (10.1) has been chosen large enough, at each point $(\alpha, \beta, h)$ of this admissible region we can find $\rho$ such that

$$
\begin{equation*}
\beta\left(1-m^{* 2}+2 \rho m^{*}\right)<1 \tag{10.58}
\end{equation*}
$$

and $K$ depending only on $\beta$ and $h$ such that

$$
\begin{equation*}
\mathrm{E} G\left(\left\{\boldsymbol{\sigma} ;\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right|>\rho\right\}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{10.59}
\end{equation*}
$$

where as usual $G$ denotes Gibbs' measure.
Proof. We take

$$
\rho=\frac{1-\beta\left(1-m^{* 2}\right)}{4 \beta m^{*}}
$$

This ensures that (10.58) holds because $1-\beta\left(1-m^{* 2}\right)>0$ and hence $2 \rho \beta m^{*}<$ $1-\beta\left(1-m^{* 2}\right)$. Using (4.38), we have

$$
\rho \geq \rho^{\prime}:=\frac{m^{*}}{L \beta}
$$

We recall the vector $\mathbf{c}$ of (10.18). Since its first component is $m^{*}$, we have

$$
\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \geq\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right|
$$

and

$$
\begin{equation*}
\left\{\boldsymbol{\sigma} ;\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right| \geq \rho\right\} \subset\left\{\boldsymbol{\sigma} ;\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{c}\| \geq \rho^{\prime}\right\} \tag{10.60}
\end{equation*}
$$

Given $L_{1}>0$, there exists $\beta_{0}$ such that $\rho^{\prime} \geq L_{1} / \beta^{10}$ for $\beta \geq \beta_{0}$, and Theorem 10.3.1 shows that then the sets (10.60) are negligible. For $\beta \leq \beta_{0}$, we have $\rho^{\prime} \geq \rho_{0}:=m^{*} / L_{2}$, hence

$$
\begin{equation*}
\left\{\boldsymbol{\sigma} ;\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right| \geq \rho_{0}\right\} \subset\left\{\boldsymbol{\sigma} ;\left\|\mathbf{m}(\boldsymbol{\sigma})-m^{*} \mathbf{e}_{1}\right\| \geq \rho_{0}\right\} \tag{10.61}
\end{equation*}
$$

Theorem 4.4.4 shows that this set is negligible if the constant $L_{0}$ is large enough.
Proof of Theorem 10.4.1. If $U$ is given by (10.49), where $\rho$ is as in (10.58), for any number $A$ then

$$
\mathrm{E}\left\langle\exp \frac{N}{A} m_{M}^{2}\right\rangle=\mathrm{I}+\mathrm{II}
$$

where

$$
\mathrm{I}=\mathrm{E}\left\langle\mathbf{1}_{U^{c}} \exp \frac{N}{A} m_{M}^{2}\right\rangle \quad \text { and } \quad \mathrm{II}=\mathrm{E}\left\langle\mathbf{1}_{U} \exp \frac{N}{A} m_{M}^{2}\right\rangle .
$$

Now $\left|m_{M}\right| \leq 1$, so that

$$
\begin{equation*}
\mathrm{I} \leq \mathrm{E}\left\langle\mathbf{1}_{U^{c}}\right\rangle \exp \frac{N}{A} \leq K \exp N\left(\frac{1}{A}-\frac{1}{K}\right) \tag{10.62}
\end{equation*}
$$

by (10.59).
Given a number $u>1$, by Hölder's inequality used for $\langle\cdot\rangle$ we have

$$
\mathrm{II} \leq \mathrm{E}\left(\left\langle\mathbf{1}_{U} \exp \frac{N u}{A} m_{M}^{2}\right\rangle^{1 / u}\right)
$$

By (10.48) we have

$$
\begin{equation*}
\left\langle\mathbf{1}_{U} \exp \frac{N u}{A} m_{M}^{2}\right\rangle \leq\left\langle\mathbf{1}_{U} \exp N\left(\frac{u}{A}+\beta\right) m_{M}^{2}\right\rangle_{\sim} . \tag{10.63}
\end{equation*}
$$

Using (10.58), Proposition 10.4.2 provides us with $s>0$ and $\beta_{1}>\beta$ such that (10.51) holds. We take $u=1 / s$, and then $A$ large enough so that $\beta+u / A \leq \beta_{1}$ and $A \geq 2 K$, where $K$ occurs in (10.62). From (10.63) and (10.51) we get II $\leq K$ as well as $\mathrm{I} \leq K$ by (10.62). The result follows.

### 10.5 The Smart Path

In this section we begin the study of the influence of the last spin on Gibbs' measure, by decoupling it from the other spins. This method has already been used in Section 4.5 (but the present section can be read without having seen Section 4.5). Some of the technicalities will now be quite simpler because we are interested only in studying $\nu(f)$ for functions $f$ that may be random, but will never depend on the r.v.s $\eta_{k}=\eta_{N, k}$. We recall some notation from Section 4.5. Given $\boldsymbol{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{N}\right) \in \Sigma_{N}$, we write $\boldsymbol{\rho}=\left(\sigma_{1}, \ldots, \sigma_{N-1}\right) \in \Sigma_{N-1}$ and

$$
\begin{equation*}
n_{k}=n_{k}(\boldsymbol{\sigma})=n_{k}(\boldsymbol{\rho})=\frac{1}{N} \sum_{i \leq N-1} \eta_{i, k} \sigma_{i} \tag{10.64}
\end{equation*}
$$

so that

$$
\begin{equation*}
m_{k}=m_{k}(\boldsymbol{\sigma})=n_{k}(\boldsymbol{\sigma})+\frac{\eta_{k} \sigma_{N}}{N} \tag{10.65}
\end{equation*}
$$

We write

$$
\begin{equation*}
-H_{N-1, M}(\boldsymbol{\rho})=\frac{N \beta}{2} \sum_{1 \leq k \leq M} n_{k}^{2}(\boldsymbol{\rho})+N h n_{1}(\boldsymbol{\rho}) \tag{10.66}
\end{equation*}
$$

and we recall that by simple algebra we have (4.178) i.e. (ignoring an irrelevant constant)

$$
\begin{equation*}
-H_{N, M}(\boldsymbol{\sigma})=-H_{N-1, M}(\boldsymbol{\rho})+\beta \sigma_{N} \sum_{1 \leq k \leq M} \eta_{k} n_{k}(\boldsymbol{\rho})+\sigma_{N} h \tag{10.67}
\end{equation*}
$$

Recalling that $(q, \mu, r)$ denotes the solution of the replica-symmetric equations (10.3) to (10.5), we consider a standard Gaussian r.v. $z$ and for $0 \leq t \leq 1$ the Hamiltonian

$$
\begin{align*}
-H_{N, M, t}(\boldsymbol{\sigma}) & =-H_{N-1, M}(\boldsymbol{\rho})+\beta \sigma_{N}\left(\sqrt{t} \sum_{2 \leq k \leq M} \eta_{k} n_{k}(\boldsymbol{\rho})\right. \\
& \left.+\sqrt{1-t} z \sqrt{r}+t n_{1}(\boldsymbol{\rho})+(1-t) \mu\right)+h \sigma_{N} . \tag{10.68}
\end{align*}
$$

Thus since $\eta_{1}=1$ we have

$$
\begin{align*}
H_{N, M, 1} & =H_{N, M}  \tag{10.69}\\
H_{N, M, 0}(\boldsymbol{\sigma}) & =H_{N-1, M}(\boldsymbol{\rho})+\sigma_{N} Y \tag{10.70}
\end{align*}
$$

where

$$
\begin{equation*}
Y=\beta(z \sqrt{r}+\mu)+h . \tag{10.71}
\end{equation*}
$$

We denote by $\langle\cdot\rangle_{t}$ an average for the Gibbs measure (or its tensor products) with Hamiltonian (10.68), and as usual we write $\nu_{t}(f)=\mathrm{E}\langle f\rangle_{t}$. Although we will not need this fact, it is reassuring that this definition coincides with definition (4.181) when $f$ does not depend on the r.v.s $\xi^{\ell}$.

We recall the notation $\varepsilon_{\ell}=\sigma_{N}^{\ell}$. As expected, the measure $\nu_{0}$ indeed decouples the last spin.

Lemma 10.5.1. Given a function $f^{-}$on $\Sigma_{N-1}^{n}$, which does not depend on the r.v.s $\eta_{k}$, and given a subset I of $\{1, \ldots, n\}$ we have

$$
\begin{equation*}
\nu_{0}\left(f^{-} \prod_{\ell \in I} \varepsilon_{\ell}\right)=\nu_{0}\left(\prod_{\ell \in I} \varepsilon_{\ell}\right) \nu_{0}\left(f^{-}\right)=\mathrm{E}(\operatorname{th} Y)^{\operatorname{card} I} \nu_{0}\left(f^{-}\right) . \tag{10.72}
\end{equation*}
$$

Proof. As for Lemma 1.6.2.
We need to compute the derivative $\nu_{t}^{\prime}(f)=\mathrm{d} \nu_{t}(f) / \mathrm{d} t$. The Hamiltonian $H_{N, M, t}$ depends on $t$ in 3 different ways, as shown by its definition (10.68). This is why there are three terms is the forthcoming (straightforward) formula, where we recall the notation $n_{k}^{\ell}=n_{k}\left(\boldsymbol{\sigma}^{\ell}\right)$.

Lemma 10.5.2. We have

$$
\nu_{t}^{\prime}(f)=\mathrm{I}+\mathrm{II}+\mathrm{III}
$$

where

$$
\begin{equation*}
\mathrm{I}=\beta\left(\sum_{\ell \leq n} \nu_{t}\left(f \varepsilon_{\ell}\left(n_{1}^{\ell}-\mu\right)\right)-n \nu_{t}\left(f \varepsilon_{n+1}\left(n_{1}^{n+1}-\mu\right)\right)\right) \tag{10.73}
\end{equation*}
$$

$$
\begin{align*}
\mathrm{II} & =\frac{\beta}{2 \sqrt{t}}\left(\sum_{\ell \leq n} \nu_{t}\left(f \varepsilon_{\ell} \sum_{2 \leq k \leq M} \eta_{k} n_{k}^{\ell}\right)\right. \\
& \left.-n \nu_{t}\left(f \varepsilon_{n+1} \sum_{2 \leq k \leq M} \eta_{k} n_{k}^{n+1}\right)\right)  \tag{10.74}\\
\mathrm{III} & =-\frac{\beta \sqrt{r}}{2 \sqrt{1-t}}\left(\sum_{\ell \leq n} \nu_{t}\left(f z \varepsilon_{\ell}\right)-n \nu_{t}\left(f z \varepsilon_{n+1}\right)\right) . \tag{10.75}
\end{align*}
$$

To make this decomposition usable, we need to integrate by parts. First we integrate by parts in III. We have already done this many times:

$$
\begin{align*}
\mathrm{III} & =-\beta r\left(\sum_{1 \leq \ell^{\prime}<\ell \leq n} \nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)-n \sum_{\ell \leq n} \nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{n+1}\right)\right. \\
& \left.+\frac{n(n+1)}{2} \nu_{t}\left(f \varepsilon_{n+1} \varepsilon_{n+2}\right)\right) . \tag{10.76}
\end{align*}
$$

For II, since the r.v.s $\eta_{k}$ are Bernoulli rather than Gaussian, we need to use "approximate integration by parts" as in (4.198). (This will be detailed again below). This approximate integration by parts produces "main terms" and "error terms", and the "main terms" are the same as if one would perform Gaussian integration by parts (which we have already done many times). Writing for simplicity

$$
\begin{equation*}
S_{\ell, \ell^{\prime}}=\sum_{2 \leq k \leq M} n_{k}^{\ell} n_{k}^{\ell^{\prime}} \tag{10.77}
\end{equation*}
$$

these main terms are

$$
\begin{align*}
& \frac{\beta^{2}}{2}\left(\sum_{\ell \leq n} \nu_{t}\left(f S_{\ell, \ell}\right)-n \nu_{t}\left(f S_{n+1, n+1}\right)\right) \\
+ & \beta^{2}\left(\sum_{1 \leq \ell<\ell^{\prime} \leq n} \nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} S_{\ell, \ell^{\prime}}\right)-n \sum_{\ell \leq n} \nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{n+1} S_{\ell, n+1}\right)\right. \\
+ & \left.\frac{n(n+1)}{2} \nu_{t}\left(f \varepsilon_{n+1} \varepsilon_{n+2} S_{n+1, n+2}\right)\right) . \tag{10.78}
\end{align*}
$$

Gathering the terms (10.76) and (10.78), we have shown that to complete the proof of the following Proposition, it will suffice to control the "error terms" occurring from approximate integration by parts.

Proposition 10.5.3. For a function $f$ of $\Sigma_{N}^{n}$, that does not depend on the r.v.s $\left(\eta_{k}\right)$, we have

$$
\begin{equation*}
\nu_{t}^{\prime}(f)=\mathrm{I}+\mathrm{IV}+\mathrm{V}+\mathcal{R} \tag{10.79}
\end{equation*}
$$

where I is given by (10.73),

$$
\begin{align*}
\mathrm{IV} & =\frac{\beta^{2}}{2}\left(\sum_{\ell \leq n} \nu_{t}\left(f S_{\ell, \ell}\right)-n \nu_{t}\left(f S_{n+1, n+1}\right)\right)  \tag{10.80}\\
\mathrm{V} & =\beta^{2}\left(\sum_{1 \leq \ell<\ell^{\prime} \leq n} \nu_{t}\left(f\left(S_{\ell, \ell^{\prime}}-r\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)-n \sum_{\ell \leq n} \nu_{t}\left(f\left(S_{\ell, n+1}-r\right) \varepsilon_{\ell} \varepsilon_{n+1}\right)\right. \\
& \left.+\frac{n(n+1)}{2} \nu_{t}\left(f\left(S_{n+1, n+2}-r\right) \varepsilon_{n+1} \varepsilon_{n+2}\right)\right) \tag{10.81}
\end{align*}
$$

and

$$
\begin{equation*}
|\mathcal{R}| \leq K \sum_{2 \leq k \leq M} \sum_{\ell \leq n+1} \nu_{t}\left(\left|n_{k}^{\ell}\right|^{4}|f|\right), \tag{10.82}
\end{equation*}
$$

where the number $K$ depends only on $\beta$ and $n$.
One should really think of $\mathcal{R}$ as a lower order error term. That this is indeed the case when $h>0$ and $(\alpha, \beta, h)$ belongs to the admissible region (10.1) will be proved using the results of Section 10.4. We will soon explain how to use Proposition 10.5.3, but let us prove it first.

Proof. As pointed out, the issue is to control the "error terms" arising from approximate integration by parts, and this is quite easier than in Section 4.5 because we can now use differential inequalities, so let us enjoy the argument. Fixing $\ell \leq n+1$ and $2 \leq k \leq M$, let us compute

$$
\begin{equation*}
\nu_{t}\left(f \eta_{k} \varepsilon_{\ell} n_{k}^{\ell}\right)=\mathrm{E}\left(\eta_{k}\left\langle f \varepsilon_{\ell} n_{k}^{\ell}\right\rangle_{t}\right) \tag{10.83}
\end{equation*}
$$

Thinking of $t$ as fixed, let us consider the random function

$$
v(x)=\left\langle f \varepsilon_{\ell} n_{k}^{\ell}\right\rangle_{t, x}
$$

that is obtained by replacing in the explicit expression of $\left\langle f \varepsilon_{\ell} n_{k}^{\ell}\right\rangle_{t}$ every occurrence of $\eta_{k}$ by $x$, so the quantity (10.83) is

$$
\mathrm{E}\left(\eta_{k} v\left(\eta_{k}\right)\right)
$$

When $\eta$ is a Bernoulli r.v., i.e. $\mathrm{P}(\eta= \pm 1)=1 / 2$, then approximate integration by parts is obtained by (4.198), which states that

$$
\mathrm{E} \eta v(\eta)=\mathrm{E} v^{\prime}(\eta)+\frac{1}{4} \int_{-1}^{1}\left(x^{2}-1\right) v^{\prime \prime \prime}(x) \mathrm{d} x
$$

Here we will use simply that, as an obvious consequence, if $\mathrm{E}_{k}$ denotes expectation in $\eta_{k}$ only, then

$$
\mathrm{E}_{k}\left(\eta_{k} v\left(\eta_{k}\right)\right)=\mathrm{E}_{k} v^{\prime}\left(\eta_{k}\right)+\mathcal{R}
$$

where $|\mathcal{R}| \leq \sup _{|x| \leq 1}\left|v^{(3)}(x)\right|$. The term $\mathrm{E}_{k} v^{\prime}\left(\eta_{k}\right)$ is the main term (which has already been taken into account) so that we turn to the control of ER . Given a function $f$ on $n^{\prime}$ replicas, it is straightforward that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\langle f\rangle_{t, x}=\beta \sqrt{t}\left(\sum_{\ell^{\prime} \leq n^{\prime}}\left\langle\varepsilon_{\ell^{\prime}} n_{k}^{\ell^{\prime}} f\right\rangle_{t, x}-n^{\prime}\left\langle\varepsilon_{n^{\prime}+1} n_{k}^{n^{\prime}+1} f\right\rangle_{t, x}\right) \tag{10.84}
\end{equation*}
$$

Iterating this formula twice, using it for $\varepsilon_{\ell} n_{k}^{\ell} f$ rather than $f$ and using the inequality $\left|\prod_{\ell \leq 4} a_{\ell}\right| \leq \sum_{\ell \leq 4} a_{\ell}^{4}$, it should be obvious that

$$
\begin{equation*}
\left.\left|v^{(3)}(x)\right| \leq\left. K(n, \beta) \sum_{\ell \leq n+1}\langle | n_{k}^{\ell}\right|^{4}|f|\right\rangle_{t, x} \tag{10.85}
\end{equation*}
$$

Moreover it follows from (10.84), and since $\left|n_{k}\right| \leq 1$, that for a function $f^{*} \geq 0$ on $n^{\prime}$ replicas we have

$$
\frac{\mathrm{d}}{\mathrm{~d} x}\left\langle f^{*}\right\rangle_{t, x} \leq K\left(n^{\prime}, \beta\right)\left\langle f^{*}\right\rangle_{t, x}
$$

so that by integration

$$
\begin{aligned}
\left\langle f^{*}\right\rangle_{t, x} \leq K\left(n^{\prime}, \beta\right)\left\langle f^{*}\right\rangle_{t, 1} & \leq K\left(n^{\prime}, \beta\right)\left(\frac{1}{2}\left\langle f^{*}\right\rangle_{t, 1}+\frac{1}{2}\left\langle f^{*}\right\rangle_{t,-1}\right) \\
& =K\left(n^{\prime}, \beta\right) \mathrm{E}_{k}\left\langle f^{*}\right\rangle_{t}
\end{aligned}
$$

and thus, taking the supremum over $x$ and then expectation,

$$
\mathrm{E} \sup _{|x| \leq 1}\left\langle f^{*}\right\rangle_{t, x} \leq K\left(n^{\prime}, \beta\right) \nu_{t}\left(f^{*}\right)
$$

Using this in (10.85) we see that

$$
\mathrm{E} \sup _{|x| \leq 1}\left|v^{(3)}(x)\right| \leq K(n, \beta) \sum_{\ell \leq n+1} \nu_{t}\left(\left|n_{k}^{\ell}\right|^{4}|f|\right)
$$

and this concludes the proof.
We plan to use Proposition 10.5 .3 to show that in certain circumstances $\nu_{t}^{\prime}(f)$ is small. We certainly expect that $S_{\ell, \ell^{\prime}} \simeq r$, but we do not know this yet. (In the range $\alpha \leq 1 / L \beta$ we have proved it in Chapter 4 , but the results of that chapter do not hold in the entire admissible region (10.1).) Before proving that $\nu_{t}^{\prime}(f)$ is very small, we must be able to prove that it is not very large. This is not obvious: the coefficient $\beta$ might be very large. The best hope to offset this large coefficient is that (say, in the term V), we know a priori that $S_{\ell, \ell^{\prime}}-r$ is typically small. We will show that this is a simple consequence of the localization theorems of Sections 4.3 and 10.3. This is why in the statement of Proposition 10.5.3 (in contrast with Proposition 2.2.2) we have not (yet) used the symmetry between the values of $2 \leq k \leq M$, i.e. the fact that

$$
\nu_{t}\left(S_{\ell, \ell^{\prime}} f\right)=(M-1) \nu_{t}\left(n_{M}^{\ell} n_{M}^{\ell^{\prime}} f\right)
$$

This fact will be used only at a later stage.
A first technical obstacle to use the smallness of $S_{\ell, \ell^{\prime}}-r$ is that we know it for $\nu$, not for $\nu_{t}$. The following lemma takes care of this.

Lemma 10.5.4. Consider a function $f$ on $\Sigma_{N}^{n}$, with $0 \leq f \leq 1$. Assume that for some number $K^{\prime}$ independent of $N$ we have

$$
\nu(f) \leq K^{\prime} \exp \left(-\frac{N}{K^{\prime}}\right)
$$

Then for some number $K^{\prime \prime}$ depending only on $K^{\prime}$ and $\beta$ and every $t \leq 1$ we have

$$
\nu_{t}(f) \leq K^{\prime \prime} \exp \left(-\frac{N}{K^{\prime \prime}}\right)
$$

In words, if a function is negligible for $\nu$, then it is negligible for $\nu_{t}$ uniformly on $t$.

Proof. We will obtain a differential inequality through Proposition 10.5.3. In order to deduce from Proposition 10.5.3 that $\nu_{t}^{\prime}(f) \leq L n^{2} \beta^{2} \nu(f)$ we would need to have

$$
\left|S_{\ell, \ell^{\prime}}\right| \leq L, \quad|r| \leq L
$$

This is not quite true, but (4.150), used for $N-1$ rather than $N$ shows that with overwhelming probability

$$
A:=\max _{\rho} \sum_{k \leq M} n_{k}^{2}(\boldsymbol{\rho}) \leq L
$$

and the Cauchy-Schwarz inequality implies $\left|S_{\ell, \ell^{\prime}}\right| \leq A$. We observe that $r$ stays bounded in the admissible region (10.1), and thus

$$
\left|\left\langle f\left(S_{\ell, \ell^{\prime}}-r\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right\rangle_{t}\right| \leq\langle f| S_{\ell, \ell^{\prime}}-r| \rangle_{t} \leq L(1+A)\langle f\rangle_{t}
$$

and, since $A \leq M$

$$
\mathrm{E} A\langle | f\left\rangle_{t} \leq L \nu_{t}(f)+\mathrm{E}\left(\mathbf{1}_{\{A \geq L\}} M\right) \leq L \nu_{t}(f)+K \exp \left(-\frac{N}{K}\right)\right.
$$

In this manner we get

$$
\nu_{t}^{\prime}(f) \leq K \nu_{t}(f)+K \exp \left(-\frac{N}{K}\right)
$$

where $K$ depends only on $n$ and $\beta$. Integration (Lemma A.11.1) yields the result.

Now let us examine precisely which kind of information we may deduce from the localization theorems. From this point on, we always assume that ( $\alpha, \beta, h$ ) belongs to the admissible region (10.1) of Section 10.2 and that the constant $L_{0}$ determining this region has been chosen large enough.

Proposition 10.5.5. The sets

$$
\begin{equation*}
\left\{\left|S_{1,2}-r\right| \geq s^{2}\right\} ; \quad\left\{\left|S_{1,1}-r\right| \geq s^{2}\right\} ; \quad\left\{\left|n_{1}-\mu\right| \geq s\right\} \tag{10.86}
\end{equation*}
$$

are negligible, where

$$
\begin{equation*}
s=L \min \left(\frac{m^{*}}{\beta^{5}}, \frac{m^{*}}{\sqrt{L_{0}}}\right) \tag{10.87}
\end{equation*}
$$

We should note that as $\beta \rightarrow 1$ then $s$ becomes small. This is crucial for the use of the cavity method when $\beta$ is close to 1 . Next we note that we may assume that $L_{0}$ is so large that $s \leq m^{*} / L_{0} \leq 1$, so $s^{2} \leq s$. The reader certainly noticed that the definition of the third set in (10.86) involved $s$ rather than the smaller number $s^{2}$. It does not seem possible to do better. As the reader will gradually come to realize, this is the very point that makes the proofs delicate.

Proof. We first prove that the sets (10.86) are negligible when $s=$ $L m^{*} / \sqrt{L_{0}}$. Using (10.2) and Theorem 4.4.4 with $\rho_{0}=L m^{*} / \sqrt{L_{0}}$ (and assuming $L_{0}$ large enough to have $\rho_{0} \leq m^{*} / 2$ ), we first observe that the set

$$
A=\left\{\boldsymbol{\sigma} ;\left\|\mathbf{m}(\boldsymbol{\sigma})-m^{*} \mathbf{e}_{1}\right\| \geq \frac{L m^{*}}{\sqrt{L_{0}}}\right\}
$$

is negligible. Let $\mathbf{n}(\boldsymbol{\sigma})=\left(n_{k}(\boldsymbol{\sigma})\right)_{k \geq 1}$. Since $\left|m_{k}(\boldsymbol{\sigma})-n_{k}(\boldsymbol{\sigma})\right| \leq 1 / N$, we have $\|\mathbf{m}(\boldsymbol{\sigma})-\mathbf{n}(\boldsymbol{\sigma})\| \leq \sqrt{M} / N$, so that the set

$$
B=\left\{\boldsymbol{\sigma} ;\left\|\mathbf{n}(\boldsymbol{\sigma})-m^{*} \mathbf{e}_{1}\right\| \geq \frac{2 L m^{*}}{\sqrt{L_{0}}}\right\}
$$

is negligible. On the complement of $B$ we have

$$
\left|n_{1}-m^{*}\right| \leq \frac{2 L m^{*}}{\sqrt{L_{0}}} ; \quad \sum_{2 \leq k \leq M}\left(n_{k}\right)^{2} \leq\left(\frac{2 L m^{*}}{\sqrt{L_{0}}}\right)^{2}=\frac{L^{\prime} m^{* 2}}{L_{0}}
$$

The second relation above and the Cauchy-Schwarz inequality imply that if $\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \notin B$, then

$$
\left|S_{1,2}\right|=\left|\sum_{2 \leq k \leq M} n_{k}^{1} n_{k}^{2}\right| \leq \frac{L m^{* 2}}{L_{0}}
$$

Now, it follows from (10.14) that $r \leq L m^{* 2} / L_{0}$ and from (10.11) that $\mid \mu-$ $m^{*} \mid \leq L m^{*} / L_{0}$, so, for $\boldsymbol{\sigma} \notin B$ it holds

$$
\left|n_{1}-\mu\right| \leq \frac{L m^{*}}{\sqrt{L_{0}}}, \quad\left|S_{1,1}-r\right| \leq \frac{L m^{* 2}}{L_{0}}
$$

and for $\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \notin B$ we have $\left|S_{1,2}-r\right| \leq L m^{* 2} / L_{0}$.
This proves that the sets of (10.86) are negligible when $s=L m^{*} / \sqrt{L_{0}}$, and we now prove that this is also the case when $s=L m^{*} / \beta^{5}$. We only need
to consider the case $\beta \geq 2$ because when $\beta \leq 2$ then $L m^{*} / \sqrt{L_{0}} \leq L m^{*} \leq$ $L 2^{5} m^{*} / \beta^{5}$. When $\beta \geq 2, m^{*}$ stays bounded below, and it suffices to prove that we can take $s=L / \beta^{5}$. It follows from Theorem 10.3.1 that (arguing as before to replace $\mathbf{m}(\boldsymbol{\sigma})$ by $\mathbf{n}(\boldsymbol{\sigma}))$ the set

$$
A=\left\{\boldsymbol{\sigma} ;\|\mathbf{n}(\boldsymbol{\sigma})-\mathbf{c}\| \geq \frac{L}{\beta^{10}}\right\}
$$

is negligible, where $c_{1}=m^{*}$ and $c_{k}=m^{*} N^{-1} \sum_{i \leq N} \eta_{i, k}$ for $2 \leq k \leq M$. On the complement of $A$ we have

$$
\left|n_{1}-m^{*}\right| \leq \frac{L}{\beta^{10}}
$$

so that using (10.11) we get $\left|n_{1}-\mu\right| \leq L / \beta^{10}$.
On the complement of $A$, we also have

$$
\begin{equation*}
\sum_{2 \leq k \leq M}\left(n_{k}-c_{k}\right)^{2} \leq \frac{L}{\beta^{20}} \tag{10.88}
\end{equation*}
$$

so that for $\boldsymbol{\sigma}^{\ell}, \boldsymbol{\sigma}^{\ell^{\prime}} \notin A$ we have

$$
\begin{align*}
\left|S_{\ell, \ell^{\prime}}-\sum_{2 \leq k \leq M} c_{k}^{2}\right| & =\left|\sum_{2 \leq k \leq M}\left(n_{k}^{\ell} n_{k}^{\ell^{\prime}}-c_{k}^{2}\right)\right|  \tag{10.89}\\
& =\left|\sum_{2 \leq k \leq M}\left(n_{k}^{\ell}-c_{k}\right) n_{k}^{\ell^{\prime}}+c_{k}\left(n_{k}^{\ell^{\prime}}-c_{k}\right)\right| \\
& \leq 2\left(\sum_{2 \leq k \leq M}\left(n_{k}^{\ell}-c_{k}\right)^{2}\right)^{1 / 2}\left(\sum_{2 \leq k \leq M}\left(n_{k}^{\ell}\right)^{2}\right)^{1 / 2} \\
& +2\left(\sum_{2 \leq k \leq M} c_{k}^{2}\right)^{1 / 2}\left(\sum_{2 \leq k \leq M}\left(n_{k}^{\ell^{\prime}}-c_{k}\right)^{2}\right)^{1 / 2} \\
& \leq \frac{L}{\beta^{10}}\left(\left(\sum_{2 \leq k \leq M}\left(n_{k}^{\ell}\right)^{2}\right)^{1 / 2}+\left(\sum_{2 \leq k \leq M} c_{k}^{2}\right)^{1 / 2}\right)
\end{align*}
$$

Recalling that $\|\boldsymbol{\theta}\|^{2}=\sum_{2 \leq k \leq M} c_{k}^{2}$, we see from (10.19) that with overwhelming probability,

$$
\left|\sum_{2 \leq k \leq M} c_{k}^{2}-\alpha m^{* 2}\right| \leq \frac{L}{\beta^{10}}
$$

When this occurs, we also have $\sum_{2 \leq k \leq M}\left(n_{k}^{\ell}\right)^{2} \leq L$ by (10.88), and (10.89) implies

$$
\left|S_{\ell, \ell^{\prime}}-\alpha m^{* 2}\right| \leq \frac{L}{\beta^{10}}
$$

Thus by (10.13) it holds that $\left|S_{\ell, \ell^{\prime}}-r\right| \leq L / \beta^{10}$.
We have already gathered the tools to obtain useful bounds on $\nu_{t}^{\prime}(f)$, the key to the next result.

Proposition 10.5.6. Consider a function $f$ on $n$ replicas, $|f| \leq N$, that does not depend on the r.v.s $\eta_{k}$. Then

$$
\begin{gather*}
\nu_{t}(|f|) \leq L^{n^{2}} \nu(|f|)+K \exp \left(-\frac{N}{K}\right)  \tag{10.90}\\
\left|\nu_{t}(f)-\nu_{0}(f)\right| \leq L^{n^{2}} \beta^{2} s \nu(|f|)+K \exp \left(-\frac{N}{K}\right), \tag{10.91}
\end{gather*}
$$

where $K$ depends only on $\beta$ and $h$ and $s$ is as in (10.87).
Inequality (10.90) will be used constantly below. The reason for the condition $|f| \leq N$ is that we want to use this result for functions $f$ such as $S_{1,2}-r$ that can in principle be as large as (about) $N$.

Proof. In this proof, $K$ denotes a number depending only on $\beta$ and $h$. It follows from Proposition 10.5.5 and Lemma 10.5.4 that we have

$$
\nu_{t}\left(\mathbf{1}_{\left\{\left|S_{\ell, \ell^{\prime}}-r\right| \geq s^{2}\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right) ; \quad \nu_{t}\left(\mathbf{1}_{\left\{\left|n^{\ell}-\mu\right| \geq s\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right)
$$

Using the bounds $|f| \leq N,\left|S_{\ell, \ell^{\prime}}\right| \leq M$, and writing (10.80) as

$$
\operatorname{IV}=\frac{\beta^{2}}{2}\left(\sum_{\ell \leq N} \nu_{t}\left(f\left(S_{\ell, \ell}-r\right)\right)-n \nu_{t}\left(f\left(S_{n+1, n+1}-r\right)\right)\right)
$$

we get from Proposition 10.5.3 that

$$
\begin{equation*}
\left|\nu_{t}^{\prime}(f)\right| \leq L n^{2} \beta^{2} s \nu_{t}(|f|)+|\mathcal{R}|+K \exp \left(-\frac{N}{K}\right) \tag{10.92}
\end{equation*}
$$

where $\mathcal{R}$ is as in (10.82).
Next, we will prove that

$$
\begin{equation*}
|\mathcal{R}| \leq n^{2} \beta^{2} s \nu_{t}(|f|)+K \exp \left(-\frac{N}{K}\right) \tag{10.93}
\end{equation*}
$$

Combining with (10.92) this yields

$$
\begin{equation*}
\left|\nu_{t}^{\prime}(f)\right| \leq L n^{2} \beta^{2} s \nu_{t}(|f|)+K \exp \left(-\frac{N}{K}\right) \tag{10.94}
\end{equation*}
$$

In particular, since $\beta^{2} s \leq L$, we have

$$
\left|\nu_{t}^{\prime}(f)\right| \leq \operatorname{Ln}^{2} \nu_{t}(|f|)+K \exp \left(-\frac{N}{K}\right)
$$

Integration using Lemma A.11.1 yields (10.90), and combining (10.90) with (10.94) yields (10.91).

We turn to the proof of (10.93). We prove that in fact for any positive constant $a$, it holds

$$
\begin{equation*}
|\mathcal{R}| \leq L a^{2} \nu_{t}(|f|)+K \exp \left(-\frac{N}{K}\right) \tag{10.95}
\end{equation*}
$$

It follows from Theorem 10.4.1 that $\nu\left(\mathbf{1}_{\left\{\left|n_{k}\right| \geq a\right\}}\right) \leq K \exp (-N / K)$, so by Lemma 10.5.4 we also have $\nu_{t}\left(\mathbf{1}_{\left\{\left|n_{k}\right| \geq a\right\}}\right) \leq K \exp (-N / K)$. Since $|f| \leq N$ we get

$$
\nu_{t}\left(\left|n_{k}^{\ell}\right|^{4}|f|\right) \leq a^{2} \nu_{t}\left(\left|n_{k}^{\ell}\right|^{2}|f|\right)+K \exp \left(-\frac{N}{K}\right)
$$

Finally since $\sum_{k \leq M}\left|n_{k}^{\ell}\right|^{2} \leq L$, with overwhelming probability,

$$
\nu_{t}\left(\sum_{k \leq M}\left|n_{k}^{\ell}\right|^{2}|f|\right) \leq L \nu_{t}(|f|)+K \exp \left(-\frac{N}{K}\right)
$$

Now we must break the bad news. It will not suffice to use the inequality

$$
\begin{equation*}
\left|\nu(f)-\nu_{0}(f)\right| \leq \sup _{t}\left|\nu_{t}^{\prime}(f)\right| \tag{10.96}
\end{equation*}
$$

This inequality is an order 1 estimate, and even to study the system of replicasymmetric equations and prove Theorem 10.2 .1 we had to make an order 2 expansion. Instead of (10.96) we will need something like

$$
\begin{equation*}
\left|\nu(f)-\nu_{0}(f)-\nu_{0}^{\prime}(f)\right| \leq \sup _{t}\left|\nu_{t}^{\prime \prime}(f)\right| \tag{10.97}
\end{equation*}
$$

Fortunately (Gauss forbids!), we will not really need to care about the exact expression of $\nu_{t}^{\prime \prime}(f)$.

We define

$$
\begin{equation*}
\rho=\alpha \frac{1-\beta(1-q)^{2}}{(1-\beta(1-q))^{2}} \tag{10.98}
\end{equation*}
$$

and we write (10.80) as

$$
\begin{equation*}
\mathrm{IV}=\frac{\beta^{2}}{2}\left(\sum_{\ell \leq n} \nu_{t}\left(f\left(S_{\ell, \ell}-\rho\right)\right)-n \nu_{t}\left(f\left(S_{n+1, n+1}-\rho\right)\right)\right) \tag{10.99}
\end{equation*}
$$

in the hope that $S_{\ell, \ell} \simeq \rho$. Of course it takes some foresight (Theorem 10.7.1 below) to guess the value of $\rho$.

We now state the precise form we need for (10.97).

Theorem 10.5.7. Given numbers $\tau_{1}, \tau_{2} \geq 1$ with $1 / \tau_{1}+1 / \tau_{2}=1$ and a function $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$ (that does not depend on the r.v.s $\eta_{k}$ ) we have

$$
\begin{equation*}
\nu(f)=\nu_{0}(f)+\mathrm{VI}+\mathrm{VII}+\mathrm{VIII}+\mathcal{R} \tag{10.100}
\end{equation*}
$$

where

$$
\begin{align*}
|\mathcal{R}| & \leq B(f):=L^{n^{2}} \beta^{4} \nu\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}}\left(\nu\left(\left|S_{1,1}-\rho\right|^{2 \tau_{2}}\right)^{1 / \tau_{2}}+\nu\left(\left|S_{1,2}-r\right|^{2 \tau_{2}}\right)^{1 / \tau_{2}}\right. \\
& \left.+\nu\left(\left|n_{1}-\mu\right|^{2 \tau_{2}}\right)^{1 / \tau_{2}}+\frac{K}{N}\right)+K \exp \left(-\frac{N}{K}\right) \tag{10.101}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{VI} & =\beta\left(\sum_{\ell \leq n} \nu_{0}\left(f \varepsilon_{\ell}\left(n_{1}^{\ell}-\mu\right)\right)-n \nu_{0}\left(f \varepsilon_{n+1}\left(n_{1}^{n+1}-\mu\right)\right)\right)  \tag{10.102}\\
\mathrm{VII} & =\frac{\beta^{2}}{2}\left(\sum_{\ell \leq n} \nu_{0}\left(f\left(S_{\ell, \ell}-\rho\right)\right)-n \nu_{0}\left(f\left(S_{n+1, n+1}-\rho\right)\right)\right)  \tag{10.103}\\
\mathrm{VIII} & =\beta^{2}\left(\sum_{1 \leq \ell<\ell^{\prime} \leq n} \nu_{0}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(S_{\ell, \ell^{\prime}}-r\right)\right)-n \sum_{\ell \leq n} \nu_{0}\left(f \varepsilon_{\ell} \varepsilon_{n+1}\left(S_{\ell, n+1}-r\right)\right)\right. \\
& \left.+\frac{n(n+1)}{2} \nu_{0}\left(f \varepsilon_{n+1} \varepsilon_{n+2}\left(S_{n+1, n+2}-r\right)\right)\right) . \tag{10.104}
\end{align*}
$$

Proof. Let us write (10.79) as $\nu_{t}^{\prime}(f)=A(t)+\mathcal{R}(t)$, where $A(t)$ is the sum of the terms (10.73), (10.80) and (10.81). Let us observe that $A(0)$ is the sum of the terms (10.102) to (10.104). We have

$$
\begin{aligned}
\nu(f) & =\nu_{0}(f)+\int_{0}^{1} \nu_{t}^{\prime}(f) \mathrm{d} t \\
& =\nu_{0}(f)+A(0)+\int_{0}^{1}(A(t)-A(0)+\mathcal{R}(t)) \mathrm{d} t
\end{aligned}
$$

We shall prove that $\left|A^{\prime}(t)\right| \leq B(f)$ and $|\mathcal{R}(t)| \leq B(f)$ which will imply (10.100) and (10.101). First we study $\mathcal{R}(t)$. We simply use Hölder's inequality and (10.90) to get

$$
\begin{aligned}
\nu_{t}\left(\left|n_{k}^{\ell}\right|^{4}|f|\right) & \leq \nu_{t}\left(\left|n_{k}\right|^{4 \tau_{2}}\right)^{1 / \tau_{2}} \nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}} \\
& \leq K \nu\left(\left|n_{k}\right|^{4 \tau_{2}}\right)^{1 / \tau_{2}} \nu\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}}+K \exp \left(-\frac{N}{K}\right) .
\end{aligned}
$$

It follows from Theorem 10.4.1 that $\nu\left(\left|n_{k}\right|^{4 \tau_{2}}\right)^{1 / \tau_{2}} \leq K / N^{2}$ so the previous inequality yields (since $M \leq N$ )

$$
|\mathcal{R}(t)| \leq \frac{K}{N} \nu\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}}+K \exp \left(-\frac{N}{K}\right)
$$

We compute $A^{\prime}(t)$ through Proposition 10.5.3 (writing the term IV as in (10.99)). There is a remainder term which is bounded as previously. The other terms, besides $f$, feature two factors of the type $\left(S_{\ell, \ell}-\rho\right)$ or $\left(S_{\ell, \ell^{\prime}}-r\right)$ or $\left(n_{1}^{\ell}-\mu\right)$; we simply use that $2\left|U_{1} U_{2}\right| \leq U_{1}^{2}+U_{2}^{2}$ and Hölder's inequality to obtain

$$
2 \nu_{t}\left(\left|f U_{1} U_{2}\right|\right) \leq \nu_{t}\left(|f|^{\tau_{1}}\right)^{1 / \tau_{1}}\left(\nu_{t}\left(\left|U_{1}\right|^{2 \tau_{2}}\right)^{1 / \tau_{2}}+\nu_{t}\left(\left|U_{2}\right|^{2 \tau_{2}}\right)^{1 / \tau_{2}}\right)
$$

and (10.90) to conclude.
Sometimes we shall only need the following simpler fact.
Proposition 10.5.8. If $f$ is as above and $s$ is as in (10.87), we have

$$
\begin{equation*}
\nu(f)=\nu_{0}(f)+\mathrm{VI}+\mathcal{R}^{\prime} \tag{10.105}
\end{equation*}
$$

where

$$
\left|\mathcal{R}^{\prime}\right| \leq L^{n^{2}} \beta^{4} s^{2} \nu(|f|)+K \exp \left(-\frac{N}{K}\right)
$$

This should be compared with (10.91). Use of one more step in the expansion provided us with a factor $s^{2}$ rather than $s$ in the error term, and this will be essential at some later stage.

Proof. This is a simple variation on the previous argument. We note that, using first (10.90) and then Proposition 10.5.5 we have
$\left|\nu_{0}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(S_{\ell, \ell^{\prime}}-r\right)\right)\right| \leq L^{n^{2}}{ }^{2}\left(|f|\left|S_{\ell, \ell^{\prime}}-r\right|\right) \leq L^{n^{2}} s^{2} \nu(|f|)+K \exp \left(-\frac{N}{K}\right)$,
and proceeding in this manner we get

$$
|\mathrm{VII}+\mathrm{VIII}| \leq L^{n^{2}} \beta^{2} s^{2} \nu(|f|)+K \exp \left(-\frac{N}{K}\right)
$$

Next, we bound the terms $\nu_{t}\left(f U_{1} U_{2}\right)$ in $A^{\prime}(t)$ where $U_{1}$ and $U_{2}$ are both of the type $\left(S_{\ell, \ell}-\rho\right)$ or $\left(S_{\ell, \ell^{\prime}}-r\right)$ or $\left(n_{1}^{\ell}-\mu\right)$, by using again (10.90) and Proposition 10.5.5 to get

$$
\nu_{t}\left(\left|f U_{1} U_{2}\right|\right) \leq L^{n^{2}} s^{2} \nu(|f|)+K \exp \left(-\frac{N}{K}\right)
$$

with the factor $s^{2}$ occurring since each of the terms $U_{1}$ and $U_{2}$ gives us a factor $s$ (or $\left.s^{2} \leq s\right)$. Thus we get

$$
\left|A^{\prime}(t)\right| \leq L^{n^{2}} \beta^{4} s^{2} \nu(|f|)+K \exp \left(-\frac{N}{K}\right)
$$

To conclude the proof, we simply use (10.95) to bound $|\mathcal{R}(t)|$.

### 10.6 Integration by Parts

In the previous section we have seen how quantities such as $\nu\left(S_{1,1} f\right)$ or $\nu\left(S_{1,2} f\right)$ occur naturally. We expect that $S_{1,1} \simeq \rho$ and $S_{1,2} \simeq r$. We cannot prove it yet, but we may try to calculate $\nu\left(S_{1,2} f\right)$ and $\nu\left(S_{1,1} f\right)$. We note that

$$
\begin{equation*}
\nu\left(S_{1,1} f\right)=\sum_{2 \leq k \leq M} \nu\left(\left(n_{k}^{1}\right)^{2} f\right) ; \quad \nu\left(S_{1,2} f\right)=\sum_{2 \leq k \leq M} \nu\left(n_{k}^{1} n_{k}^{2} f\right) . \tag{10.106}
\end{equation*}
$$

We will try to compute $\nu\left(\left(n_{M}^{1}\right)^{2} f\right)$ and $\nu\left(n_{M}^{1} n_{M}^{2} f\right)$. Since $n_{k}$ is of order $1 / \sqrt{N}$, it is more natural to consider instead the quantities $N \nu\left(\left(n_{M}^{1}\right)^{2} f\right)$ and $N \nu\left(n_{M}^{1} n_{M}^{2} f\right)$. We define

$$
\begin{gather*}
D=1-\beta(1-q)  \tag{10.107}\\
\widehat{r}=\frac{q}{D^{2}}\left(=\frac{r}{\alpha}\right) \quad ; \hat{\rho}=\frac{1-\beta(1-q)^{2}}{D}\left(=\frac{\rho}{\alpha}\right) . \tag{10.108}
\end{gather*}
$$

We remind the reader that $R_{\ell, \ell^{\prime}}=N^{-1} \sum_{i \leq N} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}$.
Theorem 10.6.1. Consider a function $f$ on $\Sigma_{N}^{n}$. This function may be random, but it must not depend on the r.v.s $\left(\eta_{i, M}\right)_{i \leq N}$. Let us define

$$
\begin{align*}
V_{1} & =\beta N\left(\sum_{2 \leq \ell \leq n+1} \nu\left(\left(R_{1, \ell}-q\right) n_{M}^{1} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(\left(R_{1, n+2}-q\right) n_{M}^{1} n_{M}^{n+2} f\right)\right) \tag{10.109}
\end{align*}
$$

and, for $2 \leq p \leq n+1$ let us define

$$
\begin{align*}
V_{p} & =\nu\left(\left(R_{1, p}-q\right) f\right)+\beta N\left(\sum_{\ell \neq p, \ell \leq n+1} \nu\left(\left(R_{p, \ell}-q\right) n_{M}^{1} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(\left(R_{1, n+2}-q\right) n_{M}^{1} n_{M}^{n+2} f\right)\right) . \tag{10.110}
\end{align*}
$$

Consider a number $\tau>0$. Then we have

$$
\begin{align*}
& N \nu\left(\left(n_{M}^{1}\right)^{2} f\right)=\widehat{\rho} \nu(f)+\frac{V_{1}}{D}+\frac{\beta q}{D^{2}}\left(\left(\sum_{p \leq n} V_{p}\right)-n V_{n+1}\right)+\mathcal{R}_{1}  \tag{10.111}\\
& N \nu\left(n_{M}^{1} n_{M}^{2} f\right)=\widehat{r} \nu(f)+\frac{V_{2}}{D}+\frac{\beta q}{D^{2}}\left(\left(\sum_{p \leq n} V_{p}\right)-n V_{n+1}\right)+\mathcal{R}_{2} \tag{10.112}
\end{align*}
$$

where

$$
\begin{equation*}
\left|\mathcal{R}_{1}\right|,\left|\mathcal{R}_{2}\right| \leq \frac{K}{N} \nu\left(|f|^{\tau}\right)^{1 / \tau} \tag{10.113}
\end{equation*}
$$

It is of real importance to allow $f$ to be random. For example, if we want to compute $\nu\left(S_{1,2}^{2}\right)$, we write

$$
\nu\left(S_{1,2}^{2}\right)=(M-1) \nu\left(n_{M}^{1} n_{M}^{2} S_{1,2}\right) \simeq(M-1) \nu\left(n_{M}^{1} n_{M}^{2} S_{1,2}^{\sim}\right)
$$

where $S_{1,2}^{\sim}=\sum_{2 \leq k \leq M-1} n_{k}^{1} n_{k}^{2}$ is random but does not depend on the r.v.s $\eta_{i, M}$.

We should think of Theorem 10.6.1 as a kind of expansion. Besides $\nu(f)$, the terms in the right-hand sides of (10.111) and (10.112) all have a factor $R_{1, \ell}-q$, that should be small. Some of the terms contain the products $n_{M}^{1} n_{M}^{\ell}$, and the process can be iterated. Throughout the argument, the integer $p$ will represent a replica index. We use the notation

$$
\begin{equation*}
A_{p}=N \nu\left(n_{M}^{1} n_{M}^{p} f\right) \tag{10.114}
\end{equation*}
$$

We consider these quantities for $p=1, \ldots, n+2$. Since $f$ is a function on $\Sigma_{N}^{n}$, we have

$$
\begin{equation*}
A_{n+2}=N \nu\left(n_{M}^{1} n_{M}^{n+2} f\right)=N \nu\left(n_{M}^{1} n_{M}^{n+1} f\right)=A_{n+1} \tag{10.115}
\end{equation*}
$$

Lemma 10.6.2. We have, for each $p \leq n+1$

$$
\begin{align*}
A_{p} & =\nu\left(R_{1, p} f\right)+N \beta\left(\sum_{\ell \leq n+1} \nu\left(R_{p, \ell} n_{M}^{1} n_{M}^{\ell} f\right)-(n+1) \nu\left(R_{p, n+2} n_{M}^{1} n_{M}^{n+2} f\right)\right) \\
& +\mathcal{R}_{p}, \tag{10.116}
\end{align*}
$$

where $\left|\mathcal{R}_{p}\right|$ is bounded as in (10.113).

Proof. The basic idea of the entire approach is to write

$$
N n_{M}^{p}=\sum_{i \leq N-1} \eta_{i, M} \sigma_{i}^{p}
$$

so that

$$
\begin{equation*}
A_{p}=\sum_{i \leq N-1} \mathrm{E}\left(\eta_{i, M}\left\langle n_{M}^{1} \sigma_{i}^{p} f\right\rangle\right) \tag{10.117}
\end{equation*}
$$

and to try to use approximate integration by parts. We have to make explicit the dependence of $\langle\cdot\rangle$ on $\eta_{i, M}$. For this we recall the bracket $\langle\cdot\rangle_{\sim}$ of Section 10.4 so that, since $p \leq n+1$,

$$
\mathrm{E}\left(\eta_{i, M}\left\langle n_{M}^{1} \sigma_{i}^{p} f\right\rangle\right)=\mathrm{E}\left(\eta_{i, M} \frac{\left\langle n_{M}^{1} \sigma_{i}^{p} f \exp \frac{\beta N}{2} \sum_{\ell \leq n+1}\left(m_{M}^{\ell}\right)^{2}\right\rangle_{\sim}}{\left\langle\exp \frac{\beta N}{2}\left(m_{M}^{1}\right)^{2}\right\rangle_{\sim}^{n+1}}\right)
$$

Abusing notation in an obvious manner, we have

$$
\forall \ell \leq n+1, \quad \frac{\partial m_{M}^{\ell}}{\partial \eta_{i, M}}=\frac{\sigma_{i}^{\ell}}{N} \quad ; \quad \frac{\partial n_{M}^{1}}{\partial \eta_{i, M}}=\frac{\sigma_{i}^{1}}{N}
$$

so that the main term obtained from approximate integration by parts is

$$
\begin{aligned}
\frac{1}{N} \nu\left(\sigma_{i}^{1} \sigma_{i}^{p} f\right) & +\beta \sum_{\ell \leq n+1} \nu\left(n_{M}^{1} m_{M}^{\ell} \sigma_{i}^{p} \sigma_{i}^{\ell} f\right) \\
& -(n+1) \beta \nu\left(n_{M}^{1} m_{M}^{n+2} \sigma_{i}^{p} \sigma_{i}^{n+2} f\right)
\end{aligned}
$$

Here we use in an essential way that $f$ does not depend on the variables $\eta_{i, M}$. Proceeding as in the proof of Proposition 10.5.3, (that is, using differential inequalities) one finds that the error term $\mathcal{R}_{i}$ in the approximate integration by parts satisfies

$$
\left|\mathcal{R}_{i}\right| \leq K \nu\left(\left|n_{M}^{1}\right||f| \sum_{\ell \leq n+2}\left|m_{M}^{\ell}\right|^{3}\right) .
$$

Using Theorem 10.4.1, we get

$$
\left|\mathcal{R}_{i}\right| \leq \frac{K}{N^{2}} \nu\left(|f|^{\tau}\right)^{1 / \tau}
$$

the constant $K$ being independent of $i$. Thus we have obtained the relation

$$
\begin{align*}
\mathrm{E}\left(\eta_{i, M}\left\langle n_{M}^{1} \sigma_{i}^{p} f\right\rangle\right) & =\frac{1}{N} \nu\left(\sigma_{i}^{1} \sigma_{i}^{p} f\right)+\beta \sum_{\ell \leq n+1} \nu\left(n_{M}^{1} m_{M}^{\ell} \sigma_{i}^{p} \sigma_{i}^{\ell} f\right) \\
& -(n+1) \beta \nu\left(n_{M}^{1} m_{M}^{n+2} \sigma_{i}^{p} \sigma_{i}^{n+2} f\right)+\mathcal{R}_{i} \tag{10.118}
\end{align*}
$$

We recall the notation $R_{\ell, \ell^{\prime}}^{-}=N^{-1} \sum_{i \leq N-1} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}$, so summation of (10.118) over $i \leq N-1$ yields

$$
\begin{align*}
A_{p} & =\nu\left(R_{1, p}^{-} f\right)+N \beta \sum_{\ell \leq n+1} \nu\left(n_{M}^{1} m_{M}^{\ell} R_{p, \ell}^{-} f\right) \\
& -(n+1) N \beta\left(n_{M}^{1} m_{M}^{n+2} R_{p, n+2}^{-} f\right)+\mathcal{R} \tag{10.119}
\end{align*}
$$

where $|\mathcal{R}| \leq K \nu\left(|f|^{\tau}\right)^{1 / \tau} / N$. This relation is not exactly (10.116) because it involves $m_{M}^{\ell}$ rather than $n_{M}^{\ell}$ and $R_{p, \ell}^{-}$rather than $R_{p, \ell}$. It is rather obvious that replacing $R_{p, \ell}^{-}$by $R_{p, \ell}$ creates an error term $\leq K \nu(|f|) / N \leq$ $K \nu\left(|f|^{\tau}\right)^{1 / \tau} / N$. Replacing then $m_{M}^{\ell}$ by $n_{M}^{\ell}$ creates an error term

$$
\mathcal{R}^{\prime}=\beta \sum_{\ell \leq n+1} \nu\left(n_{M}^{1} \eta_{M} \varepsilon_{\ell} R_{p, \ell} f\right)-(n+1) \beta \nu\left(n_{M}^{1} \eta_{M} \varepsilon_{n+2} R_{p, n+2} f\right)
$$

Interestingly, it is not immediately obvious that $\left|\mathcal{R}^{\prime}\right| \leq K \nu\left(|f|^{\tau}\right)^{1 / \tau} / N$; but this becomes apparent if one performs approximate integration by parts in the r.v. $\eta_{M}$.

Proof of Theorem 10.6.1. The remainder of this proof is elementary linear algebra. When $p=\ell$, we will use that $R_{p, \ell}=1$; when $p \neq \ell$ we will bring out the term $R_{p, \ell}-q$. We first consider (10.116) when $p=1$. It reads

$$
\begin{align*}
A_{1} & =\nu\left(R_{1,1} f\right)+N \beta \nu\left(R_{1,1}\left(n_{M}^{1}\right)^{2} f\right)+N \beta\left(\sum_{2 \leq \ell \leq n+1} \nu\left(R_{1, \ell} n_{M}^{1} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(R_{1, n+2} n_{M}^{1} n_{M}^{n+2} f\right)\right)+\mathcal{R}_{1} \tag{10.120}
\end{align*}
$$

Since $R_{1,1}=1$ and $N \nu\left(\left(n_{M}^{1}\right)^{2} f\right)=A_{1}$, we write (10.120) as

$$
\begin{align*}
A_{1} & =\nu(f)+\beta A_{1}+N \beta\left(\sum_{2 \leq \ell \leq n+1} \nu\left(R_{1, \ell} n_{M}^{1} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(R_{1, n+2} n_{M}^{1} n_{M}^{n+2} f\right)\right)+\mathcal{R}_{1} \tag{10.121}
\end{align*}
$$

Now we write

$$
N \nu\left(R_{1, \ell} n_{M}^{1} n_{M}^{\ell} f\right)=q A_{\ell}+N \nu\left(\left(R_{1, \ell}-q\right) n_{M}^{1} n_{M}^{\ell} f\right),
$$

and substitution in (10.121) yields

$$
\begin{equation*}
A_{1}=\nu(f)+\beta A_{1}+\beta q\left(\sum_{2 \leq \ell \leq n+1} A_{\ell}-(n+1) A_{n+2}\right)+V_{1}+\mathcal{R}_{1} \tag{10.122}
\end{equation*}
$$

where $V_{1}$ is as in (10.109), i.e.

$$
V_{1}=\beta N\left(\sum_{2 \leq \ell \leq n+1} \nu\left(\left(R_{1, \ell}-q\right) n_{M}^{1} n_{M}^{\ell} f\right)-(n+1) \nu\left(\left(R_{1, n+2}-q\right) n_{M}^{1} n_{M}^{n+2} f\right)\right) .
$$

Using that $A_{n+2}=A_{n+1}$ by (10.115), we rewrite (10.122) as

$$
\begin{equation*}
D A_{1}=\nu(f)+\beta q\left(\sum_{1 \leq \ell \leq n} A_{\ell}-n A_{n+1}\right)+V_{1}+\mathcal{R}_{1} \tag{10.123}
\end{equation*}
$$

Next, we consider the case $1<p \leq n$. Using again (10.116) we have

$$
\begin{aligned}
A_{p} & =\nu\left(f R_{1, p}\right)+\beta A_{p}+N \beta\left(\sum_{1 \leq \ell \leq n+1, \ell \neq p} \nu\left(R_{p, \ell} n_{M}^{1} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(R_{p, n+2} n_{M}^{1} n_{M}^{n+2} f\right)\right)+\mathcal{R}_{p}
\end{aligned}
$$

and, as before we get

$$
\begin{equation*}
D A_{p}=q \nu(f)+\beta q\left(\sum_{1 \leq \ell \leq n} A_{\ell}-n A_{n+1}\right)+V_{p}+\mathcal{R}_{p} \tag{10.124}
\end{equation*}
$$

where now $V_{p}$ is as in (10.110), i.e.

$$
\begin{aligned}
V_{p} & =\nu\left(f\left(R_{1, p}-q\right)\right)+\beta N\left(\sum_{\ell \leq n+1, \ell \neq p} \nu\left(\left(R_{p, \ell}-q\right) n_{M}^{p} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(\left(R_{p, n+2}-q\right) n_{M}^{p} n_{M}^{n+2} f\right)\right) .
\end{aligned}
$$

Finally, we consider the case $p=n+1$, where (10.116) now becomes

$$
\begin{aligned}
A_{n+1} & =\nu\left(f R_{1, n+1}\right)+N \beta \nu\left(n_{M}^{1} n_{M}^{n+1} f\right)+N \beta\left(\sum_{1 \leq \ell \leq n} \nu\left(R_{1, \ell} n_{M}^{1} n_{M}^{\ell} f\right)\right. \\
& \left.-(n+1) \nu\left(R_{1, n+2} n_{M}^{1} n_{M}^{n+2} f\right)\right)+\mathcal{R}_{n+1}
\end{aligned}
$$

Using again that $A_{n+2}=A_{n+1}$ by (10.115) we get

$$
\begin{equation*}
A_{n+1}=q \nu(f)+\beta A_{n+1}+\beta q\left(\sum_{1 \leq \ell \leq n} A_{\ell}-(n+1) A_{n+1}\right)+V_{n+1}+\mathcal{R}_{n+1} \tag{10.125}
\end{equation*}
$$

where $V_{n+1}$ is as in (10.110) i.e.

$$
\begin{aligned}
V_{n+1} & =\nu\left(f\left(R_{1, n+1}-q\right)\right)+N \beta\left(\sum_{\ell \leq n} \nu\left(\left(R_{\ell, n+1}-q\right) n_{M}^{\ell} n_{M}^{n+1} f\right)\right. \\
& \left.-(n+1) \nu\left(\left(R_{n+1, n+2}-q\right) n_{M}^{n+1} n_{M}^{n+2} f\right)\right)
\end{aligned}
$$

and this gives again

$$
\begin{equation*}
D A_{n+1}=q \nu(f)+\beta q\left(\sum_{1 \leq \ell \leq n} A_{\ell}-n A_{n+1}\right)+V_{n+1}+\mathcal{R}_{n+1} \tag{10.126}
\end{equation*}
$$

Thus, for $1 \leq p \leq n+1$ we have obtained the equations

$$
\begin{equation*}
D A_{p}=\beta q\left(\sum_{1 \leq \ell \leq n} A_{\ell}-n A_{n+1}\right)+b_{p} \tag{10.127}
\end{equation*}
$$

where $b_{1}=\nu(f)+V_{1}+\mathcal{R}_{1}$ and $b_{p}=q \nu(f)+V_{p}+\mathcal{R}_{p}$ for $2 \leq p \leq n+1$. We add the first $n$ equations and subtract $n$ times the $(n+1)^{\text {th }}$ equation to obtain the relation

$$
D\left(\sum_{1 \leq \ell \leq n} A_{\ell}-n A_{n+1}\right)=\sum_{1 \leq \ell \leq n} b_{\ell}-n b_{n+1}
$$

which we substitute in (10.127) to get

$$
\begin{equation*}
A_{p}=\frac{b_{p}}{D}+\frac{\beta q}{D^{2}}\left(\sum_{1 \leq \ell \leq n} b_{\ell}-n b_{n+1}\right) \tag{10.128}
\end{equation*}
$$

The coefficient of $\nu(f)$ in $\sum_{1 \leq \ell \leq n} b_{\ell}-n b_{n+1}$ is $1-q$ so the coefficient of $\nu(f)$ in $A_{1}$ is

$$
\frac{1}{D}+\frac{\beta q(1-q)}{D^{2}}=1-\frac{\beta(1-q)+\beta q(1-q)}{D^{2}}=\frac{1-\beta(1-q)^{2}}{D^{2}}=\widehat{\rho}
$$

and the coefficient of $\nu(f)$ in $A_{p}$ for $p \geq 2$ is

$$
\frac{q}{D}+\frac{\beta q(1-q)}{D^{2}}=\frac{q}{D^{2}}=\widehat{r}
$$

Therefore (10.128) proves (10.111) and (10.112).

### 10.7 The Replica-Symmetric Solution

Throughout this section we assume that $(\alpha, \beta, h)$ belongs to the admissible region (10.1) (so that $h>0$ ), and that the constant $L_{0}$ which defines (10.1) has been chosen large enough. We recall that $(q, \mu, r)$ is the (unique) solution of the replica-symmetric equations (10.3) to (10.4) that satisfies (10.6), while $\rho$ is given by (10.98). These quantities depend on $\beta, h$ and on $N$ and $M$ through the ratio $\alpha=M / N$. The goal of this section is to prove the following, which is one of the main results of the chapter.

Theorem 10.7.1. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1), and the constant $L_{0}$ which defines this region has been chosen large enough, then

$$
\begin{align*}
Q_{N} & :=\nu\left(\left(R_{1,2}-q\right)^{2}\right) \leq \frac{K}{N}  \tag{10.129}\\
R_{N} & :=\nu\left(\left(n_{1}-\mu\right)^{2}\right) \leq \frac{K}{N}  \tag{10.130}\\
S_{N} & :=\nu\left(\left(S_{1,2}-r\right)^{2}\right) \leq \frac{K}{N}  \tag{10.131}\\
T_{N} & :=\nu\left(\left(S_{1,1}-\rho\right)^{2}\right) \leq \frac{K}{N}, \tag{10.132}
\end{align*}
$$

where $K$ depends on $\beta$ and $h$ only.
The quantities $Q_{N}, \ldots$ depend also on $M$ but we keep this dependence implicit in order to lighten the notation. Of course, it follows from (10.130) that $\nu\left(\left(m^{1}-\mu\right)^{2}\right) \leq K / N$.

When $h=0$, the Bovier-Gayrard localization theorem shows that (typically) exactly one of the quantities $m_{k}, k \leq M$, is close to $m^{*}$, but by symmetry between the values of $k \leq M$ it cannot always be the case that $m_{1}$ is close to $m^{*}$, and we cannot expect (10.130) to hold in that case.

Research Problem 10.7.2. (Level 2) Is it true that in the admissible region (10.1) the estimates (10.129), (10.131) and (10.132) hold with a constant $K$ that depends on $\beta$ only (and not on $h$ )?

Throughout this section we denote by $K$ a number depending only on $\beta$ and $h$, that need not be the same at each occurrence.

Proposition 10.7.3. The following estimates hold:

$$
\begin{align*}
Q_{N} & \leq L m^{*} Q_{N}^{1 / 2} R_{N}^{1 / 2}+\frac{L}{\beta^{2}} Q_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)+\frac{K}{N}  \tag{10.133}\\
S_{N} & \leq \frac{L \beta^{4}}{L_{0}^{2}} Q_{N}+\frac{K}{N}  \tag{10.134}\\
T_{N} & \leq \frac{L \beta^{4}}{L_{0}^{2}} Q_{N}+\frac{K}{N}  \tag{10.135}\\
R_{N} & \leq\left(1-\frac{m^{* 2}}{L}\right) R_{N}+\frac{L m^{*}}{\beta^{2}} R_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)+\frac{K}{N} \tag{10.136}
\end{align*}
$$

Some of the coefficients above, such as the powers 2 for $\beta$ in the denominators are somewhat arbitrary. The coefficients $\beta^{4}$ in (10.134) and (10.135) look threatening when $\beta$ is large, but in fact there is plenty of room then. It is for $\beta$ close to 1 that one has to struggle.

Proof of Theorem 10.7.1. From (10.136) we get

$$
\begin{equation*}
R_{N} \leq \frac{L}{m^{*} \beta^{2}} R_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)+\frac{K}{N} . \tag{10.137}
\end{equation*}
$$

The reader should observe the nasty small factor $m^{*}$ in the denominator. (Recall that $m^{*} \rightarrow 0$ as $\beta \rightarrow 1$.)

We use the relation

$$
\begin{equation*}
a b \leq \frac{t}{2} a^{2}+\frac{1}{2 t} b^{2} \tag{10.138}
\end{equation*}
$$

for $a=R_{N}^{1 / 2}, b=\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)$ and $t=m^{*} \beta^{2} / L$ to obtain

$$
R_{N} \leq \frac{1}{2} R_{N}+\frac{L}{m^{* 2} \beta^{4}}\left(S_{N}+T_{N}\right)+\frac{K}{N}
$$

so that

$$
R_{N} \leq \frac{L}{m^{* 2} \beta^{4}}\left(S_{N}+T_{N}\right)+\frac{K}{N}
$$

Combining with (10.134) and (10.135) yields

$$
\begin{equation*}
R_{N} \leq \frac{L}{L_{0}^{2} m^{* 2}} Q_{N}+\frac{K}{N} \tag{10.139}
\end{equation*}
$$

If we substitute (10.139), (10.134) and (10.135) in (10.133) we get

$$
Q_{N} \leq \frac{L}{L_{0}} Q_{N}+\frac{K}{N}
$$

so that for $L_{0}$ is large enough we obtain $Q_{N} \leq K / N$; then (10.134), (10.135) and (10.139) conclude the proof.

We observe that the factor $m^{*}$ in the first term on the right-hand side of (10.133) is exactly what is required to offset the nasty coefficient $m^{*}$ in the denominator in (10.137). We also observe that the coefficient $\beta^{-2}$ in the second term of the right-hand side of (10.133) is exactly what is required to offset the coefficient $\beta^{4}$ in (10.134) and (10.135).

The principle of the proof of Proposition 10.7.3 is simple. To bound $Q_{N}$, we write as usual

$$
\begin{equation*}
Q_{N}=\nu\left(\left(R_{1,2}-q\right)^{2}\right)=\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f\right) \tag{10.140}
\end{equation*}
$$

where $f=R_{1,2}-q$. We then use Theorem 10.5 .7 with $\tau_{1}=\tau_{2}=2$ (and $\left(\varepsilon_{1} \varepsilon_{2}-q\right) f$ rather than $\left.f\right)$. We have

$$
\begin{align*}
\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) f\right) & =\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{1,2}-q\right)\right)  \tag{10.141}\\
& =\frac{1}{N} \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{1} \varepsilon_{2}\right)+\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{1,2}^{-}-q\right)\right) \\
& =\frac{1}{N} \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{1} \varepsilon_{2}\right) \leq \frac{2}{N} \tag{10.142}
\end{align*}
$$

using Lemma 10.5.1. Using (10.90) and the Cauchy-Schwarz inequality, we see that all the other terms provided by Theorem 10.5.7 are bounded by

$$
C(\beta) Q_{N}^{1 / 2}\left(R_{N}^{1 / 2}+S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)+K \exp (-N / K)
$$

The difficulty is to obtain small enough coefficients in the various terms involved. The way around this difficulty is no magic: keep expanding until your estimates become good enough. This requires patience only. While performing this computation, we will meet the quantities

$$
\widehat{\mu}=\operatorname{Eth}^{3} Y=\nu_{0}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}\right) ; \quad \widehat{q}=\operatorname{Eth}^{4} Y=\nu_{0}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4}\right),
$$

where $Y=\beta(z \sqrt{r}+\mu)+h$.
Lemma 10.7.4. We have

$$
\begin{gather*}
\mu \leq L m^{*}, q \leq L m^{* 2} \leq L m^{*}  \tag{10.143}\\
\beta^{4}\left(1-q^{2}\right) \leq L ; \quad \beta^{4}\left(q-q^{2}\right) \leq L ; \quad \beta^{4}\left(\widehat{q}-q^{2}\right) \leq L  \tag{10.144}\\
\beta^{4}|\mu(1-q)| \leq L m^{*}, \quad \beta^{4}|\widehat{\mu}-\mu q| \leq L m^{*}  \tag{10.145}\\
|1-q| \leq L \beta^{-10} ;|1-\widehat{q}| \leq L \beta^{-10} ;|1-\mu| \leq L \beta^{-10} ;|1-\widehat{\mu}| \leq L \beta^{-10} \tag{10.146}
\end{gather*}
$$

Proof. First we note that (10.6) implies (10.143). Since $1-m^{*} \leq L \beta^{-10}$ by (4.37), it follows from (10.11) and (10.12) that $|1-\mu| \leq L \beta^{-10}$ and $|1-q| \leq L \beta^{-10}$. Also, since for $-1<x<1$ it holds that $1-x^{3} \leq 3(1-x)$, we have

$$
0 \leq 1-\widehat{\mu}=\mathrm{E}\left(1-\operatorname{th}^{3} Y\right) \leq 3 \mathrm{E}(1-\operatorname{th} Y)=3(1-\mu)
$$

so that $|1-\widehat{\mu}| \leq L \beta^{-10}$ and similarly $|1-\widehat{q}| \leq L \beta^{-10}$. This proves (10.144) and (10.145) for $\beta \geq 2$. All that remains to prove is (10.145) for $\beta \leq 2$. But this follows from $(10.143)$ since $|\widehat{\mu}|=\left|E \operatorname{th}^{3} Y\right| \leq \mathrm{Eth}^{2} Y=q$.

Proof of (10.133). Using (10.140), (10.141) and Theorem 10.5.7 for $n=2$, $f\left(\varepsilon_{1} \varepsilon_{2}-q\right)$ rather than $f$ and $\tau_{1}=\tau_{2}=1 / 2$ we get

$$
\begin{equation*}
Q_{N} \leq \frac{4}{N}+\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathcal{R} \tag{10.147}
\end{equation*}
$$

where $\mathcal{R}$ is as in (10.101) and

$$
\begin{align*}
\mathrm{I} & =\beta\left(\sum_{\ell \leq 2} \nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(n_{1}^{\ell}-\mu\right) f\right)-2 \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{3}\left(n_{1}^{3}-\mu\right) f\right)\right) \\
\mathrm{II} & =\beta^{2}\left(\sum_{\ell \leq 2} \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{\ell, \ell}-\rho\right) f\right)-2 \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{3,3}-\rho\right) f\right)\right)  \tag{10.148}\\
\mathrm{III} & =\beta^{2}\left(\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{1,2}-r\right) f\right)-2 \sum_{\ell \leq 2} \nu_{0}\left(\varepsilon_{\ell} \varepsilon_{3}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{\ell, 3}-r\right) f\right)\right.  \tag{10.149}\\
& \left.+3 \nu_{0}\left(\varepsilon_{3} \varepsilon_{4}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{3,4}-r\right) f\right)\right) . \tag{10.150}
\end{align*}
$$

Since here $f=R_{1,2}-q$, we have $\nu\left(f^{2}\right)=Q_{N}$. Applying the Cauchy-Schwarz inequality in a straightforward manner we get the inequality

$$
Q_{N} \leq L \beta^{2} Q_{N}^{1 / 2}\left(R_{N}^{1 / 2}+Q_{N}^{1 / 2}+S_{N}^{1 / 2}\right)
$$

This is quite far from (10.133), because the required small coefficients $m^{*}$ and $\beta^{-2}$ are not featured above. So, in each of the terms we will try to bring out a "small factor". By a "small factor" here and in the following few pages, we mean a quantity that will create precisely the required coefficients such as $m^{*}$ or $\beta^{-2}$. Generally speaking, Proposition 10.5 .5 is a precious tool for creating such small factors.

Fortunately, all terms can be handled by the same method. First we consider the terms occurring in the summation of (10.148). Given $\ell \leq 2$ we have

$$
\begin{equation*}
\left|\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(n_{1}^{\ell}-\mu\right) f\right)-\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu_{0}\left(\left(n_{1}^{\ell}-\mu\right) f\right)\right| \leq \frac{2}{N} \tag{10.151}
\end{equation*}
$$

This is because by Lemma 10.5 .1 and since $f^{-}=R_{1,2}^{-}-q$ does not depend on the last spin, it holds that

$$
\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(n_{1}^{\ell}-\mu\right) f^{-}\right)=\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu_{0}\left(\left(n_{1}^{\ell}-\mu\right) f^{-}\right)
$$

and since $\left|f-f^{-}\right| \leq 1 / N$ we obtain (10.151). Now, the small factor we are looking for is simply

$$
\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right)=\nu_{0}\left(\varepsilon_{1}\right)(1-q)=\mu(1-q) .
$$

Using (10.151) we have

$$
\left|\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(n_{1}^{\ell}-\mu\right) f\right)\right| \leq \frac{K}{N}+|\mu(1-q)| \nu_{0}\left(\left|n_{1}^{\ell}-\mu\right||f|\right) .
$$

Using (10.90) and the Cauchy-Schwarz inequality we see that

$$
\begin{align*}
\nu_{0}\left(\left|n_{1}^{\ell}-\mu\right||f|\right) & \leq L \nu\left(\left|n_{1}^{\ell}-\mu\right||f|\right)+K \exp \left(-\frac{N}{K}\right) \\
& \leq L R_{N}^{1 / 2} Q_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right) \tag{10.152}
\end{align*}
$$

and thus

$$
\begin{aligned}
\left|\nu_{0}\left(\varepsilon_{\ell}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(n_{1}^{\ell}-\mu\right) f\right)\right| & \leq \frac{K}{N}+|\mu(1-q)| R_{N}^{1 / 2} Q_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right) \\
& \leq \frac{K}{N}+\frac{L m^{*}}{\beta^{4}} R_{N}^{1 / 2} Q_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
\end{aligned}
$$

because $|\mu| \leq L m^{*}$ and $\beta^{4}(1-q) \leq L$.
We then proceed exactly in the same way for each of the other terms. For the term

$$
\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{3}\left(n_{1}^{3}-\mu\right) f\right),
$$

the "small factor" is $\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{3}\right)=\widehat{\mu}-\mu q$, and using (10.145) we see that

$$
\left|\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{3}\left(n_{1}^{3}-\mu\right) f\right)\right| \leq \frac{K}{N}+\frac{L m^{*}}{\beta^{4}} R_{N}^{1 / 2} Q_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

Thus

$$
|\mathrm{I}| \leq \frac{K}{N}+L m^{*} R_{N}^{1 / 2} Q_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

We could actually get a factor $\beta^{2}$ in the denominator, but it is not useful here. To study the terms II and III, we note that the function $S_{\ell, \ell^{\prime}}$ does not
depend on the last spin (so we may use Lemma 10.5.1) and does not depend either on the r.v.s $\eta_{k}=\eta_{N, k}$ (so that we may use (10.90)). As for the term

$$
\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{1,2}-r\right) f\right)
$$

the "small factor" is $\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right)=1-q^{2}$. As in (10.151) we have

$$
\left.\mid \nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{1,2}-r\right) f\right)-\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1} \varepsilon_{2}-q\right)\right) \nu_{0}\left(S_{1,2}-r\right) f\right) \left\lvert\, \leq \frac{K}{N}\right.
$$

and as in (10.152) we get

$$
\left|\nu_{0}\left(\left(S_{1,2}-r\right) f\right)\right| \leq L Q_{N}^{1 / 2} S_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

For the other terms of III the small factor is respectively $q-q^{2}$ or $\widehat{q}-q^{2}$. In this manner we get, using (10.144),

$$
\mathrm{III} \leq \frac{K}{N}+\frac{L}{\beta^{2}} Q_{N}^{1 / 2} S_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

For the term II, the estimate is surprisingly straightforward. Indeed as in (10.151) we now have

$$
\left|\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{\ell, \ell}-\rho\right) f\right)-\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}-q\right) \nu_{0}\left(\left(S_{\ell, \ell}-\rho\right) f\right)\right| \leq \frac{K}{N}
$$

and since $\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}-q\right)=0$ we have $|\mathrm{II}| \leq K / N$.
It remains to control the term $\mathcal{R}$ of (10.101) in (10.147). This term obviously satisfies
$|\mathcal{R}| \leq L \beta^{4} Q_{N}^{1 / 2}\left(\nu\left(\left|S_{1,1}-\rho\right|^{4}\right)^{1 / 2}+\nu\left(\left|S_{1,2}-r\right|^{4}\right)^{1 / 2}+\nu\left(\left|n_{1}^{1}-\mu\right|^{4}\right)^{1 / 2}\right)+\frac{K}{N}$.
To bring out a small factor we use Proposition 10.5.5. Recalling the quantity $s$ of (10.87), the sets

$$
\left\{\left|S_{1,2}-r\right| \geq s^{2}\right\} ; \quad\left\{\left|S_{1,1}-\rho\right| \geq s^{2}+|\rho-r|\right\} ; \quad\left\{\left|n_{1}^{1}-\mu\right| \geq s\right\}
$$

are negligible. Now

$$
\begin{equation*}
\rho-r=\frac{\alpha(1-q)}{1-\beta(1-q)} \tag{10.153}
\end{equation*}
$$

and since $1-\beta(1-q) \geq m^{* 2} / L$ by (10.15) and $\alpha \leq m^{* 4} / L_{0}$ by (10.2) we have $|\rho-r| \leq L m^{* 2}(1-q) / L_{0}$, so since $1-q \leq L / \beta^{10}$ by (10.146) we obtain $|\rho-r| \leq L s^{2}$. Therefore the set

$$
\begin{equation*}
\left\{\left|S_{1,1}-\rho\right| \geq L s^{2}\right\} \tag{10.154}
\end{equation*}
$$

is negligible. This should make it obvious that

$$
|\mathcal{R}| \leq L \beta^{4} s^{2} Q_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)+L \beta^{4} s Q_{N}^{1 / 2} R_{N}^{1 / 2}+\frac{K}{N}
$$

and since $s \leq L m^{*} / \beta^{5}$ this finishes the proof.
Proof of (10.134). We write

$$
\begin{align*}
S_{N} & =\nu\left(\left(S_{1,2}-r\right)^{2}\right)=\nu\left(\left(\sum_{2 \leq k \leq M} n_{k}^{1} n_{k}^{2}-r\right)\left(S_{1,2}-r\right)\right) \\
& =\nu\left(\left((M-1) n_{M}^{1} n_{M}^{2}-r\right)\left(S_{1,2}-r\right)\right) \\
& =(M-1) \nu\left(n_{M}^{1} n_{M}^{2}\left(S_{1,2}-r\right)\right)-r \nu\left(S_{1,2}-r\right) . \tag{10.155}
\end{align*}
$$

We would like to compute $\nu\left(n_{M}^{1} n_{M}^{2}\left(S_{1,2}-r\right)\right)$ using Theorem 10.6.1. Before using this theorem, we must first remove the small dependence of $S_{1,2}$ on the r.v.s $\eta_{i, M}$. For this we define

$$
S_{1,2}^{\sim}=\sum_{2 \leq k \leq M-1} n_{k}^{1} n_{k}^{2}
$$

and we observe that by Theorem 10.4.1 we have

$$
\begin{equation*}
(M-1) \nu\left(n_{M}^{1} n_{M}^{2}\left(S_{1,2}-r\right)\right) \leq \frac{K}{N}+(M-1) \nu\left(n_{M}^{1} n_{M}^{2}\left(S_{1,2}^{\sim}-r\right)\right) \tag{10.156}
\end{equation*}
$$

Let us consider formula (10.112) for $\tau=2$ and $f=S_{1,2}^{\sim}-r$. Multiplying this formula by $\alpha^{\prime}=(M-1) / N=\alpha-1 / N$, we get

$$
\begin{aligned}
& (M-1) \nu\left(n_{M}^{1} n_{M}^{2}\left(S_{1,2}^{\sim}-r\right)\right) \\
= & \alpha^{\prime} \widehat{r} \nu\left(S_{1,2}^{\sim}-r\right)+\alpha^{\prime}\left(\frac{V_{2}}{D}+\frac{\beta q}{D^{2}}\left(V_{1}+V_{2}-2 V_{3}\right)\right)+\mathcal{R}
\end{aligned}
$$

where

$$
|\mathcal{R}| \leq \frac{K}{N} \nu\left(\left(S_{1,2}^{\sim}-r\right)^{2}\right)^{1 / 2} \leq \frac{K}{N}
$$

Now, since $r=\alpha \widehat{r}$

$$
\left|r \nu\left(S_{1,2}-r\right)-\alpha^{\prime} \widehat{r} \nu\left(S_{1,2}^{\sim}-r\right)\right| \leq \frac{K}{N}
$$

and (10.155) yields

$$
S_{N} \leq \alpha^{\prime}\left(\frac{V_{2}}{D}+\frac{\beta q}{D^{2}}\left(V_{1}+V_{2}-2 V_{3}\right)\right)+\frac{K}{N} .
$$

In each of the terms of $V_{1}, V_{2}, V_{3}$ there is a factor $f=S_{1,2}^{\sim}-r$. Theorem 10.4.1 implies that we make an error of order $K / N$ when replacing this factor by $f^{\prime}=S_{1,2}-r$. We perform this replacement and we call $V_{\ell}^{\prime}$ the corresponding term. Therefore we obtain

$$
\begin{equation*}
S_{N} \leq \alpha\left(\frac{V_{2}^{\prime}}{D}+\frac{\beta q}{D^{2}}\left(V_{1}^{\prime}+V_{2}^{\prime}-2 V_{3}^{\prime}\right)\right)+\frac{K}{N} \tag{10.157}
\end{equation*}
$$

We now examine the respective contributions of the various quantities in (10.157). First $V_{2}^{\prime}$ and $V_{3}^{\prime}$ involve a term $\nu\left(\left(R_{1, p}-q\right) f^{\prime}\right)$, which satisfies $\left|\nu\left(\left(R_{1, p}-q\right) f^{\prime}\right)\right| \leq Q_{N}^{1 / 2} S_{N}^{1 / 2}$. The coefficient of this term is bounded by

$$
\begin{equation*}
L \alpha\left(\frac{1}{D}+\frac{\beta q}{D^{2}}\right) \leq L \frac{\alpha \beta}{m^{* 2}} \leq \frac{L \beta m^{* 2}}{L_{0}} \leq \frac{L \beta^{2}}{L_{0}} \tag{10.158}
\end{equation*}
$$

because $D \geq m^{* 2} / L$ by (10.15), $q \leq L m^{* 2}$ by (10.12) and $\alpha \leq L m^{* 4} / L_{0}$ by (10.2). All the other terms in $V_{1}^{\prime}, V_{2}^{\prime}, V_{3}^{\prime}$ are of the type

$$
\beta N \nu\left(\left(R_{1, \ell}-q\right) n_{M}^{1} n_{M}^{\ell}\left(S_{1,2}-r\right)\right),
$$

and, by symmetry between the values of $k \leq M$ we have

$$
\alpha N \nu\left(\left(R_{1, \ell}-q\right) n_{M}^{1} n_{M}^{\ell}\left(S_{1,2}-r\right)\right)=\nu\left(\left(R_{1, \ell}-q\right) S_{1, \ell}\left(S_{1,2}-r\right)\right)
$$

It is the term $S_{1, \ell}$ which provides here the crucial small factor. By Proposition 10.5.5 we know that the set

$$
\left\{\left|S_{1, \ell}\right| \geq s^{2}+r\right\}
$$

is negligible. Therefore, using the Cauchy-Schwarz inequality we have shown that the contribution of all these other terms in $V_{1}^{\prime}, V_{2}^{\prime}, V_{3}^{\prime}$ is at most

$$
L \beta\left(\frac{1}{D}+\frac{\beta q}{D^{2}}\right)\left(s^{2}+r\right) Q_{N}^{1 / 2} S_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

We use the inequalities $D \geq m^{* 2} / L, q \leq L m^{* 2}, s^{2} \leq L m^{* 2} / L_{0}$ and (by (10.14)) $r \leq L \alpha / m^{* 2} \leq L m^{* 2} / L_{0}$ to see that

$$
\beta\left(\frac{1}{D}+\frac{\beta q}{D^{2}}\right)\left(s^{2}+r\right) \leq \frac{\beta^{2} L}{L_{0}} .
$$

Finally collecting these estimates we have shown that

$$
S_{N} \leq \frac{L \beta^{2}}{L_{0}} S_{N}^{1 / 2} Q_{N}^{1 / 2}+\frac{K}{N}
$$

Using (10.138) with $t=L_{0} / \beta^{2} L$ we obtain

$$
S_{N} \leq \frac{1}{2} S_{N}+\frac{L \beta^{4}}{L_{0}^{2}} Q_{N}+\frac{K}{N}
$$

hence (10.134).

Proof of (10.135). It is nearly identical to the proof of (10.134), once one observes from (10.153) that $\rho-r \leq L \alpha / m^{* 2}$, so that $\rho \leq L m^{* 2} / L_{0}$.

Proof of (10.136). This is the most delicate inequality, because for certain estimates we are not permitted to make errors bigger than $m^{* 2} R_{N}^{2} / L$ and obtaining this factor $m^{* 2}$ (rather than the much easier factor $m^{*}$ ) requires caution. As may be expected we write

$$
\begin{aligned}
R_{N} & =\nu\left(\left(\frac{1}{N} \sum_{i \leq N-1} \sigma_{i}-\mu\right)^{2}\right)=\nu\left(\left(\frac{1}{N} \sum_{2 \leq i \leq N} \sigma_{i}-\mu\right)^{2}\right) \\
& =\nu\left(\left(\frac{N-1}{N} \varepsilon_{1}-\mu\right)\left(\frac{1}{N} \sum_{2 \leq i \leq N} \sigma_{i}-\mu\right)\right) \\
& \leq \nu\left(\left(\varepsilon_{1}-\mu\right) f\right)+\frac{K}{N}
\end{aligned}
$$

where $f=n_{1}^{1}-\mu$. We use Theorem 10.5.7 with $n=1, \tau_{1}=\tau_{2}=2$ and we get

$$
R_{N} \leq \nu_{0}\left(\left(\varepsilon_{1}-\mu\right) f\right)+\mathrm{IV}+\mathrm{V}+\mathrm{VI}+\mathcal{R}+\frac{K}{N}
$$

where $\mathcal{R}$ is as in (10.101) and where

$$
\begin{align*}
\mathrm{IV} & =\beta\left(\nu_{0}\left(\varepsilon_{1}\left(\varepsilon_{1}-\mu\right)\left(n_{1}^{1}-\mu\right) f\right)-\nu_{0}\left(\varepsilon_{2}\left(\varepsilon_{1}-\mu\right)\left(n_{1}^{2}-\mu\right) f\right)\right)  \tag{10.159}\\
\mathrm{V} & =\frac{\beta^{2}}{2}\left(\nu_{0}\left(\left(\varepsilon_{1}-\mu\right)\left(S_{1,1}-\rho\right) f\right)-\nu_{0}\left(\left(\varepsilon_{1}-\mu\right)\left(S_{2,2}-\rho\right) f\right)\right)  \tag{10.160}\\
\mathrm{VI} & =\beta^{2}\left(-\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1}-\mu\right)\left(S_{1,2}-r\right) f\right)\right. \\
& \left.+\nu_{0}\left(\varepsilon_{2} \varepsilon_{3}\left(\varepsilon_{1}-\mu\right)\left(S_{2,3}-r\right) f\right)\right) . \tag{10.161}
\end{align*}
$$

Thus use of Lemma 10.5.1 is facilitated by the fact that none of the functions $f, S_{\ell, \ell^{\prime}}$ or $n^{\ell}$ depends on the last spin. Thus $\mathrm{V}=0$, and

$$
\begin{gather*}
\mathrm{IV}=\beta\left(\left(1-\mu^{2}\right) \nu_{0}\left(\left(n_{1}^{1}-\mu\right) f\right)-\left(q-\mu^{2}\right) \nu_{0}\left(\left(n_{1}^{2}-\mu\right) f\right)\right)  \tag{10.162}\\
\mathrm{VI}=\beta^{2}\left(-\mu(1-q) \nu_{0}\left(\left(S_{1,2}-r\right) f\right)+(\widehat{\mu}-\mu q) \nu_{0}\left(\left(S_{2,3}-r\right) f\right)\right) . \tag{10.163}
\end{gather*}
$$

The easiest term to dispose of is VI. We simply use (10.90) and the CauchySchwarz inequality to write

$$
\left|\nu_{0}\left(\left(S_{\ell, \ell^{\prime}}-r\right) f\right)\right| \leq L S_{N}^{1 / 2} R_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

and we use (10.145) to obtain

$$
|\mathrm{VI}| \leq \frac{L m^{*}}{\beta^{2}} S_{N}^{1 / 2} R_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

Next we study the term IV. The difficulty there is that the coefficient $1-\mu^{2}$ is not small. Observing that $q=\operatorname{Eth}^{2} Y \geq(\operatorname{Eth} Y)^{2}=\mu^{2}$ we write

$$
|\mathrm{IV}| \leq \beta\left(1-\mu^{2}\right)\left|\nu_{0}\left(\left(n_{1}^{1}-\mu\right) f\right)\right|+\beta\left(q-\mu^{2}\right)\left|\nu_{0}\left(\left(n_{1}^{2}-\mu\right) f\right)\right| .
$$

Recalling that $f=n_{1}^{1}-\mu$ and using the Cauchy-Schwarz inequality we get $\left|\nu_{0}\left(\left(n_{1}^{2}-\mu\right) f\right)\right| \leq \nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\right)$ and thus

$$
\begin{equation*}
|\mathrm{IV}| \leq \beta\left(1-2 \mu^{2}+q\right) \nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\right) . \tag{10.164}
\end{equation*}
$$

The strategy now is to use (10.17) and to relate $\nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\right)$ and $\nu\left(\left(n_{1}^{1}-\right.\right.$ $\left.\mu)^{2}\right)=R_{N}$ rather accurately. It would not suffice to use (10.91). Rather, we use (10.105) for $f=\left(n_{1}^{1}-\mu\right)^{2}$ to get

$$
\begin{equation*}
\nu\left(\left(n_{1}^{1}-\mu\right)^{2}\right)=R_{N}=\nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\right)+\mathrm{VII}+\mathcal{R}^{\prime} \tag{10.165}
\end{equation*}
$$

where, recalling yet another time the quantity $s$ of (10.87), we get

$$
\left|\mathcal{R}^{\prime}\right| \leq L \beta^{4} s^{2} \nu\left(\left(n_{1}^{1}-\mu\right)^{2}\right)+K \exp \left(-\frac{N}{K}\right)=L \beta^{4} s^{2} R_{N}+K \exp \left(-\frac{N}{K}\right)
$$

and

$$
\begin{aligned}
\mathrm{VII} & =\beta\left(\sum_{\ell \leq 2} \nu_{0}\left(\varepsilon_{\ell}\left(n_{1}^{1}-\mu\right)^{2}\left(n_{1}^{\ell}-\mu\right)\right)-2 \nu_{0}\left(\varepsilon_{3}\left(n_{1}^{1}-\mu\right)^{2}\left(n_{1}^{3}-\mu\right)\right)\right) \\
& =\beta \mu\left(\sum_{\ell \leq 2} \nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\left(n_{1}^{\ell}-\mu\right)\right)-2 \nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\left(n_{1}^{3}-\mu\right)\right)\right) .
\end{aligned}
$$

Therefore, using (10.90) and Hölder's inequality we get

$$
|\mathrm{VII}| \leq L \beta \mu \nu\left(\left|n_{1}^{1}-\mu\right|^{3}\right)+K \exp \left(-\frac{N}{K}\right)
$$

and since by Proposition 10.5.5 the set $\left\{\left|n_{1}^{1}-\mu\right| \geq s\right\}$ is negligible we get

$$
|\mathrm{VII}| \leq L \beta \mu s R_{N}+K \exp \left(-\frac{N}{K}\right)
$$

In this manner we have shown that

$$
\begin{equation*}
\left|\nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\right)-R_{N}\right| \leq L \beta^{4}\left(s^{2}+s \mu\right) R_{N}+K \exp \left(-\frac{N}{K}\right) \tag{10.166}
\end{equation*}
$$

and thus, using $s \leq L m^{*}$ and $\mu \leq L m^{*}$ in the second line:

$$
\begin{aligned}
\nu_{0}\left(\left(n_{1}^{1}-\mu\right)^{2}\right) & \leq R_{N}+L \beta^{4}\left(s^{2}+s \mu\right) R_{N}+K \exp \left(-\frac{N}{K}\right) \\
& \leq R_{N}+L \beta^{4} m^{* 2}+K \exp \left(-\frac{N}{K}\right)
\end{aligned}
$$

Combining with (10.164) and (10.17) we see that

$$
|\mathrm{IV}| \leq\left(1-\frac{m^{* 2}}{L_{2}}+L_{2} \beta^{4} s m^{*}\right) R_{N}+K \exp \left(-\frac{N}{K}\right)
$$

Since $s \leq L m^{*} / \beta^{5}$, there exists $\beta_{0}$ such that $L_{2} \beta^{4} s m^{*} \leq m^{* 2} / 2 L_{2}$ for $\beta \geq \beta_{0}$. Since $s \leq L m^{*} / \sqrt{L_{0}}$, if $L_{0}$ is large enough, we have $L_{2} \beta^{4} s m^{*} \leq m^{* 2} / 2 L_{2}$ for $\beta \leq \beta_{0}$. Thus, if $L_{0}$ is large enough we have

$$
\begin{equation*}
|\mathrm{IV}| \leq\left(1-\frac{m^{* 2}}{L}\right) R_{N}+K \exp \left(-\frac{N}{K}\right) \tag{10.167}
\end{equation*}
$$

Let us now turn to the control of the innocent looking remainder (10.101), which satisfies

$$
\begin{align*}
|\mathcal{R}| & \leq L \beta^{4} R_{N}^{1 / 2}\left(\nu\left(\left|S_{1,1}-\rho\right|^{4}\right)^{1 / 2}+\nu\left(\left|S_{1,2}-r\right|^{4}\right)^{1 / 2}+\nu\left(\left|n_{1}^{1}-\mu\right|^{4}\right)^{1 / 2}\right) \\
& +\frac{K}{N} \tag{10.168}
\end{align*}
$$

The best we can do about the term $\nu\left(\left|n_{1}-\mu\right|^{4}\right)$ is to use the negligible property of the set $\left\{\left|n_{1}-\mu\right| \geq s\right\}$ to get

$$
\nu\left(\left|n_{1}^{1}-\mu\right|^{4}\right)^{1 / 2} \leq s R_{N}^{1 / 2}+K \exp \left(-\frac{N}{K}\right)
$$

In this manner, and as we have already noticed that the sets $\left\{\left|S_{1,2}-r\right| \geq s^{2}\right\}$ and $\left\{\left|S_{1,1}-\rho\right| \geq s^{2}\right\}$ are negligible we get

$$
\begin{equation*}
|\mathcal{R}| \leq L \beta^{4}\left(s R_{N}+s^{2} R_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)\right)+\frac{K}{N} \tag{10.169}
\end{equation*}
$$

Unfortunately the coefficient of $R_{N}$ is $s$, and $s$ is bounded by $m^{*}$, and not by $m^{* 2}$. We definitely need an extra factor $m^{*}$ in the bound. The only way to improve the estimate (10.169) is to start by replacing (10.97) by

$$
\left|\nu(f)-\nu_{0}(f)-\nu_{0}^{\prime}(f)-\frac{1}{2} \nu_{0}^{\prime \prime}(f)\right| \leq \sup _{t}\left|\nu_{t}^{(3)}(f)\right|
$$

Wait, why are you leaving? Didn't I promise earlier that we wouldn't even need to calculate $\nu^{\prime \prime}(f)$ ? It is not going to be bad at all. We follow the method of proof of Theorem 10.5.7 to get a higher order expansion

$$
\nu(f)=\nu_{0}(f)+\mathrm{IV}+\mathrm{V}+\mathrm{VI}+\mathrm{VII}+\mathcal{R}^{\prime}
$$

where the terms IV, V, VI are as in (10.159), (10.160), (10.161), where the term VII will soon be discussed, and where the remainder $\mathcal{R}^{\prime}$ now satisfies

$$
\begin{align*}
\left|\mathcal{R}^{\prime}\right| & \leq L \beta^{6} R_{N}^{1 / 2}\left(\nu\left(\left|S_{1,1}-\rho\right|^{6}\right)^{1 / 2}+\nu\left(\left|S_{1,2}-r\right|^{6}\right)^{1 / 2}+\nu\left(\left|n_{1}-\mu\right|^{6}\right)^{1 / 2}\right) \\
& +\frac{K}{N}, \tag{10.170}
\end{align*}
$$

and instead of (10.169) we now get

$$
\begin{equation*}
\left|\mathcal{R}^{\prime}\right| \leq L \beta^{6} s^{2} R_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}+R_{N}^{1 / 2}\right)+\frac{K}{N} \tag{10.171}
\end{equation*}
$$

where the factor $s^{2}$ provides the desired power $m^{* 2}$. The term VII (which I promised not to write explicitly) is a sum of terms of the form

$$
\begin{equation*}
\beta^{a} \nu_{0}(f U V), \tag{10.172}
\end{equation*}
$$

where $a \leq 4, f=\left(\varepsilon_{1}-\mu\right)\left(n_{1}^{1}-\mu\right)$, and both $U$ and $V$ are of the type either $\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(S_{\ell, \ell^{\prime}}-r\right)$ or $S_{\ell, \ell}-\rho$ or $\varepsilon_{\ell}\left(n_{1}^{\ell}-\mu\right)$. To control such a term we first consider the case where either $U$ or $V$ is not of the type $\varepsilon_{\ell}\left(n_{1}^{\ell}-\mu\right)$. Assuming e.g. that $V$ is not of this type, we write

$$
\begin{aligned}
\left|\beta^{a} \nu_{0}(f U V)\right| & \leq L \beta^{a} \nu(|f||U||V|)+K \exp \left(-\frac{N}{K}\right) \\
& \leq L \beta^{a} s^{2} \nu(|f||U|)+K \exp \left(-\frac{N}{K}\right)
\end{aligned}
$$

because the set $\left\{|V| \geq L s^{2}\right\}$ is negligible, and we use the Cauchy-Schwarz inequality to see that the sum of these terms is bounded as in (10.171) and in particular (since $s \leq L m^{*} / \beta^{5}$ ) by

$$
L \beta^{4} s m^{*} R_{N}+\frac{L m^{*}}{\beta^{2}} R_{N}^{-1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)
$$

Next let us consider the case where both $U$ and $V$ are of the type $\varepsilon_{\ell}\left(n_{1}^{\ell}-\mu\right)$, so that the term (10.172) is

$$
\begin{align*}
& \beta^{a} \nu_{0}\left(\left(\varepsilon_{1}-\mu\right)\left(n_{1}^{1}-\mu\right) \varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}}\left(n_{1}^{\ell_{1}}-\mu\right)\left(n_{1}^{\ell_{2}}-\mu\right)\right) \\
= & \beta^{a} \nu_{0}\left(\left(\varepsilon_{1}-\mu\right) \varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}}\right) \nu_{0}\left(\left(n_{1}^{1}-\mu\right)\left(n_{1}^{\ell_{1}}-\mu\right)\left(n_{1}^{\ell_{2}}-\mu\right)\right) . \tag{10.173}
\end{align*}
$$

Now $\nu_{0}\left(\varepsilon_{1} \varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}}\right)=\widehat{\mu}$ when the indices $\left\{1, \ell_{1}, \ell_{2}\right\}$ are all distinct and $=\mu$ otherwise. In any case we have $\left|\nu_{0}\left(\left(\varepsilon_{1}-\mu\right) \varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}}\right)\right| \leq L m^{*}$ and we can bound the term (10.173) by $L \beta^{4} m^{*} \nu\left(\left|n_{1}^{\ell}-\mu\right|^{3}\right)$ and then by

$$
L \beta^{4} m^{*} s R_{N}+K \exp \left(-\frac{N}{K}\right)
$$

Finally we have reached the bound

$$
R_{N} \leq\left(1-\frac{m^{* 2}}{L}+L \beta^{4} s m^{*}\right) R_{N}+\frac{L m^{*}}{\beta^{2}} R_{N}^{1 / 2}\left(S_{N}^{1 / 2}+T_{N}^{1 / 2}\right)+\frac{K}{N}
$$

which as explained in (10.167) is the required bound if $L_{0}$ is large enough.

### 10.8 Computing $p_{N, M}$

Throughout this section we still assume that $(\alpha, \beta, h)$ belongs to the admissible region (10.1) (so that $h>0$ ), and that the constant $L_{0}$ which defines (10.1) has been chosen large enough. As usual (see e.g. (2.11)), we define

$$
p_{N, M}(\beta, h)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) .
$$

Let us consider the quantity

$$
\begin{align*}
F(\alpha, \beta, h, r, \mu, q) & =\log 2-\frac{\mu^{2} \beta}{2}+\frac{\alpha}{2}\left(\frac{\beta q}{1-\beta(1-q)}-\log (1-\beta(1-q))\right) \\
& -\frac{\beta^{2} r}{2}(1-q)+\mathrm{E} \log \operatorname{ch}(\beta(z \sqrt{r}+\mu)+h) \tag{10.174}
\end{align*}
$$

where $(q, \mu, r)$ is the unique solution of the replica-symmetric equations (10.3) to (10.5) that satisfies (10.6). The aim of this section is to prove the following.

Theorem 10.8.1. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1) we have

$$
\begin{equation*}
\left|p_{N, M}(\beta, h)-F(\alpha, \beta, h, r, \mu, q)\right| \leq \frac{K}{N} \tag{10.175}
\end{equation*}
$$

where $\alpha=M / N$ and $K$ depends only on $\beta$ and $h$.

Research Problem 10.8.2. Prove that if $\left(\alpha, \beta, h_{0}\right)$ belongs to the admissible region, then (10.175) holds uniformly over $h \leq h_{0}$ (that is, the constant $K$ depends only on $\beta$ and $h_{0}$ ).

This problem is of course closely related to the Research Problem 10.7.2.

Lemma 10.8.3. Thinking of $\alpha, \beta, h, r, \mu, q$ as independent variables, conditions (10.3) to (10.5) are equivalent to $\partial F / \partial \mu=\partial F / \partial r=\partial F / \partial q=0$.

Proof. Writing $Y=\beta(z \sqrt{q}+\mu)+h$ and $D=1-\beta(1-q)$, the relations

$$
\begin{aligned}
& \frac{\partial F}{\partial \mu}=-\beta \mu+\beta \mathrm{Eth} Y \\
& \frac{\partial F}{\partial r}=-\frac{\beta}{2}(1-q)+\frac{\beta^{2}}{2} \mathrm{E} \frac{1}{\operatorname{ch}^{2} Y} \\
& \frac{\partial F}{\partial q}=\frac{\alpha}{2}\left(\frac{\beta}{D}-\frac{\beta^{2} q}{D^{2}}-\frac{\beta}{D}\right)+\frac{\beta^{2}}{2} r=\frac{\beta^{2}}{2}\left(r-\frac{\alpha q}{D^{2}}\right)
\end{aligned}
$$

hold.

As a consequence, considering $F(\alpha, \beta, h, r, \mu, q)$ as a function of $\alpha, \beta$ and $h$, we have

$$
\frac{\partial F}{\partial \alpha}=f(\alpha, \beta, h):=\frac{1}{2}\left(\frac{\beta q}{1-\beta(1-q)}-\log (1-\beta(1-q))\right)
$$

Let us recall that we denote by $\langle\cdot\rangle_{\sim}$ an average for the Hamiltonian $H_{N, M-1}$ of (10.47), so the identity

$$
\begin{equation*}
N\left(p_{N, M}(\beta, h)-p_{N, M-1}(\beta, h)\right)=\mathrm{E} \log \left\langle\exp \frac{N \beta m_{M}^{2}}{2}\right\rangle_{\sim} \tag{10.176}
\end{equation*}
$$

holds. As in the second proof of Theorem 2.4.2 the method of proof consists in computing $p_{N, M}(\beta, h)-p_{N, 0}(\beta, h)$ by summation of the relations (10.176). It is for this purpose that we have always insisted that our constants $K$ do not depend on either $M$ or $N$ (provided $M / N \leq \alpha_{0}$ ) as e.g. in the definition of negligible sets (see Definition 4.2.3 and the discussion afterwards).

So, proceeding as in the second proof of Theorem 2.4.2 it suffices to prove the following.

Proposition 10.8.4. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1) we have

$$
\begin{equation*}
\left|\mathrm{E} \log \left\langle\exp \frac{\beta N m_{M}^{2}}{2}\right\rangle_{\sim}-f(\alpha, \beta, h)\right| \leq \frac{K}{N} \tag{10.177}
\end{equation*}
$$

where $K$ depends on $\beta$ and $h$ only.

The idea is simply to consider the function

$$
\varphi(u)=\mathrm{E} \log \left\langle\exp \frac{u N m_{M}^{2}}{2}\right\rangle_{\sim}
$$

and to show that the quantity

$$
\begin{equation*}
\varphi^{\prime}(u)=\frac{N}{2} \mathrm{E} \frac{\left\langle m_{M}^{2} \exp \frac{u N m_{M}^{2}}{2}\right\rangle_{\sim}}{\left\langle\exp \frac{u N m_{M}^{2}}{2}\right\rangle_{\sim}} \tag{10.178}
\end{equation*}
$$

is nearly equal to

$$
\begin{align*}
\frac{\partial f}{\partial u}(\alpha, u, h) & =\frac{1}{2}\left(\frac{q}{1-u(1-q)}+\frac{u q}{(1-u(1-q))^{2}}+\frac{1-q}{1-u(1-q)}\right) \\
& =\frac{1}{2} \frac{1-u(1-q)^{2}}{(1-(1-q))^{2}} \tag{10.179}
\end{align*}
$$

The formula (10.178) motivates the introduction of the Hamiltonian

$$
\begin{equation*}
-H_{M, N, u}=\frac{\beta N}{2} \sum_{k<M} m_{k}^{2}+\frac{u N}{2} m_{M}^{2}+N h m_{1} \tag{10.180}
\end{equation*}
$$

Indeed, if $\langle\cdot\rangle_{u}$ denotes an average for this Hamiltonian, and $\nu_{u}(f)=\mathrm{E}\langle f\rangle_{u}$, then (10.178) reads

$$
\begin{equation*}
\varphi^{\prime}(u)=\frac{N}{2} \nu_{u}\left(m_{M}^{2}\right) . \tag{10.181}
\end{equation*}
$$

Proposition 10.8.5. If $\left(\alpha_{0}, \beta, h\right)$ belongs to the admissible region and $\alpha \leq$ $\alpha_{0}, 0 \leq u \leq \beta$ we have

$$
\begin{equation*}
\left|N \nu_{u}\left(m_{M}^{2}\right)-\frac{1-u(1-q)^{2}}{(1-u(1-q))^{2}}\right| \leq \frac{K}{N} \tag{10.182}
\end{equation*}
$$

where $K$ depends on $\alpha_{0}, \beta$ and $h$ only.

Of course, since (10.182) means that $\left|\varphi^{\prime}(u)-\partial f / \partial u\right| \leq K / N$, (10.177) follows from (10.182) by integration.

To compute $N \nu_{u}\left(m_{M}^{2}\right)$ we would like to integrate by parts as in Theorem 10.6.1. To control the error terms we need to control the size of $m_{M}$.

Lemma 10.8.6. For any number a the function

$$
\begin{equation*}
u \mapsto \nu_{u}\left(\exp N a m_{M}^{2}\right) \tag{10.183}
\end{equation*}
$$

is non-decreasing.

Consequently Theorem 10.4.1 implies that for $\alpha \leq \alpha_{0}$ and $u \leq 1$

$$
\begin{equation*}
\nu_{u}\left(\exp \frac{N m_{M}^{2}}{K}\right) \leq K \tag{10.184}
\end{equation*}
$$

where $K$ depends only on $h, \beta$ and $\alpha_{0}$.
Proof. Let

$$
\psi(u)=\nu_{u}\left(\exp N a m_{M}^{2}\right)=\mathrm{E} \frac{\left\langle\exp N\left(a+\frac{u}{2}\right) m_{M}^{2}\right\rangle_{\sim}}{\left\langle\exp \frac{N u}{2} m_{M}^{2}\right\rangle_{\sim}}
$$

so

$$
\psi^{\prime}(u)=\frac{N}{2}\left(\nu_{u}\left(m_{M}^{2} \exp N a m_{M}^{2}\right)-\nu_{u}\left(m_{M}\left(\boldsymbol{\sigma}^{2}\right)^{2} \exp N a m_{M}\left(\boldsymbol{\sigma}^{1}\right)^{2}\right)\right) \geq 0
$$

as is seen by expansion of the exponential as a power series and use of Hölder's inequality $\left\langle m_{M}\left(\boldsymbol{\sigma}^{2}\right)^{2} m_{M}\left(\boldsymbol{\sigma}^{1}\right)^{2 k}\right\rangle_{u} \leq\left\langle m_{M}^{2 k+2}\right\rangle_{u}$.

Proposition 10.8.7. We have

$$
\begin{align*}
\nu_{u}\left(\left(R_{1,2}-q\right)^{4}\right) & \leq \frac{K}{N^{2}}  \tag{10.185}\\
\left|\nu_{u}\left(R_{1,2}-q\right)\right| & \leq \frac{K}{N} \tag{10.186}
\end{align*}
$$

Here $q$ is as in (10.3) and as usual $K$ depends on $\left(\beta, h, \alpha_{0}\right)$ only. The proof will be given after that of Proposition 10.8.5.

Proof of Proposition 10.8.5. First, we reproduce the proof of Theorem 10.6.1, replacing $\beta$ by $u$ and $\nu$ by $\nu_{u}$, so that (10.111) and (10.112) hold for $\nu_{u}$ rather than $\nu$ and $u$ rather than $\beta$, and the values

$$
\widehat{r}=\frac{q}{(1-u(1-q))^{2}} ; \hat{\rho}=\frac{1-u(1-q)^{2}}{(1-u(1-q))^{2}}
$$

we may also replace everywhere $n_{M}$ by $m_{M}$ without changing the nature of the error terms. We use (10.111) for $n=1$ and $f=1$. It suffices to prove that $\left|V_{n}\right| \leq K / N$ for $n=1,2$. Looking at the definition (10.109) and (10.110) of $V_{n}$, and using (10.186) it suffices to prove that for any two replicas $\ell_{1}$ and $\ell_{2}$ we have $N\left|\nu_{u}\left(\left(R_{1,2}-q\right) m_{M}^{\ell_{1}} m_{M}^{\ell_{2}}\right)\right| \leq K / N$. To prove this we use (10.111) and (10.112) with $f=R_{1,2}-q$. Using that $\nu_{u}\left(\left(R_{1,2}-q\right)^{2}\right) \leq K / N$ by (10.185) it suffices to prove that

$$
N\left|\nu_{u}\left(\left(R_{1,2}-q\right)\left(R_{\ell, \ell^{\prime}}-q\right) m_{M}^{\ell_{1}} m_{M}^{\ell_{2}}\right)\right| \leq \frac{K}{N}
$$

which is the case because each of the four factors "counts as $N^{-1 / 2}$ ". This follows from (10.184), (10.185) and Hölder's inequality.

Proof of Proposition 10.8.7. We start by explaining how to prove the inequality

$$
\begin{equation*}
\nu_{u}\left(\left(R_{1,2}-q\right)^{2}\right) \leq K / N \tag{10.187}
\end{equation*}
$$

We were not able to deduce this result from the case $u=\beta$. To prove it, it seems necessary to rewrite the entire proof of Theorems 10.7.1 and 10.6.1. It is hardly possible to actually do this here. Completing this project in full detail should be a straightforward, but nonetheless useful exercise for the reader wishing to really understand these arguments. There are many details to be changed, but each of them is trivial. There is no longer symmetry between the values of $k=2, \ldots, M$ but only between the values $k=2, \ldots, M-1$. So, for example, rather than (10.155) we now write

$$
\begin{aligned}
S_{N}=\nu_{u}\left(\left(S_{1,2}-r\right)^{2}\right) & =\nu_{u}\left(\left(\sum_{2 \leq k \leq M} n_{k}^{1} n_{k}^{2}-r\right)\left(S_{1,2}-r\right)\right) \\
& =\nu_{u}\left(\left((M-2) n_{M-1}^{1} n_{M-1}^{2}-r\right)\left(S_{1,2}-r\right)\right) \\
& +\nu_{u}\left(n_{M}^{1} n_{M}^{2}\left(S_{1,2}-r\right)\right) .
\end{aligned}
$$

The last term is $\leq K / N$ by (10.183), and one would like to compute $\nu_{u}\left(n_{M-1}^{1} n_{M-1}^{2} f\right)$ by Theorem 10.6.1, used for $M-1$ rather than $M$. Theorem 10.6.1 will hold with the same proof provided we can control the size of $n_{M-1}$, namely we can prove that $\nu_{u}\left(\exp N m_{M-1}^{2} / K\right) \leq K$. For $u=\beta$ this follows from Theorem 10.4.1. Despite the intuitive feeling that decreasing $u$ can only improve matters, we do not see how to deduce simply the case $u<\beta$ from the case $u=\beta$ (see Problem 10.8.8 below). We can however repeat verbatim the proof of Theorem 10.4.1, provided that the set $\left\{\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right| \geq \rho\right\}$ is negligible for $\nu_{u}$, where $\rho$ is as in (10.58). This fact is deduced from the case $u=\beta$ in Lemma 10.8.9 below.

Research Problem 10.8.8. Is it true that the function

$$
u \mapsto \nu_{u}\left(\exp \left(\frac{N m_{M-1}^{2}}{K}\right)\right)
$$

is increasing?
We now discuss (10.185) and (10.186) (which we have not even yet proved for $u=\beta$ ). In the case of (10.185) we will claim in Section 10.9 that this is done simply by "iterating" the proof of (10.129), an idea that has already been used e.g. in Proposition 1.6.7, and that works similarly here. As for (10.186), it will be proved in the case $u=\beta$ in Section 10.10, as an introduction to central limit theorems, and these arguments are straightforwardly adapted to the case of $\nu_{u}$.

Lemma 10.8.9. There exists a constant $K$ such that for any subset $A$ of $\Sigma_{N}$ and any $u \leq \beta$ we have

$$
\begin{equation*}
\nu_{u}\left(\mathbf{1}_{A}\right) \leq 4 \nu\left(\mathbf{1}_{A}\right)^{1 / K} \tag{10.188}
\end{equation*}
$$

Proof. Let $\varphi(u)=\nu_{u}\left(\mathbf{1}_{A}\right)$ so that

$$
\begin{equation*}
\varphi^{\prime}(u)=\nu_{u}\left(\frac{N m_{M}^{2}}{2} \mathbf{1}_{A}\right)-\nu_{u}\left(\frac{N m_{M}\left(\boldsymbol{\sigma}^{1}\right)^{2}}{2} \mathbf{1}_{A}\left(\boldsymbol{\sigma}^{2}\right)\right) \tag{10.189}
\end{equation*}
$$

Consider a number $\tau>1$ and $\tau^{\prime}$ such that $1 / \tau+1 / \tau^{\prime}=1$. Then use of (10.189) and Hölder's inequality yields

$$
\begin{equation*}
\varphi^{\prime}(u) \geq-\varphi(u)^{1 / \tau^{\prime}} \nu_{u}\left(\left|N m_{M}^{2}\right|^{\tau}\right)^{1 / \tau} \tag{10.190}
\end{equation*}
$$

Combining (10.184) and the fact that $e^{x} \geq(x / \tau)^{\tau}$ implies that $\nu_{u}\left(\left|N m_{M}^{2}\right|^{\tau}\right) \leq$ $(K \tau)^{\tau}$, so (10.190) yields

$$
\varphi^{\prime}(u) \geq-K \tau \varphi(u)^{1 / \tau^{\prime}}=-K \tau \varphi(u)^{1-1 / \tau}
$$

and thus

$$
\frac{1}{\tau} \varphi^{\prime}(u) \varphi(u)^{1 / \tau-1} \geq-K
$$

By integration, for $u_{0} \leq u_{1}$ this gives

$$
\varphi\left(u_{1}\right)^{1 / \tau}-\varphi\left(u_{0}\right)^{1 / \tau} \geq-K\left(u_{1}-u_{0}\right)
$$

i.e.

$$
\begin{equation*}
\varphi\left(u_{0}\right)^{1 / \tau} \leq K\left(u_{1}-u_{0}\right)+\varphi\left(u_{1}\right)^{1 / \tau} . \tag{10.191}
\end{equation*}
$$

Assuming $\varphi\left(u_{1}\right)<1 / 4$, let $\tau>1$ with $\varphi\left(u_{1}\right)=4^{-\tau}$. Then, if $K\left(u_{1}-u_{0}\right) \leq$ $1 / 4$, we obtain

$$
\varphi\left(u_{0}\right)^{1 / \tau} \leq K\left(u_{1}-u_{0}\right)+\varphi\left(u_{1}\right)^{1 / \tau} \leq \frac{1}{4}+\frac{1}{4}=\frac{1}{2}
$$

so that $\varphi\left(u_{0}\right) \leq 2^{-\tau}=\sqrt{\varphi\left(u_{1}\right)}$. In particular taking $u_{0}=\max \left(0, u_{1}-1 / 4 K\right)$ we see that

$$
\varphi\left(\max \left(0, u_{1}-\frac{1}{4 K}\right)\right) \leq \sqrt{\varphi\left(u_{1}\right)}
$$

Iteration of this inequality yields, for any integer $k$,

$$
\varphi\left(\max \left(0, u_{1}-\frac{k}{4 K}\right)\right) \leq\left(\varphi\left(u_{1}\right)\right)^{2^{-k}}
$$

If $\varphi(1) \geq 1 / 4$ then (10.188) holds. If $\varphi(1)<1 / 4$ we take $u_{1}=1$ and for $k$ the smallest integer for which $k \geq 4 K$ to prove the result.

Research Problem 10.8.10. Find a shorter proof of Proposition 10.8.4.

### 10.9 Higher Moments, the TAP Equations

Theorem 10.7.1 generalizes to higher moments.

Theorem 10.9.1. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1), and the constant $L_{0}$ that defines this region has been chosen large enough, then for each $p$ we have

$$
\begin{align*}
\nu\left(\left(R_{1,2}-q\right)^{2 p}\right) & \leq\left(\frac{K p}{N}\right)^{p}  \tag{10.192}\\
\nu\left(\left(m_{1}-\mu\right)^{2 p}\right) & \leq\left(\frac{K p}{N}\right)^{p}  \tag{10.193}\\
\nu\left(\left(S_{1,2}-r\right)^{2 p}\right) & \leq\left(\frac{K p}{N}\right)^{p}  \tag{10.194}\\
\nu\left(\left(S_{1,1}-\rho\right)^{2 p}\right) & \leq\left(\frac{K p}{N}\right)^{p} \tag{10.195}
\end{align*}
$$

where $K$ depends only on $b, h$ and $p$.

We have explained twice (in Proposition 1.6.7 and Theorem 2.5.1) how to control higher moments in the same manner as one controls second moments. The reader who has been energetic enough to follow the proof of Theorem 10.7.1 shall produce by herself a similar proof of Theorem 10.9.1. Other readers, of course, would hardly even glance at the argument. Therefore the best option seems to leave that proof to the reader.

We recall that $\langle\cdot\rangle_{-}$denotes an average for the Hamiltonian (10.67), and that $\eta_{k}=\eta_{N, k}$.

Proposition 10.9.2. Under the conditions of Theorem 10.9.1, for each p there is a number $K$ independent of $N$ such that

$$
\begin{equation*}
\mathrm{E}\left(\left\langle\sigma_{N}\right\rangle-\operatorname{th}\left(\beta \sum_{2 \leq k \leq M} \eta_{k}\left\langle n_{k}\right\rangle_{-}+\beta \mu+h\right)\right)^{2 p} \leq \frac{K}{N^{p}} \tag{10.196}
\end{equation*}
$$

Research Problem 10.9.3. (Level 2) Under the conditions of Theorem (10.9.1), given an integer $n$, prove that there exist independent standard normal r.v.s $\left(z_{i}\right)_{i \leq n}$ such that

$$
\begin{equation*}
\forall i \leq n, \quad \mathrm{E}\left(\left\langle\sigma_{i}\right\rangle-\operatorname{th}\left(\beta\left(z_{i} \sqrt{r}+\mu\right)+h\right)\right)^{2} \leq \frac{K}{N} \tag{10.197}
\end{equation*}
$$

where $K$ is independent of $N$.

Most likely, given any integer $p$ one can even require

$$
\begin{equation*}
\forall i \leq n, \quad \mathrm{E}\left(\left\langle\sigma_{i}\right\rangle-\operatorname{th}\left(\beta\left(z_{i} \sqrt{r}+\mu\right)+h\right)\right)^{2 p} \leq \frac{K}{N^{p}} \tag{10.198}
\end{equation*}
$$

Of course one expects Proposition 10.9.2 to be the starting point of a solution to Problem 10.9.3, but even when $n=1$, replacing the nearly Gaussian r.v. $\sum_{2 \leq k \leq M} \eta_{k}\left\langle n_{k}\right\rangle_{-}$by an actual Gaussian r.v. while preserving the rate $K / N$ is not obvious. The following weaker statement is easier.

Exercise 10.9.4. Consider a point $\left(\alpha_{0}, \beta, h\right)$ in the admissible region (10.1). Prove that given $n$, the joint law of $\left(\left\langle\sigma_{1}\right\rangle, \ldots,\left\langle\sigma_{n}\right\rangle\right)$ converges as $N \rightarrow \infty$ and $M / N \rightarrow \alpha_{0}$ to the joint law of the sequence $\left(\operatorname{th}\left(\beta\left(z_{i} \sqrt{r}+\mu\right)+h\right)\right)_{i \leq n}$, where ( $q, r, \mu$ ) is the solution of the replica-symmetric equations when the parameter $\alpha$ there is equal to $\alpha_{0}$.

Our next result complements (10.196) by the T.A.P. equations. We use the notation $\xi_{i, j}=N^{-1} \sum_{2 \leq k \leq M} \eta_{i, k} \eta_{j, k}$.

Theorem 10.9.5. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1) then for each $p$ there is a constant $K$ depending only on $\beta, h$ and $p$ such that

$$
\mathrm{E}\left(\left\langle\sigma_{N}\right\rangle-\operatorname{th}\left(\beta \sum_{i \leq N-1} \xi_{i, N}\left\langle\sigma_{i}\right\rangle-\beta(\rho-q)\left\langle\sigma_{N}\right\rangle+\beta \mu+h\right)\right)^{2 p} \leq \frac{K}{N^{p}}
$$

As in Chapter 1 this implies that the equations

$$
\left\langle\sigma_{i}\right\rangle \simeq \operatorname{th}\left(\beta \sum_{j \neq i} \xi_{j, i}\left\langle\sigma_{j}\right\rangle-\beta(\rho-q)\left\langle\sigma_{i}\right\rangle+\beta \mu+h\right)
$$

are simultaneously nearly satisfied. (In physics, the exact equations are called the T.A.P. equations.)

As in Section 1.7 both Proposition 10.9.2 and Theorem 10.9.5 are consequences of a general principle, which is the main result of this section, and to which we turn now.

As usual we assume that ( $\alpha, \beta, h$ ) belongs to the admissible region (10.1) and that the constant $L_{0}$ defining (10.1) has been chosen large enough.

Theorem 10.9.6. Consider a function $U$, that is infinitely differentiable. Assume that for each integer $\ell$ there is a constant $C\left(=C_{\ell}\right)$ such that

$$
\begin{equation*}
\left|U^{(\ell)}(x)\right| \leq C \exp C|x| \tag{10.199}
\end{equation*}
$$

Consider independent Bernoulli r.v.s $\left(\zeta_{k}\right)_{k \leq M}$ and a standard Gaussian r.v. $\xi$ which are all independent of the randomness of $H_{N, M}$. Then, using the notation $\dot{m}_{k}=m_{k}-\left\langle m_{k}\right\rangle$, we have for each $p$,

$$
\begin{equation*}
\mathrm{E}\left(\left\langle U\left(\sum_{2 \leq k \leq M} \zeta_{k} \dot{m}_{k}\right)\right\rangle-\mathrm{E}_{\xi} U(\xi \sqrt{\rho-q})\right)^{2 p} \leq \frac{K}{N^{p}} \tag{10.200}
\end{equation*}
$$

where $q$ is as in (10.3), $\rho$ as in (10.98) and $K$ does not depend on $N$.
In the application of Theorem 10.9.6 just below one needs a little more than just the fact that $K$ does not depend on $N$. One needs $K$ to stay bounded when the parameters $(\alpha, \beta, h)$ stay inside a compact set entirely contained in the admissible region (10.1) and when $U$ might depend on $N$, but with a fixed constant $C$ in (10.199); this is shown by the same arguments.

Before we get into the main argument, let us establish a simple technical fact.

Lemma 10.9.7. Consider numbers a and $C>0$ independent of $N$. Consider also a standard Gaussian r.v. $\xi$ independent of all the other randomnesses, and let $Y=\sum_{2 \leq k \leq M} \zeta_{k} m_{k}+a \xi$. Then we have

$$
\begin{equation*}
\mathrm{E}\langle\exp C| Y\rangle \leq K \tag{10.201}
\end{equation*}
$$

The same relation holds if one replaces $m_{k}$ by $\dot{m}_{k}$ in the definition of $Y$.

Proof. We observe that for any numbers $b, a_{k}$, and since $\exp |x| \leq \exp x+$ $\exp (-x)$ and $\log \operatorname{ch} x \leq x^{2} / 2$ we have

$$
\begin{aligned}
\mathrm{E} \exp \left|b+\sum_{k} a_{k} \zeta_{k}\right| & \leq \mathrm{E} \exp \left(b+\sum_{k} a_{k} \zeta_{k}\right)+\mathrm{E} \exp \left(-b-\sum_{k} a_{k} \zeta_{k}\right) \\
& =2 \operatorname{ch} b \exp \sum_{k} \log \operatorname{ch} a_{k} \leq 2 \operatorname{ch} b \exp \sum_{k} \frac{a_{k}^{2}}{2}
\end{aligned}
$$

Using this for $b=c \xi$, and taking expectation also in $\xi$ we get

$$
\begin{equation*}
\mathrm{E} \exp \left|c \xi+\sum_{k} a_{k} \zeta_{k}\right| \leq 2 \exp \left(\frac{c^{2}}{2}+\sum_{k} \frac{a_{k}^{2}}{2}\right) \tag{10.202}
\end{equation*}
$$

Therefore if $\mathrm{E}_{0}$ denotes expectation in the r.v.s $\zeta_{k}$ and $\xi$ only, and since these r.v.s are independent of the randomness of the bracket, we then have

$$
\left.\mathrm{E}\langle\exp C| Y\left\rangle=\mathrm{E}\left\langle\mathrm{E}_{0} \exp C\right| Y\right|\right\rangle \leq K \mathrm{E}\left\langle\exp \left(\frac{C^{2}}{2} \sum_{2 \leq k \leq M} m_{k}^{2}\right)\right\rangle
$$

Let $T=\sup _{\boldsymbol{\sigma}} \sum_{2 \leq k \leq M} m_{k}^{2}$. It then suffices to prove that given a number $C$ independent of $N$ we have $\mathrm{E} \exp C T \leq K$, which is proved in Corollary 4.5.8. When we replace $m_{k}$ by $\dot{m}_{k}$ the argument is identical.

Proof of Proposition 10.9.2. The idea is to apply (10.200) to the ( $N-1$ )spin system with Hamiltonian (10.66). Writing this Hamiltonian as

$$
\begin{aligned}
-H_{N-1, M}(\boldsymbol{\rho}) & =\frac{N-1}{2}\left(\frac{\beta(N-1)}{N}\right) \sum_{1 \leq k \leq M}\left(\sum_{i \leq N-1} \frac{\eta_{i, k} \sigma_{i}}{N-1}\right)^{2} \\
& +(N-1) h\left(\frac{1}{N-1} \sum_{i \leq N-1} \eta_{i, 1} \sigma_{i}\right)
\end{aligned}
$$

shows that this is the Hamiltonian of an $(N-1)$-spin Hopfield model where $\beta$ has been changed in $\beta_{-}=\beta(N-1) / N$ and $\alpha$ in $\alpha_{-}=\alpha N /(N-1)$. Let us denote by $\left(q_{-}, \rho_{-}, \mu_{-}\right)$the values of $(q, \rho, \mu)$ after this change of parameters. We leave it to the reader to check that

$$
\begin{equation*}
\left|q-q_{-}\right| \leq \frac{K}{N}, \quad\left|\rho-\rho_{-}\right| \leq \frac{K}{N}, \quad\left|\mu-\mu_{-}\right| \leq \frac{K}{N} \tag{10.203}
\end{equation*}
$$

We shall now use (10.200) for the ( $N-1$ )-spin system with parameters $\alpha_{-}$ and $\beta_{-}$, and for $\zeta_{k}=\eta_{N, k}$. The quantity that corresponds to $m_{k}$ for this system is $N /(N-1) n_{k}$, which motivates the use of the function

$$
U(x)=\exp \left(\varepsilon \beta x \frac{N-1}{N}\right)
$$

Setting

$$
A=\left\langle\exp \varepsilon \beta \sum_{2 \leq k \leq M} \zeta_{k} \dot{n}_{k}\right\rangle_{-}-\exp \left(\frac{\beta^{2}}{2}\left(\rho_{-}-q_{-}\right)\right)
$$

we then obtain from (10.200) that

$$
\mathrm{E} A^{2 p} \leq \frac{K}{N^{p}}
$$

Let us define

$$
B=\exp \varepsilon\left(\beta \sum_{2 \leq k \leq M} \zeta_{k}\left\langle n_{k}\right\rangle_{-}+\beta \mu+h\right)
$$

so that using Lemma 10.9 .7 for the $(N-1)$ spin system we have $\mathrm{E} B^{4 p} \leq K$ and therefore

$$
\mathrm{E}(A B)^{2 p} \leq\left(\mathrm{E} A^{4 p} \mathrm{E} B^{4 p}\right)^{1 / 2} \leq \frac{K}{N^{p}}
$$

i.e.

$$
\begin{align*}
& \mathrm{E}\left(\left\langle\exp \varepsilon\left(\beta \sum_{2 \leq k \leq M} \zeta_{k} n_{k}+\beta \mu+h\right)\right\rangle_{-}\right.  \tag{10.204}\\
- & \left.\exp \frac{\beta^{2}}{2}\left(\rho_{-}-q_{-}\right) \exp \varepsilon\left(\beta \sum_{2 \leq k \leq M} \zeta_{k}\left\langle n_{k}\right\rangle_{-}+\beta \mu+h\right)\right)^{2 p} \leq \frac{K}{N^{p}} .
\end{align*}
$$

From (10.67) we have

$$
\left\langle\sigma_{N}\right\rangle=\frac{\langle\operatorname{Av} \varepsilon \mathcal{E}\rangle_{-}}{\langle\operatorname{AvE}\rangle_{-}},
$$

where $\mathcal{E}=\exp \varepsilon\left(\beta \sum_{1 \leq k \leq M} \zeta_{k} n_{k}+h\right)$. Recalling that $\zeta_{1}=\eta_{N, 1}=1$, only trivial bounds are required to prove from (10.193) that "we may replace $\zeta_{1} n_{1}=n_{1}$ by $\mu$ " to get
where

$$
\mathcal{E}^{\prime}=\exp \varepsilon\left(\beta \sum_{2 \leq k \leq M} \zeta_{k} n_{k}+\beta \mu+h\right)
$$

Use of (10.204) and of Lemma 1.7.14 concludes the proof of Proposition 10.9.2.

Exercise 10.9.8. Complete the proof of Theorem 10.9.5.

Hint: Proceed as in (1.208) to show that

$$
\mathrm{E}\left(\sum_{2 \leq k \leq M} \zeta_{k}\left\langle n_{k}\right\rangle-(\rho-q)\left\langle\sigma_{N}\right\rangle-\sum_{2 \leq k \leq M} \zeta_{k}\left\langle n_{k}\right\rangle_{-}\right)^{2 p} \leq \frac{K}{N^{p}}
$$

Combine with (10.196) to obtain that

$$
\mathrm{E}\left(\left\langle\sigma_{N}\right\rangle-\operatorname{th}\left(\beta \sum_{2 \leq k \leq M} \zeta_{k}\left\langle n_{k}\right\rangle-\beta(\rho-q)\left\langle\sigma_{N}\right\rangle+\beta \mu+h\right)\right)^{2 p} \leq \frac{K}{N^{p}}
$$

and substitute the value $n_{k}=N^{-1} \sum_{1 \leq i<N} \eta_{i, k} \sigma_{i}$.
We turn to the proof of Theorem 10.9.6, which occupies the remainder of this section. The proof is an elaboration on the proof of Theorem 1.7.11. The main difficulty is that we have to be more sophisticated about approximate integration by parts. In the remainder of this section $a$ and $b$ denote integers.

Lemma 10.9.9. There exist numbers $\left(c_{a}\right)_{a \geq 1}$ and polynomials $\left(P_{a}(x)\right)_{a \geq 1}$ such that for any infinitely differentiable function $v$ and any integer $n$,

$$
\begin{align*}
v(1)-v(-1) & =\sum_{1 \leq a \leq n} c_{a}\left(v^{(2 a-1)}(1)+v^{(2 a-1)}(-1)\right) \\
& +\int_{-1}^{1} P_{n}(x) v^{(2 n+1)}(x) \mathrm{d} x \tag{10.205}
\end{align*}
$$

Proof. We have proved this formula in (4.197) for $n=1, c_{1}=1, P_{1}(x)=$ $\left(x^{2}-1\right) / 2$. The general case follows by induction over $n$. To perform the induction, together with (10.205), we assume that $P_{n}(x)=P_{n}(-x)$. We find a polynomial $Q_{n}(x)$ such that $Q_{n}^{\prime}(x)=P_{n}(x)$ and $Q_{n}(0)=0$, so that $Q_{n}(x)=$ $-Q_{n}(-x)$, and by integration by parts

$$
\begin{aligned}
\int_{-1}^{1} P_{n}(x) v^{(2 n+1)}(x) \mathrm{d} x & =Q_{n}(1)\left(v^{(2 n+1)}(1)+v^{(2 n+1)}(-1)\right) \\
& -\int_{-1}^{1} Q_{n}(x) v^{(2 n+2)}(x) \mathrm{d} x
\end{aligned}
$$

We set $c_{n+1}=Q_{n}(1)$. Next, we consider a polynomial $P_{n+1}(x)$ such that $P_{n+1}^{\prime}(x)=Q_{n}(x)$, so that $P_{n+1}(x)=P_{n+1}(-x)$. we may and do assume that $P_{n+1}(1)=P_{n+1}(-1)=0$. Integration by parts yields

$$
\int_{-1}^{1} Q_{n}(x) v^{(2 n+2)}(x) \mathrm{d} x=-\int_{-1}^{1} P_{n+1}(x) v^{(2 n+3)}(x) \mathrm{d} x .
$$

This completes the induction.

Consider the function $V(x)=U(x)-\mathrm{E}_{\xi} U(\xi \sqrt{\rho-q})$ so that

$$
\begin{equation*}
\mathrm{E}_{\xi} V(\xi \sqrt{\rho-q})=0 \tag{10.206}
\end{equation*}
$$

Using replicas, the left-hand side of (10.200) is

$$
\mathrm{E}\left\langle\prod_{\ell \leq 2 p} V\left(\sum_{2 \leq k \leq M} \zeta_{k} \dot{m}_{k}^{\ell}\right)\right\rangle
$$

We define the function $F$ by setting $F(\mathbf{x})=\prod_{\ell \leq 2 p} V\left(x_{\ell}\right)$ for $\mathbf{x}=\left(x_{\ell}\right)_{\ell \leq 2 p}$. Let us consider i.i.d. standard Gaussian r.v.s $\left(\xi^{\ell}\right)_{\ell \leq 2 p}$ and let us define $\mathbf{X}_{t}=$ $\left(X_{\ell}\right)_{\ell \leq 2 p}$ for

$$
\begin{equation*}
X_{\ell}=\sqrt{t} \sum_{2 \leq k \leq M} \zeta_{k} \dot{m}_{k}^{\ell}+\sqrt{1-t} \xi^{\ell} \sqrt{\rho-q} \tag{10.207}
\end{equation*}
$$

We define

$$
\varphi(t)=\mathrm{E}\left\langle F\left(\mathbf{X}_{t}\right)\right\rangle
$$

so that (10.200) means that $|\varphi(1)| \leq K N^{-p}$. To prove this we will show that

$$
\forall n \leq 2 p, \quad\left|\varphi^{(n)}(0)\right| \leq \frac{K}{N^{p}} ; \quad \forall t, 0 \leq t \leq 1, \quad\left|\varphi^{(2 p)}(t)\right| \leq \frac{K}{N^{p}}
$$

Of course, the first task is to understand the structure of these derivatives. Given numbers $\ell(1), \ldots, \ell(b) \leq 2 p$ we define $T(\ell(1), \ldots, \ell(b))$ as follows: If $b=2$ and $\ell(1)=\ell(2)$ we define

$$
T(\ell(1), \ell(2))=\sum_{2 \leq k \leq M}\left(\dot{m}_{k}^{\ell(1)}\right)^{2}-(\rho-q)
$$

If $b=2$ and $\ell(1) \neq \ell(2)$ we define

$$
T(\ell(1), \ell(2))=\sum_{2 \leq k \leq M} \dot{m}_{k}^{\ell(1)} \dot{m}_{k}^{\ell(2)}
$$

If $b>2$ we define

$$
T(\ell(1), \ldots, \ell(b))=\sum_{2 \leq k \leq M} \prod_{a \leq b} \dot{m}_{k}^{\ell(a)}
$$

An important fact is that "a factor $T(\ell(1), \ldots, \ell(b))$ counts as $N^{-1 / 2}$ for $b=2$ and as $N^{-(b-2) / 2}$ for $b \geq 3$ ". More precisely, we have the following.

Lemma 10.9.10. For any $n$ it holds

$$
\begin{align*}
\mathrm{E}\left\langle T(\ell(1), \ell(2))^{2 n}\right\rangle & \leq \frac{K}{N^{n}}  \tag{10.208}\\
\mathrm{E}\left\langle T(\ell(1), \ell(2), \ldots, \ell(b))^{2 n}\right\rangle & \leq \frac{K}{N^{n(b-2)+1}} . \tag{10.209}
\end{align*}
$$

Proof. To prove (10.208) we will use (10.194), (10.195) and Jensen's inequality as in the proof of (1.200) but the complete details are tedious. First, let us define

$$
S_{\ell, \ell^{\prime}}^{\prime}=\sum_{2 \leq k \leq M} m_{k}^{\ell} m_{k}^{\ell^{\prime}}
$$

We show that

$$
\begin{equation*}
\nu\left(\left(S_{1,2}^{\prime}-r\right)^{2 n}\right) \leq \frac{K}{N^{n}} \tag{10.210}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu\left(\left(S_{1,1}^{\prime}-\rho\right)^{2 n}\right) \leq \frac{K}{N^{n}} \tag{10.211}
\end{equation*}
$$

To prove (10.211) we use that $m_{k}=n_{k}+\eta_{N, k} \sigma_{N} / N$ to get

$$
S_{1,1}^{\prime}=S_{1,1}+\mathrm{I}+\mathrm{II}
$$

where

$$
\begin{gathered}
\mathrm{I}=\frac{2}{N} \sigma_{N} \sum_{2 \leq k \leq M} \eta_{N, k} n_{k}, \\
\mathrm{II}=\frac{M-1}{N^{2}} .
\end{gathered}
$$

We simply use

$$
|\mathrm{I}| \leq \frac{2 \sqrt{M-1}}{N} \sqrt{\sum_{2 \leq k \leq M}\left(n_{k}\right)^{2}}
$$

and Lemma 4.5.7 to obtain

$$
\mathrm{E} \nu\left(\mathrm{I}^{2 n}\right) \leq \frac{K}{N^{n}}
$$

Of course the control of the term II is trivial, and this completes the proof of (10.211). The proof of (10.210) is entirely similar. Let us now prove (10.208) in the case $\ell(1) \neq \ell(2)$, and without loss of generality we assume $\ell(1)=1$ and $\ell(2)=2$. Then we have, using Jensen's inequal

$$
\begin{aligned}
& \left\langle\left(\sum_{2 \leq k \leq M} \dot{m}_{k}^{1} \dot{m}_{k}^{2}\right)^{2 n}\right\rangle \\
= & \left\langle\left(\sum_{2 \leq k \leq M}\left(m_{k}^{1} m_{k}^{2}-m_{k}^{1}\left\langle m_{k}\right\rangle-m_{k}^{2}\left\langle m_{k}\right\rangle-\left\langle m_{k}\right\rangle^{2}\right)\right)^{2 n}\right\rangle \\
\leq & \left\langle\left(S_{1,2}^{\prime}-S_{1,3}^{\prime}-S_{2,4}^{\prime}+S_{3,4}^{\prime}\right)^{2 n}\right\rangle,
\end{aligned}
$$

and the conclusion follows from (10.210). Next, let us prove (10.208) in the case $\ell(1)=\ell(2)=1$. Then we write

$$
T_{1,1}=\sum_{2 \leq k \leq M}\left(\dot{m}_{k}\right)^{2}-(\rho-r)=S_{1,1}^{\prime}-\rho+\mathrm{III}+\mathrm{IV},
$$

where

$$
\mathrm{III}=-2\left(\sum_{2 \leq k \leq M} m_{k}\left\langle m_{k}\right\rangle-r\right),
$$

and

$$
\mathrm{IV}=\sum_{2 \leq k \leq M}\left(\left\langle m_{k}\right\rangle^{2}-r\right) .
$$

As before (10.210) and Jensen's inequality imply that $\mathrm{E}\left\langle\mathrm{III}^{2 n}\right\rangle \leq K / N^{n}$ and similarly for the term IV.

To prove (10.209) we use Theorem 10.4.1 to deduce from Hölder's inequality that for $k \geq 2$,

$$
\mathrm{E}\left\langle\left(\prod_{a \leq b} \dot{m}_{k}^{\ell(a)}\right)^{2 n}\right\rangle \leq \frac{K}{N^{b n}},
$$

where $K$ does not depend on $k$. We then use the inequality $\left(\sum_{2 \leq k \leq M} x_{k}\right)^{2 n} \leq$ $M^{2 n-1} \sum_{2 \leq k \leq M} x_{k}^{2 n}$ to obtain (10.209).

Corollary 10.9.11. If $b$ is even, for every $n$ we have

$$
\begin{equation*}
\mathrm{E}\left\langle T(\ell(1), \ldots, \ell(b))^{2 n}\right\rangle \leq \frac{K}{N^{n b / 2}} \tag{10.212}
\end{equation*}
$$

Proof. For $b=2$ this is (10.208) and for $b \geq 4$, this follows from (10.209) since $b-2 \geq b / 2$.

Given a sequence $\mathbf{s}=\left(s_{\ell}\right)_{\ell \leq 2 p}$, we denote by $F^{(\mathbf{s})}$ the corresponding partial derivative of $F$.

Proposition 10.9.12. For $n \leq 2 p$, the derivative $\varphi^{(n)}(t)$ is a sum of "main terms" and of a "remainder" $\mathcal{R}_{n}(t)$ with the following properties:

$$
\begin{equation*}
\forall \ell ; 0 \leq \ell \leq 2 p-n, \quad\left|\mathcal{R}_{n}^{(\ell)}(t)\right| \leq \frac{K}{N^{p}}, \tag{10.213}
\end{equation*}
$$

where $K$ is independent of $N$. Each main term is of the type

$$
\begin{equation*}
c t^{d} \mathrm{E}\left\langle T\left(\ell_{1}(1), \ldots, \ell_{1}\left(b_{1}\right)\right) \cdots T\left(\ell_{m}(1), \ldots, \ell_{m}\left(b_{m}\right)\right) F^{(\mathbf{s})}\left(\mathbf{X}_{t}\right)\right\rangle \tag{10.214}
\end{equation*}
$$

where $c$ is a number, $m \leq n, b_{1}, \ldots, b_{m}$ are even integers, and

$$
\begin{equation*}
d:=\frac{b_{1}+\cdots+b_{m}}{2}-n \geq 0 \tag{10.215}
\end{equation*}
$$

Moreover the sequence $\mathbf{s}=\left(s_{\ell}\right)_{\ell \leq 2 n}$ is obtained as follows. For each $\ell \leq 2 p$, $s_{\ell}$ counts the number of times the index $\ell$ occurs in the list of $b_{1}+b_{2}+\cdots+b_{m}$ integers:

$$
\begin{equation*}
\ell_{1}(1), \ldots, \ell_{1}\left(b_{1}\right), \ldots, \ell_{m}(1), \ldots, \ell_{m}\left(b_{m}\right) \tag{10.216}
\end{equation*}
$$

Of course, the number of main terms is independent of $N$.
Lemma 10.9.13. For each $\mathbf{s}$ there is a number $K$ such that for each $t$ we have $\mathrm{E}\left\langle\left(F^{(\mathbf{s})}\left(\mathbf{X}_{t}\right)\right)^{2}\right\rangle \leq K$.

Proof. We recall that $F(\mathbf{x})=\prod_{l \leq 2 p} V\left(x_{\ell}\right)$, so using Hölder's inequality it suffices to prove that for each $\ell$ and $p$ there exists a number $K$ independent of $N$ and $t$ such that $\left.\left.\mathrm{E}\langle | U^{(\ell)}(X)\right|^{p}\right\rangle \leq K$. Using (10.199) it suffices to show that for each number $C^{\prime}$ we have $\mathrm{E}\left\langle\exp C^{\prime}\right| X\rangle<K$ where $X=\sqrt{t} \sum_{2 \leq k \leq M} \zeta_{k} \dot{m}_{k}+\sqrt{1-t} \xi \sqrt{\rho-q}$. That this is the case was proved in Lemma 10.9.7 (the proof of which shows that $K$ does not depend on $t$ ).
Proof of Theorem 10.9.6. First we prove that $\sup _{t}\left|\varphi^{(2 p)}(t)\right| \leq K N^{-p}$. For this we use Proposition 10.9.12 for $n=2 p$, so that $\left|\mathcal{R}_{n}(t)\right| \leq K / N^{p}$ by (10.213). To control the main term (10.214) we use Hölder's inequality and that $m \leq n$ to get

$$
\begin{aligned}
& \left|\mathrm{E}\left\langle T\left(\ell_{1}(1), \ldots, \ell_{1}\left(b_{1}\right)\right) \cdots T\left(\ell_{m}(1), \ldots, \ell_{m}\left(b_{m}\right)\right) F^{(\mathbf{s})}\left(\mathbf{X}_{t}\right)\right\rangle\right| \\
\leq & \mathrm{E}\left\langle T\left(\ell_{1}(1), \ldots, \ell_{1}\left(b_{1}\right)\right)^{2 n}\right\rangle^{1 / 2 n} \cdots \mathrm{E}\left\langle T\left(\ell_{m}(1), \ldots, \ell_{m}\left(b_{m}\right)\right)^{2 n}\right\rangle^{1 / 2 n} \\
& \times \mathrm{E}\left\langle F^{(\mathbf{s})}\left(\mathbf{X}_{t}\right)^{2}\right\rangle^{1 / 2}
\end{aligned}
$$

The last term is $\leq K$ by Lemma 10.9.13. Corollary 10.9.11 implies that for $r \leq m$

$$
\mathrm{E}\left\langle T\left(\ell_{r}(1), \ldots, \ell_{r}\left(b_{r}\right)\right)^{2 n}\right\rangle^{1 / 2 n} \leq \frac{K}{N^{b_{r} / 4}}
$$

Now (10.215) yields

$$
\begin{equation*}
b_{1}+\cdots+b_{m} \geq 2 n=4 p \tag{10.217}
\end{equation*}
$$

and this proves that $\sup _{t}\left|\varphi^{(2 p)}(t)\right| \leq K N^{-p}$.
Now we prove that $\left|\varphi^{(n)}(0)\right| \leq K N^{-p}$ for $n \leq 2 p$. Using (10.213), it suffices to prove that if for $t=0$ a term (10.214) is not 0 , then it is $\leq K N^{-p}$. So, let us assume that the term (10.214) is not zero for $t=0$. Denoting by $\mathrm{E}_{0}$ expectation in $\xi^{1}, \ldots, \xi^{2 p}$ only, then, for $t=0$ this term is

$$
\begin{equation*}
c \mathrm{E}\left\langle T\left(\ell_{1}(1), \ldots, \ell_{1}\left(b_{1}\right)\right) \cdots T\left(\ell_{m}(1), \ldots, \ell_{m}\left(b_{m}\right)\right)\right\rangle \mathrm{E}_{0} F^{(\mathbf{s})}\left(\mathbf{X}_{0}\right) \tag{10.218}
\end{equation*}
$$

Thus for each $\ell \leq 2 n$ we have $s_{\ell} \geq 1$, for otherwise, by (10.206) and since $\mathbf{X}_{0}=\left(\xi^{\ell} \sqrt{\rho-q}\right)_{\ell \leq 2 p}$ we have $\mathrm{E}_{0} F^{(\mathbf{s})}\left(\mathbf{X}_{0}\right)=0$. But then we must have $s_{\ell} \geq 2$ for each $\ell \leq 2 n$. This is because if $\ell$ occurs exactly once in the list (10.216), taking average on the $\ell^{\text {th }}$-replica shows that the bracket in (10.218) is zero. Therefore the list (10.216) has at least $4 p$ elements, i.e. (10.217) holds and we conclude by Corollary 10.9.11 as before.

We turn to the proof of Proposition 10.9.12. The basic idea is to compute recursively $\varphi^{(n)}(t)$, integrating by parts in the r.v.s $\xi^{\ell}$ and using (10.205) as "approximate integration by parts" in the r.v.s $\zeta_{k}$. It is this recursion which
necessitates condition (10.213). First we consider the case $n=1$ and we detail the computation of $\varphi^{\prime}(t)$. This quantity is a sum of $2 p$ terms of the type

$$
\begin{equation*}
\mathrm{E}\left\langle\left(\frac{1}{2 \sqrt{t}} \sum_{2 \leq k \leq M} \zeta_{k} \dot{m}_{k}^{\ell}-\frac{1}{2 \sqrt{1-t}} \xi^{\ell} \sqrt{\rho-q}\right) F^{(\mathbf{s})}\left(\mathbf{X}_{t}\right)\right\rangle \tag{10.219}
\end{equation*}
$$

where $\mathbf{s}=\left(s_{\ell}\right)$ is such that $s_{\ell^{\prime}}=0$ if $\ell \neq \ell^{\prime}$ and $s_{\ell}=1$. For each $k$, we consider the term

$$
\begin{equation*}
\frac{1}{2 \sqrt{t}} \mathrm{E} \zeta_{k}\left\langle\dot{m}_{k}^{\ell} F^{(\mathbf{s})}\left(\mathbf{X}_{t}\right)\right\rangle \tag{10.220}
\end{equation*}
$$

for which we are going to perform approximate integration by parts in the random sign $\zeta_{k}$. Given $t$ and $k$, let us use the notation $\mathbf{X}_{t, x}$ to mean the quantity obtained by replacing in each component $X_{\ell}$ of $\mathbf{X}_{t}$ every occurrence of $\zeta_{k}$ by $x$. There is one such occurrence in each term $X_{\ell}$ of (10.207), and this occurrence is $\zeta_{k} \sqrt{t} \dot{m}_{k}^{\ell}$. Let us define the function $v_{k}(x)=\left\langle\dot{m}_{k}^{\ell} F^{(\mathbf{s})}\left(\mathbf{X}_{t, x}\right)\right\rangle$, so we may rewrite (10.220) as

$$
\begin{equation*}
\frac{1}{2 \sqrt{t}} \mathrm{E} \zeta_{k} v_{k}\left(\zeta_{k}\right) \tag{10.221}
\end{equation*}
$$

To estimate this quantity, we think of (10.205) as

$$
\begin{equation*}
\mathrm{E} \zeta v(\zeta)=\sum_{1 \leq a \leq 2 p} c_{a} \mathrm{E} v^{(2 a-1)}(\zeta)+\frac{1}{2} \int_{-1}^{1} P_{2 p}(x) v^{(4 p+1)}(x) \mathrm{d} x \tag{10.222}
\end{equation*}
$$

The main terms in Proposition 10.9.12 will be produced by the terms in the summation of (10.222), while the remainder term of this proposition will be produced by the integral term.

Keeping in mind that the occurrence of $\zeta_{k}$ in $X_{\ell}$ has a factor $\sqrt{t} \dot{m}_{k}^{\ell}$ we see that $\mathrm{E} v_{k}^{(2 a-1)}(\zeta)$ is a sum of terms of the type

$$
t^{a-1 / 2} \mathrm{E}\left\langle\dot{m}_{k}^{\ell} \dot{m}_{k}^{\ell(1)} \cdots \dot{m}_{k}^{\ell(2 a-1)} F^{\left(\mathbf{s}^{\prime}\right)}\left(\mathbf{X}_{t}\right)\right\rangle
$$

where $\mathbf{s}^{\prime}=\left(s_{\ell^{\prime}}\right)_{\ell^{\prime} \leq 2 p}$ and $s_{\ell^{\prime}}$ counts the number of occurrences of $\ell^{\prime}$ in the list $\ell, \ell(1), \ldots, \ell(2 a-1)$. Thus $t^{-1 / 2} \mathrm{E} v_{k}^{(2 a-1)}(\zeta)$ is a sum of terms of the type

$$
\begin{equation*}
t^{a-1} \mathbf{E}\left\langle\dot{m}_{k}^{\ell} \dot{m}_{k}^{\ell(1)} \cdots \dot{m}_{k}^{\ell(2 a-1)} F^{\left(\mathbf{s}^{\prime}\right)}\left(\mathbf{X}_{t}\right)\right\rangle \tag{10.223}
\end{equation*}
$$

When $a \geq 2$ we gather the corresponding terms over $k$ to obtain a term as in (10.214), with $m=1, b_{1}=2 a$ and $d=a-1=b_{1} / 2-1$.

When $a=1$ the terms we obtain when computing $c_{1} \mathrm{E} v^{(2 a-1)} \zeta=\mathrm{E} v^{\prime}(\zeta)$ are the same as those we would get by integration by parts if the r.v.s $\zeta_{k}$ were standard Gaussian. When $\ell(1) \neq \ell$ we gather the terms over $k$ to get a term as in (10.214) for $m=1, b_{1}=2, d=0=b_{1} / 2-1$. When $\ell(1)=\ell$ we gather the terms over $k$ with the corresponding term obtained by integration
by parts of (10.219) with respect to $\xi^{\ell}$. This creates the magic quantity $\sum_{2 \leq k \leq M}\left(\dot{m}_{k}^{\ell}\right)^{2}-(\rho-q)=T(\ell, \ell)$, and therefore we still obtain a term as in (10.214), again with $m=1, b_{1}=2$ and $d=0=b_{1} / 2-1$.

The remainder term in $\varphi^{\prime}(t)$ is obtained by collecting the integral terms of (10.222) for the different values of $k$, so it is

$$
\mathcal{R}_{1}(t)=\frac{1}{4 \sqrt{t}} \sum_{2 \leq k \leq M} \int_{-1}^{1} P_{2 p}(x) v_{k}^{(4 p+1)}(x) \mathrm{d} x
$$

and to conclude the proof of the case $n=1$ it remains only to show that all derivatives of order $s \leq 2 p-1$ of $\mathcal{R}_{1}(t)$ in $t$ are bounded by $K N^{-p}$. To prove this we show that for given $k$ all derivatives of order $s \leq 2 p$ of

$$
\begin{equation*}
\frac{1}{4 \sqrt{t}} \int_{-1}^{1} P_{2 p}(x) v_{k}^{(4 p+1)}(x) \mathrm{d} x \tag{10.224}
\end{equation*}
$$

are bounded by $K N^{-p-1}$ (and in fact even by $K N^{-2 p-1}$ ) where $K$ does not depend on $k$. The claim will then follow by summation over $k$. We recall that the notation $\mathbf{X}_{t, x}$ means that every occurrence of $\zeta_{k}$ in every component of $\mathbf{X}_{t}$ has been replaced by $x$ and that $v_{k}(x)=\mathrm{E}\left\langle\dot{m}_{k}^{\ell} F^{(\mathbf{s})}\left(\mathbf{X}_{t, x}\right)\right\rangle$. Computing the derivatives of $v_{k}$ we see that the quantity (10.224) itself is a sum of terms

$$
\begin{equation*}
\frac{1}{2} t^{2 p} \mathrm{E}\left\langle\dot{m}_{k}^{\ell} \dot{m}_{k}^{\ell(1)} \cdots \dot{m}_{k}^{\ell(4 p+1)} \int_{-1}^{1} P_{2 p}(x) F^{(\mathbf{s})}\left(\mathbf{X}_{t, x}\right) \mathrm{d} x\right\rangle \tag{10.225}
\end{equation*}
$$

By Theorem 10.4.1, the quantity $\dot{m}_{k}^{\ell} \cdots \dot{m}_{k}^{\ell(4 p+1)}$ "counts as $N^{-2 p-1 "}$, and by Lemma 10.9.13 (or more exactly by the version of this lemma, with identical proof, where $\zeta_{k}$ has been replaced by $x$ ) the term $F^{(\mathbf{s})}\left(\mathbf{X}_{t, x}\right)$ "counts as 1 ". This proves that $\left|\mathcal{R}_{1}(t)\right| \leq K N^{-2 p-1}$. To control the derivatives of $\mathcal{R}_{1}(t)$ one first computes them from (10.225) and (10.207). We then immediately see that a potential problem to bound these derivatives is the presence of the factors $\sqrt{t}$ and $\sqrt{1-t}$ in (10.207), which, when differentiated, create the large factors $1 / \sqrt{t}$ and $1 / \sqrt{1-t}$.

When computing the derivatives of the function

$$
t \mapsto \mathrm{E}\left\langle\dot{m}_{k}^{\ell} \dot{m}_{k}^{\ell(1)} \cdots \dot{m}_{k}^{\ell(4 p+1)} \int_{-1}^{1} P_{2 p}(x) F^{(\mathbf{s})}\left(\mathbf{X}_{t, x}\right) \mathrm{d} x\right\rangle
$$

a good strategy is after each differentiation to integrate by parts in the Gaussian r.v.s $\xi^{\ell}$, but NOT to perform approximate integration by parts in the Bernoulli r.v.s $\zeta_{k^{\prime}}$. The Gaussian integration by parts removes the factor $1 / \sqrt{1-t}$ that was created by the differentiation (as we have seen so many times).

In this manner, we may express a derivative in $t$ of order $s$ of the quantity (10.225) as a linear combination of terms of the form

$$
t^{2 p-s_{1}-s_{2} / 2} \mathrm{E}\left\langle\dot{m}_{k}^{\ell} \dot{m}_{k}^{\ell(1)} \cdots \dot{m}_{k}^{\ell(4 p+1)} A_{\ell_{1}} \cdots A_{\ell_{s_{2}}} \int_{-1}^{1} P_{2 p}(x) F^{\left(\mathbf{s}^{\prime}\right)}\left(\mathbf{X}_{t, x}\right) \mathrm{d} x\right\rangle
$$

where $s_{1}, s_{2} \geq 0, s=s_{1}+s_{2}$ and

$$
A_{\ell}=\sum_{2 \leq k^{\prime} \leq M} \zeta_{k^{\prime}} \dot{m}_{k^{\prime}}^{\ell}
$$

We now observe that each quantity $A_{\ell}$ "counts as one", i.e. that for each integer $n^{\prime}$ we have

$$
\mathrm{E}\left\langle\left(\sum_{2 \leq k^{\prime} \leq M} \zeta_{k^{\prime}} \dot{m}_{k^{\prime}}^{\ell}\right)^{2 n^{\prime}}\right\rangle \leq K
$$

This is simply a consequence of Lemma 10.9.7 since actually

$$
\mathrm{E}\langle\exp | \sum_{2 \leq k^{\prime} \leq M} \zeta_{k^{\prime}} \dot{m}_{k^{\prime}}| \rangle \leq K
$$

In this manner we complete the proof of (10.196) when $n=1$.
To complete the proof of Proposition 10.9.12 we proceed by induction over $n$, with exactly the same type of arguments as above. The reason why we have to consider terms with $m \leq n$ (rather than only with $m=n$ ) is that terms are produced by the factor $t^{d}$ when differentiating (10.214). Differentiating this factor does not change $m$, and $d$ decreases by one unit while $n$ has increased by one unit, preserving the relation (10.215).

### 10.10 Central Limit Theorems

Using Theorems 10.5.7 and 10.6.1 one can recursively compute higher moments. The principle of the computations is the same as in Section 1.10 and 9.7, but the algebra is a bit more complicated. We start with a simple result.

Theorem 10.10.1. If $(\alpha, \beta, h)$ belongs to the admissible region (10.1), then

$$
\begin{align*}
\nu\left(m_{1}-\mu\right) & =O(2)  \tag{10.226}\\
\nu\left(S_{1,2}-r\right) & =O(2)  \tag{10.227}\\
\nu\left(R_{1,2}-q\right) & =O(2) . \tag{10.228}
\end{align*}
$$

Here and everywhere, $O(k)$ denotes a quantity $U$ such that $|U| \leq K / N^{k / 2}$ where $K$ depends only on $\beta$ and $h$.

Theorem 10.10.1 proves the claim made in Section 4.5 that the quantities $\mu_{N, M}=\nu\left(m_{1}\right), r_{N, M}=\nu\left(\sum_{2 \leq k \leq M} m_{k}^{1} m_{k}^{2}\right)$ and $q_{N, M}=\nu\left(R_{1,2}\right)$ "satisfy the
replica-symmetric equations (10.3) to (10.5) with accuracy of order $1 / N^{\prime \prime}$. These quantities are within $O(2)$ of the true solution of these equations.

When using Theorem 10.5 .7 we will take $\tau_{1}=\tau_{2}=2$. Using Theorem 10.7.1 the remainder $\mathcal{R}$ of (10.101) then satisfies

$$
\begin{equation*}
|\mathcal{R}| \leq K(n) \frac{\nu\left(f^{2}\right)^{1 / 2}}{N}+K \sup |f| \exp \left(-\frac{N}{K}\right) \tag{10.229}
\end{equation*}
$$

This will be used only in the case where $|f| \leq N^{K}$ (e.g. $f=S_{1,2}-r$ ), so that for any $k$ the last term is $O(k)$. We also note that Proposition 10.5.3 together with (10.90) show that

$$
\begin{equation*}
\left|\nu(f)-\nu_{0}(f)\right| \leq K(n) \frac{\nu\left(f^{2}\right)^{1 / 2}}{\sqrt{N}}+K \sup |f| \exp \left(-\frac{N}{K}\right) \tag{10.230}
\end{equation*}
$$

When using Theorem 10.6.1, it will be convenient to use the following form, together with the notation

$$
\begin{equation*}
D=1-\beta(1-q) . \tag{10.231}
\end{equation*}
$$

Proposition 10.10.2. Consider a function $f$ on $\Sigma_{N}^{n}$, that does not depend on the r.v.s $\left(\eta_{i, k}\right)_{i \leq N, k \leq M}$. Let us define

$$
\begin{equation*}
U_{1}=\beta\left(\sum_{2 \leq \ell \leq n+1} \nu\left(\left(R_{1, \ell}-q\right) S_{1, \ell} f\right)-(n+1) \nu\left(\left(R_{1, n+2}-q\right) S_{1, n+2} f\right)\right) \tag{10.232}
\end{equation*}
$$

and, for $2 \leq p \leq n+1$ let us define

$$
\begin{align*}
U_{p}= & \alpha \nu\left(\left(R_{1, p}-q\right) f\right)+\beta\left(\sum_{\ell \neq p, \ell \leq n+1} \nu\left(\left(R_{p, \ell}-q\right) S_{1, \ell} f\right)\right. \\
& \left.-(n+1) \nu\left(\left(R_{p, n+2}-q\right) S_{1, n+2} f\right)\right) \tag{10.233}
\end{align*}
$$

Then we have

$$
\begin{align*}
& \nu\left(S_{1,1} f\right)=\rho \nu(f)+\frac{U_{1}}{D}+\frac{\beta q}{D^{2}}\left(\sum_{p \leq n} U_{p}-n U_{n+1}\right)+\mathcal{R}_{1}  \tag{10.234}\\
& \nu\left(S_{1,2} f\right)=r \nu(f)+\frac{U_{2}}{D}+\frac{\beta q}{D^{2}}\left(\sum_{p \leq n} U_{p}-n U_{n+1}\right)+\mathcal{R}_{2} \tag{10.235}
\end{align*}
$$

where

$$
\left|\mathcal{R}_{1}\right|,\left|\mathcal{R}_{2}\right| \leq K \frac{\nu\left(f^{2}\right)^{1 / 2}}{N}
$$

Proof. For every $2 \leq k \leq M$ we write the version of Theorem 10.6 .1 for $k$ rather than $M$, and we sum over $k$.

Proof of Theorem 10.10.1. Let us define

$$
\begin{equation*}
A=\nu\left(m_{1}-\mu\right) ; \quad B=\nu\left(S_{1,2}-r\right) ; \quad C=\nu\left(R_{1,2}-q\right) . \tag{10.236}
\end{equation*}
$$

The principle of the proof is to establish 3 linear relations between $A, B$ and $C$ with accuracy $O(2)$. The first step is to evaluate $B$ by using (10.235) for $n=2$ and $f=1$. We observe that (10.129), (10.131) and the CauchySchwarz inequality imply that for $\ell \neq 1$ we have $\nu\left(\left(R_{1, \ell}-q\right)\left(S_{1, \ell}-r\right)\right)=O(2)$. Therefore for $\ell \neq 1$ we have

$$
\begin{aligned}
\nu\left(\left(R_{1, \ell}-q\right) S_{1, \ell}\right) & =r \nu\left(R_{1, \ell}-q\right)+\nu\left(\left(R_{1, \ell}-q\right)\left(S_{1, \ell}-r\right)\right) \\
& =r C+O(2) .
\end{aligned}
$$

Similarly for $p \neq 1$ we get

$$
\nu\left(\left(R_{p, 1}-q\right) S_{1,1}\right)=\rho C+O(2)
$$

Therefore by (10.232) we have

$$
U_{1}=-\beta r C+O(2)
$$

and by (10.233)

$$
U_{2}=U_{3}=(\alpha+\beta(\rho-2 r)) C+O(2)
$$

and thus

$$
U_{1}+U_{2}-2 U_{3}=-(\alpha+\beta(\rho-r)) C+O(2)
$$

Consequently (10.235) gives

$$
\begin{equation*}
B=\nu\left(S_{1,2}-r\right)=C\left(\frac{\alpha+\beta(\rho-2 r)}{D}-\frac{\beta q}{D^{2}}(\alpha+\beta(\rho-r))\right)+O(2) \tag{10.237}
\end{equation*}
$$

This is our first relation. The other two required relations will follow from Theorem 10.5.7. We observe that

$$
A=\nu\left(m_{1}-\mu\right)=\nu\left(\varepsilon_{1}-\mu\right)
$$

so we may use Theorem 10.5 .7 with $n=1, f=\varepsilon_{1}-\mu$ and (10.229) to get

$$
\begin{equation*}
A=\nu_{0}(f)+\mathrm{I}+\mathrm{II}+\mathrm{III}+O(2) \tag{10.238}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{I} & \left.=\beta\left(\nu_{0}\left(\varepsilon_{1}-\mu\right) \varepsilon_{1}\left(n_{1}^{1}-\mu\right)\right)-\nu_{0}\left(\left(\varepsilon_{1}-\mu\right) \varepsilon_{2}\left(n_{1}^{2}-\mu\right)\right)\right) \\
\mathrm{II} & =\frac{\beta^{2}}{2}\left(\nu_{0}\left(\left(\varepsilon_{1}-\mu\right)\left(S_{1,1}-\rho\right)\right)-\nu_{0}\left(\left(\varepsilon_{1}-\mu\right)\left(S_{2,2}-\rho\right)\right)\right) \\
\mathrm{III} & =\beta^{2}\left(-\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}\left(\varepsilon_{1}-\mu\right)\left(S_{1,2}-r\right)\right)+\nu_{0}\left(\varepsilon_{2} \varepsilon_{3}\left(\varepsilon_{1}-\mu\right)\left(S_{2,3}-r\right)\right)\right) .
\end{aligned}
$$

We compute these terms using Lemma 10.5.1 e.g.

$$
\nu_{0}\left(\left(\varepsilon_{1}-\mu\right) \varepsilon_{1}\left(n_{1}^{1}-\mu\right)\right)=\left(1-\mu^{2}\right) \nu_{0}\left(n_{1}-\mu\right) .
$$

We then replace $\nu_{0}$ by $\nu$ in the last term with error $O(2)$ using (10.230). In this manner we get

$$
\begin{aligned}
\mathrm{I} & =\beta(1-q) A+O(2) \\
\mathrm{II} & =O(2) \\
\mathrm{III} & =\beta^{2}(\widehat{\mu}-\mu) B+O(2),
\end{aligned}
$$

where $\widehat{\mu}=\operatorname{Eth}^{3}(\beta(z \sqrt{r}+\mu)+h)$. Therefore, since $\nu_{0}(f)=0,(10.238)$ yields the relation

$$
\begin{equation*}
D A=\beta^{2}(\widehat{\mu}-\mu) B+O(2) \tag{10.239}
\end{equation*}
$$

To get the third and last required relation, we use again Theorem 10.5.7, this time with $n=2, f=\varepsilon_{1} \varepsilon_{2}-q$, so that

$$
\begin{equation*}
C=\nu\left(\varepsilon_{1} \varepsilon_{2}-q\right)=\nu_{0}\left(\varepsilon_{1} \varepsilon_{2}-q\right)+\mathrm{IV}+\mathrm{V}+\mathrm{VI}+O(2) \tag{10.240}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{IV} & =\beta\left(\sum_{\ell \leq 2} \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{1}\left(n_{1}^{\ell}-\mu\right)\right)-2 \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{3}\left(n_{1}^{3}-\mu\right)\right)\right) \\
\mathrm{V} & =\frac{\beta^{2}}{2}\left(\sum_{\ell \leq 2} \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{\ell, \ell}-\rho\right)\right)-2 \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(S_{3,3}-\rho\right)\right)\right) \\
\mathrm{VI} & =\beta^{2}\left(\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{1} \varepsilon_{2}\left(S_{1,2}-r\right)\right)-2 \sum_{\ell \leq 2} \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{\ell} \varepsilon_{3}\left(S_{\ell, 3}-r\right)\right)\right. \\
& \left.+3 \nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right) \varepsilon_{3} \varepsilon_{4}\left(S_{3,4}-r\right)\right)\right) .
\end{aligned}
$$

Proceeding as in the proof of (10.239), and recalling the notation $\widehat{q}=$ $\operatorname{Eth}^{4}(\beta(z \sqrt{r}+\mu)+h)$ we find

$$
\begin{aligned}
\mathrm{IV} & =2 \beta(\mu-\widehat{\mu}) A+O(2) \\
\mathrm{V} & =O(2) \\
\mathrm{VI} & =\beta^{2}(1-4 q+3 \widehat{q}) B+O(2)
\end{aligned}
$$

so that (10.240) implies

$$
\begin{equation*}
C=2 \beta(\mu-\widehat{\mu}) A+\beta^{2}(1-4 q+3 \widehat{q}) B+O(2) . \tag{10.241}
\end{equation*}
$$

It remains to prove that the relations (10.237), (10.239) and (10.241) imply that $A, B$ and $C$ are $O(2)$. Substitution of (10.239) in (10.241) yields

$$
\begin{equation*}
C=W_{1} B+O(2) \tag{10.242}
\end{equation*}
$$

for

$$
W_{1}=\frac{2 \beta^{3}(\widehat{\mu}-\mu)^{2}}{D}+\beta^{2}(1-4 q+3 \widehat{q})
$$

Letting

$$
W_{2}=\frac{\alpha+\beta(\rho-2 r)}{D}-\frac{\beta q}{D^{2}}(\alpha+\beta(\rho-r))
$$

it follows from (10.237) that $B=W_{2} C+O(2)$. Combining with (10.242) yields

$$
C\left(1-W_{1} W_{2}\right)=O(2)
$$

Therefore it suffices to show that in the admissible region (10.1) the coefficient of $C$ is not zero, provided that the parameter $L_{0}$ which defines this region has been taken large enough. This follows from the estimates we have proved (and similar ones). First, we recall that by (10.15) we have $D \geq m^{* 2} / L$. Moreover by (10.14) we have $r \leq L \alpha / m^{* 2}$, and combining with (10.153) we have also $\rho \leq L \alpha / m^{* 2}$. Finally $q \leq L m^{* 2}$ by (10.12). Combining these and using (10.2) it is straightforward to see that

$$
\begin{equation*}
\left|W_{2}\right| \leq L \frac{\alpha}{m^{* 4}} \leq \frac{L}{L_{0}} \tag{10.243}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
\left|W_{1}\right| \leq L \tag{10.244}
\end{equation*}
$$

These two relations complete the proof.
To prove that $W_{1}$ stays bounded we first observe that by (10.146) this is the case for $\beta \geq 2$ since then $D \geq 1 / L$. So it suffices to show that $W_{1}$ stays bounded for $\beta \leq 2$. For this we use that (10.11) implies $|\mu| \leq L m^{*}$, that (10.12) implies $q \leq L m^{* 2}$, and thus

$$
|\widehat{\mu}|=\left|\mathrm{Eth}^{3} Y\right| \leq \mathrm{E}\left|\operatorname{th}^{3} Y\right| \leq q=\mathrm{Eth}^{2} Y \leq L m^{* 2}
$$

Finally we use that $D \geq m^{* 2} / L$.
The proof of Proposition 10.10 .2 clearly brings forward the fact that the underlying algebra is non trivial. Compared with Chapter 8, the new feature here is created by the term IV in Theorem 10.5.7. To understand the situation, it would most likely be useful to consider first the case of the SK model with ferromagnetic interaction given by (4.22), where the same phenomenon occurs. We recall that for this model the "replica-symmetric" equations write

$$
\begin{aligned}
\mu & =\operatorname{Eth}\left(\beta_{2} z \sqrt{q}+\beta_{1} \mu+h\right) \\
q & =\operatorname{Eth}^{2}\left(\beta_{2} z \sqrt{q}+\beta_{1} \mu+h\right)
\end{aligned}
$$

Research Problem 10.10.3. (Level 1) For the SK model with ferromagnetic interaction, compute the joint asymptotic behavior of the quantities $m_{1}^{\ell}-\mu$ and $R_{\ell, \ell^{\prime}}-q$. That is, given integers $k_{1}$ and $k_{2}$, integers $\ell_{1}, \ell_{1}^{\prime}, \ldots, \ell_{k_{1}}, \ell_{k_{1}}^{\prime}$ and $\ell_{1}^{\prime \prime} \ldots, \ell_{k_{2}}^{\prime \prime}$ compute

$$
\lim _{N \rightarrow \infty} N^{\left(k_{1}+k_{2}\right) / 2} \nu\left(\prod_{k \leq k_{1}}\left(R_{\ell_{k}, \ell_{k}^{\prime}}-q\right) \prod_{k \leq k_{2}}\left(m_{1}^{\ell_{k}^{\prime \prime}}-\mu\right)\right) .
$$

The main difficulty is that the quantities $R_{\ell, \ell^{\prime}}-q$ on the one hand and the quantities $m_{1}^{\ell}-\mu$ on the other hand are correlated.

Research Problem 10.10.4. (Level 1) Same as Research Problem 10.10.3, but now for the Hopfield model.

Of course one might be more ambitious, and want to include the quantities $S_{\ell, \ell^{\prime}}-r, S_{\ell, \ell}-\rho$, etc. We will prove one single result in this direction, which is simple because symmetry allows for reasonable computations.

We use the notation $\mathbf{b}=\langle\boldsymbol{\sigma}\rangle$,

$$
T_{\ell, \ell^{\prime}}=\frac{\left(\boldsymbol{\sigma}^{\ell}-\mathbf{b}\right) \cdot\left(\boldsymbol{\sigma}^{\ell^{\prime}}-\mathbf{b}\right)}{N}
$$

of (1.244) and $\widehat{q}=\operatorname{Eth}^{4}(\beta(z \sqrt{r}+\mu)+h)$. We recall that $D=1-\beta(1-q)$.
Theorem 10.10.5. For $(\alpha, \beta, h)$ in the admissible region (10.1), consider

$$
\begin{equation*}
A=\frac{1-2 q+\widehat{q}}{N\left(1-\alpha \beta^{2}(1-2 q+\widehat{q}) D^{-2}\right)} . \tag{10.245}
\end{equation*}
$$

Consider an integer $n$ and for $1 \leq \ell<\ell^{\prime} \leq n$ consider integers $k\left(\ell, \ell^{\prime}\right)$. Let $k=\sum_{1 \leq \ell<\ell^{\prime} \leq n} k\left(\ell, \ell^{\prime}\right)$. Then

$$
\nu\left(\prod_{1 \leq \ell<\ell^{\prime} \leq n} T_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)}\right)=\prod_{1 \leq \ell<\ell^{\prime} \leq n} a\left(k\left(\ell, \ell^{\prime}\right)\right) A^{k}+O(k+1)
$$

where $a(k)=\mathrm{E} g^{k}$ for $g$ standard Gaussian.
If we examine the proof of Proposition 1.10.4 in the case $k_{1}=k_{2}=0$, we see that the proof of Theorem 10.10.5 follows by the same argument once we know the following, where $R_{\ell, \ell^{\prime}}^{-}=N^{-1} \sum_{i<N} \sigma_{i}^{1} \sigma_{i}^{2}$.

Proposition 10.10.6. Consider a function $f$ on $\Sigma_{N-1}^{n}$. Assume that $f$ is the product of $k-1$ terms of the type $R_{\ell, \ell^{\prime}}^{-}$. Then we have

$$
\begin{aligned}
\nu\left(\left(\varepsilon_{1}-\varepsilon_{2}\right)\left(\varepsilon_{3}-\varepsilon_{4}\right) f\right) & =\frac{\alpha \beta^{2}(1-2 q+\widehat{q})}{D^{2}} \nu\left(\left(T_{1,3}-T_{1,4}-T_{2,3}+T_{2,4}\right) f\right) \\
& +O(k+1)
\end{aligned}
$$

This is shown by combination of the next two results.
Lemma 10.10.7. If $f$ is as above, then

$$
\begin{aligned}
\nu\left(\left(\varepsilon_{1}-\varepsilon_{2}\right)\left(\varepsilon_{3}-\varepsilon_{4}\right) f\right) & =\beta^{2}(1-2 q+\widehat{q}) \nu\left(\left(S_{1,3}-S_{1,4}-S_{2,3}+S_{2,4}\right) f\right) \\
& +O(k+1)
\end{aligned}
$$

Proof. We use Theorem 10.5.7, and the argument of Lemma 1.8.4 to see that the terms above are the only ones which do not cancel.

The second part of the proof of Proposition 10.10.6 is as follows.

Lemma 10.10.8. If $f$ is as above, then

$$
\begin{aligned}
\nu\left(\left(S_{1,3}-S_{1,4}-S_{2,3}+S_{2,4}\right) f\right) & =\frac{\alpha}{D^{2}} \nu\left(\left(R_{1,3}-R_{1,4}-R_{2,3}+R_{2,4}\right) f\right) \\
& +O(k+1) \\
& =\frac{\alpha}{D^{2}} \nu\left(\left(T_{1,3}-T_{1,4}-T_{2,3}+T_{2,4}\right) f\right) \\
& +O(k+1) .
\end{aligned}
$$

Proof. We apply Proposition 10.10.2. Spectacular simplifications occur immediately from (10.235) since

$$
\begin{equation*}
\nu\left(\left(S_{1,3}-S_{1,4}\right) f\right)=\frac{U_{3}-U_{4}}{D}+O(k+1) \tag{10.246}
\end{equation*}
$$

where $U_{3}$ and $U_{4}$ are given by (10.233). Now since $\nu\left(\left(R_{p, 1}-q\right)\left(S_{1,1}-\rho\right) f\right)=$ $O(k+1)$ we have

$$
\nu\left(\left(R_{p, 1}-q\right) S_{1,1} f\right)=\rho \nu\left(\left(R_{p, 1}-q\right) f\right)+O(k+1)
$$

and, similarly,

$$
\ell>1 \Rightarrow \nu\left(\left(R_{p, \ell}-q\right) S_{1, \ell} f\right)=r \nu\left(\left(R_{p, \ell}-q\right) f\right)+O(k+1)
$$

Defining

$$
B_{p}=\beta r\left(\sum_{5 \leq \ell \leq n+1} \nu\left(\left(R_{p, \ell}-q\right) f\right)-(n+1) \nu\left(\left(R_{p, n+2}-q\right) f\right)\right)
$$

we then get, writing explicitly the terms in the summation of (10.233) for $\ell=1,2,3,4, \ell \neq p$

$$
\begin{aligned}
U_{3} & =\alpha \nu\left(\left(R_{1,3}-q\right) f\right)+\beta \rho \nu\left(\left(R_{1,3}-q\right) f\right) \\
& +\beta r \nu\left(\left(R_{2,3}-q\right) f\right)+\beta r \nu\left(\left(R_{3,4}-q\right) f\right)+B_{3}+O(k+1) \\
U_{4} & =\alpha \nu\left(\left(R_{1,4}-q\right) f\right)+\beta \rho \nu\left(\left(R_{1,4}-q\right) f\right) \\
& +\beta r \nu\left(\left(R_{2,4}-q\right) f\right)+\beta r \nu\left(\left(R_{3,4}-q\right) f\right)+B_{4}+O(k+1),
\end{aligned}
$$

so that

$$
\begin{aligned}
U_{3}-U_{4} & =\alpha \nu\left(\left(R_{1,3}-R_{1,4}\right) f\right)+\beta \rho \nu\left(\left(R_{1,3}-R_{1,4}\right) f\right) \\
& +\beta r \nu\left(\left(R_{2,3}-R_{2,4}\right) f\right)+B_{3}-B_{4}+O(k+1)
\end{aligned}
$$

We substitute this expression in (10.246) to compute $\nu\left(\left(S_{1,3}-S_{1,4}\right) f\right)$. In the resulting formula we exchange the indices 2 and 1 to compute $\nu\left(\left(S_{2,3}-\right.\right.$ $\left.S_{2,4}\right) f$ ). We then subtract these two formulas and we conclude the proof with the help of the relation $\alpha+\beta(\rho-r)=\alpha / D$, which itself is a consequence of (10.153).

### 10.11 The $p$-Spin Hopfield Model

Consider an integer $p \geq 3$. Keeping the notation $m_{k}(\boldsymbol{\sigma})=N^{-1} \sum_{i \leq N} \eta_{i, k} \sigma_{i}$, we consider the Hamiltonian

$$
\begin{equation*}
-H_{M, N}(\boldsymbol{\sigma})=\frac{N \beta}{p} \sum_{k \leq M} m_{k}(\boldsymbol{\sigma})^{p}+N h m_{1}(\boldsymbol{\sigma}) \tag{10.247}
\end{equation*}
$$

For definiteness, we will consider only the case where $p$ is even and is fixed once and for all. As in the Hopfield model, we assume that $\eta_{k, 1}=1$. As we shall explain soon, the case of interest is now when $M$ is of order $N^{p-1}$.

Let us first point out the really new feature of this model. It turns out that in a certain domain of parameters, $m_{k}(\boldsymbol{\sigma})$ is typically of order $N^{-1 / 2}$ for $k \geq 2$. Writing as usual $n_{k}(\boldsymbol{\sigma})=N^{-1} \sum_{i<N} \eta_{i, k} \sigma_{i}$ and $\eta_{k}=\eta_{N, k}$ let us bring out the influence of the last spin in the Hamiltonian:

$$
\begin{align*}
-H_{N, M}= & \frac{N \beta}{p} \sum_{k \leq M}\left(n_{k}(\boldsymbol{\sigma})+\frac{\eta_{k} \sigma_{N}}{N}\right)^{p}+N h n_{1}(\boldsymbol{\sigma})+h \sigma_{N} \\
= & \frac{N \beta}{p} \sum_{k \leq M} n_{k}(\boldsymbol{\sigma})^{p}+N h n_{1}(\boldsymbol{\sigma})+\sigma_{N}\left(\beta \sum_{2 \leq k \leq M} \eta_{k} n_{k}(\boldsymbol{\sigma})^{p-1}\right. \\
& \left.+\beta n_{1}(\boldsymbol{\sigma})^{p-1}+h\right)+\cdots \tag{10.248}
\end{align*}
$$

where the other terms $\cdots$ are, hopefully, of lower order. Writing as usual $n_{k}^{\ell}=$ $n_{k}\left(\boldsymbol{\sigma}^{\ell}\right)$, the quantity $\sum_{2 \leq k \leq M}\left(n_{k}^{1} n_{k}^{2}\right)^{p-1}$ measures some kind of overlap, and we may expect that it will play an important role. Since each $n_{k}^{\ell}$ should be of order $N^{-1 / 2},\left(n_{k}^{1} n_{k}^{2}\right)^{p-1}$ should be of order $N^{-p+1}$, so that the case where $M$ is a proportion of $N^{p-1}$, that is $M=\alpha N^{p-1}$ should be of special interest. we may then hope that for a certain number $r$ we will have $\sum_{2 \leq k \leq M}\left(n_{k}^{1} n_{k}^{2}\right)^{p-1} \simeq$ $r$. Looking at (10.248) we expect that $m_{1}$ will typically be nearly equal to the number $\mu$ such that

$$
\begin{equation*}
\mu=\operatorname{Eth}\left(\beta\left(z \sqrt{r}+\mu^{p-1}\right)+h\right) \tag{10.249}
\end{equation*}
$$

where $z$ is standard Gaussian, and that $R_{1,2}$ will be typically nearly equal to the number $q$ given by

$$
\begin{equation*}
q=\operatorname{Eth}^{2}\left(\beta\left(z \sqrt{r}+\mu^{p-1}\right)+h\right) . \tag{10.250}
\end{equation*}
$$

Finding the value of $r$ is the real fun. We should calculate

$$
\begin{equation*}
\nu\left(\sum_{2 \leq k \leq M}\left(n_{k}^{1} n_{k}^{2}\right)^{p-1}\right)=(M-1) \nu\left(\left(n_{M}^{1} n_{M}^{2}\right)^{p-1}\right) . \tag{10.251}
\end{equation*}
$$

Let us then write

$$
(M-1) \nu\left(\left(n_{M}^{1} n_{M}^{2}\right)^{p-1}\right)=\frac{M-1}{N} \mathrm{E}\left(\sum_{i \leq N} \eta_{i, M}\left\langle\sigma_{i}^{1}\left(n_{M}^{1}\right)^{p-2}\left(n_{M}^{2}\right)^{p-1}\right\rangle\right) .
$$

To make sense of this expression we have to perform approximate integration by parts. Some of the "main terms" occur because $n_{M}^{1}$ and $n_{M}^{2}$ depend on $\eta_{i, M}$. These are

$$
\begin{equation*}
\frac{M-1}{N}(p-2) \nu\left(\left(n_{M}^{1}\right)^{p-3}\left(n_{M}^{2}\right)^{p-1}\right)+\frac{M-1}{N}(p-1) \nu\left(R_{1,2}\left(n_{M}^{1}\right)^{p-2}\left(n_{M}^{2}\right)^{p-2}\right) . \tag{10.252}
\end{equation*}
$$

There are also "main terms" occurring because the Hamiltonian (and hence the corresponding the bracket) depend on $\eta_{i, M}$. These terms are

$$
\begin{align*}
& (M-1) \beta\left(\sum _ { \ell = 1 , 2 } \nu \left(R_{1, \ell}\left(n_{M}^{1}\right)^{p-2}\left(n_{M}^{2}\right)^{p-1}\left(n_{M}^{\ell}\right)^{p-1}\right.\right. \\
- & \left.2 \nu\left(R_{1,3}\left(n_{M}^{1}\right)^{p-2}\left(n_{M}^{2}\right)^{p-1}\left(n_{M}^{3}\right)^{p-1}\right)\right) . \tag{10.253}
\end{align*}
$$

Since each factor $n_{M}^{\ell}$ counts for $N^{-1 / 2}$, these terms are of lower order. Indeed, they are of order $(M-1) N^{-(3 p-4) / 2}$, while the terms (10.252) are of order $(M-1) N^{-1} N^{-(2 p-4) / 2}=(M-1) N^{-p+1}$, and for $p>2$ we have $3 p-4>$ $2(p-1)$. Therefore since $R_{1,2} \simeq q$ we should expect that

$$
\begin{aligned}
(M-1) \nu\left(\left(n_{M}^{1} n_{M}^{2}\right)^{p-1}\right) & \simeq \frac{M-1}{N}(p-2) \nu\left(\left(n_{M}^{1}\right)^{p-3}\left(n_{M}^{2}\right)^{p-1}\right) \\
& +q \frac{M-1}{N}(p-1) \nu\left(\left(n_{M}^{1} n_{M}^{2}\right)^{p-2}\right)
\end{aligned}
$$

To pursue the computation we now replace in each term one power of $n_{M}^{2}$ by $\sum_{i<N} \eta_{i, M} \sigma_{i}^{2}$ and we integrate by parts again. As before, the dependence of the Hamiltonian on $\eta_{i, M}$ plays essentially no role. In this manner we find recursion relations between the quantities

$$
A_{s}=(M-1) \nu\left(\left(n_{M}^{1} n_{M}^{2}\right)^{s}\right) ; A_{s}^{-}=(M-1) \nu\left(\left(n_{M}^{1}\right)^{s-2}\left(n_{M}^{2}\right)^{s}\right),
$$

namely

$$
\begin{align*}
A_{s} & \simeq \frac{s-1}{N} A_{s}^{-}+\frac{s q}{N} A_{s-1}  \tag{10.254}\\
A_{s}^{-} & \simeq \frac{(s-2) q}{N} A_{s-1}^{-}+\frac{s-1}{N} A_{s-1} \tag{10.255}
\end{align*}
$$

and we can compute these quantities by induction over $s$.
To describe the result of the computation, for two standard Gaussian r.v.s $g_{1}$ and $g_{2}$ with $q=\mathrm{E} g_{1} g_{2}$, let us define the quantities

$$
Q_{s}(q)=\mathrm{E}\left(g_{1} g_{2}\right)^{s} ; \quad Q_{s}^{-}(q)=\mathrm{E} g_{1}^{s} g_{2}^{s-2}=\mathrm{E} g_{1}^{s-2} g_{2}^{s} .
$$

Writing $\left(g_{1} g_{2}\right)^{s}=g_{1}\left(g_{1}^{s-1} g_{2}^{s}\right)$ and using integration by parts, we get the relation

$$
\begin{equation*}
Q_{s}(q)=(s-1) Q_{s}^{-}(q)+s q Q_{s-1}(q) . \tag{10.256}
\end{equation*}
$$

Writing $g_{1}^{s} g_{2}^{s-2}=g_{1}\left(g_{1}^{s-1} g_{2}^{s-2}\right)$ we get (for $s \geq 2$ )

$$
\begin{equation*}
Q_{s}^{-}(q)=(s-2) q Q_{s-1}^{-}(q)+(s-1) Q_{s-2}(q) . \tag{10.257}
\end{equation*}
$$

We can then compute these polynomials by induction:

$$
\begin{gathered}
Q_{0}(q)=1, \quad Q_{1}(q)=q, \quad Q_{2}^{-}(q)=1, \quad Q_{2}(q)=1+2 q^{2} \\
Q_{3}^{-}(q)=2 Q_{1}(q)+q Q_{2}^{-}(q)=3 q \\
Q_{3}(q)=2 Q_{3}^{-}(q)+3 q Q_{2}(q)=6 q+3 q+6 q^{2}=9 q+6 q^{2} .
\end{gathered}
$$

Comparing the relations (10.254) and (10.255) with the relations (10.256) and (10.257) we see that

$$
A_{p-1} \simeq \frac{M-1}{N^{p-1}} Q_{p-1}(q)
$$

Of course this simply formalizes the fact that in the computation of $A_{s}$ we may pretend that the r.v.s $N^{1 / 2} n_{M}^{1}$ and $N^{1 / 2} n_{M}^{2}$ are standard Gaussian r.v.s with correlation $q$ and that $\nu$ is expectation.

Since

$$
r \simeq \nu\left(\sum_{2 \leq k \leq M}\left(n_{k}^{1} n_{k}^{2}\right)^{p-1}\right)=(M-1) \nu\left(\left(n_{M}^{1} n_{M}^{2}\right)^{p-1}\right)=A_{p-1},
$$

the third of the "replica-symmetric" equations is

$$
r=\alpha Q_{p-1}(q),
$$

setting $\alpha=M / N^{p-1}$.

Research Problem 10.11.1. (Level 2) Study the $p$-spin Hopfield model for $p=4$ with the same accuracy as for $p=2$. In particular, find the shape of the "admissible region".

Research Problem 10.11.2. (Level 1) Are there fruitful variations on the formula (10.247)? For example, if $\gamma$ is a given number, is the Hamiltonian

$$
-H_{M, N}(\boldsymbol{\sigma})=\frac{N^{\gamma} \beta}{p} \sum_{k \leq M} m_{k}(\boldsymbol{\sigma})^{p}+N h m_{1}(\boldsymbol{\sigma})
$$

of interest? (The most interesting case should be when $M$ is of order $N^{p-\gamma}$.)

Despite some similarities with the case of the usual Hopfield model the $p$-spin Hopfield model is rather different, and we will perform only some of the first steps necessary towards its understanding.

Let us first consider the case $M=1$. We recall the function $\mathcal{I}$ of (A.22). As in Section 4.1 we see that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, 1}(\boldsymbol{\sigma})\right)=\log 2+\sup _{t}\left(\frac{\beta t^{p}}{t}+t h-\mathcal{I}(t)\right) \tag{10.258}
\end{equation*}
$$

The supremum is obtained for a value $t$ such that $\beta t^{p-1}+h=\mathcal{I}^{\prime}(t)$, i.e.

$$
t=\operatorname{th}\left(\beta t^{p-1}+h\right)
$$

It seems that for $h$ small (the only case we will consider) and $\beta$ large this equation has 3 solutions, the largest of which achieves the supremum in (10.258). We denote by $m^{*}$ this solution, so that

$$
m^{*}=\operatorname{th}\left(\beta\left(m^{*}\right)^{p-1}+h\right) .
$$

We will now focus on the most interesting case, where $M$ is a proportion of $N^{p-1}$. A first observation is that the quantity

$$
\begin{equation*}
d(p):=\mathrm{E}_{\mathrm{k}}(\boldsymbol{\sigma})^{p} \tag{10.259}
\end{equation*}
$$

(that does not depend on the choice of $\boldsymbol{\sigma}$ ) is of order $N^{-p / 2}$ (remember that we assume that $p$ is even), so that $\sum_{1 \leq k \leq M} \mathrm{E} m_{k}(\boldsymbol{\sigma})^{p}$ is about $\alpha N^{p / 2-1}\left(\right.$ where $\alpha=M / N^{p-1}$ ) and $N^{-1} \sum_{1 \leq k \leq N} \mathrm{E} m_{k}(\boldsymbol{\sigma})^{p}$ is not bounded as $N \rightarrow \infty$. In the same line of thought, since $\mathrm{E}\left|m_{k}(\boldsymbol{\sigma})\right|^{a}$ is of order $N^{-a / 2}$, if we want $\sum_{k \leq M}\left|m_{k}(\boldsymbol{\sigma})\right|^{a}$ to have a chance to be of order 1 , the natural choice of $a$ is $a=2 p-2$. For $\mathbf{x}=\left(x_{k}\right)_{k \leq M}$ we consider the norm $\|\mid \boldsymbol{x}\| \|=\left(\sum_{k \leq M} x_{k}^{2(p-1)}\right)^{1 / 2(p-1)}$, and we recall that $\mathbf{m}(\boldsymbol{\sigma})=\left(m_{k}(\boldsymbol{\sigma})\right)_{k \leq M}$.

Theorem 10.11.3. Let us fix $p$ and $h \geq 0$, and $\beta$ large enough. Then, given a number $s>0$ we may find $c>0$ such that if $M \leq c N^{p-1}$ the set

$$
\left\{\boldsymbol{\sigma} ; \forall k \leq M,\left\|\mid \mathbf{m}(\boldsymbol{\sigma}) \pm m^{*} \mathbf{e}_{k}\right\| \| \geq s\right\}
$$

is negligible.

What this means is that the relevant configurations are such that for some $k \leq M$ and some $\eta= \pm 1$ we have $\left|m_{k}(\boldsymbol{\sigma})-\eta m^{*}\right| \leq s$, and that all the other $m_{k^{\prime}}(\boldsymbol{\sigma}), k^{\prime} \neq k$, are small in the sense that $\sum_{k^{\prime} \neq k} m_{k^{\prime}}(\boldsymbol{\sigma})^{2(p-1)} \leq s^{2(p-1)}$. The question as to whether for a given $k m_{k}(\boldsymbol{\sigma})$ is actually close to 0 is addressed at the end of this section.

Research Problem 10.11.4. In Theorem 10.11.3, what is the correct (order of) dependence of $c$ as a function of $s$ when $s \rightarrow 0$ ?

The strategy of proof of Theorem10.11.3 is rather interesting, and we will try to outline it before getting into the details. The issue is to prove that, typically, among the numbers $m_{k}(\boldsymbol{\sigma})$ only one is not small. Consider the quantities

$$
\begin{equation*}
u_{p}(\boldsymbol{\sigma})=\sup _{I}\left(\sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{p}\right)^{1 / p}, u_{2}(\boldsymbol{\sigma})=\sup _{I}\left(\sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{2}\right)^{1 / 2} . \tag{10.260}
\end{equation*}
$$

There, the supremum is over all subsets $I$ of $1, \ldots M$ of cardinality $n$, a suitably chosen integer. We will show that typically $u_{p}(\boldsymbol{\sigma})$ and $u_{2}(\boldsymbol{\sigma})$ are very close to each other, and that this implies that only one of the numbers $m_{k}(\boldsymbol{\sigma})$ is not small. It is a general fact that $u_{p}(\boldsymbol{\sigma}) \leq u_{2}(\boldsymbol{\sigma})$, and to prove that these quantities are close to each other we will bound $u_{p}(\boldsymbol{\sigma})$ from below and $u_{2}(\boldsymbol{\sigma})$ from above. The lower bound on $u_{p}(\boldsymbol{\sigma})$ is obtained by combining Lemma 10.11.5 and Proposition 10.11.9. The upper bound for $u_{2}(\boldsymbol{\sigma})$ is obtained through Lemma 10.11.5 and Proposition 10.11.10. The results are summarized in Proposition 10.11 .11 below. The choice of the cardinality $n$ of the sets $I$ in (10.260) is guided by a simple idea. It helps us to bound $u_{2}(\boldsymbol{\sigma})$ from above if $n$ is small. Fortunately, direct arguments show that typically there can be at most $n$ of the quantities $m_{k}(\boldsymbol{\sigma})$ that are not small, where $n$ is not too large. This is obtained in Lemmas 10.11.6 and 10.11.7.

A first step in the proof of Theorem 10.11.3 is to find a lower bound for the Hamiltonian. We can see a contribution to the Hamiltonian coming from the fact that it contains so many terms ( $M=\alpha N^{p-1}$ terms) that are not very small (about $N^{-p / 2}$ ). Another obvious contribution is from the fact that we might have $m_{1} \simeq m^{*}$. To lighten notation we often write $\exp N a$ rather than $\exp (N a)$ when there is no ambiguity. We recall the notation $d(p)$ of (10.259).

Lemma 10.11.5. If $M \leq N^{p-1}$, then, with overwhelming probability,

$$
\begin{align*}
Z_{N, M} & =\sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right) \\
& \geq \frac{2^{N}}{K \sqrt{N}} \exp N\left(\frac{\beta}{p} m^{* p}+h m^{*}-\mathcal{I}\left(m^{*}\right)+\frac{\beta}{p} M d(p)\right) \tag{10.261}
\end{align*}
$$

Proof. Since $m_{1}(\boldsymbol{\sigma})=N^{-1} \sum_{i \leq N} \sigma_{i}$, given an integer $b$ the trivial bound

$$
\begin{align*}
Z_{N, M} \geq & \operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{i \leq N} \sigma_{i}=b\right\} \exp N\left(\frac{\beta}{p}\left(\frac{b}{N}\right)^{p}+h \frac{b}{N}\right. \\
& \left.+\frac{\beta}{p}(M-1) d(p)+\frac{\beta}{p} \inf _{\boldsymbol{\sigma}} \sum_{2 \leq k \leq M}\left(m_{k}(\boldsymbol{\sigma})^{p}-d(p)\right)\right) \tag{10.262}
\end{align*}
$$

holds. The key point of the proof is to show that with overwhelming probability

$$
\begin{equation*}
\forall \boldsymbol{\sigma} \in \Sigma_{N}, \quad \sum_{2 \leq k \leq M}\left(m_{k}(\boldsymbol{\sigma})^{p}-d(p)\right) \geq-K(p) \tag{10.263}
\end{equation*}
$$

Once this is proved (10.262) implies that with overwhelming probability:

$$
\begin{aligned}
Z_{N, M} & \geq \frac{1}{K} \operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{i \leq N} \sigma_{i}=b\right\} \exp N\left(\frac{\beta}{p}\left(\frac{b}{N}\right)^{p}+h \frac{b}{N}+\frac{\beta}{p} M d(p)\right) \\
& \geq \frac{2^{N}}{K \sqrt{N}} \exp N\left(\frac{\beta}{p}\left(\frac{b}{N}\right)^{p}+h \frac{b}{N}-\mathcal{I}\left(\frac{b}{N}\right)+\frac{\beta}{p} M d(p)\right)
\end{aligned}
$$

using (A.25) in the last line. Finally we choose $b$ so that $\left|b / N-m^{*}\right| \leq 1 / N$ to complete the proof of (10.261).

We turn to the proof of (10.263). Let us fix $\boldsymbol{\sigma}$ and define

$$
Y_{k}=\min \left(m_{k}(\boldsymbol{\sigma})^{p}, \frac{1}{N}\right)
$$

and $X_{k}=Y_{k}-\mathrm{E} Y_{k}$. Thus

$$
\left|X_{k}\right| \leq \frac{1}{N} ; \mathrm{E} X_{k}^{2} \leq \mathrm{E} Y_{k}^{2} \leq \frac{K(p)}{N^{p}}
$$

Then Bernstein's inequality (A.34) implies

$$
\mathrm{P}\left(\left|\sum_{k \leq M} X_{k}\right| \geq t\right) \leq 2 \exp \left(-\frac{1}{L} \min \left(\frac{t^{2}}{M \mathrm{E} X_{k}^{2}}, N t\right)\right)
$$

Since $M \leq N^{p-1}$ and $\mathrm{E} X_{k}^{2} \leq K(p) N^{-p}$ we get

$$
M \mathrm{E}\left(X_{k}^{2}\right) \leq N^{p-1} K(p) N^{-p} \leq \frac{K(p)}{N}
$$

hence

$$
\mathrm{P}\left(\left|\sum_{k \leq M} X_{k}\right| \geq t\right) \leq 2 \exp \left(-\frac{1}{K(p)} \min \left(N t^{2}, N t\right)\right)
$$

and therefore there exists $K(p)$ such that, with overwhelming probability, for each $\boldsymbol{\sigma}$,

$$
\left|\sum_{k \leq M} X_{k}\right| \leq K(p)
$$

Setting $d=d(N, p)=\mathrm{E} Y_{k}$ (which does not depend on $\boldsymbol{\sigma}$ or $k$ ) then with overwhelming probability, for each $\sigma$,

$$
\sum_{k \leq M}\left(Y_{k}-d\right) \geq-K(p)
$$

and therefore

$$
\begin{aligned}
\sum_{k \leq M}\left(m_{k}(\boldsymbol{\sigma})^{p}-d(p)\right) & \geq \sum_{k \leq M}\left(Y_{k}-d(p)\right) \\
& =\sum_{k \leq M}\left(Y_{k}-d\right)+M(d-d(p)) \\
& \geq-K(p)+M(d-d(p))
\end{aligned}
$$

and to conclude the proof it suffices to show by using (A.32) (and that $p \geq 3$ ) that $|d-d(p)| \leq K \exp (-N / K)$.

Let us define the integer $j_{0}$ as the largest one for which

$$
2^{-j_{0}} \geq\left(\frac{8 \log \left(2 N^{p-1}\right)}{N}\right)^{1 / 2}
$$

so $2^{-j_{0}}$ is somewhat larger than $N^{-1 / 2}$, the typical size of $m_{k}(\boldsymbol{\sigma})$. A first step towards Theorem 10.11.3 is the proof of the following: if we consider only those terms $m_{k}(\boldsymbol{\sigma})$ that are not larger than $2^{-j_{0}}$, the contribution of these terms to the sum $\sum_{k \leq M} m_{k}(\boldsymbol{\sigma})^{p}$ is not much more than $\operatorname{Md}(p)$.

Lemma 10.11.6. Consider a number $c>0$. Then if

$$
\alpha=\frac{M}{N^{p-1}} \leq c
$$

with overwhelming probability it is true that for each $\boldsymbol{\sigma} \in \Sigma_{N}$

$$
\begin{equation*}
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{p} \mathbf{1}_{\left\{\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{0}}\right\}} \leq M d(p)+K(p) \sqrt{c} \tag{10.264}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{2(p-1)} \mathbf{1}_{\left\{\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{0}}\right\}} \leq K(p) c . \tag{10.265}
\end{equation*}
$$

Proof. We first prove (10.264). Let us fix $\boldsymbol{\sigma}$ and for $2 \leq k \leq M$, let us consider the r.v.s

$$
Y_{k}=m_{k}(\boldsymbol{\sigma})^{p} \mathbf{1}_{\left\{\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{0}}\right\}} ; \quad X_{k}=Y_{k}-\mathrm{E} Y_{k} .
$$

The r.v.s $X_{k}$ are independent, centered, and satisfy $\left|X_{k}\right| \leq 2^{-p j_{0}}$,

$$
\mathrm{E} X_{k}^{2} \leq \mathrm{E} m_{k}(\boldsymbol{\sigma})^{2 p} \leq \frac{K(p)}{N^{p}}
$$

Thus, Bernstein's inequality (A.34) implies that for $t>0$,

$$
\begin{aligned}
\mathrm{P}\left(\left|\sum_{2 \leq k \leq M} X_{k}\right| \geq t\right) & \leq 2 \exp \left(-\frac{1}{L} \min \left(\frac{N^{p} t^{2}}{K(p) M}, \frac{t}{2^{-p j_{0}}}\right)\right) \\
& \leq 2 \exp \left(-\frac{1}{L} \min \left(\frac{N t^{2}}{K(p) c}, \frac{t}{2^{-p j_{0}}}\right)\right)
\end{aligned}
$$

since $M \leq c N^{p-1}$. Now $2^{-j_{0}} \leq K(p) N^{-1 / 3}$, so, since $p \geq 3$ we have $2^{-p j_{0}} \leq$ $K(p) / N$, and taking $t=K(p) \sqrt{c}$ we obtain

$$
\mathrm{P}\left(\left|\sum_{2 \leq k \leq M} X_{k}\right| \geq K(p) \sqrt{c}\right) \leq 2 \exp (-N)
$$

and hence

$$
\mathrm{P}\left(\sum_{2 \leq k \leq M} Y_{k} \geq M \mathrm{E} Y_{1}+K(p) \sqrt{c}\right) \leq 2 \exp (-N)
$$

It follows that with overwhelming probability

$$
\forall \boldsymbol{\sigma}, \quad \sum_{2 \leq k \leq M} Y_{k} \leq M \mathrm{E} Y_{1}+K(p) \sqrt{c}
$$

and since $\mathrm{E} Y_{1} \leq d(p)$ this proves (10.264). To prove (10.265) we proceed similarly, with now

$$
Y_{k}=m_{k}(\boldsymbol{\sigma})^{2(p-1)} \mathbf{1}_{\left\{\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{0}}\right\}},
$$

so that

$$
\mathrm{E} Y_{k} \leq \frac{K(p)}{N^{p-1}} ; \quad \mathrm{E} X_{k}^{2} \leq \mathrm{E} Y_{k}^{2} \leq \frac{K(p)}{N^{2(p-1)}}
$$

Bernstein's inequality implies

$$
\mathrm{P}\left(\left|\sum_{2 \leq k \leq M} X_{k}\right| \geq t\right) \leq \exp \left(-\frac{1}{L} \min \left(\frac{t^{2} N^{2(p-1)}}{K(p) M}, t 2^{2 j_{0}(p-1)}\right)\right)
$$

and since $N^{2(p-1)} / M \geq N^{2(p-1)}$ and

$$
2^{2 j_{0}(p-1)} \geq N^{2(p-1) / 3} / K(p) \geq N^{4 / 3} / K(p)
$$

it follows (with plenty of room) that with overwhelming probability we have $\left|\sum_{2 \leq k \leq M} X_{k}\right| \leq c$ for each $\boldsymbol{\sigma}$ and therefore

$$
\sum_{2 \leq k \leq M} Y_{k} \leq M \mathrm{E} Y_{1}+c \leq c K(p)+c
$$

Now we study the contribution to the Hamiltonian of the quantities $m_{k}(\boldsymbol{\sigma})$ that are quite larger than $N^{-1 / 2}$. There are surprisingly few of then, as the next lemma shows.

Lemma 10.11.7. Assume $j \leq j_{0}$. Then with overwhelming probability, for each $\boldsymbol{\sigma}$ in $\Sigma_{N}$,

$$
\begin{equation*}
\operatorname{card}\left\{2 \leq k \leq M ;\left|m_{k}(\boldsymbol{\sigma})\right| \geq 2^{-j}\right\}<2^{2 j+2} \tag{10.266}
\end{equation*}
$$

Proof. Given $\boldsymbol{\sigma}$ and $k$, the subgaussian inequality (A.16) implies

$$
\mathrm{P}\left(\left|m_{k}(\boldsymbol{\sigma})\right| \geq 2^{-j}\right) \leq 2 \exp \left(-\frac{N 2^{-2 j}}{2}\right)
$$

Consider a subset $I$ of $\{1, \ldots, M\}$, with $n=\operatorname{card} I$. By independence, given $\boldsymbol{\sigma}$, we have

$$
\mathrm{P}\left(\forall k \in I,\left|m_{k}(\boldsymbol{\sigma})\right| \geq 2^{-j}\right) \leq 2^{n} \exp \left(-\frac{n N 2^{-2 j}}{2}\right)
$$

Moreover,

$$
\operatorname{card}\left\{k ;\left|m_{k}(\boldsymbol{\sigma})\right| \geq 2^{-j}\right\} \geq n \Rightarrow \exists I, \operatorname{card} I=n, \forall k \in I,\left|m_{k}(\boldsymbol{\sigma})\right| \geq 2^{-j}
$$

Thus, since there are at most $M^{n}$ choices for $I$, we get

$$
\begin{aligned}
& \mathrm{P}\left(\exists \boldsymbol{\sigma} \in \Sigma_{N}, \operatorname{card}\left\{k ;\left|m_{k}(\boldsymbol{\sigma})\right| \geq 2^{-j}\right\} \geq n\right) \leq 2^{N} M^{n} 2^{n} \exp \left(-\frac{n N 2^{-2 j}}{2}\right) \\
& \leq \exp \left(N \log 2+n \log (2 M)-\frac{n N 2^{-2 j}}{2}\right)
\end{aligned}
$$

If $n=2^{2 j+2}$, and if $j \leq j_{0}$, then $\log (2 M) \leq \log \left(2 N^{p-1}\right) \leq 2^{-2 j} N / 8$, and the exponent in the last term is at most

$$
N \log 2+n\left(\log (2 M)-\frac{N 2^{-2 j}}{2}\right) \leq N-\frac{3 n N 2^{-2 j}}{8} \leq N-\frac{3 N}{2}=-\frac{N}{2}
$$

This finishes the proof.

Corollary 10.11.8. With overwhelming probability, given $0 \leq j_{1}<j_{0}$, for each $\boldsymbol{\sigma}$, we have

$$
\begin{gather*}
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{p} \mathbf{1}_{\left\{2^{-j_{0}} \leq\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{1}}\right\}} \leq K(p) 2^{-(p-2) j_{1}}  \tag{10.267}\\
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{2(p-1} \mathbf{1}_{\left\{2^{-j_{0}} \leq\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{1}}\right\}} \leq K(p) 2^{-2(p-2) j_{1}} . \tag{10.268}
\end{gather*}
$$

Proof. With overwhelming probability (10.266) holds for all $0 \leq j \leq j_{0}$. To prove (10.267) we simply write that then

$$
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{p} \mathbf{1}_{\left\{2^{-j} \leq\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j+1}\right\}} \leq 2^{2 j+2}\left(2^{-j+1}\right)^{p}
$$

and that, since $p \geq 3$, the sum $\sum_{j_{1} \leq j<j_{0}} 2^{-j(p-2)}$ behaves like the first term. We proceed in a similar manner for (10.268).

We are now ready to show that the contribution to the Hamiltonian (besides the "bulk contribution" of those many $m_{k}(\boldsymbol{\sigma})$ 's that are not large) comes entirely from very few of the largest terms of the sequence $\left(m_{k}(\boldsymbol{\sigma})\right)$.

Proposition 10.11.9. Consider a number $0<c<1$ and the smallest integer $j_{1}$ such that

$$
2^{-(p-2) j_{1}} \leq \sqrt{c}
$$

Let us define $u_{p}(\boldsymbol{\sigma})^{p}$ as the sum of the $2^{2 j_{1}+2}$ largest terms of the sequence $m_{k}(\boldsymbol{\sigma})^{p}$. Equivalently, let us
define $\mathcal{C}(j)$ as the collection of subsets $I \subset\{1, \cdots, M\}$ with $\operatorname{card} I=2^{2 j+2}$,
and

$$
\begin{equation*}
u_{p}(\boldsymbol{\sigma})^{p}=\sup _{I \in \mathcal{C}\left(j_{1}\right)} \sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{p} \tag{10.269}
\end{equation*}
$$

Then, with overwhelming probability,

$$
\begin{equation*}
\forall \boldsymbol{\sigma},-H_{M, N}(\boldsymbol{\sigma}) \leq \frac{\beta N}{p} M d(p)+\frac{\beta N}{p} u_{p}(\boldsymbol{\sigma})^{p}+N h u_{p}(\boldsymbol{\sigma})+N \beta K(p) \sqrt{c} . \tag{10.271}
\end{equation*}
$$

Proof. For large $N$ we have $j_{1} \leq j_{0}$. Combining Lemma 10.11.6 and Corollary 10.11.8 implies that with overwhelming probability

$$
\begin{aligned}
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{p} \mathbf{1}_{\left\{\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{1}}\right\}} & \leq M d(p)+K(p) 2^{-(p-2) j_{1}} \\
& \leq M d(p)+K(p) \sqrt{c}
\end{aligned}
$$

by the choice of $j_{1}$. Therefore

$$
\begin{equation*}
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{p} \leq M d(p)+K(p) \sqrt{c}+\sum_{k \in J} m_{k}(\boldsymbol{\sigma})^{p} \tag{10.272}
\end{equation*}
$$

where $J=\left\{2 \leq k \leq M ;\left|m_{k}(\boldsymbol{\sigma})\right|>2^{-j_{1}}\right\}$. By Lemma 10.11 .7 with overwhelming probability we have card $J<2^{2 j_{1}+2}$, so that (10.272) implies that if we set $I=J \cup\{1\}$ then, since card $I \leq 2^{2 j_{1}+2}$,

$$
\begin{aligned}
\sum_{1 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{p} & \leq M d(p)+K(p) \sqrt{c}+\sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{p} \\
& \leq M d(p)+K(p) \sqrt{c}+u_{p}(\boldsymbol{\sigma})^{p},
\end{aligned}
$$

and (10.271) follows because $N h m_{1}(\boldsymbol{\sigma}) \leq N h u_{p}(\boldsymbol{\sigma})$ since $m_{1}(\boldsymbol{\sigma}) \leq u_{p}(\boldsymbol{\sigma})$.

Defining $u_{p}(\boldsymbol{\sigma})$ as in Proposition 10.11.9, it will obviously help to control for how many values of $\boldsymbol{\sigma}$ we can have $u_{p}(\boldsymbol{\sigma}) \geq t$. It turns out that this is not so easy, so we will replace $u_{p}(\boldsymbol{\sigma})$ by the larger quantity (recalling (10.269))

$$
\begin{equation*}
u_{2}(\boldsymbol{\sigma})=\sup _{I \in \mathcal{C}\left(j_{1}\right)}\left(\sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{2}\right)^{1 / 2} \tag{10.273}
\end{equation*}
$$

To see that $u_{p}(\boldsymbol{\sigma}) \leq u_{2}(\boldsymbol{\sigma})$ we simply notice that for numbers $b_{k} \geq 0$, since $p \geq 2$, we have

$$
\begin{equation*}
\sum_{k \in I} b_{k}^{p / 2} \leq\left(\sum_{k \in I} b_{k}\right)^{p / 2} \tag{10.274}
\end{equation*}
$$

so that taking $b_{k}=m_{k}^{2}(\boldsymbol{\sigma})$ proves the inequality. Of course the reader might wonder how using something as crude as (10.274) can be useful; but (10.274) is a near equality in the case where all the numbers $b_{k}$ but one are very small, which turn out to be the case here (as shown by Theorem 10.11.3).

Proposition 10.11.10. There exists a constant $L$ with the following property. Consider $\varepsilon>0$ and an integer $n$. Assume

$$
\begin{equation*}
L n \log \left(\frac{L M}{n}\right) \leq N \varepsilon^{2} \tag{10.275}
\end{equation*}
$$

and define $u_{2}(\boldsymbol{\sigma})$ by (10.273), where the supremum is taken over all choices of $I$ with card $I \leq n$. Then with overwhelming probability we have

$$
\begin{equation*}
\forall \boldsymbol{\sigma}, u_{2}(\boldsymbol{\sigma}) \leq \sqrt{1+\varepsilon} \tag{10.276}
\end{equation*}
$$

and for each $0 \leq t \leq \sqrt{1+\varepsilon}$ it holds

$$
\begin{equation*}
\operatorname{card}\left\{\boldsymbol{\sigma} ; u_{2}(\boldsymbol{\sigma}) \geq t\right\} \leq 2^{N} N^{n}\left(1+\frac{1}{\varepsilon}\right)^{n} \exp (-N \mathcal{I}((1-3 \varepsilon) t)) \tag{10.277}
\end{equation*}
$$

Proof. We have shown in Proposition A.8.3 that with overwhelming probability, for every set $I \subset\{1, \ldots, M\}$ with $n=\operatorname{card} I$ and any numbers $\left(x_{k}\right)_{k \in I}$, then

$$
\begin{equation*}
\sum_{i \leq N}\left(\sum_{k \in I} x_{k} \eta_{i, k}\right)^{2} \leq N(1+\varepsilon) \sum_{k \in I} x_{k}^{2} \tag{10.278}
\end{equation*}
$$

In the remainder of the proof we show that (10.278) implies (10.276) and (10.277). For this we will prove that for any subset $I$ of $\{1, \ldots, M\}$ with card $I=n$, we have

$$
\begin{equation*}
\forall \boldsymbol{\sigma}, \quad \sum_{k \in I} m_{k}^{2}(\boldsymbol{\sigma}) \leq 1+\varepsilon \tag{10.279}
\end{equation*}
$$

and

$$
\begin{gather*}
\forall t, \quad 0 \leq t \leq \sqrt{1+\varepsilon} \\
\operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{k \in I} m_{k}^{2}(\boldsymbol{\sigma}) \geq t^{2}\right\} \leq 2^{N}\left(1+\frac{1}{\varepsilon}\right)^{n} \exp (-N \mathcal{I}((1-3 \varepsilon) t) \tag{10.280}
\end{gather*}
$$

To see that this suffices, we first note that (10.279) obviously implies (10.276). Moreover

$$
\begin{aligned}
\operatorname{card}\left\{\boldsymbol{\sigma} ; u_{2}(\boldsymbol{\sigma}) \geq t\right\} & =\operatorname{card}\left\{\boldsymbol{\sigma} ; \sup _{\operatorname{card} I \leq n} \sum_{k \in I} m_{k}^{2}(\boldsymbol{\sigma}) \geq t^{2}\right\} \\
& \leq \sum_{\operatorname{card} I \leq n} \operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{k \in I} m_{k}^{2}(\boldsymbol{\sigma}) \geq t^{2}\right\}
\end{aligned}
$$

and since there are at most $N^{n}$ choices for $I,(10.280)$ implies (10.277).
We turn to the proof of $(10.279)$ and $(10.280)$. Consider numbers $\left(\alpha_{k}\right)_{k \in I}$, and note the identity

$$
\begin{equation*}
\sum_{k \in I} \alpha_{k} m_{k}(\boldsymbol{\sigma})=\sum_{i \leq N} a_{i} \sigma_{i}, \tag{10.281}
\end{equation*}
$$

where $a_{i}=N^{-1} \sum_{k \in I} \alpha_{k} \eta_{i, k}$, so by (10.278) this entails

$$
\begin{equation*}
\sum_{i \leq N} a_{i}^{2} \leq \frac{1}{N}(1+\varepsilon) \sum_{k \in I} \alpha_{k}^{2} \tag{10.282}
\end{equation*}
$$

When $\sum_{k \in I} \alpha_{k}^{2} \leq 1,(10.281)$, the Cauchy-Schwarz inequality and (10.282) imply

$$
\begin{equation*}
\sum_{k \in I} \alpha_{k} m_{k}(\boldsymbol{\sigma})=\sum_{i \leq N} a_{i} \sigma_{i} \leq \sqrt{N}\left(\sum_{i \leq N} a_{i}^{2}\right)^{1 / 2} \leq \sqrt{1+\varepsilon} \tag{10.283}
\end{equation*}
$$

The choice

$$
\alpha_{k}=\frac{m_{k}(\boldsymbol{\sigma})}{\sum_{k^{\prime} \leq M} m_{k^{\prime}}(\boldsymbol{\sigma})^{2}}
$$

then proves (10.279). Also, it follows from Proposition A.7.1 that there exists a set $\mathcal{A}$ of sequences $\boldsymbol{\alpha}=\left(\alpha_{k}\right)_{k \in I}$ such that $\sum_{k \in I} \alpha_{k}^{2} \leq 1$, with $\operatorname{card} \mathcal{A} \leq$ $(1+1 / \varepsilon)^{n}$ and

$$
\sup _{\boldsymbol{\alpha} \in \mathcal{A}} \sum_{k \in I} \alpha_{k} m_{k}(\boldsymbol{\sigma}) \geq(1-2 \varepsilon) \sqrt{\sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{2}} .
$$

Thus

$$
\begin{equation*}
\operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{k \in I} m_{k}^{2}(\boldsymbol{\sigma}) \geq t^{2}\right\} \leq \sum_{\boldsymbol{\alpha} \in \mathcal{A}} \operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{k \in I} \alpha_{k} m_{k}(\boldsymbol{\sigma}) \geq(1-2 \varepsilon) t\right\} \tag{10.284}
\end{equation*}
$$

Now (10.281) and (A.26) imply

$$
\begin{align*}
& \operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{k \in I} \alpha_{k} m_{k}(\boldsymbol{\sigma}) \geq(1-2 \varepsilon) t\right\} \\
= & \operatorname{card}\left\{\boldsymbol{\sigma} ; \sum_{i \leq N} \sqrt{N} a_{i} \sigma_{i} \geq(1-2 \varepsilon) t \sqrt{N}\right\} \\
\leq & 2^{N} \exp \left(-N \mathcal{I}\left(\frac{(1-2 \varepsilon) t}{N \sum_{i \leq N} a_{i}^{2}}\right)\right) \\
\leq & 2^{N} \exp (-N \mathcal{I}(1-3 \varepsilon) t) \tag{10.285}
\end{align*}
$$

since $N \sum_{i<N} a_{i}^{2} \leq 1+\varepsilon$ and $(1-2 \varepsilon) /(1+\varepsilon) \geq 1-3 \varepsilon$. Combining (10.285) with (10.28 $\overline{4}$ ) proves (10.280).

Proposition 10.11.11. Consider $w>0$. we may find $c>0$ small enough such that if $j_{1}$ is the smallest integer with $2^{-(p-2) j_{1}} \leq \sqrt{c}$, and $u_{p}(\boldsymbol{\sigma})$ and $u_{2}(\boldsymbol{\sigma})$ are given respectively by (10.270) and (10.273), then for $M \leq c N^{p-1}$ the sets

$$
B_{1}=\left\{\boldsymbol{\sigma} ; u_{p}(\boldsymbol{\sigma}) \leq m^{*}-w\right\} \quad \text { and } \quad B_{2}=\left\{\boldsymbol{\sigma} ; u_{2}(\boldsymbol{\sigma}) \geq m^{*}+w\right\}
$$

are negligible.
Proof. For any set $B \subset \mathbb{R}^{N}$ we have

$$
G_{N, M}(B)=\frac{S(B)}{Z_{N, M}},
$$

where

$$
S(B)=\sum_{\boldsymbol{\sigma} \in B} \exp \left(-H_{N, M}(\boldsymbol{\sigma})\right)
$$

A lower bound for $Z_{N, M}$ is provided by Lemma 10.11.5, so we try to find an upper bound for $S(B)$. As a start we observe that the key property of $m^{*}$ is that the function $t \mapsto f(t)-\mathcal{I}(t)$ attains its maximum at $t=m^{*}$, where we define

$$
\begin{equation*}
f(t)=\frac{\beta}{p} t^{p}+t h . \tag{10.286}
\end{equation*}
$$

Therefore we may find $\delta>0$ and $\varepsilon>0$ such that

$$
\begin{gather*}
0 \leq t \leq m^{*}-w \Rightarrow f(t)-\mathcal{I}((1-3 \varepsilon) t) \leq f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)-\delta  \tag{10.287}\\
m^{*}+w \leq t \leq \sqrt{1+\varepsilon} \Rightarrow f(t)-\mathcal{I}((1-3 \varepsilon) t) \leq f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)-\delta \tag{10.288}
\end{gather*}
$$

To bound $S(B)$ we use that (10.271) holds with overwhelming probability. Thus, with overwhelming probability, using again the notation (10.286),

$$
\begin{equation*}
S(B) \leq \exp \left(\frac{\beta N}{p} M d(p)+N \beta K(p) \sqrt{c}\right) \sum_{\boldsymbol{\sigma} \in B} \exp N f\left(u_{p}(\boldsymbol{\sigma})\right) \tag{10.289}
\end{equation*}
$$

By (A.32) we have (since $u_{p}(\boldsymbol{\sigma}) \leq m^{*}-w$ for $\boldsymbol{\sigma} \in B_{1}$ )

$$
\begin{align*}
& \sum_{\boldsymbol{\sigma} \in B_{1}} \exp N f\left(u_{p}(\boldsymbol{\sigma})\right)  \tag{10.290}\\
\leq & \operatorname{card} B_{1}+\int_{0}^{m^{*}-w} N f^{\prime}(t) \exp (N f(t)) \operatorname{card}\left\{\boldsymbol{\sigma} ; u_{p}(\boldsymbol{\sigma}) \geq t\right\} \mathrm{d} t \\
\leq & \operatorname{card} B_{1}+\int_{0}^{m^{*}-w} N f^{\prime}(t) \exp (N f(t)) \operatorname{card}\left\{\boldsymbol{\sigma} ; u_{2}(\boldsymbol{\sigma}) \geq t\right\} \mathrm{d} t
\end{align*}
$$

because $u_{2}(\boldsymbol{\sigma}) \geq u_{p}(\boldsymbol{\sigma})$. Now we observe that (10.275) holds for $N$ large enough if $n=2^{2 j_{1}+2}$, and in that case the quantity $u_{2}(\boldsymbol{\sigma})$ of Proposition 10.11.10 is the same as the quantity (10.273), so that (10.277) holds with overwhelming probability. Using (10.277), we get, for a certain number $K$ independent of $N$,

$$
\begin{aligned}
\exp N f(t) \operatorname{card}\left\{\boldsymbol{\sigma} ; u_{2}(\boldsymbol{\sigma}) \geq t\right\} & \leq 2^{N} K N^{n} \exp N(f(t)-\mathcal{I}((1-3 \varepsilon) t)) \\
& \leq 2^{N} K N^{n} \exp N\left(f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)-\delta\right),
\end{aligned}
$$

using (10.287) in the second line. Since $f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)>f(0)-\mathcal{I}(0)=0$, we may assume without loss of generality that $f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)-\delta>0$. Since $\operatorname{card} B_{1} \leq 2^{N},(10.290)$ implies,

$$
\sum_{\boldsymbol{\sigma} \in B_{1}} \exp N f\left(u_{p}(\boldsymbol{\sigma})\right) \leq K 2^{N} N^{n+1} \exp N\left(f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)-\delta\right)
$$

Combining with (10.289) we have with overwhelming probability

$$
S\left(B_{1}\right) \leq K 2^{N} N^{n+1} \exp N\left(\frac{\beta}{p} M d(p)+\beta K(p) \sqrt{c}+f\left(m^{*}\right)-\mathcal{I}\left(m^{*}\right)-\delta\right)
$$

Combining with Lemma 10.11.5 yields that with overwhelming probability

$$
G_{N, M}\left(B_{1}\right) \leq N^{K} \exp N(\beta K(p) \sqrt{c}-\delta),
$$

so that if we have chosen $c$ small enough, $B_{1}$ is negligible. In the case of $B_{2}$ we conclude exactly as before.

Now the idea is to prove that the only way we may have $u_{p}(\boldsymbol{\sigma}) \simeq u_{2}(\boldsymbol{\sigma}) \simeq$ $m^{*}$ is that there exists $k$ with $m_{k}(\boldsymbol{\sigma}) \simeq \pm m^{*}$ and all the other values of $m_{k}(\boldsymbol{\sigma})$ are small.

Proof of Theorem 10.11.3. Consider $w>0$, to be chosen later. Let $c$ be as in Proposition 10.11.11. Consider $\boldsymbol{\sigma}$ in $\Sigma_{N}$ and $u_{p}(\boldsymbol{\sigma}), u_{2}(\boldsymbol{\sigma})$ as in Proposition 10.11.11. Assuming that

$$
\begin{equation*}
m^{*}-w \leq u_{p}(\boldsymbol{\sigma}) \leq u_{2}(\boldsymbol{\sigma}) \leq m^{*}+w, \tag{10.291}
\end{equation*}
$$

we will show that $\mathbf{m}(\boldsymbol{\sigma})$ is close to $\pm m^{*} \mathbf{e}_{k}$ for some $k$. Consider a set $I$ with $\operatorname{card} I \leq 2^{2 j_{1}+2}$ such that

$$
u_{p}(\boldsymbol{\sigma})^{p}=\sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{p}
$$

Let $S=\max _{k \in I}\left|m_{k}(\boldsymbol{\sigma})\right|$. Then

$$
u_{p}(\boldsymbol{\sigma})^{p} \leq S^{p-2} \sum_{k \in I} m_{k}(\boldsymbol{\sigma})^{2} \leq S^{p-2} u_{2}(\boldsymbol{\sigma})^{2}
$$

and thus (10.291) entails

$$
\begin{equation*}
S \geq\left(\frac{\left(m^{*}-w\right)^{p}}{\left(m^{*}+w\right)^{2}}\right)^{\frac{1}{p-2}} \geq m^{*}-w K(p, \beta, h) \tag{10.292}
\end{equation*}
$$

for $w$ small enough, with $K(p, \beta, h)$ depending only on $p, \beta$ and $h$. Let $k_{0} \in I$ with $S=\left|m_{k_{0}}(\boldsymbol{\sigma})\right|$. Then

$$
S^{2}+\sum_{k \in I, k \neq k_{0}} m_{k}(\boldsymbol{\sigma})^{2} \leq u_{2}(\boldsymbol{\sigma})^{2} \leq\left(m^{*}+w\right)^{2}
$$

and therefore using (10.292) we get

$$
\sum_{k \in I, k \neq k_{0}} m_{k}(\boldsymbol{\sigma})^{2} \leq K(p, \beta, h) w
$$

Since $p-1 \geq 1$ and $\left|m_{k}(\boldsymbol{\sigma})\right| \leq 1$ it follows that

$$
\begin{equation*}
\sum_{k \in I, k \neq k_{0}} m_{k}(\boldsymbol{\sigma})^{2(p-1)} \leq K(p, \beta, h) w . \tag{10.293}
\end{equation*}
$$

We recall that $2^{-2(p-2) j_{1}} \leq c$, so that combining (10.265) and (10.268) proves that with overwhelming probability

$$
\begin{equation*}
\sum_{2 \leq k \leq M} m_{k}(\boldsymbol{\sigma})^{2(p-1)} \mathbf{1}_{\left\{\left|m_{k}(\boldsymbol{\sigma})\right| \leq 2^{-j_{1}}\right\}} \leq K(p) c . \tag{10.294}
\end{equation*}
$$

Now, it follows from (10.266) that $k \in I$ whenever $\left|m_{k}(\boldsymbol{\sigma})\right|>2^{-j_{1}}$, so that combining (10.293) and (10.294), we get

$$
\sum_{k \neq k_{0}} m_{k}(\boldsymbol{\sigma})^{2(p-1)} \leq K(p, \beta, h)(w+c) .
$$

Moreover, using (10.292), and since $S=\left|m_{k_{0}}(\boldsymbol{\sigma})\right| \leq u_{2}(\boldsymbol{\sigma}) \leq m^{*}+w$ we have $\left|\left|m_{k_{0}}(\boldsymbol{\sigma})\right|-m^{*}\right| \leq K(p, \beta, h) w$. It should then be obvious that if $w$ and $c$ have been chosen small enough, for some $\eta= \pm 1$ we have $\left\|\mid \mathbf{m}(\boldsymbol{\sigma})-\eta \mathbf{e}_{k_{0}}\right\| \| \leq s$.

We will leave it to the reader to check as in Section 4.4 that when $h>0$ among all the possibilities left open by Theorem 10.11.3, the one that always occurs is that $m_{1}(\boldsymbol{\sigma})$ is close to $m^{*}$. As a consequence, the following holds:

Proposition 10.11.12. Assume $h>0$. Then given $s>0$ we may find $c>0$ such that if $M \leq c N^{p-1}$ the set $\left\{\boldsymbol{\sigma} ;\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right|>s\right\}$ is negligible.

The last result we will prove concerns the control of the quantities $\nu\left(m_{k}^{2 n}\right)$ for $k \geq 2$ and $n$ not too large. This control is essential to perform approximate integration by parts.

When $\beta$ is small we have

$$
\begin{equation*}
0<t<1 \Rightarrow \frac{\beta t^{p}}{p}-\mathcal{I}(t) \leq 0 \tag{10.295}
\end{equation*}
$$

Define $\beta_{0}$ as the largest value of $\beta$ for which (10.295) occurs, so that

$$
\begin{equation*}
0<t<1 \Rightarrow \frac{\beta_{0} t^{p}}{p}-\mathcal{I}(t) \leq 0 \tag{10.296}
\end{equation*}
$$

We expect that for $\beta>\beta_{0}$ the maximum of $\beta t^{p} / p-\mathcal{I}(t)$ is attained at the largest root of the equation $t=\operatorname{th}\left(\beta t^{p-1}\right)$ (although we did not muster the energy to prove it).

Proposition 10.11.13. Assume that

$$
\begin{equation*}
\beta\left(1-m^{*}\right)^{p / 2}<\beta_{0} \tag{10.297}
\end{equation*}
$$

Then there is $c>0$ such that if $\alpha \leq c$, we have

$$
\forall n \leq \frac{N^{1-2 / p}}{2 \log N}, \mathrm{E}\left\langle m_{M}^{2 n}\right\rangle \leq\left(\frac{K n}{N}\right)^{n}
$$

where $K$ depends only on $\beta, h, p$.

This provides a very good control for many moments of $m_{M}$. We do not know however if condition (10.297) always holds when $\beta>\beta_{0}$. It certainly holds when $\beta$ is large enough because, as in the case $p=2, m^{*}$ approaches 1 exponentially fast as $\beta \rightarrow \infty$.

Lemma 10.11.14. Consider numbers $\left(a_{i}\right)_{i \leq N}$ with

$$
\left(\frac{1}{N} \sum_{i \leq N} a_{i}^{2}\right)^{p / 2}<\beta_{0}
$$

Then we have

$$
\mathrm{E} \exp \frac{N}{p}\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M} a_{i}\right)^{p} \leq K
$$

where $K$ depends only on $N^{-1} \sum_{i \leq N} a_{i}^{2}$.
Proof. Define $a=\left(N^{-1} \sum_{i \leq N} a_{i}^{2}\right)^{1 / 2}$. We have, by (A.31), and using (A.26) in the last line,

$$
\begin{aligned}
& \mathrm{E} \exp \frac{N}{p}\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M} a_{i}\right)^{p} \\
= & 1+\int_{0}^{\infty} N t^{p-1} \exp \frac{N t^{p}}{p} \mathrm{P}\left(\sum_{i \leq N} \eta_{i, M} a_{i} \geq t N\right) \mathrm{d} t \\
\leq & 1+N \int_{0}^{a} t^{p-1} \exp N\left(\frac{t^{p}}{p}-\mathcal{I}\left(\frac{t}{a}\right)\right) \mathrm{d} t
\end{aligned}
$$

By change of variables, the integral is

$$
\begin{equation*}
N a^{p} \int_{0}^{1} t^{p-1} \exp N\left(\frac{a^{p} t^{p}}{p}-\mathcal{I}(t)\right) \mathrm{d} t \tag{10.298}
\end{equation*}
$$

Now (10.296) implies $a^{p} t^{p} / p-\mathcal{I}(t) \leq-\left(\beta_{0}-a^{p}\right) t^{p} / p$, and since $a^{p}<\beta_{0}$, change of variable in (10.298) proves that this integral is bounded independently of $N$.
Proof of Proposition 10.11.13. We define $\Omega_{0}=\left\{\left|\sum_{i \leq N} \eta_{i, M}\right| \leq N^{1-1 / p}\right\}$ and we write

$$
\begin{equation*}
\mathrm{E}\left\langle m_{M}^{2 n}\right\rangle \leq \mathrm{I}+\mathrm{II} \tag{10.299}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{I} & =\mathrm{E}\left(\mathbf{1}_{\Omega_{0}}\left\langle m_{M}^{2 n}\right\rangle\right) \\
\mathrm{II} & =\mathrm{E}\left(\mathbf{1}_{\Omega_{0}^{c}}\left\langle m_{M}^{2 n}\right\rangle\right) .
\end{aligned}
$$

Thus the subgaussian inequality (A.16) implies

$$
\begin{equation*}
\mathrm{II} \leq \mathrm{P}\left(\Omega_{0}^{c}\right) \leq 2 \exp \left(-\frac{N^{1-2 / p}}{2}\right) \leq K\left(\frac{n}{N}\right)^{n} \tag{10.300}
\end{equation*}
$$

provided $n \leq N^{1-2 / p} / 2 \log N$.
Now we choose $b>1, \tau_{2}>1$ and $\rho>0$ such that

$$
\begin{equation*}
\beta b^{p-1} \tau_{2}\left(1-m^{* 2}+2 m^{*} \rho\right)^{p / 2}<\beta_{0} \tag{10.301}
\end{equation*}
$$

This is possible by (10.297). We consider the number $a$ with $1 / a+1 / b=1$, and the number $\tau_{1}$ with $1 / \tau_{1}+1 / \tau_{2}=1$. Given $x, y$, the convexity of the function $t \mapsto t^{p}$ shows that

$$
\left(\frac{x}{a}+\frac{y}{b}\right)^{p} \leq \frac{x^{p}}{a}+\frac{y^{p}}{b}
$$

Hence

$$
(x+y)^{p} \leq a^{p-1} x^{p}+b^{p-1} y^{p}
$$

and thus

$$
\begin{align*}
\exp \left(\frac{N \beta}{p} m_{M}^{p}\right) & \leq \exp \left(\frac{N \beta a^{p-1}}{p}\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M}\right)^{p} m^{* p}\right) \\
& \times \exp \left(\frac{N \beta b^{p-1}}{p}\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M}\left(\sigma_{i}-m^{*}\right)\right)^{p}\right) \tag{10.302}
\end{align*}
$$

Consider the set

$$
A=\left\{\boldsymbol{\sigma} ;\left|m_{1}(\boldsymbol{\sigma})-m^{*}\right| \leq \rho\right\}
$$

We write

$$
\begin{equation*}
\left\langle m_{M}^{2 n}\right\rangle \leq\left\langle m_{M}^{2 n} \mathbf{1}_{A}\right\rangle+\left\langle m_{M}^{2 n} \mathbf{1}_{A^{c}}\right\rangle \tag{10.303}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\mathrm{E} \mathbf{1}_{\Omega_{0}}\left\langle m_{M}^{2 n}\right\rangle \leq \mathrm{E} \mathbf{1}_{\Omega_{0}}\left\langle m_{M}^{2 n} \mathbf{1}_{A}\right\rangle+\mathrm{E}\left\langle\mathbf{1}_{A^{c}}\right\rangle . \tag{10.304}
\end{equation*}
$$

Now, using the familiar notation $\langle\cdot\rangle_{\sim}$ for "cavity in $M$ " we have

$$
\begin{equation*}
\left\langle m_{M}^{2 n} \mathbf{1}_{A}\right\rangle=\frac{\left\langle m_{M}^{2 n} \mathbf{1}_{A} \exp \left(N \beta m_{M}^{p} / p\right)\right\rangle_{\sim}}{\left\langle\exp \left(N \beta m_{M}^{p} / p\right)\right\rangle_{\sim}} \leq\left\langle m_{M}^{2 n} \mathbf{1}_{A} \exp \left(N \beta m_{M}^{p} / p\right)\right\rangle_{\sim}, \tag{10.305}
\end{equation*}
$$

because the denominator is at least 1 . On $\Omega_{0}$ it holds that

$$
N\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M}\right)^{p} \leq 1
$$

and combining with (10.302) and (10.305) we get

$$
\begin{align*}
& \mathrm{E}\left(\mathbf{1}_{\Omega_{0}}\left\langle m_{M}^{2 n} \mathbf{1}_{A}\right\rangle\right)  \tag{10.306}\\
\leq & K \mathrm{E}\left\langle\mathbf{1}_{A} m_{M}^{2 n} \exp \left(\frac{N \beta b^{p-1}}{p}\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M}\left(\sigma_{i}-m^{*}\right)\right)^{p}\right)\right\rangle_{\sim}
\end{align*}
$$

If $\boldsymbol{\sigma} \in A$, we have

$$
\begin{equation*}
\sum_{i \leq N}\left(\sigma_{i}-m^{*}\right)^{2}=N-2 m^{*}\left(\sum_{i \leq N} \sigma_{i}\right)+N m^{* 2} \leq N\left(1-m^{* 2}+2 m^{*} \rho\right) \tag{10.307}
\end{equation*}
$$

It then follows from (10.301) and Lemma 10.11 .14 that if we denote by $\mathrm{E}_{M}$ expectation in the r.v.s $\left(\eta_{i, M}\right)_{i \leq M}$ only, and if we set

$$
B=\mathrm{E}_{M} \exp \left(\frac{N \beta b^{p-1} \tau_{2}}{p}\left(\frac{1}{N} \sum_{i \leq N} \eta_{i, M}\left(\sigma_{i}-m^{*}\right)\right)^{p}\right)
$$

then $B \leq K$. By Hölder's inequality we get

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\Omega_{0}}\left\langle m_{M}^{2 n} \mathbf{1}_{A}\right\rangle\right) \leq K \mathrm{E}\left\langle\mathbf{1}_{A}\left(\mathrm{E}_{M} m_{M}^{2 n \tau_{1}}\right)^{1 / \tau_{1}} B^{1 / \tau_{2}}\right\rangle \tag{10.308}
\end{equation*}
$$

Now Khinchin's inequality (A.20) implies

$$
\mathrm{E}_{M}\left(m_{M}^{2 n \tau_{1}}\right)^{1 / \tau_{1}} \leq\left(\frac{K\left(\tau_{1}\right) n}{N}\right)^{n}
$$

so we get from (10.308) that

$$
\mathrm{E} \mathbf{1}_{\Omega_{0}}\left\langle m_{M}^{2 n}\right\rangle \leq\left(\frac{K\left(\tau_{1}\right) n}{N}\right)^{n}+\mathrm{E}\left\langle\mathbf{1}_{A^{c}}\right\rangle
$$

Proposition 10.11.12 shows that if $c$ is small enough, and $\alpha \leq c$, the set $A^{c}$ is negligible, i.e. $\mathrm{E}\left\langle\mathbf{1}_{A^{c}}\right\rangle \leq K \exp (-N / K)$. Since if $K^{\prime}$ is large enough we have $\exp (-N / K) \leq\left(K^{\prime} n / N\right)^{n}$ for each $n$, this finishes the proof.

### 10.12 Proof of Theorem 10.2.1

The proof of Theorem 10.2.1 requires some caution when $\beta$ is close to 1 , but there is a lot of room for larger $\beta$. In particular, many of the powers of $\beta$ found in our subsequent estimates are pretty much arbitrary and only convenient choices.

We first study $r(q)$ given by (10.9), i.e. $r(q)=\alpha q /(1-\beta(1-q))^{2}$. We recall that we have proved in Lemma 4.2.5 that

$$
\begin{equation*}
1-\beta\left(1-m^{* 2}\right) \geq \frac{m^{* 2}}{L_{3}} \tag{10.309}
\end{equation*}
$$

and we choose $L_{1}=2 L_{3}$.

## Lemma 10.12.1. If

$$
\begin{equation*}
\left|q-m^{* 2}\right| \leq \frac{m^{* 2}}{2 L_{3} \beta^{2}}=\frac{m^{* 2}}{L_{1} \beta^{2}} \tag{10.310}
\end{equation*}
$$

we have

$$
\begin{align*}
r(q) & \leq \frac{L_{4} \alpha}{m^{* 2}}  \tag{10.311}\\
\left|\frac{\mathrm{~d} r}{\mathrm{~d} q}(q)\right| & \leq \frac{L \alpha \beta}{m^{* 4}} \tag{10.312}
\end{align*}
$$

Proof. We observe that

$$
\begin{equation*}
1-\beta(1-q)=1-\beta\left(1-m^{* 2}\right)+\beta\left(q-m^{* 2}\right) \geq \frac{m^{* 2}}{2 L_{3}} \tag{10.313}
\end{equation*}
$$

using (10.309) and (10.310). Also, (assuming without loss of generality that $L_{1} \geq 1$ ) (10.310) implies that $q \leq 2 m^{* 2}$, and (10.311) follows. Straightforward computation shows that

$$
\frac{\mathrm{d} r}{\mathrm{~d} q}=\alpha \frac{1-\beta(1+q)}{(1-\beta(1-q))^{3}}
$$

so that from (10.313) we get

$$
\left|\frac{\mathrm{d} r}{\mathrm{~d} q}\right| \leq \frac{L \alpha}{m^{* 6}}((\beta-1)+q \beta)
$$

Now $q \leq 2 m^{* 2}$, and from (10.309) we have $\beta-1 \leq \beta m^{* 2}$, so (10.312) follows.

We turn to the study of the functions $\Phi$ and $\Psi$ of (10.7) and (10.8). Recalling the integration by parts formula

$$
\frac{\mathrm{d}}{\mathrm{~d} x} \mathrm{E} f(z \sqrt{x})=\frac{1}{2} \mathrm{E} f^{\prime \prime}(z \sqrt{x})
$$

we obtain the relations

$$
\begin{align*}
& \frac{\partial \Phi}{\partial r}=\beta^{2} \mathrm{E} \frac{1-2 \operatorname{sh}^{2} Y}{\operatorname{ch}^{4} Y}  \tag{10.314}\\
& \frac{\partial \Phi}{\partial \mu}=\beta \mathrm{E} \frac{2 \operatorname{th} Y}{\operatorname{ch}^{2} Y}  \tag{10.315}\\
& \frac{\partial \Psi}{\partial r}=-\beta^{2} \mathrm{E} \frac{\operatorname{th} Y}{\operatorname{ch}^{2} Y}  \tag{10.316}\\
& \frac{\partial \Psi}{\partial \mu}=\beta \mathrm{E} \frac{1}{\operatorname{ch}^{2} Y} \tag{10.317}
\end{align*}
$$

Lemma 10.12.2. There exists a constant $L$ with the following property. If we have chosen $L_{0}$ large enough, if $(\alpha, \beta, h)$ belongs to the admissible region (10.1), if

$$
\begin{equation*}
\left|\mu-m^{*}\right| \leq \frac{m^{*}}{2}, \quad r \leq \frac{L_{4} \alpha}{m^{* 2}} \tag{10.318}
\end{equation*}
$$

and if $\Xi$ denotes any partial derivative of order $\leq 3$ of either $\Phi$ or $\Psi$, we have

$$
\begin{equation*}
|\Xi| \leq \frac{L}{\beta^{10}} \tag{10.319}
\end{equation*}
$$

There is nothing specific about the power 10 in (10.319).
Recall that we think of $L_{0}$ as a parameter, which may be adjusted as large as we wish, that in our computations all dependences on $L_{0}$ are explicit, and that when we write " $L$ " for a universal constant, the value of $L$ has been determined through calculations that do not depend on the value of $L_{0}$.

Proof. It should be obvious that for $\beta \leq L$ we have $\Xi \leq L^{\prime}$ so that it suffices to prove (10.319) for $\beta \geq 2$. We recall that by Lemma 4.2 .5 , for $\beta \geq 2, m^{*}$ stays bounded below i.e. $m^{*} \geq 1 / L$, so, since we assume $\left|\mu-m^{*}\right| \leq m^{*} / 2$, we have

$$
\mu \geq \frac{m^{*}}{2} \geq \frac{1}{L}
$$

and

$$
\beta \mu+h \geq \frac{\beta}{L}
$$

so that

$$
Y \geq \beta z \sqrt{r}+\frac{\beta}{L}
$$

Therefore

$$
\begin{equation*}
z \geq-\frac{1}{2 L \sqrt{r}} \Rightarrow Y \geq \frac{\beta}{2 L} \tag{10.320}
\end{equation*}
$$

This means that $Y$ is of order at least $\beta$ unless the rare event

$$
\Omega=\left\{z<-\frac{1}{2 L \sqrt{r}}\right\}
$$

occurs. Consider a function $f$ with $|f| \leq 1$. Then by (10.320) we have

$$
\begin{equation*}
\mathrm{E} f(Y) \leq \mathrm{P}(\Omega)+\sup \left\{f(x) ; x \geq \frac{\beta}{2 L}\right\} \tag{10.321}
\end{equation*}
$$

To bound $\mathrm{P}(\Omega)$, we observe that since we assume $r \leq L_{4} \alpha / m^{* 2} \leq L \alpha$, and since $\alpha \leq 1 /\left(L_{0} \log \beta\right)$ in the admissible region, using (A.4) in the second inequality,

$$
\mathrm{P}(\Omega)=\mathrm{P}\left(z<-\frac{1}{2 L \sqrt{r}}\right) \leq \exp \left(-\frac{1}{L r}\right) \leq \exp \left(-\frac{L_{0} \log \beta}{L}\right)=\beta^{-L_{0} / L}
$$

Thus (10.321) yields

$$
\mathrm{E} f(Y) \leq \beta^{-L_{0} / L}+\sup \left\{f(x) ; x \geq \frac{\beta}{2 L}\right\}
$$

Using this for the function $f(x)=\left(1-2 \operatorname{sh}^{2} x\right) / \operatorname{ch}^{4} x$, we get from (10.314) that

$$
\left|\frac{\partial \Phi}{\partial r}\right| \leq \beta^{2}\left(\beta^{-L_{0} / L}+\exp \left(-\frac{\beta}{L}\right)\right) \leq \frac{L}{\beta^{10}}
$$

if $L_{0}$ has been chosen large enough. The other cases are similar. For example, using now the function $f(x)=\operatorname{th} x / \operatorname{ch}^{2} x$, (10.315) yields

$$
\left|\frac{\partial \Phi}{\partial \mu}\right| \leq \beta\left(\beta^{-L_{0} / L}+\exp \left(-\frac{\beta}{L}\right)\right) \leq \frac{L}{\beta^{10}} .
$$

We will also use the following simple fact.
Lemma 10.12.3. If the segment between the points $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$ is entirely contained in a domain $W$,

$$
\begin{equation*}
\left|F\left(x_{1}, y_{1}\right)-F\left(x_{0}, y_{0}\right)\right| \leq\left|x_{1}-x_{0}\right| \sup _{W}\left|\frac{\partial F}{\partial x}\right|+\left|y_{1}-y_{0}\right| \sup _{W}\left|\frac{\partial F}{\partial y}\right| \tag{10.322}
\end{equation*}
$$

Proof. Combine trivial bounds with identity

$$
\left|F\left(x_{1}, y_{1}\right)-F\left(x_{0}, y_{0}\right)\right|=\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} t} F\left(x_{0}+t\left(x_{1}-x_{0}\right), y_{0}+t\left(y_{1}-y_{0}\right)\right) \mathrm{d} t
$$

We consider a new parameter $A>1$. Of course when we write " $L$ " for a universal constant, this means that the value of this constant has been determined independently of $A$ (and of $L_{0}$ ).

Lemma 10.12.4. Assume that $(\alpha, \beta, h)$ belongs to the admissible region (10.1), and that

$$
\begin{equation*}
r \leq \frac{L_{4} \alpha}{m^{* 4}}, \quad\left|\mu-m^{*}\right| \leq \frac{m^{*}}{A} \tag{10.323}
\end{equation*}
$$

Then if $A$ is large enough, and if $L_{0} \geq A$, we have

$$
\begin{align*}
\left|\frac{\partial \Phi}{\partial r}(r, \mu)\right| & \leq \frac{L}{\beta^{10}}  \tag{10.324}\\
\left|\frac{\partial \Phi}{\partial \mu}(r, \mu)\right| & \leq \frac{L m^{*}}{\beta^{10}}  \tag{10.325}\\
\left|\frac{\partial \Psi}{\partial r}(r, \mu)\right| & \leq \frac{L m^{*}}{\beta^{10}}  \tag{10.326}\\
\left|\frac{\partial \Psi}{\partial \mu}(r, \mu)\right| & \leq 1-\frac{m^{* 2}}{L} \tag{10.327}
\end{align*}
$$

Proof. We observe that (10.319) implies (10.324). To prove (10.326) we observe from (10.316) that

$$
\frac{\partial \Psi}{\partial r}\left(0, m^{*}\right)=-\beta^{2} \frac{\operatorname{th}\left(\beta m^{*}+h\right)}{\operatorname{ch}^{2}\left(\beta m^{*}+h\right)}=\beta^{2} m^{*}\left(1-m^{* 2}\right) .
$$

By (4.37) we have $\beta^{20}\left(1-m^{* 2}\right) \leq L$, and hence

$$
\begin{equation*}
\left|\frac{\partial \Psi}{\partial r}\left(0, m^{*}\right)\right| \leq \frac{L m^{*}}{\beta^{10}} \tag{10.328}
\end{equation*}
$$

We use (10.322) for the function $F=\partial \Psi / \partial r$, and thus, using Lemma 10.12.2, we get

$$
\begin{equation*}
\left|\frac{\partial \Psi}{\partial r}\left(0, m^{*}\right)-\frac{\partial \Psi}{\partial r}(r, \mu)\right| \leq \frac{L}{\beta^{10}}\left(r+\left|\mu-m^{*}\right|\right) \tag{10.329}
\end{equation*}
$$

Since we assume $r \leq L_{4} \alpha / m^{* 2}$, (10.2) yields

$$
\begin{equation*}
r \leq \frac{L m^{* 2}}{L_{0}} \tag{10.330}
\end{equation*}
$$

Combining (10.328) and (10.329) and using that $\left|\mu-m^{*}\right| \leq m^{*} / A \leq m^{*}$ yields (10.326). The proof of (10.325) is similar.

We turn to the proof of (10.327). This proof is more delicate because it requires a kind of order 2 expansion. We start by showing that under (10.323) we have

$$
\begin{equation*}
\left|\frac{\partial^{2} \Psi}{\partial \mu^{2}}\left(r, m^{*}\right)\right| \leq \frac{L m^{*}}{\beta^{10}} \leq L m^{*} \tag{10.331}
\end{equation*}
$$

The proof is nearly identical to that of (10.325) and (10.326). We start by observing from (10.317) that

$$
\frac{\partial^{2} \Psi}{\partial \mu^{2}}=-2 \beta^{2} \mathrm{E} \frac{\operatorname{th} Y}{\operatorname{ch}^{2} Y}
$$

so that, as in (10.328)

$$
\left|\frac{\partial^{2} \Psi}{\partial \mu^{2}}\left(0, m^{*}\right)\right|=\left|-2 \beta^{2} m^{*}\left(1-m^{* 2}\right)\right| \leq L m^{*} / \beta^{10}
$$

and (10.331) follows as before. Next, since $\left|\partial^{2} \Psi / \partial \mu \partial r\right| \leq L$ by Lemma 10.12.2, applying (10.331) and (10.322) to the function $F=\partial \Psi / \partial \mu$ yields

$$
\begin{align*}
\left|\frac{\partial \Psi}{\partial \mu}(r, \mu)-\frac{\partial \Psi}{\partial \mu}\left(0, m^{*}\right)\right| & \leq L\left(r+m^{*}\left|\mu-m^{*}\right|\right) \\
& \leq L m^{* 2}\left(\frac{1}{L_{0}}+\frac{1}{A}\right) \tag{10.332}
\end{align*}
$$

using (10.330) and (10.323). Finally (10.317) entails

$$
\frac{\partial \Psi}{\partial \mu}\left(0, m^{*}\right)=\beta\left(1-\operatorname{th}^{2}\left(\beta m^{*}+h\right)\right)=\beta\left(1-m^{* 2}\right) \leq 1-\frac{m^{* 2}}{L}
$$

using (10.309) in the last inequality. Combining with (10.332) finishes the proof.

Corollary 10.12.5. Assume that $A$ has been chosen as in Lemma 10.12.4 and that $L_{0} \geq A$. Consider $(r, \mu)$ and $\left(r^{\prime}, \mu^{\prime}\right)$ as in (10.323). Then

$$
\begin{align*}
\left|\Phi(r, \mu)-\Phi\left(r^{\prime}, \mu^{\prime}\right)\right| & \leq \frac{L}{\beta^{10}}\left|r-r^{\prime}\right|+\frac{L m^{*}}{\beta^{10}}\left|\mu-\mu^{\prime}\right|  \tag{10.333}\\
\left|\Psi(r, \mu)-\Psi\left(r^{\prime}, \mu^{\prime}\right)\right| & \leq \frac{L m^{*}}{\beta^{10}}\left|r-r^{\prime}\right|+\left(1-\frac{m^{* 2}}{L}\right)\left|\mu-\mu^{\prime}\right| \tag{10.334}
\end{align*}
$$

Moreover we have

$$
\begin{align*}
\left|\Phi(r, \mu)-m^{* 2}\right| & \leq \frac{L m^{* 2}}{A \beta^{10}}  \tag{10.335}\\
\left|\Psi(r, \mu)-m^{*}\right| & \leq\left(1-m^{* 2}\left(\frac{1}{L}-\frac{L A}{L_{0}}\right)\right) \frac{m^{*}}{A} \tag{10.336}
\end{align*}
$$

Proof. To prove (10.333) and (10.334) we combine Lemmas 10.12 .3 and 10.12.4. Taking $r^{\prime}=0, \mu^{\prime}=m^{*}$, observing that $\Phi\left(0, m^{*}\right)=\operatorname{th}^{2}\left(\beta m^{*}+h\right)=$ $m^{* 2}$ and $\Psi\left(0, m^{*}\right)=\operatorname{th}\left(\beta m^{*}+h\right)=m^{*}$ and recalling (10.330) and that $L_{0} \geq A$ we deduce (10.335) and

$$
\left|\Psi(r, \mu)-m^{*}\right| \leq \frac{L m^{*}}{\beta^{10}} \frac{m^{* 2}}{L_{0}}+\left(1-\frac{m^{* 2}}{L}\right) \frac{m^{*}}{A}
$$

which implies (10.336).
Proof of Theorem 10.2.1. We fix once and for all $A$ large enough so that Lemma 10.12.4 holds, as well as the following

$$
\begin{equation*}
\frac{L}{A} \leq \frac{1}{L_{1}} \tag{10.337}
\end{equation*}
$$

where $L$ is as in (10.335) and where $L_{1}$ is as in (10.310). We will prove Theorem 10.2.1 with the value $L_{2}=A$. Assume that $(r, \mu)$ is as in (10.323). We see from (10.335) and (10.337) that

$$
\begin{equation*}
\left|\Phi(r, \mu)-m^{* 2}\right| \leq \frac{m^{* 2}}{L_{1} \beta^{2}} \tag{10.338}
\end{equation*}
$$

Moreover, if $L_{0}$ is large enough we deduce from (10.336) that

$$
\begin{equation*}
\left|\Psi(r, \mu)-m^{*}\right| \leq \frac{m^{*}}{A}=\frac{m^{*}}{L_{2}} \tag{10.339}
\end{equation*}
$$

Let us consider the domain

$$
W=\left\{(q, \mu) ;\left|q-m^{* 2}\right| \leq \frac{m^{* 2}}{L_{1} \beta^{2}},\left|\mu-m^{*}\right| \leq \frac{m^{*}}{A}\right\}
$$

and for $(q, \mu) \in W$ set $T(q, \mu)=(\Phi(r(q), \mu), \Psi(r(q), \mu))$. It follows from (10.311) that for $(q, \mu) \in W$, the pair $(r(q), \mu)$ satisfies (10.323), so (10.338) and (10.339) show that $T(W) \subset W$. Also, for $(q, \mu) \in W$ and $\left(q^{\prime}, \mu^{\prime}\right) \in W$ we deduce from (10.312) and (10.2) that

$$
\left|r(q)-r\left(q^{\prime}\right)\right| \leq \frac{L \alpha \beta}{m^{* 4}}\left|q-q^{\prime}\right| \leq \frac{L}{L_{0}} \beta\left|q-q^{\prime}\right|
$$

and using (10.333) and (10.334) for $r=r(q)$ and $r^{\prime}=r\left(q^{\prime}\right)$ we get respectively

$$
\begin{equation*}
\left|\Phi(r(q), \mu)-\Phi\left(r\left(q^{\prime}\right), \mu^{\prime}\right)\right| \leq \frac{L}{L_{0}}\left|q-q^{\prime}\right|+L m^{*}\left|\mu-\mu^{\prime}\right| \tag{10.340}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Psi(r(q), \mu)-\Psi\left(r\left(q^{\prime}\right), \mu^{\prime}\right)\right| \leq \frac{L}{L_{0}} m^{*}\left|q-q^{\prime}\right|+\left(1-\frac{m^{* 2}}{L}\right)\left|\mu-\mu^{\prime}\right| \tag{10.341}
\end{equation*}
$$

Consider a number $a>0$, to be determined later, and the distance $d$ on $W$ given by

$$
d\left((q, \mu),\left(q^{\prime}, \mu^{\prime}\right)\right)=a\left|q-q^{\prime}\right|+\left|\mu-\mu^{\prime}\right| .
$$

It follows from (10.340) and (10.341) that

$$
d\left(T(q, \mu), T\left(q^{\prime}, \mu^{\prime}\right)\right) \leq B d\left((q, \mu),\left(q^{\prime}, \mu^{\prime}\right)\right)
$$

where

$$
B=\max \left(\frac{L}{L_{0}}\left(1+\frac{m^{*}}{a}\right), 1-\frac{m^{* 2}}{L}+L a m^{*}\right) .
$$

Taking $a=m^{*} / L$ where $L$ is large, and then $L_{0}$ large yields

$$
B \leq \max \left(\frac{1}{2}, 1-\frac{m^{* 2}}{L}\right)<1
$$

Therefore, $T$ is a contraction on $W$ for the distance $d$, and admits a unique fixed point on $W$.

Proof of Lemma 10.2.2. We use (10.334) for $r^{\prime}=0$ and $\mu^{\prime}=m^{*}$ to get

$$
\left|\mu-m^{*}\right| \leq \frac{L m^{*} r}{\beta^{10}}+\left(1-\frac{m^{* 2}}{L}\right)\left|\mu-m^{*}\right|
$$

so that

$$
\left|\mu-m^{*}\right| \leq \frac{L r}{m^{*} \beta^{10}}
$$

and combining with (10.330) this proves (10.11). To prove (10.12) we use (10.333) for $r^{\prime}=0, \mu^{\prime}=m^{*}$ to get

$$
\left|q-m^{* 2}\right| \leq \frac{L}{\beta^{10}} r+\frac{L m^{*}}{\beta^{10}}\left|\mu-m^{*}\right|
$$

and we use (10.11) and (10.330).
To prove (10.13), recalling (10.330) we may assume that $\beta \geq 2$. It suffices to prove the first part since $\left|1-m^{* 2}\right| \leq L \beta^{-10}$ by (4.37). Now

$$
\begin{aligned}
r-\alpha & =\alpha\left(\frac{q}{(1-\beta(1-q))^{2}}-1\right) \\
& =\alpha\left(\frac{q-1}{(1-\beta(1-q))^{2}}+\frac{1-(1-\beta(1-q))^{2}}{(1-\beta(1-q))^{2}}\right) .
\end{aligned}
$$

Since $\left|1-(1-x)^{2}\right| \leq 2 x$ for $0 \leq x \leq 1$ we obtain that $\left|1-(1-\beta(1-q))^{2}\right| \leq$ $2 \beta(1-q)$, so for $\beta \geq 2$, using (10.313) and $m^{*} \geq 1 / L$, we get

$$
|r-\alpha| \leq \frac{L \beta(1-q)}{(1-\beta(1-q))^{2}} \leq L \beta(1-q)
$$

Now, (10.11) and (4.37) yield

$$
|1-q| \leq\left|q-m^{* 2}\right|+\left|1-m^{* 2}\right| \leq \frac{L}{\beta^{10}}
$$

and this implies (10.13). To prove (10.16) we use (10.313) and that $q \leq L m^{* 2}$ by (10.12). Finally (10.17) follows from (10.309), (10.11) and (10.12).

## 11. The SK Model Without External Field

### 11.1 Overview

In this chapter we study the SK model without external field, with Hamiltonian

$$
\begin{equation*}
-H_{N}(\boldsymbol{\sigma})=\frac{\beta}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j} \tag{11.1}
\end{equation*}
$$

for $\beta \leq 1$. This is the Hamiltonian (1.12) when $h=0$. This model (at least for $\beta<1$ ) is in some sense the simplest non trivial spin glass model, and not surprisingly more detailed results are available than for the more complicated cases. It enjoys some truly special features, one of which is that if $\beta<1$ we have

$$
\begin{equation*}
\mathrm{E} Z_{N}^{2} \leq \frac{1}{\sqrt{1-\beta^{2}}}\left(\mathrm{E} Z_{N}\right)^{2} \tag{11.2}
\end{equation*}
$$

where $Z_{N}$ is of course the partition function $\sum_{\boldsymbol{\sigma}} \exp \left(-H_{N}(\boldsymbol{\sigma})\right)$, and where the value of $\beta$ is kept implicit. A main difference between the cases $h \neq 0$ and $h=0$ of the SK model (at high temperature) is that if $h \neq 0$ the fluctuations of $\log Z_{N}$ are typically of order $\sqrt{N}$, while if $h=0$ they are typically of order 1. Consider the random variable

$$
X=\log Z_{N}-N\left(\log 2+\frac{\beta^{2}}{4}\right)
$$

In Section 11.2, we prove exponential bounds for $\mathrm{P}(X \leq-t)$; and in Section 11.3 we prove exponential bounds for $\mathrm{P}(X \geq t)$. Not surprisingly, these bounds are obtained through specialized methods. In Section 11.4, we compute for each $k$ the limit $\lim _{N \rightarrow \infty} \mathrm{E} X^{k}$, establishing a quantitative version of a central limit theorem of Aizenman, Lebowitz and Ruelle.

In Section 11.5 we examine the (random) matrix of the spin correlation $\left\langle\sigma_{i} \sigma_{j}\right\rangle$. We conjecture that this matrix shares some properties with the random matrix $\left(g_{i j} / \sqrt{N}\right)$, and in particular that its operator norm remains bounded independently of $N$, a result that we prove within a logarithmic factor.

In Section 11.6 we examine some natural $d$-dimensional generalizations of the SK model without external field, for which we show that the high-
temperature phase extends much beyond that of the typical situation of Section 1.13.

The final Section 11.7 examines the case $\beta=1$, and the case $\beta=\beta_{N} \rightarrow 1$ as $N \rightarrow \infty$. This situation is replete with exciting problems, and our understanding is still very limited. Even such a basic question as determining the exact order of $\nu\left(R_{1,2}^{2}\right)$ when $\beta=1$ is wide open (and looks very difficult).

This results of this chapter are largely independent from those of Chapter 1, but the reader should be at least be familiar with Section 1.6.

### 11.2 Lower Deviations for $\boldsymbol{Z}_{\boldsymbol{N}}$

The goal of the section is to prove the following:
Theorem 11.2.1. Given $\beta<1$, there exists $K$ depending on $\beta$ only such that for any $N$ and any $t>0$ :

$$
\mathrm{P}\left(\log Z_{N} \leq N\left(\frac{\beta^{2}}{4}+\log 2\right)-t\right) \leq K \exp \left(-\frac{t^{2}}{K}\right)
$$

This deviation inequality raises the following "large deviation" problem.
Research Problem 11.2.2. (Level 2) Given $\beta<1$ and $t>0$, prove the existence of the limit

$$
\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \log \mathrm{P}\left(\frac{1}{N} \log Z_{N} \leq \frac{\beta^{2}}{4}+\log 2-t\right)
$$

and compute it. More generally, given $0 \leq \alpha<1$, compute the limit

$$
\lim _{N \rightarrow \infty} \frac{1}{N^{2(1-\alpha)}} \log \mathrm{P}\left(\frac{1}{N} \log Z_{N} \leq \frac{\beta^{2}}{4}+\log 2-\frac{t}{N^{\alpha}}\right)
$$

We now prepare for the proof of Theorem 11.2.1. The fundamental relation (11.2) is the special case $\gamma=0$ of the following (which will also be useful in its own right):

Lemma 11.2.3. If $\gamma+\beta^{2}<1$ we have

$$
\begin{equation*}
\mathrm{E} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)+\frac{\gamma N}{2} R_{1,2}^{2}\right) \leq \frac{1}{\sqrt{1-\beta^{2}-\gamma}}\left(\mathrm{E} Z_{N}\right)^{2} \tag{11.3}
\end{equation*}
$$

Proof. We recall that

$$
\begin{equation*}
\mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right)=\frac{\beta^{2}}{2}\left(N R_{1,2}^{2}-1\right) ; \quad \mathrm{E} H_{N}^{2}(\sigma)=\frac{\beta^{2}}{2}(N-1) \tag{11.4}
\end{equation*}
$$

so that

$$
\mathrm{E}\left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right)^{2}=\beta^{2}(N-2)+\beta^{2} N R_{1,2}^{2}
$$

Using (A.1) we have

$$
\begin{equation*}
\mathrm{E} Z_{N}=2^{N} \exp \frac{\beta^{2}}{4}(N-1) \tag{11.5}
\end{equation*}
$$

and the left-hand side of (11.3) is then

$$
\begin{equation*}
\exp \frac{\beta^{2}}{2}(N-2) \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \frac{\delta N}{2} R_{1,2}^{2} \leq\left(\mathrm{E} Z_{N}\right)^{2} 2^{-2 N} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \frac{\delta N}{2} R_{1,2}^{2} \tag{11.6}
\end{equation*}
$$

where $\delta=\beta^{2}+\gamma$. To conclude the proof, we note that for any value of $\boldsymbol{\sigma}^{2}$, (A.19) implies

$$
\sum_{\boldsymbol{\sigma}^{1}} \exp \frac{\delta N}{2} R_{1,2}^{2}=\sum_{\boldsymbol{\sigma}} \exp \left(\frac{\delta N}{2}\left(\frac{1}{N} \sum_{i \leq N} \sigma_{i}\right)^{2}\right) \leq 2^{N} \frac{1}{\sqrt{1-\delta}}
$$

By definition of the Gibbs measure we have

$$
Z_{N}^{2}\left\langle\exp \frac{\gamma N}{2} R_{1,2}^{2}\right\rangle=\sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)+\frac{\gamma N}{2} R_{1,2}^{2}\right)
$$

so that (11.3) implies

$$
\begin{equation*}
\mathrm{E}\left(Z_{N}^{2}\left\langle\exp \frac{\gamma N}{2} R_{1,2}^{2}\right\rangle\right) \leq \frac{1}{\sqrt{1-\beta^{2}-\gamma}}\left(\mathrm{E} Z_{N}\right)^{2} \tag{11.7}
\end{equation*}
$$

In particular, taking e.g. $\gamma=\left(1-\beta^{2}\right) / 2$ in (11.7) we obtain

$$
\begin{equation*}
\mathrm{E}\left(Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle\right) \leq \sqrt{\frac{2}{1-\beta^{2}}}\left(\mathrm{E} Z_{N}\right)^{2} \tag{11.8}
\end{equation*}
$$

whereas taking $\gamma=0$ yields (11.2).
Lemma 11.2.4. For some number $L$, and all $\beta<1$, we have

$$
\begin{equation*}
\mathrm{P}\left(Z_{N} \geq \frac{1}{2} \mathrm{E} Z_{N}, N\left\langle R_{1,2}^{2}\right\rangle \leq \frac{4}{1-\beta^{2}} \log \frac{L}{1-\beta^{2}}\right) \geq \frac{1}{8} \sqrt{1-\beta^{2}} \tag{11.9}
\end{equation*}
$$

For the time being, one should read this formula as

$$
\mathrm{P}\left(Z_{N} \geq \frac{1}{2} \mathrm{E} Z_{N}, N\left\langle R_{1,2}^{2}\right\rangle \leq K(\beta)\right) \geq \frac{1}{K(\beta)}
$$

where $K(\beta)$ depends on $\beta$ only. The actual dependence on $\beta$ of $K(\beta)$ will not be relevant in this section, and will be used only in Section 11.7.

Proof. Consider the event $A=\left\{Z_{N} \geq \mathrm{E} Z_{N} / 2\right\}$. Combining (11.2) and the Paley-Zygmund inequality (A.61) we get

$$
\mathrm{P}(A) \geq \frac{1}{4} \sqrt{1-\beta^{2}}
$$

On the other hand, (11.8) and Markov's inequality imply that for $t>0$ we have

$$
\mathrm{P}\left(\left\{Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle \geq t\left(\mathrm{E} Z_{N}\right)^{2}\right\}\right) \leq \frac{1}{t} \sqrt{\frac{2}{1-\beta^{2}}},
$$

so that if

$$
B=\left\{Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle \leq t\left(\mathrm{E} Z_{N}\right)^{2}\right\}
$$

then

$$
\mathrm{P}(B) \geq 1-\frac{1}{t} \sqrt{\frac{2}{1-\beta^{2}}}
$$

Since $\mathrm{P}(A \cap B) \geq \mathrm{P}(A)+\mathrm{P}(B)-1$, for $t=32 /\left(1-\beta^{2}\right)$ it follows that $\mathrm{P}(A \cap B) \geq \sqrt{1-\beta^{2}} / 8$. And on $A \cap B$ we have

$$
Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle \leq \frac{32}{1-\beta^{2}}\left(\mathrm{E} Z_{N}\right)^{2} \leq \frac{128}{1-\beta^{2}} Z_{N}^{2}
$$

so that, using Jensen's inequality,

$$
\exp \frac{1-\beta^{2}}{4} N\left\langle R_{1,2}^{2}\right\rangle \leq\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle \leq \frac{128}{1-\beta^{2}} .
$$

We now think of the quantities $\left(g_{i j}\right)_{i<j}$ used to define $H_{N}$ in (11.2) as the coordinates of a point $\mathbf{g}$ of $\mathbb{R}^{M}$, for $M=N(N-1) / 2$. We denote by $\langle\cdot\rangle$ and $\langle\cdot\rangle^{\prime}$ respectively the brackets corresponding to the realizations $\mathbf{g}$ and $\mathbf{g}^{\prime}$ of the disorder and $Z_{N}$ and $Z_{N}^{\prime}$ the corresponding partition functions.

Lemma 11.2.5. We have

$$
\begin{equation*}
\log Z_{N}-\log Z_{N}^{\prime} \geq-\left(\sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right)^{2}\right)^{1 / 2}\left(N\left\langle R_{1,2}^{2}\right\rangle^{\prime}\right)^{1 / 2} \tag{11.10}
\end{equation*}
$$

Proof. The definition of $\langle\cdot\rangle^{\prime}$ implies the obvious identity

$$
Z_{N}=Z_{N}^{\prime}\left\langle\exp \frac{\beta}{\sqrt{N}} \sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right) \sigma_{i} \sigma_{j}\right\rangle^{\prime}
$$

Using Jensen's inequality for $\langle\cdot\rangle^{\prime}$ yields

$$
\left\langle\exp \frac{\beta}{\sqrt{N}} \sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right) \sigma_{i} \sigma_{j}\right\rangle^{\prime} \geq \exp \frac{\beta}{\sqrt{N}} \sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right)\left\langle\sigma_{i} \sigma_{j}\right\rangle^{\prime},
$$

and the Cauchy-Schwarz inequality implies

$$
\sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right)\left\langle\sigma_{i} \sigma_{j}\right\rangle^{\prime} \geq-\left(\sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right)^{2}\right)^{1 / 2}\left(\sum_{i<j}\left\langle\sigma_{i} \sigma_{j}\right\rangle^{\prime 2}\right)^{1 / 2}
$$

Finally we observe the identity

$$
\left\langle R_{1,2}^{2}\right\rangle^{\prime}=\frac{1}{N^{2}} \sum_{i, j}\left\langle\sigma_{i} \sigma_{j}\right\rangle^{\prime 2} \geq \frac{1}{N^{2}} \sum_{i<j}\left\langle\sigma_{i} \sigma_{j}\right\rangle^{\prime 2},
$$

which is obvious by replacing $R_{1,2}$ by its value and expanding the square. Combining these relations yields

$$
\log Z_{N}-\log Z_{N}^{\prime} \geq-\frac{\beta}{\sqrt{N}}\left(\sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right)^{2}\right)^{1 / 2}\left(N^{2}\left\langle R_{1,2}^{2}\right\rangle^{\prime}\right)^{1 / 2}
$$

and we use that $\beta \leq 1$ to conclude.
Keeping (11.5) in mind, Theorem 11.2.1 is a consequence of the following more precise result.

Proposition 11.2.6. For some number $L$ and all $\beta<1$ we have for all $t>0$

$$
\begin{equation*}
\mathrm{P}\left(Z_{N} \leq e^{-t} \mathrm{E} Z_{N}\right) \leq \frac{L}{1-\beta^{2}} \exp \left(-\frac{\left(1-\beta^{2}\right) t^{2}}{L \log \frac{2}{1-\beta^{2}}}\right) \tag{11.11}
\end{equation*}
$$

Proof. Consider the subset $C$ of $\mathbb{R}^{M}$ given by

$$
C=\left\{Z_{N} \geq \frac{1}{2} \mathrm{E} Z_{N}, N\left\langle R_{1,2}^{2}\right\rangle \leq \frac{4}{1-\beta^{2}} \log \frac{L}{1-\beta^{2}}\right\}
$$

so that by (11.9) it holds

$$
\begin{equation*}
\mathrm{P}(\mathrm{~g} \in C) \geq \frac{1}{8} \sqrt{1-\beta^{2}} \tag{11.12}
\end{equation*}
$$

From Lemma 11.2.5, and using the notation here from, we have, for $\mathbf{g}^{\prime} \in C$ :

$$
\log Z_{N}^{\prime} \geq \log \frac{1}{2} \mathrm{E} Z_{N}=\log \mathrm{E} Z_{N}-\log 2
$$

and

$$
N\left\langle R_{1,2}\right\rangle^{\prime 2} \leq \frac{4}{1-\beta^{2}} \log \frac{L}{1-\beta^{2}}:=K_{0}
$$

so that by (11.10) we get

$$
\log Z_{N} \geq \log \mathrm{E} Z_{N}-\log 2-\sqrt{K_{0}} d\left(\mathbf{g}, \mathbf{g}^{\prime}\right)
$$

where of course $d\left(\mathbf{g}, \mathbf{g}^{\prime}\right)=\left(\sum_{i<j}\left(g_{i j}-g_{i j}^{\prime}\right)^{2}\right)^{1 / 2}$ is the Euclidean distance between $\mathbf{g}$ and $\mathbf{g}^{\prime}$ in $\mathbb{R}^{M}$. Since this holds for any $\mathbf{g}^{\prime} \in C$ we have

$$
\log Z_{N} \geq \log \mathrm{E} Z_{N}-\log 2-\sqrt{K_{0}} d(\mathbf{g}, C)
$$

where $d(\mathbf{g}, C)$ is the distance from $\mathbf{g}$ to $C$, and therefore

$$
Z_{N} \leq e^{-t} \mathrm{E} Z_{N} \quad \Rightarrow \quad \sqrt{K_{0}} d(\mathbf{g}, C) \geq t-\log 2
$$

Now, recalling (11.12), we have
$t \geq 2 \log 2+4 \sqrt{K_{0}} \sqrt{\log \frac{16}{\sqrt{1-\beta^{2}}}} \Rightarrow t-\log 2 \geq \frac{t}{2}+2 \sqrt{K_{0}} \sqrt{\log \frac{2}{\mathrm{P}(\mathbf{g} \in C)}}$
and thus, for these values of $t$ we get

$$
Z_{N} \leq e^{-t} \mathrm{E} Z_{N} \quad \Rightarrow \quad d(\mathbf{g}, C) \geq \frac{t}{2 \sqrt{K_{0}}}+2 \sqrt{\log \frac{2}{\mathrm{P}(\mathbf{g} \in C)}} .
$$

Hence Lemma 9.3.3 implies

$$
\mathrm{P}\left(Z_{N} \leq e^{-t} \mathrm{E} Z_{N}\right) \leq 2 \exp \left(-\frac{t^{2}}{8 K_{0}}\right)
$$

This in turn implies (11.11) because one can arrange by a suitably large choice of the constant $L$ there that the right-hand side of (11.11) is $\geq 1$ for the values of $t$ that do not satisfy the left-hand inequality of (11.13).

We denote by $K$ a number depending on $\beta$ only, that need not be the same at each occurrence.

Theorem 11.2.7. If $\beta<1$ we have

$$
\begin{equation*}
\nu\left(\exp \frac{1-\beta^{2}}{8} N R_{1,2}^{2}\right) \leq K \tag{11.14}
\end{equation*}
$$

The difference with Theorem 1.4.1 is that (11.14) holds for $\beta<1$ rather than for $\beta<1 / 2$. Later on, in Section 13.7, we will be able to obtain an exponential control as in Theorem 1.4.1 in the entire high-temperature region of the SK model (for all values of $h$ ), but this is much more difficult than in the present case.

Proof. We use the Cauchy-Schwarz inequality for $\langle\cdot\rangle$ to get

$$
\begin{aligned}
\left\langle\exp \frac{1-\beta^{2}}{8} N R_{1,2}^{2}\right\rangle & \leq\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle^{1 / 2} \\
& =\frac{1}{Z_{N}}\left(Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle\right)^{1 / 2}
\end{aligned}
$$

Using the Cauchy-Schwarz inequality for E and (11.3) with $\gamma=\left(1-\beta^{2}\right) / 2$ we get

$$
\begin{aligned}
\mathrm{E}\left\langle\exp \frac{1-\beta^{2}}{8} N R_{1,2}^{2}\right\rangle & \leq\left(\mathrm{E} \frac{1}{Z_{N}^{2}}\right)^{1 / 2}\left(\mathrm{E}\left(Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle\right)\right)^{1 / 2} \\
& \leq\left(\mathrm{E} \frac{1}{Z_{N}^{2}}\right)^{1 / 2}\left(K\left(\mathrm{E} Z_{N}\right)^{2}\right)^{1 / 2} \\
& =K\left(\mathrm{E}\left(\frac{\mathrm{E} Z_{N}}{Z_{N}}\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

It follows from (11.11) that, for $t>1$,

$$
\mathrm{P}\left(\frac{\mathrm{E} Z_{N}}{Z_{N}}>t\right) \leq K \exp \left(-\frac{(\log t)^{2}}{K}\right)
$$

and this implies (using (A.27)) that

$$
\mathrm{E}\left(\frac{\mathrm{E} Z_{N}}{Z_{N}}\right)^{2}<K
$$

Theorem 11.2.7 provides a good control of the situation. Here is an example of application of this result. Given a subset $I$ of $\{1, \ldots, N\}$ let us denote by $G_{I}=G_{N, I}$ the average of the Gibbs' measure under the map $\boldsymbol{\sigma} \mapsto\left(\sigma_{i}\right)_{i \in I}$ and by $\mu_{I}$ the uniform measure on $\{0,1\}^{I}$. The following should be compared to Theorem 1.4.15. (We recall that $\|\cdot\|$ denotes the total variation distance.)

Proposition 11.2.8. We have

$$
\mathrm{E}\left\|G_{I}-\mu_{I}\right\| \leq K \frac{\operatorname{card} I}{\sqrt{N}}
$$

We refer to [103] Theorem 1.8 to see how this can be deduced from (11.14). Despite the relative simplicity of the situation, many questions remain unanswered.

Research Problem 11.2.9. (Level 1?) Find (optimal, please) pairs of sequences $a_{N} \rightarrow \infty, b_{N} \rightarrow 0$ such that

$$
\mathrm{P}\left(\sup _{\operatorname{card} I \leq a_{N}}\left\|G_{I}-\mu_{I}\right\| \geq b_{N}\right) \rightarrow 0
$$

It seems almost certain that this is connected to the following
Research Problem 11.2.10. (Level 1) For a typical realization of Gibbs' measure, study the family of numbers $\left(\left\langle\sigma_{i} \sigma_{j}\right\rangle\right)_{i<j}$. For example, what is the order of $\max _{i<j}\left\langle\sigma_{i} \sigma_{j}\right\rangle^{2}$ ? Does the family of numbers $\left(\left\langle\sigma_{i} \sigma_{j}\right\rangle\right)_{i<j}$ look (after proper rescaling) like the realization of an i.i.d sequence? (The limiting law of $\left\langle\sigma_{i} \sigma_{j}\right\rangle$ is computed as a very special case of Theorem 1.11.1.)

Research Problem 11.2.11. If $I=\{1, \ldots, n\}$, find competent bounds for

$$
\mathrm{P}\left(\left\|G_{I}-\mu_{I}\right\| \geq \frac{t}{\sqrt{N}}\right)
$$

It is likely that the complication inherent to the SK model (a complication that remains hidden at high temperature) is related to the fact that the "energy landscape", i.e. the function $\boldsymbol{\sigma} \mapsto-H_{N}(\boldsymbol{\sigma})$ has a complex geometry. The physicists seem to say that the collection of configurations $\sigma$ for which $-H_{N}(\boldsymbol{\sigma})$ is near maximum is made up of rather separated pieces (the socalled multiple valley picture). Does this show up on the structure of the Gibbs measure, even at $\beta<1$ ?

Conjecture 11.2.12. (Level 3) If $\beta>0$, there exists $\theta>0$ such that with overwhelming probability we can find subsets $A, B$ of $\Sigma_{N}$ with $G_{N}(A) \geq 1 / 4$, $G_{N}(B) \geq 1 / 4, d(A, B) \geq \theta$ (where $d(A, B)$ is the distance of $A$ and $B$, for $\left.d\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)=N^{-1} \operatorname{card}\left\{i \leq N ; \sigma_{i} \neq \sigma_{i}^{\prime}\right\}.\right)$

Maybe this formulation that the Gibbs' measure "is made up of different pieces" is too naive. Finding the correct formulation is of course part of the problem.

### 11.3 Upper Deviations for $Z_{N}$

The goal of this section is to prove the following:

Theorem 11.3.1. If $\beta<1$ we have

$$
\begin{equation*}
0<t<\sqrt{N} \Rightarrow \mathrm{P}\left(\log Z_{N} \geq N\left(\frac{\beta^{2}}{4}+\log 2\right)+t\right) \leq K \exp \left(-\frac{t^{2}}{K}\right) \tag{11.15}
\end{equation*}
$$

The restriction $t<\sqrt{N}$ is essentially necessary. This is because if $\boldsymbol{\sigma}$ is an arbitrary configuration we have $\log Z_{N} \geq-H_{N}(\boldsymbol{\sigma})$, and $H_{N}(\boldsymbol{\sigma})$ is a Gaussian r.v. with $\mathrm{E} H_{N}(\boldsymbol{\sigma})^{2}=\beta^{2}(N-1) / 2$, so that we have

$$
\begin{aligned}
\mathrm{P}\left(\log Z_{N} \geq N\left(\frac{\beta^{2}}{4}+\log 2\right)+N\right) & \geq \mathrm{P}\left(-H_{N}(\boldsymbol{\sigma}) \geq N\left(\frac{\beta^{2}}{4}+\log 2+1\right)\right) \\
& \geq \exp (-K N)
\end{aligned}
$$

where the last inequality follows from the fact that for a standard Gaussian r.v. $z$ we crudely have $\mathrm{P}(z \geq t) \geq \exp \left(-t^{2}\right)$ for large values of $t$, see (A.5). Hence (11.15) cannot hold for $t / \sqrt{N}$ much larger than 1.

The meaning of (11.15) is essentially that the r.v.

$$
V=\frac{Z_{N}}{\mathrm{E} Z_{N}}
$$

satisfies

$$
0<t<\sqrt{N} \Rightarrow \mathrm{P}(\log V \geq t) \leq K \exp \left(-\frac{t^{2}}{K}\right)
$$

The most obvious method to prove such an inequality using moments is to prove that for $n \geq 1$ we have

$$
\mathrm{E} V^{n} \leq K_{0}^{n^{2}}
$$

We then deduce from the Markov inequality that for any integer $n$ it holds

$$
\begin{equation*}
\mathrm{P}(\log V \geq t)=\mathrm{P}\left(V \geq e^{t}\right) \leq \frac{\mathrm{E} V^{n}}{e^{t n}} \leq\left(\frac{K_{0}^{n}}{e^{t}}\right)^{n} \tag{11.16}
\end{equation*}
$$

If $n$ is such that $K_{0}^{n} \leq e^{t / 2}$, this implies

$$
\mathrm{P}(\log V \geq t) \leq \exp \left(-\frac{n t}{2}\right)
$$

and taking the largest possible value of $n$ (which is $\geq t / K$ for $t \geq K$ ) gives $\mathrm{P}(\log V \geq t) \leq \exp \left(-t^{2} / K\right)$ for $t \geq K$.

So, let us study $\mathrm{E} Z_{N}^{n}$. We set

$$
\begin{equation*}
e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=\exp \frac{\beta}{\sqrt{N}} \sum_{i<j} g_{i j} \sum_{\ell \leq n} \sigma_{i}^{\ell} \sigma_{j}^{\ell} \tag{11.17}
\end{equation*}
$$

so that

$$
\begin{equation*}
Z_{N}^{n}=\sum_{\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \tag{11.18}
\end{equation*}
$$

Recalling (1.396) we have

$$
\begin{equation*}
\mathrm{E} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=\exp \left(\frac{\beta^{2}}{4} n(N-n)+\frac{\beta^{2}}{2} N \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2}\right) \tag{11.19}
\end{equation*}
$$

Therefore,

$$
\mathrm{E} Z_{N}^{n}=\exp \frac{\beta^{2}}{4} n(N-n) \sum_{\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}} \exp \frac{\beta^{2}}{2} N \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2}
$$

Restricting the summation to the case $\boldsymbol{\sigma}^{1}=\cdots=\boldsymbol{\sigma}^{n}$, implies that, using (11.5),

$$
\begin{aligned}
\mathrm{E} Z_{N}^{n} & \geq 2^{N} \exp \frac{\beta^{2}}{4} n(N-n) \exp \frac{\beta^{2}}{4} N n(n-1) \\
& \geq\left(\mathrm{E} Z_{N}\right)^{n} 2^{-N(n-1)} \exp \frac{\beta^{2}}{4} n(n-1)(N-1) \\
& =\left(\mathrm{E} Z_{N}\right)^{n} \exp (n-1)\left(n \frac{\beta^{2}}{4}(N-1)-N \log 2\right) .
\end{aligned}
$$

Thus if $n \beta^{2}>4 \log 2$, it is not true that $\mathrm{E} Z_{N}^{n} \leq K(\beta, n)\left(\mathrm{E} Z_{N}\right)^{n}$. There is a "moment explosion".

Our proof of Theorem 11.3.1 is based on the fact that this moment explosion is created by a small set of configurations. We will prove that there is a decomposition $Z_{N}^{n}=U_{1}+U_{2}$ where

$$
\mathrm{E} U_{1} \leq K^{n^{2}}\left(\mathrm{E} Z_{N}\right)^{n}
$$

and where $U_{2}$ is "typically very small", despite the fact that $\mathrm{E} U_{2}$ is very large. The argument is pretty, but it is unrelated to any other material of this work.

Proposition 11.3.2. If $\beta<1$, there exists $c>0$ and $K>0$ such that, for each $n$, if we define

$$
B_{n}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in \Sigma_{N}^{n} ; \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2} \leq c\right\}
$$

if we denote by $B_{n}^{c}$ the complement of $B_{n}$, and if we define

$$
U_{1}=\sum_{B_{n}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \quad U_{2}=\sum_{B_{n}^{c}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)
$$

then for $n \leq \sqrt{N} / K$ we have

$$
\begin{equation*}
\mathrm{E} U_{1} \leq K^{n^{2}}\left(\mathrm{E} Z_{N}\right)^{n} \tag{11.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{P}\left(U_{2} \geq \exp \left(-\frac{N}{K}\right)\left(\max \left(Z_{n}, \mathrm{E} Z_{N}\right)\right)^{n}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{11.21}
\end{equation*}
$$

Proof of Theorem 11.3.1. Since $\log \mathrm{E} Z_{N} \leq N\left(\beta^{2} / 4+\log 2\right)$, it suffices to prove that

$$
\begin{equation*}
0<t \leq \frac{\sqrt{N}}{K} \Rightarrow \mathrm{P}\left(Z_{N} \geq e^{t} \mathrm{E} Z_{N}\right) \leq K \exp \left(-\frac{t^{2}}{K}\right) \tag{11.22}
\end{equation*}
$$

When $Z_{N} \geq e^{t} \mathrm{E} Z_{N}$, we have $Z_{N}^{n} \geq e^{t n}\left(\mathrm{E} Z_{N}\right)^{n}$ and $Z_{N}=\max \left(Z_{N}, \mathrm{E} Z_{N}\right)$. Since $Z_{N}^{n}=U_{1}+U_{2}$, when $Z_{N} \geq e^{t} \mathrm{E} Z_{N}$, we have either

$$
U_{2} \geq \frac{1}{2} Z_{N}^{n}=\frac{1}{2}\left(\max \left(Z_{N}, \mathrm{E} Z_{N}\right)\right)^{n}
$$

or else

$$
U_{1} \geq \frac{1}{2} Z_{N}^{n} \geq \frac{e^{t n}}{2}\left(\mathrm{E} Z_{N}\right)^{n}
$$

Thus (11.21) yields

$$
\begin{equation*}
\mathrm{P}\left(Z_{N} \geq e^{t} \mathrm{E} Z_{N}\right) \leq \mathrm{P}\left(U_{1} \geq \frac{e^{t n}}{2}\left(\mathrm{E} Z_{N}\right)^{n}\right)+K \exp \left(-\frac{N}{K}\right) \tag{11.23}
\end{equation*}
$$

Now, by (11.20) and Markov inequality, whenever $n \leq \sqrt{N} / K$ we have

$$
\begin{equation*}
\mathrm{P}\left(U_{1} \geq \frac{e^{t n}}{2}\left(\mathrm{E} Z_{N}\right)^{n}\right) \leq \frac{2 \mathrm{E} U_{1}}{e^{t n}} \leq \frac{2 K^{n^{2}}}{e^{t n}} \leq\left(\frac{K_{1}^{n}}{e^{t}}\right)^{n} \tag{11.24}
\end{equation*}
$$

The rest of the proof consists in checking that if $n$ is the largest integer for which $K_{1}^{n} \leq e^{t / 2}$, the bounds (11.23) and (11.24) imply (11.22). First we may assume $K_{1} \geq e$, so that $n \leq t$ and therefore $n \leq \sqrt{N} / K$ as soon as $t \leq \sqrt{N} / K$. Also, by definition of $n$,

$$
K_{1}^{n+1} \geq e^{t / 2}
$$

so that $n+1 \geq t / K_{2}$, and therefore

$$
-\frac{n t}{2} \leq-\frac{t^{2}}{2 K_{2}}+\frac{t}{2}
$$

Thus, using that $K_{1}^{n} \leq e^{t / 2}$ in the first inequality, we get

$$
\begin{aligned}
\left(\frac{K_{1}^{n}}{e^{t}}\right)^{2} \leq \exp \left(-\frac{t n}{2}\right) & \leq \exp \left(-\frac{t^{2}}{K_{2}}+\frac{t}{2}\right) \\
& \leq K \exp \left(-\frac{t^{2}}{K}\right)
\end{aligned}
$$

Combining with (11.23) and (11.24) proves (11.22).

Lemma 11.3.3. There exists a universal constant $c>0$ for which (11.20) holds.

Proof. Using (11.19) we have

$$
\mathrm{E} U_{1} \leq 2^{-n N}\left(\mathrm{E} Z_{N}\right)^{n} \exp \left(\frac{\beta^{2}}{2} N \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2}\right)
$$

Thus it suffices to prove that

$$
\begin{equation*}
2^{-n N} \sum_{B_{n}} \exp \left(\frac{N \beta^{2}}{2} \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2}\right) \leq K^{n^{2}} \tag{11.25}
\end{equation*}
$$

Let us denote by $\mathrm{P}_{0}$ the uniform probability on $\Sigma_{N}$ and by $\mathrm{E}_{0}$ the corresponding expectation, so that (11.25) simply means

$$
\mathrm{E}_{0}\left(\exp \left(\frac{N \beta^{2}}{2} \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2}\right) \mathbf{1}_{\left\{\sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2} \leq c\right\}}\right) \leq K^{n^{2}}
$$

or, equivalently,

$$
\begin{equation*}
\mathrm{E}_{0}\left(F(X) \mathbf{1}_{\{X \leq N c\}}\right) \leq K^{n^{2}} \tag{11.26}
\end{equation*}
$$

for $X=N \sum_{\ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{2}$ and $F(x)=\exp \beta^{2} x / 2$. Using the formula (A.31),

$$
\begin{align*}
\mathrm{E}_{0} F(X) 1_{\{X \leq N c\}} & =\int_{-\infty}^{N c} F^{\prime}(t) \mathrm{P}_{0}(t \leq X<N c) \mathrm{d} t \\
& \leq 1+\frac{\beta^{2}}{2} \int_{0}^{N c} f(t) \exp \frac{\beta^{2} t}{2} \mathrm{~d} t \tag{11.27}
\end{align*}
$$

where $f(t)=\mathrm{P}_{0}(X \geq t)$. Using Corollary A.8.7 with $1-2 \varepsilon=\sqrt{\beta}$ and $u=\beta t$ yields

$$
f(t) \leq K^{n^{2}} \exp \left(-\frac{\beta t}{2}\left(1-L \sqrt{\frac{t}{N}}\right)\right)
$$

so that

$$
\begin{aligned}
f(t) \exp \frac{\beta^{2} t}{2} & \leq K^{n^{2}} \exp \left(-\frac{\beta t}{2}\left(1-\beta-L \sqrt{\frac{t}{N}}\right)\right) \\
& \leq K^{n^{2}} \exp \left(-\frac{t}{K}\right)
\end{aligned}
$$

provided $t \leq c N$ for $c=c(\beta)$ small enough. Thus (11.26) follows from (11.27).

We now fix $c$ as in Lemma 11.3.3.

Lemma 11.3.4. Let

$$
D_{n}=\left\{\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n} ; \frac{c}{3} \leq \sum_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{2} \leq c\right\}
$$

Then

$$
\begin{equation*}
\mathrm{E} \sum_{D_{n}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \leq\left(\mathrm{E} Z_{N}\right)^{n} K^{n^{2}} \exp \left(-\frac{N}{K}\right) \tag{11.28}
\end{equation*}
$$

Proof. This is a variation of the proof of Lemma 11.3.3. Keeping the notation of that lemma it suffices to prove that

$$
\mathrm{E}_{0}\left(F(X) \mathbf{1}_{\{N c / 3 \leq X \leq N c\}}\right) \leq K^{n^{2}} \exp \left(-\frac{N}{K}\right)
$$

Using (A.32) we have

$$
\begin{aligned}
\mathrm{E}_{0}\left(F(X) 1_{\{N c / 3 \leq X \leq N c\}}\right) & =\int_{-\infty}^{\infty} F^{\prime}(t) \mathrm{P}(\min (t, c / 3) \leq X \leq c) \mathrm{d} t \\
& \leq F\left(\frac{N c}{3}\right) f\left(\frac{N c}{3}\right)+\frac{\beta^{2}}{2} \int_{N c / 3}^{N c} f(t) \exp \frac{\beta^{2} t}{2} \mathrm{~d} t
\end{aligned}
$$

and we have seen that $f(t) \exp \beta^{2} t / 2 \leq K^{n^{2}} \exp (-t / K)$ for $t \leq c N$.
Consider any subset $I$ of $\{1, \ldots, N\}$, with $\operatorname{card} I=n^{\prime} \geq 3$. Set

$$
D_{I}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \frac{c}{3} \leq \sum_{\ell, \ell^{\prime} \in I, \ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{2} \leq c\right\}
$$

Lemma 11.3.5. If $n \leq \sqrt{N} / K$ then

$$
\begin{equation*}
\mathrm{P}\left(\sum_{D_{I}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \geq \exp \left(-\frac{N}{K}\right)\left(\mathrm{E} Z_{N}\right)^{n^{\prime}} Z_{N}^{n-n^{\prime}}\right) \leq \exp \left(-\frac{N}{K}\right) \tag{11.29}
\end{equation*}
$$

Proof. Without loss of generality we may assume that $I=\left\{1, \ldots, n^{\prime}\right\}$. Then

$$
\sum_{D_{I}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=Z_{N}^{n-n^{\prime}} \sum_{D^{\prime}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n^{\prime}}\right)
$$

for

$$
D^{\prime}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n^{\prime}}\right) ; \frac{c}{3} \leq \sum_{1 \leq \ell<\ell^{\prime} \leq n^{\prime}} R_{\ell, \ell^{\prime}}^{2} \leq c\right\}
$$

Using Markov's inequality and (11.28) for $n^{\prime}$ rather than $n$, we get

$$
\mathrm{P}\left(\sum_{D^{\prime}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n^{\prime}}\right) \geq t\left(\mathrm{E} Z_{N}\right)^{n^{\prime}}\right) \leq \frac{K_{5}^{n^{\prime 2}}}{t} \exp \left(-\frac{N}{K_{5}}\right)
$$

Now, if $n \leq \sqrt{N} / K_{6}$ we have $n^{\prime 2} \leq N / K_{6}^{2}$ and $K_{5}^{n^{\prime 2}} \exp \left(-N / K_{5}\right) \leq$ $\exp \left(-N / 2 K_{5}\right)$, and taking $t=\exp \left(-N / 4 K_{5}\right)$ proves (11.29).

Consider a subset $I$ of $\{1, \ldots, n\}$ with card $I=2$. Writing $I=\left\{\ell, \ell^{\prime}\right\}$ we set

$$
D_{I}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; R_{\ell, \ell^{\prime}}^{2} \geq \frac{c}{3}\right\}
$$

Lemma 11.3.6. We have

$$
\begin{equation*}
\mathrm{P}\left(\sum_{D_{I}} e_{n}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \geq \exp \left(-\frac{N}{K}\right)\left(\mathrm{E} Z_{N}\right)^{2} Z_{N}^{n-2}\right) \leq \exp \left(-\frac{N}{K}\right) \tag{11.30}
\end{equation*}
$$

Proof. Identical to that of Lemma 11.3.5, using instead of (11.28) that for $\gamma=\left(1-\beta^{2}\right) / 2$ we have

$$
\exp \frac{c N \gamma}{2} \mathrm{E} \sum_{R_{1,2} \geq c} e_{2}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq K\left(\mathrm{E} Z_{N}\right)^{2}
$$

by (11.3).

Corollary 11.3.7. For any subset I of $\{1, \ldots, n\}$ with at least two elements we have

$$
\mathrm{P}\left(\sum_{D_{I}} e\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \geq \exp \left(-\frac{N}{K}\right)\left(\max \left(Z_{N}, \mathrm{E} Z_{N}\right)\right)^{n}\right) \leq \exp \left(-\frac{N}{K}\right)
$$

Proof. Use Lemma 11.3.5 if $\operatorname{card} I \geq 3$ and Lemma 11.3.6 if $\operatorname{card} I=2$.
To conclude the proof of (11.21) and of Theorem 11.3.1 it suffices to show the following.

Lemma 11.3.8. We have $B_{n}^{c} \subset \bigcup_{I} D_{I}$, where the union is over all subsets I of $\{1, \ldots, n\}$ with at least two elements.

Proof. Given $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)$ in $B_{n}^{c}$, we consider the smallest integer $n^{\prime} \geq 2$ such that there exists a subset $I$ of $\{1, \ldots, n\}$ with card $I=n^{\prime}$ for which

$$
\begin{equation*}
\sum_{\ell, \ell^{\prime} \in I, \ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{2} \geq \frac{c}{3} \tag{11.31}
\end{equation*}
$$

The fact that $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)$ belongs to $B_{n}^{c}$ is used to show that there exists at least one set $I$ as above, namely $I=\{1, \ldots, n\}$.

If $n^{\prime}=\operatorname{card} I=2$, then $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in D_{I}$ and we are done. If $n^{\prime}=$ card $I \geq 3$, the minimality of $n^{\prime}$ implies that given a subset $I^{\prime}$ of $I$ with $\operatorname{card} I^{\prime}=n^{\prime}-1$ we have

$$
\sum_{\ell, \ell^{\prime} \in I^{\prime}, \ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{2}<\frac{c}{3}
$$

and averaging over all the $n^{\prime}$ possible choices of $I^{\prime}$ we get

$$
\frac{n^{\prime}-2}{n^{\prime}} \sum_{\ell, \ell^{\prime} \in I, \ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{2}<\frac{c}{3}
$$

and since $\left(n^{\prime}-2\right) / n^{\prime} \geq 1 / 3$ we get $\sum_{\ell, \ell^{\prime} \in I, \ell<\ell^{\prime}} R_{\ell, \ell^{\prime}}^{2}<c$, and combining with (11.31) shows that $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in D_{I}$.

### 11.4 The Aizenman-Lebowitz-Ruelle Central Limit Theorem

For $\beta<1$ we define

$$
\begin{align*}
& c(\beta)=N\left(\log 2+\frac{\beta^{2}}{4}\right)+\frac{1}{4} \log \left(1-\beta^{2}\right)  \tag{11.32}\\
& b(\beta)=\frac{1}{2}\left(\log \frac{1}{1-\beta^{2}}-\beta^{2}\right) \tag{11.33}
\end{align*}
$$

and we recall the notation $a(k)=\mathrm{E} g^{k}$ where $g$ is standard Gaussian.

Theorem 11.4.1. ([9]). Consider $\beta<1$ and $k \geq 1$. Then

$$
\begin{equation*}
\left|\mathrm{E}\left(\log Z_{N}(\beta)-c(\beta)\right)^{k}-a(k) b(\beta)^{k / 2}\right| \leq \frac{K}{\sqrt{N}} \tag{11.34}
\end{equation*}
$$

where $K$ does not depend on $N$.

This is a refined version of a result of [9]. It should be compared with Theorem 1.4.11, which in the present case (since $q=0$ and $b=0$ ) yields only

$$
\mathrm{E}\left|\log Z_{N}-N\left(\log 2+\frac{\beta^{2}}{2}\right)\right|^{k} \leq K N^{(k-1) / 2}
$$

The normalization of Theorem 1.4.11 is not appropriate here because the quantity $Z_{N}(\beta)-N\left(\log 2+\beta^{2} / 4\right)$ is typically of order 1 , not $\sqrt{N}$, as we demonstrated in the previous section. The content of Theorem 11.4.1 is that the $k$-th moment of $Z_{N}(\beta)-c(\beta)$ is nearly the same as the $k$-th moment of $b(\beta)^{1 / 2} g$ where $g$ is standard Gaussian, and this with accuracy of order $N^{-1 / 2}$. The reader must wonder how the strange formulas (11.32) and (11.33) arise; let us first explain this.

We define $X(\beta)=\log Z_{N}(\beta)-c(\beta)$, and, keeping the dependence on $k$ implicit we write

$$
\begin{equation*}
f(\beta)=\mathrm{E} X(\beta)^{k} \tag{11.35}
\end{equation*}
$$

Lemma 11.4.2. We have

$$
\begin{align*}
f^{\prime}(\beta) & =k \frac{\beta}{2} \mathrm{E}\left(N\left(1-\left\langle R_{1,2}^{2}\right\rangle\right) X(\beta)^{k-1}\right)  \tag{11.36}\\
& +k(k-1) \frac{\beta}{2} \mathrm{E}\left(\left(N\left\langle R_{1,2}^{2}\right\rangle-1\right) X(\beta)^{k-2}\right)-k c^{\prime}(\beta) \mathrm{E} X(\beta)^{k-1}
\end{align*}
$$

Proof. We observe first that

$$
\begin{aligned}
X(\beta)^{\prime} & =\left\langle\frac{1}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j}\right\rangle-c^{\prime}(\beta) \\
& =\left\langle-\frac{H_{N}}{\beta}\right\rangle-c^{\prime}(\beta)
\end{aligned}
$$

Therefore differentiation of (11.35) yields

$$
f^{\prime}(\beta)=k \mathrm{E}\left(\left(\left\langle-\frac{H_{N}}{\beta}\right\rangle-c^{\prime}(\beta)\right) X(\beta)^{k-1}\right)
$$

Integration by parts using (11.4) then implies

$$
\begin{aligned}
\mathrm{E}\left(\left\langle-\frac{H_{N}}{\beta}\right\rangle X(\beta)^{k-1}\right) & =\frac{\beta}{2} \mathrm{E}\left(N\left(1-R_{1,2}\right)^{2} X(\beta)^{k-1}\right) \\
& +(k-1) \frac{\beta}{2} \mathrm{E}\left(\left(N\left\langle R_{1,2}^{2}\right\rangle-1\right) X(\beta)^{k-2}\right)
\end{aligned}
$$

In this formula, the first term comes as usual from the dependence of the bracket $\langle\cdot\rangle$ on the r.v.s $g_{i j}$ and the second term comes from the dependence of $X(\beta)$ on these variables.

The central fact is as follows.

Lemma 11.4.3. We have

$$
\begin{equation*}
\mathrm{E}\left(N\left\langle R_{1,2}^{2}\right\rangle X(\beta)^{k}\right)=\frac{1}{1-\beta^{2}} \mathrm{E} X(\beta)^{k}+\mathcal{R} \tag{11.37}
\end{equation*}
$$

where $\mathcal{R}$ denotes a quantity such that $\sqrt{N}|\mathcal{R}|$ remains bounded independently of $N$ and of $\beta$ whenever $\beta \leq \beta_{0}<1$.

Throughout this section $\mathcal{R}$ denotes such a quantity, that need not be the same at each occurrence.

Proof of Theorem 11.4.1. Using (11.37) for $k-1$ or $k-2$ rather than $k$ in (11.36) we get

$$
\begin{align*}
f^{\prime}(\beta) & =k\left(\frac{\beta}{2} N-\frac{\beta}{2\left(1-\beta^{2}\right)}-c^{\prime}(\beta)\right) \mathrm{E} X(\beta)^{k-1} \\
& +k(k-1) \frac{\beta^{3}}{2\left(1-\beta^{2}\right)} \mathrm{E} X(\beta)^{k-2}+\mathcal{R} \tag{11.38}
\end{align*}
$$

With the choices (11.32) and (11.33) we have

$$
\begin{align*}
c^{\prime}(\beta) & =\frac{\beta}{2} N-\frac{\beta}{2\left(1-\beta^{2}\right)}  \tag{11.39}\\
b^{\prime}(\beta) & =\frac{\beta^{3}}{2\left(1-\beta^{2}\right)}
\end{align*}
$$

and (11.38) becomes

$$
f^{\prime}(\beta)=\frac{k(k-1)}{2} b^{\prime}(\beta) \mathrm{E} X(\beta)^{k-2}+\mathcal{R}
$$

from which the formula

$$
\mathrm{E} X(\beta)^{k}=a(k) b(\beta)^{k / 2}+\mathcal{R}
$$

follows by induction over $k$ and integration (since $X(0)=0$ and $a(k)=$ $(k-1) a(k-2))$.

Lemma 11.4.4. For each $k$ we have $\mathrm{E} X(\beta)^{k} \leq K$ where $K$ does not depend on $N$ and stays bounded as $\beta \leq \beta_{0}<1$.

Proof. Using Hölder's inequality we may assume that $k$ is even. Using (11.36) and (11.39) we obtain

$$
\begin{aligned}
f^{\prime}(\beta) & =-\frac{k \beta}{2} \mathrm{E}\left(N\left\langle R_{1,2}^{2}\right\rangle X(\beta)^{k-1}\right)+\frac{k \beta}{2\left(1-\beta^{2}\right)} \mathrm{E} X(\beta)^{k-1} \\
& +k(k-1) \frac{\beta}{2} \mathrm{E}\left(\left(N\left\langle R_{1,2}^{2}\right\rangle-1\right) X(\beta)^{k-2}\right)
\end{aligned}
$$

It follows from (11.14) that for any $k, \mathrm{E}\left\langle\left(N R_{1,2}^{2}\right)^{k}\right\rangle$ remains bounded for $\beta \leq \beta_{0}$. Using Hölder's inequality implies

$$
f^{\prime}(\beta) \leq C(k, \beta)\left(f(\beta)^{\frac{k-1}{k}}+f(\beta)^{\frac{k-2}{k}}\right)
$$

where $C(k, \beta)$ remains bounded as $\beta \leq \beta_{0} \leq 1$. Since $x^{\tau} \leq 1+x$ for $\tau<1$, this gives

$$
f^{\prime}(\beta) \leq 2 C(k, \beta)(f(\beta)+1)
$$

and the result follows by integration.
Exercise 11.4.5. Deduce Lemma 11.4.4 from Theorems 11.2.1 and 11.3.1.
It is obvious that something like (11.37) should be true. Indeed, the Cauchy-Schwarz inequality implies

$$
\begin{aligned}
& \mathrm{E}\left(\left(N\left\langle R_{1,2}^{2}\right\rangle-\frac{1}{1-\beta^{2}}\right) X(\beta)^{k}\right) \\
& \leq \mathrm{E}\left(\left(N\left\langle R_{1,2}^{2}\right\rangle-\frac{1}{1-\beta^{2}}\right)^{2}\right)^{1 / 2}\left(\mathrm{E} X(\beta)^{2 k}\right)^{1 / 2}
\end{aligned}
$$

From Lemma 11.4.4 the last term is bounded, and using replicas and (11.48) below, we obtain

$$
\mathrm{E}\left(N\left\langle R_{1,2}^{2}\right\rangle-\frac{1}{1-\beta^{2}}\right)^{2}=\mathcal{R}
$$

This argument gives only a rate $N^{-1 / 4}$ in (11.37). To obtain the true rate $N^{-1 / 2}$ one has to work harder. We sketch the argument, which uses the cavity method to decouple the last spin. First, we observe that symmetry among sites implies

$$
\begin{equation*}
N \mathrm{E}\left(\left\langle R_{1,2}^{2}\right\rangle X(\beta)^{k}\right)=N \mathrm{E}\left(\left\langle\varepsilon_{1} \varepsilon_{2} R_{1,2}^{-}\right\rangle X(\beta)^{k}\right)+\mathrm{E} X(\beta)^{k} \tag{11.40}
\end{equation*}
$$

where $\varepsilon_{\ell}=\sigma_{N}^{\ell}$ and $R_{1,2}^{-}=N^{-1} \sum_{i<N} \sigma_{i}^{1} \sigma_{i}^{2}$. Fixing $\beta<1$, consider the usual interpolating Hamiltonian

$$
\begin{equation*}
-H_{t}(\boldsymbol{\sigma})=\frac{\beta}{\sqrt{N}} \sum_{i<j<N} g_{i j} \sigma_{i} \sigma_{j}+\frac{\beta \sqrt{t}}{\sqrt{N}} \sigma_{N} \sum_{i<N} g_{i N} \sigma_{i} \tag{11.41}
\end{equation*}
$$

and denote by $\langle\cdot\rangle_{t}$ an average for the corresponding Gibbs measure. Let

$$
Y(t)=\log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{t}(\boldsymbol{\sigma})\right)-c(\beta)
$$

so $Y(1)=X(\beta)$. We consider the function

$$
\varphi(t)=N \mathrm{E}\left(\left\langle\varepsilon_{1} \varepsilon_{2} R_{1,2}^{-}\right\rangle_{t} Y(t)^{k}\right)
$$

so that $\varphi(0)=0$. Using that $\left|\varphi(1)-\varphi(0)-\varphi^{\prime}(0)\right| \leq \sup _{0 \leq t \leq 1}\left|\varphi^{\prime \prime}(t)\right|$, the objective is to show that

$$
\begin{equation*}
\varphi^{\prime}(0)=\beta^{2} N \mathrm{E}\left(\left\langle R_{1,2}^{2}\right\rangle X(\beta)^{k}\right)+\mathcal{R} \tag{11.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t}\left|\varphi^{\prime \prime}(t)\right|=\mathcal{R} \tag{11.43}
\end{equation*}
$$

Indeed, since $\varphi(1)=N \mathrm{E}\left(\left\langle\varepsilon_{1} \varepsilon_{2} R_{1,2}^{-}\right\rangle X(\beta)^{k}\right)$, it then follows from (11.40) that

$$
N \mathrm{E}\left(\left\langle R_{1,2}^{2}\right\rangle X(\beta)^{k}\right)=\beta^{2} N \mathrm{E}\left(\left\langle R_{1,2}^{2}\right\rangle X(\beta)^{k}\right)+\mathrm{E} X(\beta)^{k}+\mathcal{R}
$$

which is (11.37). The reader having reached this point should find the proof of (11.42) and (11.43) to be a mere exercise.

Exercise 11.4.6. Complete the proof of (11.42) and (11.43). Hint: A preliminary step is to use a differential inequality and Lemma 11.4.4 in order to prove that for each $n$ the quantity $\mathrm{E} Y(t)^{2 n}$ remains bounded independently of $t$. Moreover, observe that $\varphi^{\prime}(0)=\beta^{2} N \mathrm{E}\left(\left\langle\left(R_{1,2}^{-}\right)^{2}\right\rangle_{0} Y(0)^{k}\right)$, and prove (11.42) by showing that $\psi(t)=\mathrm{E}\left(\left\langle\left(R_{1,2}^{-}\right)^{2}\right\rangle_{t} Y(t)^{k}\right)$ satisfies $\left|\psi^{\prime}(t)\right| \leq \mathcal{R}$.

### 11.5 The Matrix of Spin Correlations

In this section we consider the matrix $\mathcal{M}=\left(\left\langle\sigma_{i} \sigma_{j}\right\rangle\right)_{i, j}$ of spin correlations, and its operator norm

$$
\|\mathcal{M}\|=\sup \left\{\sum_{i, j \leq N} x_{i} x_{j}\left\langle\sigma_{i} \sigma_{j}\right\rangle ; \sum_{i \leq N} x_{i}^{2} \leq 1\right\}
$$

Conjecture 11.5.1. For $\beta<1$ we have $\mathrm{E}\|\mathcal{M}\| \leq K$.
The size of $\|\mathcal{M}\|$ seems to be related to the Research Problem 11.2.11. The intuition behind Conjecture 11.5 .1 is that the main contribution to $\left\langle\sigma_{i} \sigma_{j}\right\rangle$ is created by the interaction term $\beta g_{i j} \sigma_{i} \sigma_{j} / \sqrt{N}$; and that the matrix $\mathcal{M}^{\prime}=$ $\left(g_{i j} / \sqrt{N}\right)_{i, j}$ satisfies $\mathrm{E}\left\|\mathcal{M}^{\prime}\right\| \leq K$. However the main appeal of Conjecture 11.5.1 is that its study leads to rather pretty mathematics. A standard way to control the operator norm $\|\mathcal{M}\|$ of $\mathcal{M}$ is through the traces of the powers of $\mathcal{M}$. Since $\mathcal{M}$ is symmetric, its norm is the absolute value of its largest eigenvalue. The sum of the $k^{\text {th }}$ powers of the eigenvalues is the trace of $\mathcal{M}^{k}$, so that, for $k$ even

$$
\begin{equation*}
\|\mathcal{M}\| \leq\left(\operatorname{trace} \mathcal{M}^{k}\right)^{1 / k} \tag{11.44}
\end{equation*}
$$

The trace of $\mathcal{M}^{k}$ has a nice expression, as the next lemma shows.

Lemma 11.5.2. We have, for all positive integers $k$,

$$
\begin{equation*}
\text { trace } \mathcal{M}^{k}=N^{k}\left\langle R_{1,2} R_{2,3} \cdots R_{k, 1}\right\rangle \tag{11.45}
\end{equation*}
$$

Proof. It is immediate by induction over $k$ that the entries of $\mathcal{M}^{k}$ are

$$
N^{k-1}\left\langle\sigma_{i}^{1} R_{1,2} R_{2,3} \cdots R_{k-1, k} \sigma_{j}^{k}\right\rangle
$$

Corollary 11.5.3. For all even integers $k$, we have

$$
\begin{equation*}
\mathrm{E}\|\mathcal{M}\| \leq\left(\mathrm{E} N^{k}\left\langle R_{1,2} R_{2,3} \cdots R_{k, 1}\right\rangle\right)^{1 / k} \tag{11.46}
\end{equation*}
$$

Proof. Combine (11.44) and (11.45).
Thus, this approach leads to the question of evaluating

$$
\begin{equation*}
\nu\left(N^{k} R_{1,2} R_{2,3} \cdots R_{k, 1}\right) \tag{11.47}
\end{equation*}
$$

Some information on this quantity is provided by Theorem 1.10.1. For convenience of the reader we state this theorem in the present case.

Theorem 11.5.4. Consider numbers $k\left(\ell, \ell^{\prime}\right)$ for $1 \leq \ell<\ell^{\prime} \leq n$ and $k=$ $\sum_{1 \leq \ell<\ell^{\prime} \leq n} k\left(\ell, \ell^{\prime}\right)$. Then for $\beta<1$ we have

$$
\begin{equation*}
\nu\left(\prod_{1 \leq \ell<\ell^{\prime} \leq n} R_{\ell, \ell^{\prime}}^{k\left(\ell, \ell^{\prime}\right)}\right)=\frac{1}{\left(N\left(1-\beta^{2}\right)\right)^{k / 2}} \prod_{1 \leq \ell<\ell^{\prime} \leq n} a\left(k\left(\ell, \ell^{\prime}\right)\right)+O(k+1) \tag{11.48}
\end{equation*}
$$

where $a(k)=\mathrm{E} g^{k}$, and where $O(k)$ denotes a quantity $A$ such that $|A| \leq$ $K N^{-k / 2}$ for a number $K$ that does not depend on $N$.

Theorem 1.10 .1 was proved only for $\beta<1 / 2$. In the present situation $\beta<1$ we know (11.14) and, consequently

$$
\begin{equation*}
\nu\left(R_{1,2}^{2 k}\right) \leq\left(\frac{K k}{N}\right)^{k} \tag{11.49}
\end{equation*}
$$

where $K$ depends on $\beta$ and $k$ only. It should be obvious that this suffices to have the proof of Theorem 1.10.1 go through. (Of course, this proof is very much simpler in the present case than in the general case.)

In the case (11.47), it follows from (11.48) that (for $k \geq 3$ )

$$
\left|\nu\left(N^{k} R_{1,2} R_{2,3} \cdots R_{k, 1}\right)\right| \leq K N^{(k-1) / 2}
$$

which is not very useful for our purpose. In the present section we will improve the previous inequality into

$$
\begin{equation*}
\left|\nu\left(N^{k} R_{1,2} \cdots R_{k, 1}\right)\right| \leq K(\beta, k) N \tag{11.50}
\end{equation*}
$$

which combined with (11.46) yields

$$
\mathrm{E}\|\mathcal{M}\| \leq K(\beta, k) N^{1 / k}
$$

In a further effort we will show that in fact

$$
\begin{equation*}
\mathrm{E}\|\mathcal{M}\| \leq(K(\beta) k)^{8} N^{1 / k} \tag{11.51}
\end{equation*}
$$

so that taking $k$ about $\log N$ yields

$$
\mathrm{E}\|\mathcal{M}\| \leq K(\log N)^{8}
$$

It is probably not difficult to improve on the exponent 8 , which simply occurs as consequence of several convenient choices, but there is little point in doing this. It is a entirely different matter to remove the factor $\log N$ altogether. One should of course expect that the solution of Conjecture 11.5 .1 will be obtained through an improvement of the estimate (11.51). Considering the case $k=2$ in (11.50) we see that the dependence on $N$ seems optimal. The dependence on $k$ is a much more delicate matter. The author does not see any place where his estimates are obviously suboptimal, but of course there could be much more cancellation than is readily apparent.

The method of the proof is somewhat similar to that of Theorem 11.5.4, and relies on the cavity method. We recall the interpolating Hamiltonian (11.41) and that we denote as usual $\langle\cdot\rangle_{t}$ an average for the corresponding Gibbs measure and $\nu_{t}(\cdot)=\mathrm{E}\langle\cdot\rangle_{t}$.

It will not suffice to make order 2 expansions, and we will have to make higher order expansions. The proofs will ultimately rely on the formula

$$
\begin{equation*}
\left|\nu(f)-\sum_{k=0}^{s} \frac{1}{k!} \nu_{0}^{(k)}(f)\right| \leq \sup _{0 \leq t \leq 1}\left|\nu_{t}^{(s+1)}(f)\right| . \tag{11.52}
\end{equation*}
$$

The remainder term will be bounded somewhat crudely, and the terms $\nu_{0}^{(k)}(f)$ will be bounded using a suitable induction hypothesis and some combinatorics.

Let us turn to the description of the induction hypothesis. We consider a fixed family $\mathcal{I}$ of pairs $\left(\ell, \ell^{\prime}\right)$. Each pair might be repeated several times. Setting

$$
T_{\mathcal{I}}=\prod_{\left(\ell, \ell^{\prime}\right) \in \mathcal{I}} N R_{\ell, \ell^{\prime}}
$$

we aim at computing the order of magnitude of $\nu\left(T_{\mathcal{I}}\right)$ as $N \rightarrow \infty$. A first observation is that $\nu\left(T_{\mathcal{I}}\right)=0$ unless

Each integer $\ell_{0}$ appears an even number of times as an element of a pair $\left(\ell, \ell^{\prime}\right) \in \mathcal{I}$.

This is because if $\ell_{0}$ appears an odd number of times, then the transformation $\boldsymbol{\sigma}^{\ell_{0}} \mapsto-\boldsymbol{\sigma}^{\ell_{0}}$ changes the sign of $T_{\mathcal{I}}$, while leaving $\langle\cdot\rangle$ invariant, so that $\nu\left(T_{\mathcal{I}}\right)=0$.

Thus we assume that (11.53) is satisfied. Let us say that $\mathcal{I}$ is a cycle if it consists of the pairs $\left(\ell_{1}, \ell_{2}\right),\left(\ell_{2}, \ell_{3}\right), \ldots,\left(\ell_{p}, \ell_{1}\right)$, where the elements $\ell_{1}, \ldots, \ell_{p}$ are all different. A cycle satisfies condition (11.53), and so does a union of cycles. Conversely if $\mathcal{I}$ satisfies condition (11.53), it is a union of cycles. To see this, it suffices to show that if $\mathcal{I}$ satisfies (11.53), it contains a cycle $\mathcal{I}_{1}$, because then $\mathcal{I} \backslash \mathcal{I}_{1}$ will still satisfy (11.53). To construct a cycle in $\mathcal{I}$, we start with a pair $\left(\ell_{1}, \ell_{2}\right)$ in $\mathcal{I}$ and we recursively choose integers $\ell_{s}$ such that $\left(\ell_{s-1}, \ell_{s}\right) \in \mathcal{I}$ and $\ell_{s} \notin\left(\ell_{1}, \ell_{2}, \ldots, \ell_{s-1}\right)$, as long as we can. When the construction stops, we have constructed $\ell_{s}$ and we pick $r \in\{1, \ldots, s-1\}$ such that $\left(\ell_{s}, \ell_{r}\right) \in \mathcal{I}$. The existence of $r$ follows from the fact that $\ell_{s}$ must occur twice as an element of a pair of $\mathcal{I}$. Then $\left(\ell_{r}, \ell_{r+1}\right), \ldots,\left(\ell_{s-1}, \ell_{s}\right),\left(\ell_{s}, \ell_{r}\right)$ is the required cycle in $\mathcal{I}$.

In general, a family $\mathcal{I}$ satisfying (11.53) can be decomposed as a union of cycles in several different manners. For example,

$$
\mathcal{I}=\{(1,2),(1,2),(2,3),(2,3),(3,1),(3,1)\}
$$

is the union of two cycles of length 3 , and is also the union of three cycles of length 2 . We denote by $C(\mathcal{I})$ the maximum number of cycles in which $\mathcal{I}$ can be decomposed.

Theorem 11.5.5. We have

$$
\begin{equation*}
\left|\nu\left(T_{\mathcal{I}}\right)\right| \leq K(\beta, \mathcal{I}) N^{C(\mathcal{I})} \tag{11.54}
\end{equation*}
$$

Research Problem 11.5.6. (Level 2) Prove that the limit

$$
\lim _{N \rightarrow \infty} N^{-C(\mathcal{I})} \nu\left(T_{\mathcal{I}}\right)
$$

exists, and find a manageable expression for it.

Proving existence of the limit should be a mere exercise; there is no guarantee however that the limit is a simple function of the "geometry" of $\mathcal{I}$.

In order to establish Theorem 11.5.5, we will prove a more general statement.

Proposition 11.5.7. Given an integer $s$, given $\beta_{0}<1$, given a family $\mathcal{I}$, we have

$$
\begin{equation*}
2 C(\mathcal{I}) \leq \operatorname{card} \mathcal{I}-s \Rightarrow \forall \beta \leq \beta_{0},\left|\nu\left(T_{\mathcal{I}}\right)\right| \leq K\left(\beta_{0}, \mathcal{I}, s\right) N^{(\operatorname{card} \mathcal{I}-s) / 2} \tag{11.55}
\end{equation*}
$$

The case $s<0$ is allowed. This case does not make much sense since $2 C(\mathcal{I}) \leq \operatorname{card} \mathcal{I}$, but will be useful in the proof.

The choice $s=\operatorname{card} \mathcal{I}-2 C(\mathcal{I})$ shows that this is more general than Theorem 11.5.5. The point of the formulation is to allow induction on $s$. The case $s \leq 0$ follows from (11.49) and Hölder's inequality.

Proof. The proof is by induction over $s$. For the induction step, we assume that (11.55) holds for each value $s^{\prime}<s$, and we prove by induction over card $\mathcal{I}$ that it holds for $s$. Thus, in the course of the proof, we may use (11.55) for a family $\mathcal{I}_{0}$, and a number $s_{0}$ if either $s_{0}<s$ (in which case card $\mathcal{I}_{0}$ can be whatever we want) or $s_{0}=s$ and $\operatorname{card} \mathcal{I}_{0}<\operatorname{card} \mathcal{I}$. we may also use (11.55) for $s_{0}$ and $\mathcal{I}_{0}$ as before, but for $N-1$ rather than $N$.

We fix $\beta_{0}<1$ and we denote throughout the proof a number $K$ depending only on $s, \mathcal{I}, \beta_{0}$ and which may vary between occurrences. We assume $\beta \leq \beta_{0}$.

Given a family $\mathcal{I}_{1}$ of pairs $\left(\ell, \ell^{\prime}\right)$, we set

$$
T_{\mathcal{I}_{1}}^{-}=\prod_{\left(\ell, \ell^{\prime}\right) \in \mathcal{I}_{1}}\left(N R_{\ell, \ell^{\prime}}^{-}\right) .
$$

Keeping in mind that

$$
N R_{\ell, \ell^{\prime}}=\sum_{i \leq N} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}} ; N R_{\ell, \ell^{\prime}}^{-}=\sum_{i \leq N-1} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}
$$

we see that $T_{\mathcal{I}_{1}}^{-}$is obtained from $T_{\mathcal{I}_{1}}$ by replacing $N$ by $N-1$. The principle of the proof is to establish the inequality

$$
\begin{equation*}
\left|\nu\left(T_{\mathcal{I}}\right)-\beta^{2} \nu_{0}\left(T_{\mathcal{I}}^{-}\right)\right| \leq K N^{(\operatorname{card} \mathcal{I}-s) / 2} \tag{11.56}
\end{equation*}
$$

The quantity $\nu_{0}\left(T_{\mathcal{I}}^{-}\right)$is of the same nature as $\nu\left(T_{\mathcal{I}}\right)$, except that one has replaced $N$ by $N-1$ and $\beta$ by $\beta^{-}$, where $\beta^{-}=\beta \sqrt{1-1 / N} \leq \beta_{0}$. We consider the quantity

$$
A\left(N_{0}, \beta_{0}, \mathcal{I}, s\right)=\sup \left\{N^{-(\operatorname{card} \mathcal{I}-s) / 2}\left|\nu\left(T_{\mathcal{I}}\right)\right| ; \beta \leq \beta_{0}, N \leq N_{0}\right\}
$$

and we observe (since $\beta^{-} \leq \beta$ ) that (11.56) implies

$$
A\left(N_{0}, \beta_{0}, \mathcal{I}, s\right) \leq \beta_{0}^{2} A\left(N_{0}, \beta_{0}, \mathcal{I}, s\right)+K
$$

so that $A\left(N_{0}, \beta_{0}, \mathcal{I}, s\right) \leq K$, which is the required inequality. So all we have to do is to prove (11.56).

Without loss of generality we assume $(1,2) \in \mathcal{I}$, and we set $\mathcal{I}^{\prime}=$ $\mathcal{I} \backslash\{(1,2)\}$. (If the pair $(1,2)$ occurs several times in $\mathcal{I}$, we remove it just once.) As always, we use symmetry between sites to write

$$
\begin{equation*}
\nu\left(T_{\mathcal{I}}\right)=\nu(f), \tag{11.57}
\end{equation*}
$$

where

$$
\begin{equation*}
f=N \varepsilon_{1} \varepsilon_{2} T_{\mathcal{I}^{\prime}} \tag{11.58}
\end{equation*}
$$

We now appeal to formula (11.52). Since $f$ contains card $\mathcal{I}$ factors $N$ and $\operatorname{card} \mathcal{I}-1$ factors $R_{\ell, \ell^{\prime}}$, it follows from (11.49) and Hölder's inequality that

$$
\nu\left(f^{2}\right)^{1 / 2} \leq K N^{(\operatorname{card} \mathcal{I}+1) / 2} .
$$

Since "taking a derivative" brings out a factor $N^{-1 / 2}$ we expect that

$$
\begin{equation*}
\left|\nu_{t}^{(s+1)}(f)\right| \leq K N^{(\operatorname{card} \mathcal{I}-s) / 2} \tag{11.59}
\end{equation*}
$$

To prove this formally, we compute $\nu^{(k)}(f)$ by iteration of (1.151). (It is slightly more convenient here to use (1.151) than (1.150)). We find that $\nu^{(k)}(f)$ is a sum of terms of the type

$$
\pm \beta^{2 k} \nu_{t}\left(f \varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}} R_{\ell_{1}, \ell_{2}} \varepsilon_{\ell_{3}} \varepsilon_{\ell_{4}} R_{\ell_{3}, \ell_{4}} \cdots \varepsilon_{\ell_{2 k-1}} \varepsilon_{\ell_{2 k}} R_{\ell_{2 k-1}, \ell_{2 k}}\right)
$$

which we bound by $\nu_{t}\left(|f|\left|R_{\ell_{1}, \ell_{2}}\right| \cdots\left|R_{\ell_{2 k-1}, \ell_{2 k}}\right|\right)$; we then use (11.49) and Hölder's inequality.

To prove (11.56) we prove that

$$
\begin{equation*}
\left|\sum_{k=0}^{s} \frac{1}{k!} \nu_{0}^{(k)}(f)-\beta^{2} \nu_{0}\left(T_{\mathcal{I}_{1}}^{-}\right)\right| \leq K N^{(\operatorname{card} \mathcal{I}-s) / 2} \tag{11.60}
\end{equation*}
$$

We compute $\nu_{0}^{(k)}(f)$ when $k \leq s$ by iteration of (1.150) (which is now more convenient than (1.151)). We find that it is a sum of terms

$$
\begin{equation*}
\pm \beta^{2 k} \nu_{0}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{\mathcal{I}_{1}} T_{\mathcal{I}^{\prime}} T_{\mathcal{I}_{1}}^{-} N^{1-k}\right) \tag{11.61}
\end{equation*}
$$

where $\mathcal{I}_{1}$ is a family of $k$ pairs $\left(\ell, \ell^{\prime}\right)$, and where

$$
\varepsilon_{\mathcal{I}_{1}}=\prod_{\left(\ell, \ell^{\prime}\right) \in \mathcal{I}_{1}} \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}
$$

To see this, we iterate the formula (1.150) and we observe that

$$
\prod_{\left(\ell, \ell^{\prime}\right) \in \mathcal{I}_{1}} R_{\ell, \ell^{\prime}}^{-}=N^{-\operatorname{card} \mathcal{I}_{1}} T_{\mathcal{I}_{1}}^{-}
$$

Before we may use Lemma 1.6.2 to compute $\nu_{0}^{(k)}(f)$, we must bring out the dependence of $T_{\mathcal{I}^{\prime}}$ on the variables $\varepsilon_{\ell}$. For this we write each factor $N R_{\ell, \ell^{\prime}}$ of $T_{\mathcal{I}^{\prime}}$ as $\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}+N R_{\ell, \ell^{\prime}}^{-}$, and we expand the resulting product. We get

$$
T_{\mathcal{I}^{\prime}}=\sum_{\mathcal{I}_{2}} \varepsilon_{\mathcal{I}^{\prime} \backslash \mathcal{I}_{2}} T_{\mathcal{I}_{2}}^{-},
$$

where the sum is over all subsets $\mathcal{I}_{2}$ of $\mathcal{I}^{\prime}$. Thus, we are now concerned with terms of the type

$$
\begin{align*}
& \pm \beta^{2 k} N^{1-k} \nu_{0}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{\mathcal{I}_{1}} \varepsilon_{\mathcal{I}^{\prime} \backslash \mathcal{I}_{2}} T_{\mathcal{I}_{2}}^{-} T_{\mathcal{I}_{1}}^{-}\right) \\
= & \pm \beta^{2 k} N^{1-k} \nu_{0}\left(\varepsilon_{\mathcal{I}_{1}} \varepsilon_{\mathcal{I} \backslash \mathcal{I}_{2}} T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}\right), \tag{11.62}
\end{align*}
$$

because $\varepsilon_{1} \varepsilon_{2} \varepsilon_{\mathcal{I}^{\prime} \backslash \mathcal{I}_{2}}=\varepsilon_{\mathcal{I} \backslash \mathcal{I}_{2}}$ and $T_{\mathcal{I}_{1}}^{-} T_{\mathcal{I}_{2}}^{-}=T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}^{-}$. Now Lemma 1.6.2 shows that the quantity (11.62) is zero unless $\varepsilon_{\mathcal{I}_{1}} \varepsilon_{\mathcal{I} \backslash \mathcal{I}_{2}}$ is identically 1 . Since $(1,2) \in$ $\mathcal{I} \backslash \mathcal{I}_{2}$, we must have

$$
\begin{equation*}
\operatorname{card} \mathcal{I}_{1}+\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right)=k+\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right) \geq 2 \tag{11.63}
\end{equation*}
$$

We first examine the case where there is equality. A first possibility is that $\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right)=1=k$. Then, keeping in mind that $(1,2) \in \mathcal{I} \backslash \mathcal{I}_{2}$, for $\varepsilon_{\mathcal{I}_{1}} \varepsilon_{\mathcal{I} \backslash \mathcal{I}_{2}}$ to be identically 1 , we must have $\mathcal{I}_{1}=\mathcal{I} \backslash \mathcal{I}_{2}=\{(1,2)\}$ so that $\mathcal{I}_{1} \cup \mathcal{I}_{2}=\mathcal{I}$, and the term is

$$
\beta^{2} \nu_{0}\left(T_{\mathcal{I}}^{-}\right)
$$

We will show that all the other terms are $\leq K N^{(\operatorname{cardI}-s) / s}$, concluding the proof of (11.60) and of the proposition. A second possibility for equality in (11.63) is that $k=0$ and $\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right)=2$. For $\varepsilon_{\mathcal{I} \backslash \mathcal{I}_{2}}$ to be identically 1 , we must have $\mathcal{I} \backslash \mathcal{I}_{2}=\{(1,2),(1,2)\}$ so that $\mathcal{I}_{2}=\mathcal{I} \backslash\{(1,2),(1,2)\}$. Since $\mathcal{I}$ is the union of $\mathcal{I}_{2}$ and a cycle, we have $C(\mathcal{I}) \geq C\left(\mathcal{I}_{2}\right)+1$, i.e. $C\left(\mathcal{I}_{2}\right) \leq C(\mathcal{I})-1$. Also card $\mathcal{I}_{2}=\operatorname{card} \mathcal{I}-2$, so that the condition $2 C(\mathcal{I}) \leq \operatorname{card} \mathcal{I}-s$ implies

$$
2 C\left(\mathcal{I}_{2}\right) \leq \operatorname{card} \mathcal{I}_{2}-s
$$

Since $\operatorname{card} \mathcal{I}_{2}<\operatorname{card} \mathcal{I}$, we can use (11.55) for the same value of $s$, for $\beta^{-}$ rather than $\beta$ and $N-1$ rather than $N$ to see that the absolute value of the corresponding term in (11.62) is bounded by

$$
\left|N \nu_{0}\left(T_{\mathcal{I}_{2}}^{-}\right)\right| \leq K N^{1+\left(\operatorname{card} \mathcal{I}_{2}-s\right) / 2}=K N^{(\operatorname{card} \mathcal{I}-s) / 2}
$$

Now we examine the case where

$$
\begin{equation*}
k+\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right) \geq 3 \tag{11.64}
\end{equation*}
$$

and we want to study

$$
\begin{equation*}
N^{1-k} \nu_{0}\left(T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}^{-}\right) . \tag{11.65}
\end{equation*}
$$

We only have to consider the case where the family $\mathcal{I}_{1} \cup \mathcal{I}_{2}$ satisfies (11.53), for otherwise, as already pointed out, the quantity (11.65) is zero. In that case, $\mathcal{I}_{1} \cup \mathcal{I}_{2}$ is a union of cycles. We claim that

$$
\begin{equation*}
C\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right) \leq C(\mathcal{I})+k-1 \tag{11.66}
\end{equation*}
$$

To see this, we consider a decomposition of $\mathcal{I}_{1} \cup \mathcal{I}_{2}$ into cycles. Let $n_{1}$ (resp. $n_{2}$ ) be the number of cycles that contain at least one pair of $\mathcal{I}_{1}$ (resp. that consist entirely of pairs of $\left.\mathcal{I}_{2}\right)$. Then $n_{1} \leq \operatorname{card} \mathcal{I}_{1}=k$. Also, $C(\mathcal{I}) \geq n_{2}+1$. This is because the set obtained by removing from $\mathcal{I}$ all the elements of $\mathcal{I}_{2}$
making up the $n_{2}$ cycles consisting only of elements of $\mathcal{I}_{2}$ is not empty, since it contains $(1,2)$ because $\mathcal{I}_{2} \subset \mathcal{I}^{\prime}=\mathcal{I} \backslash\{(1,2)\}$. Thus

$$
n_{1}+n_{2} \leq C(\mathcal{I})+k-1
$$

and this proves (11.66). It follows from (11.66) that

$$
\begin{align*}
2 C\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right) & \leq 2 C(\mathcal{I})+2 k-2 \\
& \leq \operatorname{card} \mathcal{I}+2 k-s-2 \\
& =\operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-s_{1} \tag{11.67}
\end{align*}
$$

where, since $\operatorname{card} \mathcal{I}_{1}=k$,

$$
\begin{align*}
s_{1} & =s+2+\operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-\operatorname{card} \mathcal{I}-2 k \\
& =s+2+\operatorname{card} \mathcal{I}_{2}-\operatorname{card} \mathcal{I}-k \\
& =s+2-\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right)-k \tag{11.68}
\end{align*}
$$

Thus, under (11.64) we have $s_{1} \leq s-1$, and by (11.67) we can use (11.55) for $\mathcal{I}_{1} \cup \mathcal{I}_{2}$ rather that $\mathcal{I}$, for $N-1$ rather than $N$ and $s_{1}$ rather than $s$ to obtain

$$
\left|\nu_{0}\left(T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}^{-}\right)\right| \leq K N^{\left(\operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-s_{1}\right) / 2}
$$

and therefore

$$
N^{1-k}\left|\nu_{0}\left(T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}^{-}\right)\right| \leq K N^{1-k+\left(\operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-s_{1}\right) / 2} .
$$

Now, the first line of (11.68) implies

$$
\begin{equation*}
1-k+\frac{1}{2}\left(\operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-s_{1}\right)=\frac{1}{2}(\operatorname{card} \mathcal{I}-s) \tag{11.69}
\end{equation*}
$$

and this finishes the proof of (11.56) and of Proposition 11.5.7.
For the truly energetic reader, we now explain how to carry out an explicit value for the constant $K\left(\beta_{0}, \mathcal{I}, s\right)$ in (11.55).

Proposition 11.5.8. Given $\beta_{0}<1$, an integer $s \geq 0$, a family $\mathcal{I}$, with $m=\operatorname{card} \mathcal{I}$, we have

$$
\begin{align*}
2 C(\mathcal{I}) & \leq m-s \Rightarrow \forall \beta \leq \beta_{0} \\
\left|\nu\left(T_{\mathcal{I}}\right)\right| & \leq K\left(\beta_{0}\right)^{m+7 s}(m+s)^{m+7 s} N^{(m-s) / 2} \tag{11.70}
\end{align*}
$$

Strange quantities such as $m+7 s$ are no magic. They merely correspond to a convenient choice.

We first observe that when $C(\mathcal{I})=1$, taking $s=m-2$ and recalling (11.45) proves (11.51).

The proof of (11.70) consists simply in repeating the proof of (11.55), while attempting to estimate more precisely the various contributions. Through the
proof, $K\left(\beta_{0}\right)$ will denote a number depending on $\beta_{0}$ only, that need not be the same at each occurrence.

First, we note that

$$
\begin{align*}
\nu_{t}\left(T_{\mathcal{I}}\right) \leq N^{m} \prod_{\left(\ell, \ell^{\prime}\right) \in \mathcal{I}} \nu_{t}\left(R_{\ell, \ell^{\prime}}^{2 m}\right)^{1 / 2 m} & =N^{m} \nu_{t}\left(R_{1,2}^{2 m}\right)^{1 / 2} \\
& \leq K\left(\beta_{0}\right)^{m} m^{m / 2} N^{m / 2} \tag{11.71}
\end{align*}
$$

as is seen from (1.24) and (11.49). Therefore Proposition 11.5.8 holds when $s=0$, and we may assume $s \geq 1$. Next, when $f$ is a function on $n$ replicas, by iteration of (1.151) we may describe $\nu_{t}^{\prime}(f)$ as the sum of $2 n^{2}$ terms of the type

$$
\begin{equation*}
\pm \beta^{2} \nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} R_{\ell, \ell^{\prime}}\right) \tag{11.72}
\end{equation*}
$$

if we count the terms in (1.150) "with their order of multiplicity"; e.g. $-\beta^{2} \nu_{t}\left(f \varepsilon_{\ell} \varepsilon_{n+1} R_{\ell, n+1}\right)$ occurs $n$ times if $\ell \leq n$. The terms (11.72) involve the function $f \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} R_{\ell, \ell^{\prime}}$, that might depend on $n+2$ replicas. By iteration, $\nu_{t}^{(k)}(f)$ is the sum of at most

$$
\begin{equation*}
2^{k}(n(n+2) \cdots(n+2 k-2))^{2} \leq 2^{k}(n+2 k)^{2 k} \tag{11.73}
\end{equation*}
$$

terms of the type

$$
\pm \beta^{2 k} \nu_{t}\left(f \varepsilon_{\mathcal{I}_{1}} T_{\mathcal{I}_{1}} N^{-k}\right),
$$

where $\mathcal{I}_{1}$ is a family of $k$ pairs $\left(\ell, \ell^{\prime}\right)$ and where $\varepsilon_{\mathcal{I}_{1}}$ is as in (11.61). We apply this to $f=N \varepsilon_{1} \varepsilon_{2} T_{\mathcal{I}^{\prime}}, k=s+1$. Obviously $f$ depends on $n \leq 2 m$ replicas, so the total number of terms is at most

$$
2^{s+1}(2(m+s+1))^{2(s+1)} \leq(4(m+s))^{2(s+1)}
$$

the inequality using that $m \geq 2$ and $s \geq 1$ so that $m+s+1 \leq \sqrt{2}(m+s)$. The term $f \varepsilon_{\mathcal{I}_{1}} T_{\mathcal{I}_{1}} N^{-k}=N^{1-k} \varepsilon_{1} \varepsilon_{2} \varepsilon_{\mathcal{I}_{1}} T_{\mathcal{I}^{\prime} \cup \mathcal{I}_{1}}$ contains $k-1=s$ factors $N^{-1}$, and since card $\mathcal{I}^{\prime}=m-1$ and card $\mathcal{I}_{1}=k$, it contains $m-1+k=m-1+s+1=$ $m+s$ factors $N R_{\ell, \ell^{\prime}}$, so that, using (11.49) for $\nu_{t}$, it is at most

$$
K\left(\beta_{0}\right)^{m+s}(m+s)^{(m+s) / 2} N^{(m-s) / 2} .
$$

Since we have at most $(4(m+s))^{2(s+1)}$ such terms, we have improved (11.59) into

$$
\begin{equation*}
\left|\nu_{t}^{(s+1)}(f)\right| \leq K\left(\beta_{0}\right)^{m+s}(m+s)^{m+7 s} N^{(m-s) / 2} \tag{11.74}
\end{equation*}
$$

since, $s$ being at least 1 , the following holds true

$$
\frac{m+s}{2}+2(s+1) \leq m+7 s .
$$

Now we examine the contribution of the terms (11.62). We keep in mind that we attempt to prove by induction that (11.70) holds for a certain constant $K_{1}\left(\beta_{0}\right)$ that we will determine later. When there is equality in (11.63),
we have seen that, besides the term $\beta^{2} \nu_{0}\left(T_{\mathcal{I}}^{-}\right)$, the only possible contribution is $N \nu_{0}^{-}\left(T_{\mathcal{I}_{2}}^{-}\right)$where $\mathcal{I}_{2}=\mathcal{I} \backslash\{(1,2),(1,2)\}$, and that $2 C\left(\mathcal{I}_{2}\right) \leq \operatorname{card} \mathcal{I}_{2}-s$. Using the induction hypothesis (11.70) with $m-2$ rather than $m$ and the same value of $s$ we get

$$
\begin{equation*}
N\left|\nu_{0}\left(T_{\mathcal{I}_{2}}^{-}\right)\right| \leq K_{1}\left(\beta_{0}\right)^{m+7 s-2}(m+s)^{m+7 s} N^{(m-s) / 2} \tag{11.75}
\end{equation*}
$$

Now we examine the contribution of the terms (11.62) (or, equivalently, $\left.\pm \beta^{2 k} N^{1-k} \nu_{0}\left(T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}^{-}\right)\right)$when

$$
\begin{equation*}
r:=k+\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right) \geq 3 \tag{11.76}
\end{equation*}
$$

Let us consider

$$
\begin{equation*}
m^{\prime}=\operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right) \leq k+m-1 \tag{11.77}
\end{equation*}
$$

and

$$
s_{1}=s+2-r ; s^{\prime}=\max \left(0, s_{1}\right) .
$$

Using (11.68) we see that the value of $s_{1}$ here is the same as that of (11.68), and (11.67) then shows that

$$
2 C\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right) \leq \operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-s_{1}
$$

and since we have anyway $2 C(\mathcal{I}) \leq \operatorname{card} \mathcal{I}$ we have in fact

$$
\begin{equation*}
2 C\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right) \leq \operatorname{card}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2}\right)-s^{\prime} \tag{11.78}
\end{equation*}
$$

We now collect some simple inequalities. Since $s^{\prime}<s$, and, if $s_{1}>0$,

$$
m^{\prime}+s^{\prime} \leq m+k-1+s+2-r \leq m+s
$$

since $r \geq k+1$, while, if $s_{1} \leq 0$, and since $k \leq s$,

$$
\begin{equation*}
m^{\prime}+s^{\prime}=m^{\prime} \leq k+m-1 \leq m+s \tag{11.79}
\end{equation*}
$$

Since $r \geq 3$ and $r \geq k+1$ we have $6 r \geq 2 k+14$, so that, if $s_{1}>0$,

$$
m^{\prime}+7 s^{\prime} \leq m+k-1+7 s-7 r+14 \leq m+7 s-(k+r+1)
$$

If $s_{1} \leq 0$, we observe that, since $\operatorname{card} \mathcal{I}_{1} \leq k$ and $\operatorname{card} \mathcal{I}=m$ we have

$$
m^{\prime}+r \leq \operatorname{card} \mathcal{I}_{1}+\operatorname{card} \mathcal{I}_{2}+k+\operatorname{card}\left(\mathcal{I} \backslash \mathcal{I}_{2}\right) \leq 2 k+m
$$

and thus

$$
\begin{equation*}
m^{\prime}+7 s^{\prime}=m^{\prime} \leq 2 k+m-r \leq m+7 s-(k+r+1) \tag{11.80}
\end{equation*}
$$

since $s \geq k$ and $s \geq 1$.
We now use the induction hypothesis for $s^{\prime}$ and $m^{\prime}$. Using (11.78), it follows from (11.70), (11.79) and (11.80) that

$$
N^{1-k}\left|\nu_{0}\left(T_{\mathcal{I}_{1} \cup \mathcal{I}_{2}}^{-}\right)\right| \leq K_{1}\left(\beta_{0}\right)^{m+7 s-(k+r+1)}(m+s)^{m+7 s-(k+r+1)} N^{(m-s) / 2} .
$$

Finally we have to count how many such terms occur. Counting terms with their multiplicity, by (11.73), and since $n \leq 2 m$, there are at most (since $k \leq r$ )

$$
2^{k}(2(m+k))^{2 k} \leq 8^{r}(m+k)^{2 k}
$$

choices for $\mathcal{I}_{1}$.
Since $\mathcal{I}_{2}$ is determined by $\mathcal{I}^{\prime} \backslash \mathcal{I}_{2}$, and since $\operatorname{card}\left(\mathcal{I}^{\prime} \backslash \mathcal{I}_{2}\right)=r-k-1$, there are at most $m^{r-k-1}$ choices for $\mathcal{I}_{2}$.

Thus there are at most $8^{r}(m+k)^{r+k-1}$ choices for the pair $\left(\mathcal{I}_{1}, \mathcal{I}_{2}\right)$. Since we may assume $K_{1}\left(\beta_{0}\right) \geq 8$, the total contribution of the terms (11.65) for given values of $k, r$ is at most

$$
K_{1}\left(\beta_{0}\right)^{m+7 s-1}(m+s)^{m+7 s-2} N^{(m-s) / 2}
$$

and since $k \leq s, r \leq k+m \leq s+m$, the total contribution over all values of $k, r \leq s+m$ is at most

$$
K_{1}\left(\beta_{0}\right)^{m+7 s-1}(m+s)^{m+7 s} N^{(m-s) / 2}
$$

Recalling the estimates (11.74) and (11.75), we have found that for a certain quantity $K_{0}\left(\beta_{0}\right)$ we have
$\nu\left(T_{\mathcal{I}}\right) \leq \beta^{2} \nu_{0}\left(T_{\mathcal{I}}^{-}\right)+\left(K_{0}\left(\beta_{0}\right)^{m+7 s-1}+2 K_{1}\left(\beta_{0}\right)^{m+7 s-1}\right)(m+s)^{m+7 s} N^{(m-s) / 2}$,
and if we choose $K_{1}\left(\beta_{0}\right)=3 K_{0}\left(\beta_{0}\right) /\left(1-\beta_{0}^{2}\right)$, we may then complete the proof as in Proposition 11.5.7.

### 11.6 The Model with $d$-Component Spins

We return to the SK model with $d$-component spins, which was considered in Section 1.12. We recall that each individual spin $\sigma_{i}$ is a vector $\left(\sigma_{i, 1}, \ldots, \sigma_{i, d}\right)$ of $\mathbb{R}^{d}$, and that the Hamiltonian is given by

$$
-H_{N}=\frac{\beta}{\sqrt{N}} \sum_{u \leq d} \sum_{i<j} g_{i j} \sigma_{i, u} \sigma_{j, u}
$$

We will focus on the case where the base measure $\mu$ is the uniform measure on the sphere $\mathbb{S}_{d}$ of center 0 and radius $\sqrt{d}$ of $\mathbb{R}^{d}$. Therefore,

$$
\sigma_{i} \in \mathbb{S}_{d} \Rightarrow \sum_{u \leq d} \sigma_{i, u}^{2}=d
$$

The case $d=1$ is the case of the usual SK model with no external field. As usual we define

$$
\begin{aligned}
& Z_{N}=\int \exp \left(-H_{N}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)=\int \exp \left(-H_{N}\right) \mathrm{d} \mu^{\otimes N} \\
& p_{N}=\frac{1}{N} \mathrm{E} \log Z_{N}
\end{aligned}
$$

The purpose of this section is to prove the following:

Theorem 11.6.1. If $\beta \leq 1 / L$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}=\frac{\beta^{2} d}{4} \tag{11.81}
\end{equation*}
$$

The difficult part in the proof of this theorem is to reach values of $\beta$ that do not depend on $d$. The striking feature is that (as we will prove next) given $\beta>0$, for $d$ and $N$ large enough, we have

$$
\begin{equation*}
\frac{1}{N} \log \mathrm{E} Z_{N} \geq \frac{\beta^{2} d^{2}}{L} \tag{11.82}
\end{equation*}
$$

The reader observe the factor $d^{2}$ in the right-hand side of (11.82), while there is a factor $d$ in the right-hand side of (11.82). In particular for $d$ and $N$ large enough we have

$$
\log \mathrm{E} Z_{N} \geq \frac{d}{L} \mathrm{E} \log Z_{N}
$$

Of course, Theorem 11.6.1 is a very special result, begging for a sweeping generalization.

Research Problem 11.6.2. (Level 2) Is it possible to compute the supremum $\beta_{d}$ of the values of $\beta$ for which (11.81) holds? Or at least to compute $\lim _{d \rightarrow \infty} \beta_{d}$ ?

To explain (11.82) we compute

$$
\mathrm{E} Z_{N}=\int \exp \left(\frac{\beta^{2}}{2 N} \sum_{u, v \leq d} \sum_{i<j} \sigma_{i, u} \sigma_{j, u} \sigma_{i, v} \sigma_{j, v}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)
$$

and, recalling the notation

$$
R^{u, v}=\frac{1}{N} \sum_{i \leq N} \sigma_{i, u} \sigma_{i, v}
$$

we observe the identity

$$
\sum_{u, v \leq d} \sum_{i<j} \sigma_{i, u} \sigma_{j, u} \sigma_{i, v} \sigma_{j, v}=\frac{1}{2} \sum_{u, v \leq d}\left(N R^{u, v}\right)^{2}-\frac{1}{2} \sum_{u, v \leq d} \sum_{i \leq N} \sigma_{i, u}^{2} \sigma_{i, v}^{2}
$$

Since we integrate on a domain where $\sum_{u \leq d} \sigma_{i, u}^{2}=d$ for each $i$, it holds that

$$
\sum_{u, v \leq d} \sum_{i \leq N} \sigma_{i, u}^{2} \sigma_{i, v}^{2}=\sum_{i \leq N}\left(\sum_{u \leq d} \sigma_{i, u}^{2}\right)\left(\sum_{v \leq d} \sigma_{i, v}^{2}\right)=d^{2} N
$$

and we obtain

$$
\begin{equation*}
\mathrm{E} Z_{N}=\exp \left(-\frac{\beta^{2} d^{2}}{4}\right) \int \exp \left(\frac{\beta^{2} N}{4} \sum_{u, v \leq d}\left(R^{u, v}\right)^{2}\right) \mathrm{d} \mu^{\otimes N} \tag{11.83}
\end{equation*}
$$

It is simple to see that for $\mu^{\otimes N}$ we typically have $R^{u, v} \simeq 0$ when $u \neq v$ and $R^{u, u} \simeq 1$ for each $u \leq d$. It then follows that the previous integrand is typically about $\exp \left(\beta^{2} N d / 4\right)$. However, as we shall see soon, some very small sets of configurations create a large contribution to the integral. It is a simple property of the sphere $\mathbb{S}_{d}$ that

$$
\mu\left(\left\{\left(\sigma_{1}, \ldots, \sigma_{d}\right) \in \mathbb{S}_{d} ; \sigma_{1} \geq \frac{\sqrt{d}}{2}\right\}\right) \geq \exp (-L d)
$$

Bounding from below $\sum_{u, v \leq d}\left(R^{u, v}\right)^{2}$ by $\left(R^{1,1}\right)^{2}=\left(N^{-1} \sum_{i \leq N} \sigma_{i, 1}^{2}\right)^{2}$ and integrating only on the domain where $\sigma_{i, 1} \geq \sqrt{d} / 2$ for all $i \leq N$, we get that (since $R^{1,1} \geq d / 4$ on this domain)

$$
\begin{equation*}
\mathrm{E} Z_{N} \geq \exp \left(-\frac{\beta^{2} d^{2}}{4}+\frac{\beta^{2} N}{4}\left(\frac{d}{4}\right)^{2}-N L d\right) \tag{11.84}
\end{equation*}
$$

Hence

$$
\frac{1}{N} \log \mathrm{E} Z_{N} \geq \frac{\beta^{2} d^{2}}{2^{6}}-L d-\frac{\beta^{2} d^{2}}{4 N}
$$

which proves (11.82). Let us also note that

$$
\left(R^{u, v}\right)^{2}=\left(\frac{1}{N} \sum_{i \leq N} \sigma_{i, u} \sigma_{i, v}\right)^{2} \leq \frac{1}{N} \sum_{i \leq N} \sigma_{i, u}^{2} \sigma_{i, v}^{2}
$$

so that

$$
\sum_{u, v}\left(R^{u, v}\right)^{2} \leq \frac{1}{N} \sum_{i \leq N}\left(\sum_{u} \sigma_{i, u}^{2}\right)^{2} \leq d^{2}
$$

on the domain of integration, and thus from (11.83) we have

$$
\begin{equation*}
\mathrm{E} Z_{N} \leq \exp \frac{N \beta^{2} d^{2}}{4} \tag{11.85}
\end{equation*}
$$

It is a simple and well known fact about random Gaussian matrices (that is proved in Lemma A.8.1) that for a certain number $L$, the event $\Omega$ defined as

$$
\begin{equation*}
\Omega=\left\{\forall\left(y_{i}\right)_{i \leq N} ;\left|\sum_{i<j} g_{i j} y_{i} y_{j}\right| \leq L \sqrt{N} \sum_{i \leq N} y_{i}^{2}\right\} \tag{11.86}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\mathrm{P}(\Omega) \geq 1-L \exp \left(-\frac{N}{L}\right) \tag{11.87}
\end{equation*}
$$

The main ingredient of Theorem 11.6.1 is the following.

Theorem 11.6.3. If $L \beta \leq 1$ we have

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\Omega} Z_{N}\right) \leq K \exp \frac{N \beta^{2} d}{4} \tag{11.88}
\end{equation*}
$$

Here, as well as in the rest of this section, $K$ denotes a number depending on $d$ only. The improvement over (11.85) is that we have a factor $d$ (rather than $d^{2}$ ) in the exponent. It must be stressed that this theorem is a rather precise result. It identifies a set of very small probability that makes $\mathrm{E} Z_{N}$ large.

Corollary 11.6.4. If $L \beta \leq 1$ we have

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log Z_{N} \leq \frac{\beta^{2} d}{4}+\frac{K}{N} \tag{11.89}
\end{equation*}
$$

This is the "hard part" of Theorem 11.6.1.
Proof. Let

$$
\varphi(t)=\mathrm{P}\left(\frac{1}{N} \log Z_{N} \geq \frac{\beta^{2} d}{4}+t\right)=\mathrm{P}\left(Z_{N} \geq \exp \frac{N \beta^{2} d}{4} \exp N t\right)
$$

Using (11.88) and Markov's inequality, we get

$$
\begin{equation*}
\varphi(t) \leq \mathrm{P}\left(\Omega^{c}\right)+K \exp (-N t) \leq L \exp \left(-\frac{N}{L}\right)+K \exp (-N t) \tag{11.90}
\end{equation*}
$$

Using (11.85) and Markov's inequality, we also get

$$
\begin{equation*}
\varphi(t) \leq \exp \left(\frac{N \beta^{2}}{4}\left(d^{2}-d\right)-N t\right) \tag{11.91}
\end{equation*}
$$

Using (11.90) for $t \leq \beta^{2} d^{2}$ and (11.91) for $t \geq \beta^{2} d^{2}$, it is straightforward to obtain

$$
\int_{0}^{\infty} \varphi(t) \mathrm{d} t \leq \frac{K}{N}
$$

and hence from (A.32) we get $\mathrm{E}\left(\max \left(0, N^{-1} \log Z_{N}-\beta^{2} d / 4\right)\right) \leq K / N$ from which (11.89) follows.

We define the set

$$
\begin{equation*}
C=\left\{\left(\sigma_{1}, \ldots, \sigma_{N}\right) \in \mathbb{S}_{d}^{N} ; \sum_{u \neq v}\left(R^{u, v}\right)^{2} \leq 1\right\} \tag{11.92}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{N, C}=\int_{C} \exp \left(-H_{N}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right) \tag{11.93}
\end{equation*}
$$

The number 1 in (11.92) plays no special role, and can be replaced by any other small number. We first reduce the proof of Theorem 11.6.3 to the following simple statement.

Proposition 11.6.5. If $L \beta \leq 1$ we have

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\Omega} Z_{N, C}\right) \leq K \exp \frac{N \beta^{2} d}{4} \tag{11.94}
\end{equation*}
$$

Proof of Theorem 11.6.3. Consider an orthogonal basis $W=\left(e_{1}, \ldots, e_{d}\right)$ of $\mathbb{R}^{d}$, and define

$$
R_{W}^{u, v}=\frac{1}{N} \sum_{i \leq N}\left(\sigma_{i}, e_{u}\right)\left(\sigma_{i}, e_{v}\right)
$$

where $(x, y)$ is the Euclidean scalar product of $\mathbb{R}^{d}$. If

$$
C_{W}=\left\{\left(\sigma_{1}, \ldots, \sigma_{N}\right) \in \mathbb{S}_{d}^{N} ; \sum_{u \neq v}\left(R_{W}^{u, v}\right)^{2} \leq 1\right\}
$$

then we claim that (11.94) holds when $C$ is replaced by $C_{W}$. This should be obvious if we recall the formula (1.368) for the Hamiltonian, which shows that the choice of the basis of $\mathbb{R}^{d}$ is irrelevant.

Every symmetric quadratic form $Q$ on $\mathbb{R}^{d}$ can be diagonalized in an orthonormal basis, that is, we may find such a basis $e_{1}, \ldots, e_{n}$ such that $\sum_{u \neq v} Q\left(e_{u}, e_{v}\right)^{2}=0$. The set of quadratic forms on $\mathbb{R}^{d}$ identifies naturally with $\mathbb{R}^{d^{2}}$ and has therefore a natural topology. Given the orthonormal basis $e_{1}, \ldots, e_{n}$, the set of quadratic forms that satisfy

$$
\sum_{u \neq v} Q\left(e_{u}, e_{v}\right)^{2}<1
$$

is an open set for this topology. As the orthonormal basis varies, these sets cover the compact set of quadratic forms that satisfy

$$
\begin{equation*}
\forall x, y, Q(x, y) \leq d\|x\|\|y\| \tag{11.95}
\end{equation*}
$$

so a finite sub-family still covers this set. Therefore we have found a finite family $\mathcal{W}$ of orthonormal bases of $\mathbb{R}^{d}$ such that, given a quadratic form $Q$ on $\mathbb{R}^{d}$ as in (11.95), we may find $\left(e_{1}, \ldots, e_{d}\right) \in \mathcal{W}$ with

$$
\begin{equation*}
\sum_{u \neq v} Q\left(e_{u}, e_{v}\right)^{2} \leq 1 \tag{11.96}
\end{equation*}
$$

(Of course the number 1 plays no special role here.) In words, $\left(e_{1}, \ldots, e_{d}\right)$ nearly diagonalizes $Q$.

Given any configuration $\left(\sigma_{1}, \ldots, \sigma_{N}\right)$ (with $\left.\left\|\sigma_{i}\right\|=\sqrt{d}\right)$, the quadratic form

$$
Q(x, y)=\frac{1}{N} \sum_{i \leq N}\left(\sigma_{i}, x\right)\left(\sigma_{i}, y\right)
$$

satisfies (11.95), so that we may find $\left(e_{1}, \ldots, e_{d}\right) \in \mathcal{W}$ that satisfies (11.96). Since $Q\left(e_{u}, e_{v}\right)=R_{W}^{u, v}$, this means that $\left(\sigma_{1}, \ldots, \sigma_{N}\right) \in C_{W}$. Thus

$$
Z_{N} \leq \sum_{W \in \mathcal{W}} Z_{N, C_{W}}
$$

and taking expectation on $\Omega$ proves (11.88).
Given a subset $U$ of $\{1, \ldots, d\}$, we define

$$
C(U)=\left\{\left(\sigma_{1}, \ldots, \sigma_{N}\right) \in C ; \forall u \in U, R^{u, u} \geq 2 ; \forall u \notin U, R^{u, u}<2\right\} .
$$

The idea behind this definition is to identify the set of "dangerous values" of $u$, those for which $R^{u, u} \geq 2$. We have $C \subset \bigcup_{U} C(U)$, where the union is over all possible choices of $U$. We define $Z_{N, C(U)}$ as in (11.93) so that $Z_{N, C} \leq \sum_{U} Z_{N, C(U)}$ and Proposition 11.6 .5 will follow from our next result.

Proposition 11.6.6. If $L \beta \leq 1$, for any subset $U$ of $\{1, \ldots, d\}$ we have

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\Omega} Z_{N, C(U)}\right) \leq K \exp \frac{N \beta^{2} d}{4} \tag{11.97}
\end{equation*}
$$

Proof. On the set $\Omega$ defined in (11.86), it holds

$$
\frac{1}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i, u} \sigma_{j, u} \leq L \sum_{i \leq N} \sigma_{i, u}^{2}=L N R^{u, u}
$$

We use this bound for all the "dangerous values" $u \in U$, so that

$$
\begin{aligned}
\mathrm{E}\left(\mathbf{1}_{\Omega} Z_{N, C(U)}\right) & \leq \mathrm{E} \int_{C(U)} \exp \left(L N \beta \sum_{u \in U} R^{u, u}\right. \\
& \left.+\frac{\beta}{\sqrt{N}} \sum_{i<j} \sum_{u \notin U} g_{i j} \sigma_{i, u} \sigma_{j, u}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)
\end{aligned}
$$

and, reproducing the computation of (11.83),

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\Omega} Z_{N, C(U)}\right) \leq \int_{C(U)} \exp \left(L N \beta \sum_{u \in U} R^{u, u}+\frac{\beta^{2} N}{4} \sum_{u, v \notin U}\left(R^{u, v}\right)^{2}\right) \mathrm{d} \mu^{\otimes N} \tag{11.98}
\end{equation*}
$$

Now we observe that when $\left\|\sigma_{i}\right\|^{2}=d$ for all $i \leq N$, we have

$$
\sum_{u \leq d} R^{u, u}=\frac{1}{N} \sum_{i \leq N} \sum_{u \leq d} \sigma_{i, u}^{2}=d
$$

so that

$$
\sum_{u \leq d}\left(R^{u, u}\right)^{2}=\sum_{u \leq d}\left(R^{u, u}-1\right)^{2}+d
$$

Since for $u \in U$ we have $\left(R^{u, u}\right)^{2} \geq\left(R^{u, u}-1\right)^{2}$, this yields

$$
\sum_{u \notin U}\left(R^{u, u}\right)^{2} \leq \sum_{u \notin U}\left(R^{u, u}-1\right)^{2}+d
$$

and thus, since $\sum_{u, v \notin U}\left(R^{u, v}\right)^{2} \leq \sum_{u \notin U}\left(R^{u, u}\right)^{2}+\sum_{u \neq v}\left(R^{u, v}\right)^{2}$, we obtain

$$
\begin{aligned}
\mathrm{E}\left(\mathbf{1}_{\Omega} Z_{N, C(U)}\right) & \leq \exp \frac{N \beta^{2} d}{4} \int_{C(U)} \exp \left(L N \beta \sum_{u \in U} R^{u, u}\right. \\
& \left.+\frac{\beta^{2} N}{4} \sum_{u \notin U}\left(R^{u, u}-1\right)^{2}+\frac{\beta^{2} N}{4} \sum_{u \neq v}\left(R^{u, v}\right)^{2}\right) \mathrm{d} \mu^{\otimes N}
\end{aligned}
$$

Using Hölder's inequality, (11.97) then follows from Lemmas 11.6.7 to 11.6.9 below.

Lemma 11.6.7. There exists a number $c>0$ such that

$$
\begin{equation*}
\int_{C(U)} \exp \left(c N \sum_{u \in U} R^{u, u}\right) \mathrm{d} \mu^{\otimes N} \leq 1 \tag{11.99}
\end{equation*}
$$

Lemma 11.6.8. There exists a number $c>0$ such that

$$
\begin{equation*}
\int_{C(U)} \exp \left(c N \sum_{u \neq v}\left(R^{u, v}\right)^{2}\right) \mathrm{d} \mu^{\otimes N} \leq K \tag{11.100}
\end{equation*}
$$

Lemma 11.6.9. There exists a number $c>0$ such that

$$
\begin{equation*}
\int_{C(U)} \exp \left(c N \sum_{u \notin U}\left(R^{u, u}-1\right)^{2}\right) \mathrm{d} \mu^{\otimes N} \leq K \tag{11.101}
\end{equation*}
$$

At some point we must do some actual work to bring out special properties of the measure $\mu$. The following describes what we need.

Proposition 11.6.10. a) If the numbers $\left(a_{u}\right)_{u \leq d}$ satisfy $\left|a_{u}\right| \leq 1 / 4$, then

$$
\begin{equation*}
\int \exp \left(\sum_{u \leq d} a_{u}\left(x_{u}^{2}-1\right)\right) \mathrm{d} \mu(x) \leq \exp \left(L \sum_{u \leq d} a_{u}^{2}\right) \tag{11.102}
\end{equation*}
$$

b) If the numbers $\left(a_{u, v}\right)_{u, v \leq d}$ satisfy $a_{u, v}=a_{v, u}, a_{u, u}=0, \sum_{u, v \leq d} a_{u, v}^{2} \leq$ $1 / 16$ and if $x=\left(x_{u}\right)_{u \leq d}$, then

$$
\begin{equation*}
\int \exp \left(\sum_{u, v \leq d} a_{u, v} x_{u} x_{v}\right) \mathrm{d} \mu(x) \leq \exp \left(L \sum_{u, v \leq d} a_{u, v}^{2}\right) \tag{11.103}
\end{equation*}
$$

Since $N R^{u, v}=\sum_{i \leq N} \sigma_{i, u} \sigma_{i, v}$, the following is a consequence of Proposition 11.6.10.

Corollary 11.6.11. a) Consider numbers $\left(a_{u}\right)_{u \leq d}$ with $\left|a_{u}\right| \leq 1 / 4$. Then

$$
\begin{equation*}
\int \exp \left(N \sum_{u \leq d} a_{u}\left(R^{u, u}-1\right)\right) \mathrm{d} \mu^{\otimes N} \leq \exp \left(L N \sum_{u \leq d} a_{u}^{2}\right) \tag{11.104}
\end{equation*}
$$

b) Consider numbers ( $a_{u, v}$ ) with

$$
\begin{equation*}
a_{u, u}=0 ; \quad a_{u, v}=a_{v, u} ; \quad \sum_{u, v \leq d} a_{u, v}^{2} \leq \frac{1}{16} . \tag{11.105}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int \exp \left(N \sum_{u, v \leq d} a_{u, v} R^{u, v}\right) \mathrm{d} \mu^{\otimes N} \leq \exp \left(L N \sum_{u, v \leq d} a_{u, v}^{2}\right) \tag{11.106}
\end{equation*}
$$

Proof of Lemma 11.6.7. Since $\sum_{u \in U} R^{u, u} \geq 2 \operatorname{card} U$ on $C(U)$, for $0 \leq$ $a \leq 1 / 4$ we get

$$
\begin{aligned}
& \int_{C(U)} \exp \left(a N \sum_{u \in U} R^{u, u}\right) \mathrm{d} \mu^{\otimes N} \\
\leq & \int_{C(U)} \exp \left(a N \sum_{u \in U} R^{u, u}\right) \exp \left(2 a N \sum_{u \in U} R^{u, u}-4 a N \operatorname{card} U\right) \mathrm{d} \mu^{\otimes N} \\
\leq & \exp (-4 a N \operatorname{card} U) \int \exp \left(3 a N \sum_{u \in U} R^{u, u}\right) \mathrm{d} \mu^{\otimes N} \\
\leq & \exp (-a N \operatorname{card} U) \int \exp \left(3 a N \sum_{u \in U}\left(R^{u, u}-1\right)\right) \mathrm{d} \mu^{\otimes N} \\
\leq & \exp \left(N \operatorname{card} U\left(-a+L a^{2}\right)\right)
\end{aligned}
$$

using (11.104) for $a_{u}=a$ if $u \in U$ and $a_{u}=0$ otherwise. The result follows by choosing $a=1 / L$.

Proof of Lemma 11.6.8. First, we note that if $A$ denotes a family $\left(a_{u, v}\right)$ of sequences satisfying (11.105) we have

$$
\begin{align*}
& \int \exp \left(\max _{A}\left(N \sum_{u, v \leq d} a_{u, v} R^{u, v}\right)\right) \mathrm{d} \mu^{\otimes N}  \tag{11.107}\\
\leq & \sum_{A} \int \exp \left(N \sum_{u, v \leq d} a_{u, v} R^{u, v}\right) \mathrm{d} \mu^{\otimes N} \leq \operatorname{card} A \max _{A} \exp L N \sum_{u \neq v} a_{u, v}^{2} .
\end{align*}
$$

It should be obvious that there exists a finite set $B$ of sequences satisfying (11.105) such that, given numbers $\left(x_{u, v}\right)_{u \neq v}$ with $x_{u, u}=0, x_{u, v}=x_{v, u}$ we have

$$
\max _{B} \sum_{u, v \leq d} a_{u, v} x_{u, v} \geq \frac{1}{8}\left(\sum_{u, v \leq d} x_{u, v}^{2}\right)^{1 / 2} .
$$

This holds in particular for $x_{u, v}=R^{u, v}$. Given $0 \leq t<1$ we then use (11.107) for the family $A$ of sequences $\left(t a_{u, v}\right)$ for $\left(a_{u, v}\right) \in B$, and we obtain

$$
\begin{equation*}
\int_{C(U)} \exp \frac{t N}{8} \sqrt{\sum_{u \neq v} R_{u, v}^{2}} \mathrm{~d} \mu^{\otimes N} \leq \operatorname{card} B \exp L_{0} N t^{2} \tag{11.108}
\end{equation*}
$$

Since $\sum_{u \neq v} R_{u, v}^{2} \leq 1$ in $C(U)$, this also holds for all $t$. Using this for $t=$ $g / 2 \sqrt{L_{0} N}$ where $g$ is standard Gaussian and taking expectation yields the result.

Proof of Lemma 11.6.9. Let us define

$$
C_{1}(U)=\left\{\sum_{u \notin U}\left(R^{u, u}-1\right)^{2} \leq 1\right\}
$$

and

$$
C_{2}(U)=\left\{\sum_{u \notin U}\left(R^{u, u}-1\right)^{2}>1\right\} .
$$

The proof that there exists a number $c>0$ such that

$$
\int_{C_{1}(U)} \exp \left(c N \sum_{u \notin U}\left(R^{u, u}-1\right)^{2}\right) \mathrm{d} \mu^{\otimes N} \leq K
$$

is identical to the proof of Lemma 11.6.8, using that whenever $\sum a_{u}^{2} \leq 1 / 16$, we have $\left|a_{u}\right| \leq 1 / 4$ for each $u$. So we turn to the proof of a similar result for $C_{2}(U)$.

Using (11.102) we see that if the numbers $a_{u}$ satisfy $\left|a_{u}\right| \leq 1 / 4$, then

$$
\begin{align*}
& \int_{C_{2}(U)} \exp \left(\max _{A} N \sum_{u \notin U}\left(a_{u}\left(R^{u, u}-1\right)-L a_{u}^{2}\right)\right) \mathrm{d} \mu^{\otimes N}  \tag{11.109}\\
\leq & \sum_{A} \int_{C_{2}(U)} \exp \left(N \sum_{u \notin U}\left(a_{u}\left(R^{u, u}-1\right)-L a_{u}^{2}\right)\right) \mathrm{d} \mu^{\otimes N} \leq \operatorname{card} A
\end{align*}
$$

Consider a number $k_{0}$ to be determined later. We choose for $A$ the family $\left(a_{u}\right)_{u \leq d}$ where each $a_{u}$ is of the type $\pm 2^{-k}$ for $2 \leq k \leq k_{0}$. Next, we prove the elementary fact that for any number $x$ with $|x| \leq 1$ we have

$$
\begin{equation*}
\max _{2 \leq k \leq k_{0}}\left( \pm 2^{-k} x-L 2^{-2 k}\right) \geq \frac{1}{L} x^{2}-L 2^{-2 k_{0}} \tag{11.110}
\end{equation*}
$$

For clarity let us denote by $L_{1}$ the constant in the left-hand side of (11.110). Without loss of generality we assume that $x \geq 0$ and we consider the unique integer $k_{1} \in \mathbb{Z}$ for which

$$
\begin{equation*}
L_{1} 2^{-2 k_{1}+1} \leq 2^{-k_{1}} x<L_{1} 2^{-2 k_{1}+3} \tag{11.111}
\end{equation*}
$$

so that

$$
\begin{equation*}
L_{1} 2^{-k_{1}+1} \leq x<L_{1} 2^{-k_{1}+2} \tag{11.112}
\end{equation*}
$$

Using (11.111) in the first inequality and (11.112) in the second we obtain

$$
2^{-k_{1}} x-L_{1} 2^{-2 k_{1}} \geq 2^{-k_{1}-1} x \geq \frac{1}{2^{3} L_{1}} x^{2}
$$

and (11.110) is proved whenever $2 \leq k_{1} \leq k_{0}$. If $k_{1} \geq k_{0}$ then by (11.112) we have $x<L_{1} 2^{-k_{0}+2}$ and then

$$
2^{-k_{0}} x-L_{1} 2^{-2 k_{0}} \geq \frac{x^{2}}{4 L_{1}}-L_{1} 2^{-2 k_{0}}
$$

and (11.110) is again proved in this case. Finally, since without loss of generality we may assume that $L_{1} \geq 1$, and since $x \leq 1$, (11.112) shows that we cannot have $k_{1}<2$, and (11.110) is proved.

We recall that for $u \notin U$ we have $\left|R^{u, u}-1\right| \leq 1$. Using (11.110) for the family $A$ in (11.109) we get

$$
\int_{C_{2}(U)} \exp N\left(\frac{1}{L} \sum_{u \notin U}\left(R^{u, u}-1\right)^{2}-L d 2^{-2 k_{0}}\right) \mathrm{d} \mu^{\otimes N} \leq \operatorname{card} A
$$

Now on $C_{2}(U)$ we have $\sum_{u \notin U}\left(R^{u, u}-1\right)^{2} \geq 1$, so the required inequality follows from (11.110) when $L d 2^{-2 k_{0}} \leq 1 / 2$ and in particular if $k \geq K$.
Proof of Proposition 11.6.10. We will proceed by comparison with Gaussian r.v.s Consider independent standard Gaussian r.v.s $\left(h_{u}\right)_{u \leq d}$ and a r.v. $x$ that is uniform over $\mathbb{S}_{d}$ and independent of $h_{1}, \ldots, h_{d}$. Then the two $\mathbb{R}^{d_{-}}$ valued random vectors

$$
\begin{equation*}
\left(h_{1}, \ldots, h_{d}\right) \text { and } x\left(\frac{1}{d} \sum_{u \leq d} h_{u}^{2}\right)^{1 / 2} \tag{11.113}
\end{equation*}
$$

have the same distribution. This is because the density of the distribution of $\left(h_{1}, \ldots, h_{d}\right)$ depends only on the distance to the origin, so that it suffices to observe that the distribution of the lengths of the vectors in (11.113) coincide.

Next, we observe that to prove (11.102) we may assume that $\sum_{u \leq d} a_{u}=0$. This is because if we set $a_{u}^{\prime}=a_{u}-d^{-1} \sum_{v \leq d} a_{v}$, we have $\sum_{u \leq d} a_{u}^{\prime}=0$, $\sum_{u \leq d} a_{u}^{\prime 2} \leq \sum_{u \leq d} a_{u}^{2}$, and, using that $\sum_{u \leq d} x_{u}^{2}=d$ on $\mathbb{S}_{d}$, we also have $\sum_{u \leq d} a_{u}\left(x_{u}^{2}-1\right)=\sum_{u \leq d} a_{u}^{\prime}\left(x_{u}^{2}-1\right)$. Assuming that $\sum_{u \leq d} a_{u}=0$, and since $\int x_{u}^{2} \mathrm{~d} \mu(x)=1$ for each $u$, we have $\int \sum_{u \leq d} a_{d} x_{u}^{2} \mathrm{~d} \mu(x)=0$, and Jensen's inequality shows that

$$
\int \exp \left(\sum_{u \leq d} a_{u} x_{u}^{2}\right) \mathrm{d} \mu(x) \geq 1
$$

Hölder's inequality implies that

$$
\int \exp \left(r \sum_{u \leq d} a_{u} x_{u}^{2}\right) \mathrm{d} \mu(x)
$$

is an increasing function of $r$. Thus

$$
\begin{align*}
& \mathbf{1}_{\left\{\sum_{u \leq d} h_{u}^{2} \geq d\right\}} \int \exp \left(\sum_{u \leq d} a_{u}\left(x_{u}^{2}-1\right)\right) \mathrm{d} \mu(x) \\
\leq & \int \exp \left(\left(\frac{1}{d} \sum_{v \leq d} h_{v}^{2}\right) \sum_{u \leq d} a_{u} x_{u}^{2}-\sum_{u \leq d} a_{u}\right) \mathrm{d} \mu(x) . \tag{11.114}
\end{align*}
$$

As explained in (11.113), the vector

$$
\left(x_{u}^{2}\left(\frac{1}{d} \sum_{v \leq d} h_{v}^{2}\right)\right)_{u \leq d}
$$

has the same distribution as $\left(h_{u}^{2}\right)_{u \leq d}$ when $x$ varies uniformly over $\mathbb{S}_{d}$. Thus, performing expectation in (11.114), we obtain

$$
\begin{align*}
& \mathrm{P}\left(\sum_{u \leq d} h_{u}^{2} \geq d\right) \int \exp \left(\sum_{u \leq d} a_{u}\left(x_{u}^{2}-1\right)\right) \mathrm{d} \mu(x) \\
\leq & \mathrm{E} \exp \left(\sum_{u \leq d} a_{u}\left(h_{u}^{2}-1\right)\right)=\prod_{u \leq d} \frac{1}{\sqrt{1-2 a_{u}}} \exp \left(-a_{u}\right) \\
\leq & \exp L \sum_{u \leq d} a_{u}^{2} \tag{11.115}
\end{align*}
$$

because $(1-2 t)^{-1 / 2} \exp (-t) \leq \exp L t^{2}$ for $t \leq 1 / 4$. Now (using the one dimensional central limit theorem), $\mathrm{P}\left(\sum_{u \leq d} h_{u}^{2} \geq d\right)$ is bounded below independently of $d$, and (11.115) gives

$$
\int \exp \left(\sum_{u \leq d} a_{u}\left(x_{u}^{2}-1\right)\right) \mathrm{d} \mu(x) \leq L \exp \left(L \sum_{u \leq d} a_{u}^{2}\right)
$$

To finish the proof of (11.102) we appeal to a general fact (proved implicitly during the proof of Theorem A.6.1): if a r.v. $X$ satisfies $\mathrm{E} X=0, \mathrm{E} \exp t X \leq$ $L \exp t^{2} A^{2}$ for $|t| \leq 1$, then for $|t| \leq 1, \mathrm{E} \exp t X \leq \exp L t^{2} A^{2}$ (and we recall that $\left.\int x_{u}^{2} \mathrm{~d} \mu_{d}(x)=1\right)$.

To prove (11.103) we use the fact that a symmetric matrix $\left(a_{u, v}\right)$ can be diagonalized in an orthogonal basis, and that the corresponding diagonal matrix ( $b_{u, v}$ ) has the same trace and the same Hilbert-Schmidt norm, i.e.

$$
\begin{gathered}
\sum_{u, v \leq d} b_{u, v}^{2}=\sum_{u \leq d} b_{u, u}^{2}=\sum_{u, v \leq d} a_{u, v}^{2} \leq \frac{1}{16} \\
\sum_{u \leq d} b_{u, u}=\sum_{u \leq d} a_{u, u}=0 .
\end{gathered}
$$

Writing $b_{u}=b_{u, u}$, we then see that $\left|b_{u}\right| \leq 1 / 4$ for each $u$, and that

$$
\sum_{u, v \leq d} b_{u, v} x_{u} x_{v}=\sum_{u \leq d} b_{u} x_{u}^{2}=\sum_{u \leq d} b_{u}\left(x_{u}^{2}-1\right) .
$$

Thus (11.103) follows from (11.102).
To complete the proof of Theorem 11.6.1, we will show the following.
Proposition 11.6.12. For $\beta$ small enough we have

$$
\lim _{N \rightarrow \infty} p_{N} \geq \frac{\beta^{2} d}{4}
$$

The idea is to use the symmetries of $\mathbb{S}_{d}$ to reduce to the case of a model rather similar to the SK model. For $\sigma_{1}, \ldots, \sigma_{N} \in \mathbb{S}_{d}$ and $1 \leq u \leq d$ we write

$$
e_{u}\left(\sigma_{1}, \ldots, \sigma_{N}\right)=2^{-N} \sum \exp \left(\frac{\beta}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i, u} \sigma_{j, u} \eta_{i} \eta_{j}\right)
$$

where the summation is over $\eta_{i}= \pm 1$ for $i \leq N$.

Lemma 11.6.13. We have

$$
\begin{equation*}
\mathrm{E} \log Z_{N} \geq d \int \mathrm{E} \log e_{1}\left(\sigma_{1}, \ldots, \sigma_{N}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right) \tag{11.116}
\end{equation*}
$$

Proof. Let

$$
\begin{aligned}
e\left(\sigma_{1}, \ldots, \sigma_{N}\right) & =\prod_{u \leq d} e_{u}\left(\sigma_{1}, \ldots, \sigma_{N}\right) \\
& =2^{-N d} \sum \exp \left(\frac{\beta}{\sqrt{N}} \sum_{q \leq i<j \leq N} g_{i j} \sum_{u \leq d} \sigma_{i, u} \sigma_{j, u} \eta_{i}^{u} \eta_{j}^{u}\right)
\end{aligned}
$$

where the sum is over $\eta_{i}^{u}= \pm 1$ for $u \leq d, i \leq N$. The symmetries of $\mathbb{S}_{d}$ imply

$$
Z_{N}=\int e\left(\sigma_{1}, \ldots, \sigma_{N}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)
$$

and Jensen's inequality finally shows that

$$
\begin{aligned}
\log Z_{N} & \geq \int \log e\left(\sigma_{1}, \ldots, \sigma_{N}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right) \\
& =\sum_{u \leq d} \int \log e_{u}\left(\sigma_{1}, \ldots, \sigma_{N}\right) \mathrm{d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right) .
\end{aligned}
$$

The result follows by taking expectations.
To study the right-hand side of (11.116) we will use the following.
Lemma 11.6.14. Consider numbers $\left(r_{i}\right)_{i \leq N}$. If $\sum_{i \leq N} r_{i}^{4} \leq N / 2$, then

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log 2^{-N} \sum \exp \left(\frac{1}{\sqrt{N}} \sum_{i<j} g_{i j} \eta_{i} \eta_{j} r_{i} r_{j}\right) \geq \frac{1}{4 N^{2}}\left(\sum_{i \leq N} r_{i}^{2}\right)^{2}-\frac{L}{\sqrt{N}} . \tag{11.117}
\end{equation*}
$$

Proof. Consider

$$
V_{N}=2^{-N} \sum \exp \left(\frac{1}{\sqrt{N}} \sum_{i<j} g_{i j} \eta_{i} \eta_{j} r_{i} r_{j}\right)
$$

so that

$$
\mathrm{E} V_{N}=\exp \frac{1}{2 N} \sum_{i<j} r_{i}^{2} r_{j}^{2}
$$

and, writing

$$
V_{N}^{2}=2^{-2 N} \sum \exp \left(\frac{1}{\sqrt{N}} \sum_{i<j} g_{i j}\left(\eta_{i}^{1} \eta_{j}^{2}+\eta_{i}^{2} \eta_{j}^{2}\right) r_{i} r_{j}\right)
$$

where the sum is over $\eta_{i}^{1}, \eta_{i}^{2}= \pm 1$, we get

$$
\mathrm{E} V_{N}^{2}=\left(\mathrm{E} V_{N}\right)^{2} 2^{-2 N} \sum \exp \left(\frac{1}{N} \sum_{i<j} \eta_{i}^{1} \eta_{j}^{1} \eta_{i}^{2} \eta_{j}^{2} r_{i}^{2} r_{j}^{2}\right)
$$

where the sum is again over $\eta_{i}^{1}, \eta_{i}^{2}= \pm 1$. Now

$$
\frac{1}{N} \sum_{i<j} \eta_{i}^{1} \eta_{j}^{1} \eta_{i}^{2} \eta_{j}^{2} r_{i}^{2} r_{j}^{2} \leq \frac{1}{2 N}\left(\sum_{i \leq N} \eta_{i}^{1} \eta_{i}^{2} r_{i}^{2}\right)^{2}
$$

and it follows from (A.19) that

$$
2^{-2 N} \sum \exp \frac{1}{2 N}\left(\sum_{i \leq N} \eta_{i}^{1} \eta_{i}^{2} r_{i}^{2}\right)^{2} \leq 2
$$

provided $\sum_{i \leq N} r_{i}^{4} \leq N / 2$. In that case we have proved that $\mathrm{E} V_{N}^{2} \leq 2\left(\mathrm{E} V_{N}\right)^{2}$. It then follows from the Paley-Zygmund inequality (A.61) that

$$
\begin{equation*}
\mathrm{P}\left(V_{N} \geq \frac{1}{2} \mathrm{E} V_{N}\right) \geq \frac{1}{8} . \tag{11.118}
\end{equation*}
$$

Now, when $\sum_{i \leq N} r_{i}^{4} \leq N / 2$ the Cauchy-Schwarz inequality implies

$$
\left(\frac{1}{\sqrt{N}} \sum_{i \leq N} r_{i}^{2} r_{j}^{2}\right)^{1 / 2} \leq \frac{1}{\sqrt{2 N}} \sum_{i \leq N} r_{i}^{2} \leq \sqrt{\frac{1}{2}}\left(\sum_{i \leq N} r_{i}^{4}\right)^{1 / 2} \leq \frac{\sqrt{N}}{2}
$$

Therefore by Proposition 1.3.5 we have

$$
\begin{equation*}
\mathrm{P}\left(\frac{1}{N} \log V_{N} \geq \frac{1}{N} \mathrm{E} \log V_{N}+t\right) \leq 2 \exp \left(-N t^{2}\right) \tag{11.119}
\end{equation*}
$$

On the other hand (11.118) yields

$$
\frac{1}{8} \leq \mathrm{P}\left(\frac{1}{N} \log V_{N} \geq \frac{1}{N} \log \left(\frac{1}{2} \mathrm{E} V_{N}\right)\right)
$$

Taking $t=2 / \sqrt{N}$, so that for this value of $t$ the right-hand side of (11.119) is $<1 / 8$, we obtain

$$
t+\frac{1}{N} \mathrm{E} \log V_{N} \geq \frac{1}{N} \log \left(\frac{1}{2} \mathrm{E} V_{N}\right) \geq \frac{1}{2 N^{2}} \sum_{i<j} r_{i}^{2} r_{j}^{2}-\frac{L}{N}
$$

and thus, using again that $\sum_{i \leq N} r_{i}^{4} \leq N / 2$,

$$
\frac{1}{N} \mathrm{E} \log V_{N} \geq \frac{1}{4 N^{2}}\left(\sum_{i \leq N} r_{i}^{2}\right)^{2}-\frac{L}{\sqrt{N}}
$$

Proof of Proposition 11.6.12. Let

$$
A=\left\{\left(\sigma_{1}, \ldots, \sigma_{N}\right) \in \mathbb{S}_{d}^{N} ; \frac{\beta^{2}}{N} \sum_{i \leq N} \sigma_{i, 1}^{4} \leq \frac{1}{2}\right\}
$$

Using (11.117) for $r_{i}=\sqrt{\beta} \sigma_{i, 1}$ and combining with (11.116) we see that, denoting by $K$ a number that does not depend on $N$,

$$
\frac{1}{N} \mathrm{E} \log Z_{N} \geq \frac{d \beta^{2}}{4} \int_{A}\left(\frac{1}{N} \sum_{i \leq N} \sigma_{i, 1}^{2}\right)^{2} \mathrm{~d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)-\frac{K}{\sqrt{N}}
$$

Since $\int \sigma_{i, 1}^{2} \mathrm{~d} \mu\left(\sigma_{i}\right)=1$, and using symmetry,

$$
\begin{aligned}
\int_{A}\left(\frac{1}{N} \sum_{i \leq N} \sigma_{i, 1}^{2}\right)^{2} \mathrm{~d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right) & \geq\left(\int_{A} \frac{1}{N} \sum_{i \leq N} \sigma_{i, 1}^{2} \mathrm{~d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)\right)^{2} \\
& =\left(1-\int_{A^{c}} \sigma_{i, 1}^{2} \mathrm{~d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right)\right)^{2}
\end{aligned}
$$

Now, by the Cauchy-Schwarz inequality,

$$
\int_{A^{c}} \sigma_{1,1}^{2} \mathrm{~d} \mu\left(\sigma_{1}\right) \cdots \mathrm{d} \mu\left(\sigma_{N}\right) \leq \mu^{\otimes N}\left(A^{c}\right)^{1 / 2}\left(\int \sigma_{1,1}^{4} \mathrm{~d} \mu\left(\sigma_{1}\right)\right)^{2} .
$$

It follows from (11.102) that $\int \sigma_{1,1}^{4} \mathrm{~d} \mu\left(\sigma_{1}\right) \leq L$. Since (11.103) also implies that $\int \sigma_{i, 1}^{8} \mathrm{~d} \mu\left(\sigma_{i}\right) \leq L$, the function $f=N^{-1} \sum_{i \leq N} \sigma_{i, 1}^{4}$ satisfies

$$
\int\left(f-\int f \mathrm{~d} \mu^{\otimes N}\right)^{2} \mathrm{~d} \mu^{\otimes N} \leq \frac{L}{N}
$$

and thus $\mu^{\otimes N}\left(A^{c}\right) \leq L / N$ if $\beta$ is small enough that $\beta^{2} \int f \mathrm{~d} \mu^{\otimes N} \leq 1 / 4$. The previous estimates then imply

$$
\frac{1}{N} \mathrm{E} \log Z_{N} \geq \frac{\beta^{2} d}{4}-\frac{K}{\sqrt{N}} .
$$

It is possible to go quite beyond Theorem 11.6.1.
Theorem 11.6.15. There exists a constant $L$ with the following property. Consider a probability measure $\mu^{\prime}$ on $\mathbb{S}_{d}$, and assume that $\mu^{\prime}$ has a density $f$ with respect to the uniform measure $\mu$. Then, if $|f-1| \leq 1 / L$, the replicasymmetric solution corresponding to $\mu^{\prime}$ holds for $\beta \leq 1 / L$.

What we mean here is that if $\rho_{u, v}$ and $q_{u, v}$ are given by (1.372) and (1.371) respectively, then

$$
\lim _{N \rightarrow \infty} \sum_{u, v \leq d} \nu\left(\left(R^{u, v}-\rho_{u, v}\right)^{2}\right)=0
$$

$$
\lim _{N \rightarrow \infty} \sum_{u, v \leq d} \nu\left(\left(R_{1,2}^{u, v}-q_{u, v}\right)^{2}\right)=0
$$

and that (1.373) holds.
We could not prove this result using the methods of the present section so we refer the interested reader to the original paper [100].

### 11.7 A Research Problem: The Transition at $\beta=1$

We understand well the SK model without external field for $\beta<1$. On the other hand (as will become apparent later) the structure of this model for $\beta>1$ is very complicated. It is thus natural to try to study in detail the case $\beta=1$. Another natural idea is to consider a temperature $\beta=\beta_{N}<1$ depending on $N$, and to find the slowest rate at which $\beta_{N}$ may approach 1 as matters get complicated.

Theorem 11.7.1. Assume that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N^{1 / 3}\left(1-\beta_{N}^{2}\right)=\infty \tag{11.120}
\end{equation*}
$$

Then, given integers $k\left(\ell, \ell^{\prime}\right)$ for $1 \leq \ell<\ell^{\prime} \leq n$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \nu\left(\prod_{\ell<\ell^{\prime}}\left(\left(N\left(1-\beta_{N}^{2}\right)\right)^{1 / 2} R_{\ell, \ell^{\prime}}\right)^{k\left(\ell, \ell^{\prime}\right)}\right)=\prod_{\ell<\ell^{\prime}} a\left(k\left(\ell, \ell^{\prime}\right)\right) \tag{11.121}
\end{equation*}
$$

where $a(k)=\mathrm{E} g^{k}$, for $g$ a standard Gaussian r.v.

Of course, in (11.121), we have $\nu(f)=\mathrm{E}\langle f\rangle$, where the Gibbs measure is computed for $\beta=\beta_{N}$.

In words, the content of Theorem 11.7.1 is that if we rescale the overlaps $R_{\ell, \ell^{\prime}}$ by the factor $\sqrt{N\left(1-\beta_{N}^{2}\right)}$, as long as $1-\beta_{N}^{2} \gg N^{-1 / 3}$, they behave like independent Gaussian r.v.s. This nice picture breaks down in the case $1-\beta_{N}^{2} \approx N^{-1 / 3}$. which we study now.

Theorem 11.7.2. Assume that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N^{1 / 3}\left(1-\beta_{N}^{2}\right)=c>0 \tag{11.122}
\end{equation*}
$$

Then, for each $k \geq 1$ we have

$$
\begin{equation*}
\sup _{N} \nu\left(\left(N\left(1-\beta_{N}^{2}\right) R_{1,2}^{2}\right)^{k}\right)<\infty \tag{11.123}
\end{equation*}
$$

but (11.121) fails. It even fails if we replace the normalizing factor $N\left(1-\beta_{N}^{2}\right)$ by $\nu\left(R_{1,2}^{2}\right)^{-1}$.

The situation (11.122) is exactly the situation where, in performing our usual expansions with the cavity method, the "error terms" become exactly of the same size as the "main terms". This will be explained precisely in (11.158) below. In some sense the situation (11.122) is canonical. Yet it gives rise to a really mysterious object. In particular (as we shall demonstrate later), in this setting the cavity method yields strange-looking relations.

Research Problem 11.7.3. (Level $\geq 2$ ) In the situation (11.122), compute the limits in the left-hand side of (11.121).

Research Problem 11.7.4. (Level $\geq 2$ ) Understand the SK model for $\beta=$ 1. In particular, what is the order of $\nu\left(R_{1,2}^{2}\right)$ ?

Conjecture 11.7.5. If $\beta=1$, the limit

$$
\begin{equation*}
a=\lim _{N \rightarrow \infty} N^{2 / 3} \nu\left(R_{1,2}^{2}\right) \tag{11.124}
\end{equation*}
$$

exists for some $0<a<\infty$.

This conjecture is largely motivated by a conversation with G. Parisi, who mentioned to the author that "he had no doubts" that $\nu\left(R_{1,2}^{2}\right)$ was of order $N^{-2 / 3}$. The following shows that $\nu\left(R_{1,2}^{2}\right)$ is not likely to be of smaller order.

Proposition 11.7.6. (S. Chatterjee) For all $\beta \leq 1$ we have

$$
\begin{equation*}
\left|\left(1-\beta^{2}\right) \nu\left(R_{1,2}^{2}\right)-\frac{1}{N}\right| \leq \frac{3}{N^{2}}+L \nu\left(\left|R_{1,2}\right|^{3}\right) . \tag{11.125}
\end{equation*}
$$

In particular for $\beta=1$ we have

$$
\begin{equation*}
\nu\left(\left|R_{1,2}\right|^{3}\right) \geq \frac{1}{L N} . \tag{11.126}
\end{equation*}
$$

Intuitively it seems that $\nu\left(R_{1,2}^{2}\right)$ increases with $\beta$ (at least as $\beta \leq 1$ ). If Conjecture 11.7.5 is correct, one should be able to prove the following.

Research Problem 11.7.7. (Level $\geq 2)$ If $\beta_{N}^{2}=1-c N^{-1 / 3}$, prove that

$$
\limsup _{N \rightarrow \infty} N^{2 / 3} \nu\left(R_{1,2}^{2}\right)
$$

is bounded independently of $c>0$.

The best bound we could obtain for $\nu\left(R_{1,2}^{2}\right)$ is the following.

Proposition 11.7.8. If $\beta \leq 1$ we have

$$
\begin{equation*}
\sqrt{N} \nu\left(R_{1,2}^{2}\right) \leq L \tag{11.127}
\end{equation*}
$$

It even seems to be unknown whether

$$
\begin{equation*}
N \nu\left(R_{1,2}^{4}\right) \leq L \tag{11.128}
\end{equation*}
$$

The proofs of all these results are based on the cavity method. Throughout the present section the notation $\nu_{t}$ refers to the Hamiltonian (11.41).

Proof of Proposition 11.7.6. As usual, we write

$$
\nu\left(R_{1,2}^{2}\right)=\nu\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}\right)
$$

and, for $\varphi(t)=\nu_{t}\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}\right)$ we use that, by integration by parts,

$$
\begin{equation*}
\varphi(1)=\varphi(0)+\int_{0}^{1} \varphi^{\prime}(t) \mathrm{d} t=\varphi(0)+\varphi^{\prime}(1)-\int_{0}^{1} t \varphi^{\prime \prime}(t) \mathrm{d} t \tag{11.129}
\end{equation*}
$$

Now (1.151) implies

$$
\begin{align*}
\varphi^{\prime}(t)=\nu_{t}^{\prime}\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}\right) & =\beta^{2}\left(\nu_{t}\left(R_{1,2}^{2}\right)-4 \nu_{t}\left(\varepsilon_{1} \varepsilon_{3} R_{1,2} R_{1,3}\right)\right. \\
& \left.+3 \nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right)\right) \tag{11.130}
\end{align*}
$$

A further differentiation brings out an extra factor $R_{\ell, \ell^{\prime}}$ in each term. Uses of (1.151), (1.153) and of Hölder's inequality show that

$$
\left|\varphi^{\prime \prime}(t)\right| \leq L \nu\left(\left|R_{1,3}\right|^{3}\right)
$$

Since $\varphi(0)=1 / N$, we get from (11.130) that

$$
\begin{aligned}
\nu\left(R_{1,2}^{2}\right)=\frac{1}{N} & +\beta^{2} \nu\left(R_{1,2}^{2}\right)-4 \beta^{2} \nu\left(\varepsilon_{2} \varepsilon_{3} R_{1,2} R_{1,3}\right) \\
& +3 \beta^{2} \nu\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right)+\mathcal{R}
\end{aligned}
$$

where $|\mathcal{R}| \leq L \nu\left(\left|R_{1,3}\right|^{2}\right)$. Now, using symmetry among sites,

$$
\nu\left(\varepsilon_{2} \varepsilon_{3} R_{1,2} R_{1,3}\right)=\nu\left(R_{2,3} R_{1,2} R_{1,3}\right)
$$

and $\left|\nu\left(R_{2,3} R_{1,2} R_{1,3}\right)\right| \leq \nu\left(\left|R_{1,2}\right|^{3}\right)$. Moreover,

$$
\nu_{1}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right)=\nu_{0}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right)+\int_{0}^{1} \nu_{t}^{\prime}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right) \mathrm{d} t
$$

The first term is $1 / N^{2}$, and the second one is as before $\leq L \nu\left(\left|R_{1,2}\right|^{3}\right)$. Finally we get

$$
\left(1-\beta^{2}\right) \nu\left(R_{1,2}^{2}\right)-\frac{1}{N}=\frac{3 \beta^{2}}{N^{2}}+\mathcal{R}
$$

where $|\mathcal{R}| \leq L \nu\left(\left|R_{1,2}\right|^{3}\right)$.
We provided the previous self-contained argument for the enjoyment of the reader, but the proof of Proposition 1.8.5 already shows that, in the case of the SK model with external field, we have, with the notation of Section 1.9 ,

$$
\left(1-\beta^{2}(1-2 q+\widehat{q})\right) \nu\left(\left(\frac{\left(\boldsymbol{\sigma}^{1}-\boldsymbol{\sigma}^{2}\right) \cdot\left(\boldsymbol{\sigma}^{3}-\boldsymbol{\sigma}^{4}\right)}{N}\right)^{2}\right)=\frac{4}{N}(1-2 q+\widehat{q})+\mathcal{R}
$$

where $|\mathcal{R}| \leq K(\beta, h)\left(N^{-3 / 2}+\nu\left(\left|R_{1,2}-q\right|^{3}\right)\right)$. Therefore, on the AT line $1-\beta^{2}(1-2 q+\widehat{q})=0$, we always have $\nu\left(\left|R_{1,2}-q\right|^{3}\right) \geq 1 / N K(\beta, h)$.

Each time we take a derivative of $\nu_{t}(f)$, we bring in each term a factor $R_{\ell, \ell^{\prime}}$. In order to use successfully the cavity method in the present setting, it is very useful to know a priori that these factors are small. The purpose of the next result is precisely to show this.

Proposition 11.7.9. If $\beta<1$ and $x>0$ we have

$$
\begin{align*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) & \leq 3 N \exp \left(-\frac{N x^{4}}{48}\right) \\
& +\frac{L}{1-\beta^{2}} \exp \left(-\frac{\left(1-\beta^{2}\right) N^{2} x^{8}}{L \log \frac{2}{1-\beta^{2}}}\right) \tag{11.131}
\end{align*}
$$

The rather awkward form of the previous bound is most likely an indication that this result is not optimal. But, it is the best we could achieve (in the range of $\beta$ that concerns us here; see (11.140) below for smaller $\beta$, and [103], Proposition 2.14.5 for $\beta=1$ ).

We shall use (11.131) via the following consequence. If $|f| \leq 1$ we have

$$
\begin{equation*}
\nu\left(\left|f R_{1,2}\right|\right) \leq x \nu(|f|)+\mathcal{R}, \tag{11.132}
\end{equation*}
$$

where $\mathcal{R}=\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right)$. If $x$ is not too small this term will be small. It starts to be small for $x$ such that

$$
\frac{\left(1-\beta^{2}\right) N^{2} x^{8}}{L \log \frac{2}{1-\beta^{2}}} \simeq \log \frac{L}{1-\beta^{2}}
$$

that is for $x$ about

$$
\begin{equation*}
\frac{1}{N^{1 / 4}} \frac{\left(\log \frac{2}{1-\beta^{2}}\right)^{1 / 4}}{\left(1-\beta^{2}\right)^{1 / 8}} \tag{11.133}
\end{equation*}
$$

Since we are interested in the case where $1-\beta^{2}$ is much smaller than $1 / \log N$, the first term of (11.131) is already very small for these values of $x$. Forgetting for the moment about the logarithmic terms, we can say that Proposition
11.7.9 implies that "each factor $R_{\ell, \ell^{\prime}}$ counts as $N^{-1 / 4}\left(1-\beta^{2}\right)^{-1 / 8}$ ". The main difficulty we face in this section is that this quantity is not very small. To understand this difficulty, let us try to use (11.125), written as

$$
\begin{equation*}
\left(1-\beta^{2}\right) \nu\left(R_{1,2}^{2}\right)=\frac{1}{N}+\mathcal{R} \tag{11.134}
\end{equation*}
$$

where $\mathcal{R} \leq 3 / N^{2}+\nu\left(\left|R_{1,2}\right|^{3}\right)$. The best we can do (ignoring logarithmic terms) is to use one of the factors $\left|R_{1,2}\right|$ to write

$$
|\mathcal{R}| \leq \frac{3}{N^{2}}+\frac{L}{N^{1 / 4}\left(1-\beta^{2}\right)^{1 / 8}} \nu\left(R_{1,2}^{2}\right)
$$

Unfortunately, with this bound (11.134) yields information only when

$$
\begin{equation*}
\frac{1}{N^{1 / 4}\left(1-\beta^{2}\right)^{1 / 8}} \ll 1-\beta^{2} \tag{11.135}
\end{equation*}
$$

a relation that fails when $1-\beta^{2} \simeq N^{-1 / 3}$. It is precisely for this reason that we cannot use order 2 expansions to study $\nu_{t}(f)$ for $f=\varepsilon_{1} \varepsilon_{2} R_{1,2}$. Rather, we will have to use order 3 expansions. Doing this, we can use (neglecting again logarithmic factors)

$$
\left|\nu_{t}^{(3)}(f)\right| \leq L \nu\left(R_{1,2}^{4}\right) \leq L\left(\frac{1}{N^{1 / 4}\left(1-\beta^{2}\right)^{1 / 8}}\right)^{2} \nu\left(R_{1,2}^{2}\right)
$$

and we may think of $\left|\nu_{t}^{(3)}(f)\right|$ as a lower order term as soon as

$$
\begin{equation*}
\left(\frac{1}{N^{1 / 4}\left(1-\beta^{2}\right)^{1 / 8}}\right)^{2} \ll 1-\beta^{2} \tag{11.136}
\end{equation*}
$$

a relation that is satisfied when $1-\beta^{2} \simeq N^{-1 / 3}$. Of course we will not be able to control $\nu_{0}^{\prime \prime}(f)$ through its absolute value, and the whole approach succeeds because we will be able to control this quantity through its sign.

The following prepares for the proof of Proposition 11.7.9.
Lemma 11.7.10. When $\beta \leq 1$ we have

$$
\begin{equation*}
\mathrm{E}\left(Z_{N}^{2}\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle\right) \leq 2 N\left(\mathrm{E} Z_{N}\right)^{2} . \tag{11.137}
\end{equation*}
$$

Proof. Proceeding as in (11.6) we get

$$
\mathrm{E}\left(Z_{N}^{2}\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle\right) \leq\left(\mathrm{E} Z_{N}\right)^{2} 2^{-2 N} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(\frac{\beta^{2} N}{2} R_{1,2}^{2}+\frac{N R_{1,2}^{4}}{12}\right)
$$

Now, setting $X=N^{-1} \sum_{i \leq N} \sigma_{i}$, we have
$2^{-2 N} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(\frac{\beta^{2} N}{2} R_{1,2}^{2}+\frac{N R_{1,2}^{4}}{12}\right)=2^{-N} \sum_{\boldsymbol{\sigma}} \exp \left(\frac{\beta^{2} N X^{2}}{2}+\frac{N X^{4}}{12}\right)$,
because at given $\boldsymbol{\sigma}_{1}$, the variable $\boldsymbol{\sigma}_{2} \mapsto R_{1,2}$ is distributed as $X$. Recalling the function $\mathcal{I}(t)$ of (A.22) we obtain

$$
\mathcal{I}(t) \geq \frac{t^{2}}{2}+\frac{t^{4}}{12}
$$

by (A.23). Therefore by (A.24) we have

$$
2^{-N} \operatorname{card}\left\{\boldsymbol{\sigma} \in \Sigma_{N} ;|X| \geq t\right\} \leq \exp \left(-N\left(\frac{t^{2}}{2}+\frac{t^{4}}{12}\right)\right)
$$

We then use (A.31) for the uniform probability $\mathrm{P}_{0}$ on $\Sigma_{N}$, and we denote by $\mathrm{E}_{0}$ the corresponding expectation. Then since $|X| \leq 1$,

$$
\begin{aligned}
2^{-N} \sum_{\sigma} \exp \left(\frac{\beta^{2} N X^{2}}{2}+\frac{N X^{4}}{12}\right) & =\mathrm{E}_{0} \exp \left(\frac{\beta^{2} N X^{2}}{2}+\frac{N X^{4}}{12}\right) \\
& \leq 1+\int_{0}^{1}\left(\beta^{2} N t+\frac{N t^{3}}{3}\right) \mathrm{d} t \leq 2 N
\end{aligned}
$$

This finishes the proof.
Proof of Proposition 11.7.9. Our starting point is the relation

$$
\left\langle\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right\rangle \leq \exp \left(-\frac{N x^{4}}{12}\right)\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle
$$

so that if $\Omega$ denotes the event

$$
\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle \geq \exp \frac{3 N x^{4}}{48}
$$

we have

$$
\left\langle\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right\rangle \leq \exp \left(-\frac{N x^{4}}{48}\right)+\mathbf{1}_{\Omega} .
$$

Taking expectation yields

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) \leq \exp \left(-\frac{N x^{4}}{48}\right)+\mathrm{P}\left(\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle \geq \exp \frac{3 N x^{4}}{48}\right) \tag{11.138}
\end{equation*}
$$

Now

$$
\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle=\frac{1}{Z_{N}^{2}} Z_{N}^{2}\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle
$$

and therefore

$$
\begin{aligned}
\mathrm{P}\left(\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle \geq \exp \frac{3 N x^{4}}{48}\right) & \leq \mathrm{P}\left(Z_{N}^{2}\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle \geq\left(\mathrm{E} Z_{N}\right)^{2} \exp \frac{N x^{4}}{48}\right) \\
& +\mathrm{P}\left(Z_{N} \leq \mathrm{E} Z_{N} \exp \left(-\frac{N x^{4}}{48}\right)\right)
\end{aligned}
$$

Combining (11.137) with Markov inequality we obtain

$$
\mathrm{P}\left(Z_{N}^{2}\left\langle\exp \frac{N R_{1,2}^{4}}{12}\right\rangle \geq\left(\mathrm{E} Z_{N}\right)^{2} \exp \frac{N x^{4}}{48}\right) \leq 2 N \exp \left(-\frac{N x^{4}}{48}\right)
$$

We appeal to (11.11) with $t=N x^{4} / 48$ to see that

$$
\mathrm{P}\left(Z_{N} \leq \mathrm{E} Z_{N} \exp \left(-\frac{N x^{4}}{48}\right)\right) \leq \frac{L}{1-\beta^{2}} \exp \left(-\frac{\left(1-\beta^{2}\right) N^{2} x^{8}}{L \log \frac{2}{1-\beta^{2}}}\right)
$$

Combining with (11.138) this proves (11.131).
It is difficult to find clean and natural bounds for $\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right)$ because there are many possible variations to the previous proof. Let us indicate one such variation (that will not use). Instead of (11.137) one can use that (11.8) implies

$$
\begin{equation*}
\mathrm{E}\left(Z_{N}^{2}\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle\right) \leq \frac{L}{\sqrt{1-\beta^{2}}}\left(\mathrm{E} Z_{N}\right)^{2} \tag{11.139}
\end{equation*}
$$

One can then mimic the previous argument, writing now

$$
\left\langle\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right\rangle \leq \exp \left(-\frac{1-\beta^{2}}{4} N x^{2}\right)\left\langle\exp \frac{1-\beta^{2}}{4} N R_{1,2}^{2}\right\rangle
$$

and one obtains the bound

$$
\begin{align*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) & \leq \frac{L}{\sqrt{1-\beta^{2}}}\left(\exp \left(-\frac{1-\beta^{2}}{16} N x^{2}\right)\right. \\
& \left.+\exp \left(-\frac{\left(1-\beta^{2}\right)^{6}}{L \log \frac{2}{1-\beta^{2}}} N^{2} x^{4}\right)\right) \tag{11.140}
\end{align*}
$$

The right-hand side starts to be small for $x$ about

$$
\begin{equation*}
\frac{1}{N^{1 / 2}} \frac{\sqrt{\log \frac{2}{1-\beta^{2}}}}{\left(1-\beta^{2}\right)^{3 / 2}} \tag{11.141}
\end{equation*}
$$

Certainly (11.141) is better than (11.133) for $\beta \ll 1$, but not in the range of interest here.

As a first step toward Theorem 11.7.1 we prove the following:

Proposition 11.7.11. There exists a number $L_{0}$ with the following property. If $N \geq 2$, and $k \geq 1$, then

$$
\begin{equation*}
\beta^{2} \leq 1-L_{0} k\left(\frac{\log N}{N}\right)^{2 / 5} \Rightarrow \nu\left(R_{1,2}^{2 k}\right) \leq\left(\frac{16 k}{N\left(1-\beta^{2}\right)}\right)^{k} \tag{11.142}
\end{equation*}
$$

Since $2 / 5>1 / 3$, this will be usable under (11.120) and (11.122).
The power $2 / 5$ in the left-hand side of (11.142) simply occurs from (11.136). We do not know what happens for larger values of $\beta$, i. e. $0 \leq$ $1-\beta^{2} \ll N^{-2 / 5}$. If Conjecture 11.7.5 is true, one expects anyway that (11.142) is not sharp for $0 \leq 1-\beta^{2} \ll N^{-1 / 3}$, but rather that one has $\nu\left(R_{1,2}^{2 k}\right) \leq K(k) N^{-2 k / 3}$.

As already explained, the essential new feature of the proof is that certain terms will be controlled through their signs because we do not know how to properly control their absolute values. We recall the notation $R_{\ell, \ell^{\prime}}^{-}=$ $N^{-1} \sum_{i<N} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}$.

Lemma 11.7.12. For each $k$ we have

$$
\begin{equation*}
\nu\left(\left(R_{1,2}^{-}\right)^{k} R_{2,3}^{-} R_{1,3}^{-}\right) \geq 0 ; \nu\left(\left(R_{1,2}\right)^{k} R_{2,3} R_{1,3}\right) \geq 0 \tag{11.143}
\end{equation*}
$$

Proof. First we observe that for any function $f$ we have

$$
\begin{aligned}
\left\langle f\left(\boldsymbol{\sigma}^{1}\right) R_{1,3}^{-} f\left(\boldsymbol{\sigma}^{2}\right) R_{2,3}^{-}\right\rangle & =\int\left(\int f\left(\boldsymbol{\sigma}^{1}\right) R^{-}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{3}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right)\right)^{2} \mathrm{~d} G_{N}\left(\boldsymbol{\sigma}^{3}\right) \\
& \geq 0
\end{aligned}
$$

Then, expanding $\left(R_{1,2}^{-}\right)^{k}$ we see that it is a sum of terms $\sigma_{i_{1}}^{1} \cdots \sigma_{i_{k}}^{1} \sigma_{i_{1}}^{2} \cdots \sigma_{i_{k}}^{2}$, each of which is of the type $f\left(\boldsymbol{\sigma}^{1}\right) f\left(\boldsymbol{\sigma}^{2}\right)$. The proof of the second inequality is identical.

Here is another simple fact.

Lemma 11.7.13. We have

$$
\begin{equation*}
\nu\left(\left(R_{1,2}^{-}\right)^{k}\right) \leq \nu\left(R_{1,2}^{k}\right) . \tag{11.144}
\end{equation*}
$$

Proof. Expanding the power,

$$
\nu\left(\left(R_{1,2}^{-}\right)^{k}\right)=N^{-k} \sum \nu\left(\sigma_{i_{1}}^{1} \sigma_{i_{1}}^{2} \cdots \sigma_{i_{k}}^{1} \sigma_{i_{k}}^{2}\right)=N^{-1} \sum \mathrm{E}\left\langle\sigma_{i_{1}} \cdots \sigma_{i_{k}}\right\rangle^{2}
$$

where the sum is over all choices of $i_{1}, \ldots, i_{k} \leq N-1$. And $\nu\left(R_{1,2}^{k}\right)$ is given by a similar expression, with the sum over all choices $i_{1}, \ldots, i_{k} \leq N$.

Proof of Proposition 11.7.11. We will prove by induction that

$$
\begin{equation*}
\nu\left(R_{1,2}^{2 k}\right) \leq\left(\frac{16 k}{N\left(1-\beta^{2}\right)}\right)^{k} \tag{11.145}
\end{equation*}
$$

The induction starts with $k=0$, for which (11.145) holds. For the induction from $k$ to $k+1$, symmetry between sites entails

$$
\begin{equation*}
\nu\left(R_{1,2}^{2 k+2}\right)=\nu\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}^{2 k+1}\right) . \tag{11.146}
\end{equation*}
$$

Using the inequality

$$
\left|x^{2 k+1}-y^{2 k+1}\right| \leq(2 k+1)|x-y|\left(x^{2 k}+y^{2 k}\right)
$$

for $x=R_{1,2}$ and $y=R_{1,2}^{-}$, we obtain that if we define $f=\varepsilon_{1} \varepsilon_{2}\left(R_{1,2}^{-}\right)^{2 k+1}$, we have

$$
\begin{align*}
\left|\nu\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}^{2 k+1}\right)-\nu(f)\right| & \leq \frac{2 k+1}{N} \nu\left(\left(R_{1,2}^{2 k}\right)+\left(R_{1,2}^{-}\right)^{2 k}\right) \\
& \leq \frac{4(k+1)}{N}\left(\frac{16 k}{N\left(1-\beta^{2}\right)}\right)^{k} \tag{11.147}
\end{align*}
$$

using (11.144) and (11.145). We write

$$
\begin{equation*}
\nu(f) \leq \nu_{0}(f)+\nu_{0}^{\prime}(f)+\frac{1}{2} \nu_{0}^{\prime \prime}(f)+\sup _{0 \leq t \leq 1}\left|\nu_{t}^{(3)}(f)\right| \tag{11.148}
\end{equation*}
$$

We have $\nu_{0}(f)=0$. Using (1.150), we get

$$
\begin{align*}
\nu_{t}^{\prime}(f) & =\beta^{2}\left(\nu_{t}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)-4 \nu_{t}\left(\varepsilon_{1} \varepsilon_{3} R_{2,3}^{-}\left(R_{1,2}^{-}\right)^{2 k+1}\right)\right. \\
& \left.+3 \nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{3,4}^{-}\left(R_{1,2}^{-}\right)^{2 k+1}\right)\right) \tag{11.149}
\end{align*}
$$

so that

$$
\nu_{0}^{\prime}(f)=\beta^{2} \nu_{0}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right) .
$$

The crucial fact is that, using (1.150) to compute the derivative in (11.149) we have

$$
\nu_{0}^{\prime \prime}(f)=-4 \beta^{4} \nu_{0}\left(R_{1,3}^{-} R_{2,3}^{-}\left(R_{1,2}^{-}\right)^{2 k+1}\right) \leq 0,
$$

by Lemma 11.7.12. Therefore we deduce from (11.148) that

$$
\begin{equation*}
\nu(f) \leq \beta^{2} \nu_{0}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)+\sup _{0 \leq t \leq 1}\left|\nu_{t}^{(3)}(f)\right| \tag{11.150}
\end{equation*}
$$

Using (1.151) three times, we see that $\left|\nu_{t}^{(3)}(f)\right|$ is bounded by a sum of terms of the type

$$
\nu\left(\left|R_{1,2}^{-}\right|^{2 k+1}\left|R_{\ell_{1}, \ell_{2}}\right|\left|R_{\ell_{3}, \ell_{4}}\right|\left|R_{\ell_{5}, \ell_{6}}\right|\right)
$$

and using (11.132) for the last two factors, we get

$$
\begin{align*}
\left|\nu_{t}^{(3)}(f)\right| & \leq L\left(x^{2} \nu\left(\left|R_{1,2}^{-}\right|^{2 k+1}\left|R_{\ell_{1}, \ell_{2}}\right|\right)+\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right)\right) \\
& \leq L\left(x^{2} \nu\left(R_{1,2}^{2 k+2}\right)+\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right)\right) \tag{11.151}
\end{align*}
$$

using Hölder's inequality and (11.144).
In (11.150) we would like to have $\nu\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)$ rather than $\nu_{0}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)$; to relate these two quantities, we write

$$
\left|\nu\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)-\nu_{0}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)-\nu_{0}^{\prime}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)\right| \leq \sup _{0 \leq t \leq 1}\left|\nu_{t}^{\prime \prime}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)\right|
$$

We compute $\nu_{t}^{\prime}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)$ through (1.150) and we see that $\nu_{0}^{\prime}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)=$ 0 . Moreover $\nu_{t}^{\prime \prime}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\right)$ is bounded by a sum of terms of the type $\nu_{t}\left(\left(R_{1,2}^{-}\right)^{2 k+2}\left|R_{\ell_{1}, \ell_{2}}\right|\left|R_{\ell_{3}, \ell_{4}}\right|\right)$; using (11.132), this is bounded as in (11.151). Finally we get the relation

$$
\nu(f) \leq \beta^{2} \nu\left(R_{1,2}^{2 k+2}\right)+L_{0} x^{2} \nu\left(R_{1,2}^{2 k+2}\right)+L \nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right),
$$

and combining with (11.146) and (11.147) yields
$\nu\left(R_{1,2}^{2 k+2}\right) \leq\left(\beta^{2}+L_{0} x^{2}\right) \nu\left(R_{1,2}^{2 k+2}\right)+\frac{4(k+1)}{N}\left(\frac{16 k}{N\left(1-\beta^{2}\right)}\right)^{k}+L \nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right)$.
Obviously it is a good idea to choose $x$ so that

$$
\begin{equation*}
L_{0} x^{2}=\frac{1-\beta^{2}}{2} \tag{11.153}
\end{equation*}
$$

and $1-\beta^{2}-L_{0} x^{2}=\left(1-\beta^{2}\right) / 2$, and (11.152) yields

$$
\frac{1}{2}\left(1-\beta^{2}\right) \nu\left(R_{1,2}^{2 k+2}\right) \leq \frac{4(k+1)}{N}\left(\frac{16 k}{N\left(1-\beta^{2}\right)}\right)^{k}+L \nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right)
$$

and

$$
\nu\left(R_{1,2}^{2 k+2}\right) \leq \frac{1}{2}\left(\frac{16(k+1)}{N\left(1-\beta^{2}\right)}\right)^{k+1}+\frac{L}{1-\beta^{2}} \nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) .
$$

This finishes the proof of the induction provided the second term on the right is not larger than the first term. We will show that this is the case as soon as

$$
\beta^{2} \leq 1-L(k+1)\left(\frac{\log N}{N}\right)^{2 / 5}
$$

For clarity let us assume that

$$
\begin{equation*}
\beta^{2} \leq 1-A(k+1)\left(\frac{\log N}{N}\right)^{2 / 5} \tag{11.154}
\end{equation*}
$$

where $A$ is a parameter. It suffices to show that when $A$ is a large enough constant (that does not depend on $k$ ), (11.154) implies

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) \leq \frac{1}{2 N^{k+1}} \tag{11.155}
\end{equation*}
$$

Now, keeping in mind the value (11.153) of $x$ and using (11.131) we obtain

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) \leq 3 N \exp \left(-\frac{N}{L}\left(1-\beta^{2}\right)^{2}\right)+\frac{L}{1-\beta^{2}} \exp \left(-\frac{N^{2}\left(1-\beta^{2}\right)^{5}}{L \log \frac{2}{1-\beta^{2}}}\right) \tag{11.156}
\end{equation*}
$$

Moreover (11.154) implies that if $A$ is large enough we have $1-\beta^{2} \geq 2 / N$, so that

$$
\left(1-\beta^{2}\right)^{5} \geq A^{5}(k+1)^{5} \frac{\log ^{2} N}{N^{2}} \geq \log \frac{2}{1-\beta^{2}} A^{5}(k+1)^{5} \frac{\log N}{N^{2}}
$$

and (11.156) now implies that

$$
\begin{aligned}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq x\right\}}\right) & \leq L N\left(\exp \left(-\frac{N^{1 / 5} A^{2}(k+1)^{2} \log ^{4 / 5} N}{L}\right)\right. \\
& \left.+\exp \left(-\frac{A^{5}(k+1)^{5}}{L} \log N\right)\right)
\end{aligned}
$$

from which (11.155) indeed follows if $A$ is a large enough constant. (The dependence on $k$ could be improved, but it is unimportant.)

Now that we have proved (11.142), we have a new way to conduct calculations, using this bound. In fact, if we denote by $O(k)$ a quantity such that

$$
\sup _{N}|O(k)|\left(N\left(1-\beta_{N}^{2}\right)\right)^{k / 2}<\infty,
$$

the proof of Theorem 11.7.1 is really business as usual. To explain why this is the case, let us compute $\nu\left(R_{1,2}^{2}\right)$. We write

$$
\nu\left(R_{1,2}^{2}\right)=\nu\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}\right)=\frac{1}{N}+\nu\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}^{-}\right)
$$

and, if $f=\varepsilon_{1} \varepsilon_{2} R_{1,2}^{-}$,

$$
\nu(f)=\nu_{0}(f)+\nu_{0}^{\prime}(f)+O(3),
$$

since by (11.145) we have $\nu\left(\left|R_{1,2}^{-}\right|^{3}\right)=O(3)$ and consequently $\nu_{t}^{\prime \prime}(f)=O(3)$. Now $\nu_{0}(f)=0$,

$$
\nu_{0}^{\prime}(f)=\beta^{2} \nu_{0}\left(\left(R_{1,2}^{-}\right)^{2}\right)
$$

and since the property $\nu\left(\left|R_{1,2}^{-}\right|^{3}\right)=O(3)$ implies $\nu^{\prime}\left(\left(R_{1,2}^{-}\right)^{2}\right)=O(3)$, we get

$$
\nu_{0}\left(\left(R_{1,2}^{-}\right)^{2}\right)=\nu\left(\left(R_{1,2}^{-}\right)^{2}\right)+O(3)=\nu\left(R_{1,2}^{2}\right)+O(3)
$$

using $1 / N=O(3)$ in the last inequality. Finally,

$$
\begin{equation*}
N\left(1-\beta^{2}\right) \nu\left(R_{1,2}^{2}\right)=1+N O(3) . \tag{11.157}
\end{equation*}
$$

The key point is that

$$
\begin{equation*}
|N O(3)| \leq N \frac{K}{\left(N\left(1-\beta^{2}\right)\right)^{3 / 2}}=\frac{K}{N^{1 / 2}\left(1-\beta^{2}\right)^{3 / 2}} \rightarrow 0 \tag{11.158}
\end{equation*}
$$

when $N^{1 / 3}\left(1-\beta^{2}\right) \rightarrow 0$ as $N \rightarrow \infty$. We then leave to the reader the easy task of completing the proof of Theorem 11.7.1.

On the other hand, (11.158) fails to be true under (11.122). In that case, the cavity method yields mysterious relations, that we now sample.

Proposition 11.7.14. Under (11.122) we have

$$
\begin{align*}
c N^{2 / 3} \nu\left(R_{1,2}^{2}\right) & =1-2 N \nu\left(R_{1,2} R_{2,3} R_{3,1}\right)+O\left(N^{-1 / 3}\right)  \tag{11.159}\\
c N \nu\left(R_{1,2} R_{2,3} R_{3,1}\right) & =N^{4 / 3} \nu\left(R_{1,3}^{2} R_{2,3}^{2}\right)-3 N^{4 / 3} \nu\left(R_{1,3} R_{1,4} R_{2,3} R_{2,4}\right) \\
& +O\left(N^{-1 / 3}\right) \tag{11.160}
\end{align*}
$$

There, as well as in the rest of the section, the notation $O\left(N^{-1 / 3}\right)$ has its traditional meaning: a quantity $A$ with $N^{1 / 3}|A|$ bounded independently of $N$.

To understand these relations, let us first observe that by (11.145) all five quantities involving $\nu$ remain bounded as $N \rightarrow \infty$. To make immediately the point that these relations are challenging we note that by Lemma 11.7.12 we have $\nu\left(R_{1,2} R_{1,3} R_{2,3}\right) \geq 0$. Since $\nu\left(R_{1,2}^{2}\right) \geq 0$, we see from (11.159) that

$$
0 \leq N \nu\left(R_{1,2} R_{1,3} R_{3,1}\right) \leq \frac{1}{2}+O\left(N^{-1 / 3}\right)
$$

Also, if Research problem 11.7.7 has a positive answer, for $c$ small we must have

$$
N \nu\left(R_{1,2} R_{2,3} R_{1,3}\right) \simeq \frac{1}{2}
$$

a very unexpected fact.
Proof of Theorem 11.7.2. We have already proved (11.123). Assume for contradiction that there exists a normalizing sequence $b_{N}$ such that, given numbers $k\left(\ell, \ell^{\prime}\right)$ for $1 \leq \ell<\ell^{\prime} \leq 4$, and $k=\sum k\left(\ell, \ell^{\prime}\right)$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \nu\left(\prod_{1 \leq \ell<\ell^{\prime} \leq 4}\left(b_{N} R_{\ell, \ell^{\prime}}\right)^{k\left(\ell, \ell^{\prime}\right)}\right)=\prod_{\ell<\ell^{\prime}} a\left(k\left(\ell, \ell^{\prime}\right)\right) \tag{11.161}
\end{equation*}
$$

Since by Lemma 11.7.12 we have $\nu\left(R_{1,2} R_{2,3} R_{3,1}\right) \geq 0$, and by (11.159) we get

$$
\nu\left(R_{1,2}^{2}\right) \leq \frac{L}{c N^{2 / 3}}
$$

and since by (11.161) we have,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} b_{N}^{2} \nu\left(R_{1,2}^{2}\right)=1 \tag{11.162}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
b_{N}^{2} \geq \frac{c N^{2 / 3}}{L} \tag{11.163}
\end{equation*}
$$

By (11.161), we get

$$
\lim _{N \rightarrow \infty} b_{N}^{3} \nu\left(R_{1,2} R_{2,3} R_{1,3}\right)=0
$$

and thus by (11.163),

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \nu\left(R_{1,2} R_{2,3} R_{1,3}\right)=0 . \tag{11.164}
\end{equation*}
$$

Therefore (11.159) implies

$$
\begin{equation*}
\lim _{N \rightarrow \infty} c N^{2 / 3} \nu\left(R_{1,2}^{2}\right)=1 \tag{11.165}
\end{equation*}
$$

and comparing with (11.162) we can improve (11.163) into

$$
\begin{equation*}
\frac{b_{N}^{2}}{c N^{2 / 3}} \rightarrow 1 \tag{11.166}
\end{equation*}
$$

On the other hand, (11.161) implies

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N^{4 / 3} \nu\left(R_{1,3} R_{1,4} R_{2,3} R_{2,4}\right)=0 \tag{11.167}
\end{equation*}
$$

and combining with (11.160) and (11.164) yields

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N^{4 / 3} \nu\left(R_{1,3}^{2} R_{2,3}^{2}\right)=0 \tag{11.168}
\end{equation*}
$$

so that (11.166) yields

$$
0=\lim _{N \rightarrow \infty} b_{N}^{4} \nu\left(R_{1,2}^{2} R_{2,3}^{2}\right) \neq a(2)^{2}=1
$$

and this contradicts (11.161). Therefore there exists no normalizing sequence that satisfies (11.161).

The relations (11.159) and (11.160) are part of a family of such relations. One can obtain similar relations with any quantity $c N^{k / 3} \nu\left(\prod R_{\ell, \ell}^{k\left(\ell, \ell^{\prime}\right)}\right)$ on the left-hand side, with $k=\left(\sum k\left(\ell, \ell^{\prime}\right)\right.$, the right-hand side being a combination of similar quantities "one order above", with $k+1$ instead of $k$, but we have been unable to get information out of these.

Proof of Proposition 11.7.14. We prove only (11.160); (11.159) is similar but simpler. First, we observe that (11.142) implies

$$
\begin{equation*}
\nu\left(\left|R_{1,2}\right|^{k}\right)=O\left(N^{-k / 3}\right) \tag{11.169}
\end{equation*}
$$

We have

$$
\nu\left(R_{1,2} R_{2,3} R_{1,3}\right)=\nu(f)
$$

for $f=\varepsilon_{1} \varepsilon_{2} R_{2,3} R_{1,3}$ and, using (11.142),

$$
\begin{equation*}
\nu(f)=\nu_{0}(f)+\nu_{0}^{\prime}(f)+\frac{1}{2} \nu_{0}^{\prime \prime}(f)+O\left(N^{-5 / 3}\right) . \tag{11.170}
\end{equation*}
$$

Now, using $R_{\ell, \ell^{\prime}}=R_{\ell, \ell^{\prime}}^{-}+\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} / N$, we get $\nu_{0}(f)=1 / N^{2}=O\left(N^{-5 / 3}\right)$. Also, (1.151) implies

$$
\begin{aligned}
\nu_{t}^{\prime}(f) & =\beta^{2}\left(\nu_{t}\left(R_{1,2} R_{1,3} R_{2,3}\right)+2 \nu_{t}\left(\varepsilon_{1} \varepsilon_{3} R_{1,3} R_{2,3}^{2}\right)\right. \\
& -6 \nu_{t}\left(\varepsilon_{1} \varepsilon_{4} R_{1,3} R_{2,3} R_{2,4}\right)-3 \nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,3} R_{2,3} R_{3,4}\right) \\
& \left.+6 \nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{4} \varepsilon_{5} R_{1,3} R_{2,3} R_{4,5}\right)\right) .
\end{aligned}
$$

We claim that

$$
\begin{equation*}
\nu_{0}^{\prime}(f)=\beta^{2} \nu_{0}\left(R_{1,2} R_{1,3} R_{2,3}\right)+O\left(N^{-5 / 3}\right) . \tag{11.171}
\end{equation*}
$$

To see this we simply replace $R_{\ell, \ell^{\prime}}$ by $R_{\ell, \ell^{\prime}}^{-}+\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} / N$ to get relations such as

$$
\nu_{0}\left(\varepsilon_{1} \varepsilon_{4} R_{1,3} R_{2,3} R_{2,4}\right)=\frac{1}{N^{3}},
$$

and

$$
\nu_{0}\left(\varepsilon_{1} \varepsilon_{3} R_{1,3} R_{2,3}^{2}\right)=\frac{1}{N} \nu_{0}\left(\left(R_{2,3}^{-}\right)^{2}\right)=O\left(N^{-5 / 3}\right)
$$

Using (1.151) again, and proceeding in the same manner we obtain

$$
\begin{equation*}
\nu_{0}^{\prime \prime}(f)=2 \beta^{4}\left(\nu_{0}\left(R_{1,2}^{2} R_{2,3}^{2}\right)-3 \nu_{0}\left(R_{1,3} R_{1,4} R_{2,3} R_{2,4}\right)\right)+O\left(N^{-5 / 3}\right) \tag{11.172}
\end{equation*}
$$

Defining $f^{\prime}=R_{1,2} R_{1,3} R_{2,3}$ we see by the same method that $\nu_{0}^{\prime}\left(f^{\prime}\right)=$ $O\left(N^{-5 / 3}\right)$ so that

$$
\nu_{0}\left(R_{1,2} R_{1,3} R_{2,3}\right)=\nu\left(R_{1,2} R_{1,3} R_{2,3}\right)+O\left(N^{-5 / 3}\right)
$$

and similarly for the terms in (11.172). Since $\beta^{4}=1+O\left(N^{-1 / 3}\right)$ we have

$$
\begin{aligned}
& 2 \beta^{4}\left(\nu_{0}\left(R_{1,2}^{2} R_{2,3}^{2}\right)-3 \nu_{0}\left(R_{1,3} R_{1,4} R_{2,3} R_{2,4}\right)\right) \\
= & 2\left(\nu\left(R_{1,2}^{2} R_{2,3}^{2}\right)-3 \nu\left(R_{1,3} R_{1,4} R_{2,3} R_{2,4}\right)\right)+O\left(N^{-5 / 3}\right) .
\end{aligned}
$$

Combining these with (11.170) we have proved the relation

$$
\left(1-\beta^{2}\right) \nu\left(R_{1,2} R_{1,3} R_{2,3}\right)=\nu\left(R_{1,2}^{2} R_{2,3}^{2}\right)-3 \nu\left(R_{1,2} R_{1,4} R_{2,3} R_{2,4}\right)+O\left(N^{-5 / 3}\right)
$$

which implies (11.160) because $1-\beta^{2}=c N^{-1 / 3}$.

We turn to the proof of Proposition 11.7.8. As will soon be apparent, we have to control the situation where $1-\beta^{2}=N^{-1 / 2}$. In that case, even (11.136) fails, and this implies in some sense that we cannot work with order 3 expansions, but rather that we will have to use an order 4 expansion. Unfortunately we do not really know how to control third derivatives, and the proof will go through using some seemingly magical coincidences. It would of course be very desirable to find a more robust approach. This seems required for further progress, e.g. to prove (11.128).

Lemma 11.7.15. For all values of $\beta$ we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \beta} \nu\left(R_{1,2}^{2}\right)=\beta N\left(\nu\left(R_{1,2}^{4}\right)-4 \nu\left(R_{1,2}^{2} R_{1,3}^{2}\right)+3 \nu\left(R_{1,2}^{2} R_{3,4}^{2}\right)\right) \leq \frac{1}{\beta} \tag{11.173}
\end{equation*}
$$

Proof. The equality is obtained by differentiation and integration by parts. It is an avatar of (1.89). The function $p_{N}(\beta)=N^{-1} \mathrm{E} \log Z_{N}(\beta)$ is a convex function of $\beta$, and (1.83) entails

$$
p_{N}^{\prime}(\beta)=\frac{\beta}{2}\left(1-\nu\left(R_{1,2}^{2}\right)\right)
$$

so that

$$
0 \leq p_{N}^{\prime \prime}(\beta)=\frac{1}{2}\left(1-\nu\left(R_{1,2}^{2}\right)\right)-\frac{\beta}{2} \frac{\mathrm{~d}}{\mathrm{~d} \beta} \nu\left(R_{1,2}^{2}\right)
$$

and thus

$$
\frac{\mathrm{d}}{\mathrm{~d} \beta} \nu\left(R_{1,2}^{2}\right) \leq \frac{1}{\beta}\left(1-\nu\left(R_{1,2}^{2}\right)\right) \leq \frac{1}{\beta} .
$$

The key to Proposition 11.7.8 is the following.
Lemma 11.7.16. Consider the function $\psi(\beta)=\nu\left(R_{1,2}^{2}\right)$. Then for $N$ large enough and all $\beta \leq 1-1 / \sqrt{N}$ we have

$$
\begin{equation*}
\frac{1}{2}\left(1-\beta^{2}\right) \psi(\beta) \leq \frac{2}{N}-\frac{1}{N}\left(\frac{\beta^{3}}{2}-\frac{\beta^{5}}{6}\right) \psi^{\prime}(\beta) \tag{11.174}
\end{equation*}
$$

Proof of Proposition 11.7.8. Let us fix $N$ and consider

$$
\gamma=\sup \left\{\beta \leq 1-\frac{1}{\sqrt{N}} ;\left(1-\beta^{2}\right) \psi(\beta) \leq \frac{5}{N}\right\}
$$

We first prove that $\gamma=1-1 / \sqrt{N}$. Suppose, otherwise, that $\gamma<1-1 / \sqrt{N}$. Then $\left(1-\gamma^{2}\right) \psi(\gamma)=5 / N$, and, obviously, $\psi^{\prime}(\gamma) \geq 0$, for otherwise we could find $\gamma<\beta<1-1 / \sqrt{N}$ with $\left(1-\beta^{2}\right) \psi(\beta)<\left(1-\beta^{2}\right) \psi(\gamma)<\left(1-\gamma^{2}\right) \psi(\gamma)$. But then (11.174) implies

$$
\frac{1}{2}\left(1-\gamma^{2}\right) \psi(\gamma) \leq \frac{2}{N}
$$

a contradiction.
Thus we have shown that $\left(1-\beta^{2}\right) \psi(\beta) \leq 5 / N$ for $\beta=1-1 / \sqrt{N}$, and therefore $\psi(1-1 / \sqrt{N}) \leq L / \sqrt{N}$. Now (11.173) shows that $\psi^{\prime}(\beta) \leq 2$ for $1-1 / \sqrt{N} \leq \beta \leq 1$, so $\psi(1) \leq \psi(1-1 / \sqrt{N})+2 / \sqrt{N} \leq L / \sqrt{N}$.
Proof of Lemma 11.7.16. We have $\nu\left(R_{1,2}^{2}\right)=\nu(f)$ for $f=\varepsilon_{1} \varepsilon_{2} R_{1,2}$, so that we may apply

$$
\nu(f)=\nu_{0}(f)+\int_{0}^{1} \nu_{t}^{\prime}(f) \mathrm{d} t
$$

where

$$
\nu_{t}^{\prime}(f)=\beta^{2}\left(\nu_{t}\left(R_{1,2}^{2}\right)-4 \nu_{t}\left(\varepsilon_{2} \varepsilon_{3} R_{1,2} R_{1,3}\right)+3 \nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right)\right)
$$

Now

$$
\begin{aligned}
\nu_{t}\left(\varepsilon_{2} \varepsilon_{3} R_{1,2} R_{1,3}\right) & =\nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{1} \varepsilon_{3} R_{1,2} R_{1,3}\right) \\
& =\mathrm{E} \int\left(\int \varepsilon_{1} \varepsilon_{2} R_{1,2} \mathrm{~d} G_{t}\left(\boldsymbol{\sigma}^{2}\right)\right)^{2} \mathrm{~d} G_{t}\left(\boldsymbol{\sigma}^{1}\right) \\
& \geq \mathrm{E}\left(\int \varepsilon_{1} \varepsilon_{2} R_{1,2} \mathrm{~d} G_{t}\left(\boldsymbol{\sigma}^{2}\right) \mathrm{d} G_{t}\left(\boldsymbol{\sigma}^{1}\right)\right)^{2} \\
& =\mathrm{E}\left\langle\varepsilon_{1} \varepsilon_{2} R_{1,2}\right\rangle_{t}^{2}=\nu_{t}\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3} \varepsilon_{4} R_{1,2} R_{3,4}\right) \geq 0
\end{aligned}
$$

and therefore

$$
\nu_{t}^{\prime}(f) \leq \beta^{2} \nu_{t}\left(R_{1,2}^{2}\right)
$$

Thus, setting $\varphi(t)=\nu_{t}\left(R_{1,2}^{2}\right)$, and since $\nu_{0}(f)=1 / N$, we obtain

$$
\begin{equation*}
\nu\left(R_{1,2}^{2}\right)=\varphi(1)=\varphi(0)+\int_{0}^{1} \varphi^{\prime}(t) \mathrm{d} t \leq \frac{1}{N}+\beta^{2} \int_{0}^{1} \varphi(t) \mathrm{d} t \tag{11.175}
\end{equation*}
$$

Now, by successive integration by parts,

$$
\begin{equation*}
\int_{0}^{1} \varphi(t) \mathrm{d} t=\varphi(1)-\frac{1}{2} \varphi^{\prime}(1)+\frac{1}{6} \varphi^{\prime \prime}(1)-\int_{0}^{1} \frac{t^{2}}{6} \varphi^{(3)}(t) \mathrm{d} t \tag{11.176}
\end{equation*}
$$

Since $1-\beta^{2} \geq 2 / \sqrt{N}$, it follows from (11.131) and (11.132) that "each factor $R_{\ell, \ell^{\prime}}$ counts at most as $(\log N)^{1 / 4} N^{-3 / 16 "}$ and since there are five such factors in each term of $\varphi^{(3)}(t)$, we may use three of these factors to obtain

$$
\begin{align*}
\left|\int_{0}^{1} \frac{t^{3}}{16} \varphi^{(3)}(t) \mathrm{d} t\right| & \leq L \frac{\log N}{N^{9 / 16}} \nu\left(R_{1,2}^{2}\right)+L \nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq L(\log N)^{1 / 4} N^{-3 / 16}\right\}}\right) \\
& \leq L \frac{\log N}{N^{9 / 16}} \nu\left(R_{1,2}^{2}\right)+\frac{L}{N^{2}} \tag{11.177}
\end{align*}
$$

the crucial fact being that $9 / 16>1 / 2$. Now,

$$
\begin{equation*}
\varphi^{\prime}(t)=\beta^{2}\left(\nu_{t}\left(\varepsilon_{1} \varepsilon_{2} R_{1,2}^{3}\right)-4 \nu_{t}\left(\varepsilon_{1} \varepsilon_{3} R_{1,2}^{2} R_{1,3}\right)+3 \nu_{t}\left(\varepsilon_{3} \varepsilon_{4} R_{1,2}^{2} R_{3,4}\right)\right) \tag{11.178}
\end{equation*}
$$

and, using symmetry between sites,

$$
\varphi^{\prime}(1)=\beta^{2}\left(\nu\left(R_{1,2}^{4}\right)-4 \nu\left(R_{1,2}^{2} R_{1,3}^{2}\right)+3 \nu\left(R_{1,2}^{2} R_{3,4}^{2}\right)\right) .
$$

What makes the proof work is that this expression resembles (11.173). This seems now to be magical, but of course it probably will seem natural when the situation is better understood.

We compute $\varphi^{\prime \prime}(t)$ from (11.178) and (1.151); we see that

$$
\varphi^{\prime \prime}(1)=\beta^{4}\left(\nu\left(R_{1,2}^{4}\right)-4 \nu\left(R_{1,2}^{2} R_{1,3}^{2}\right)+3 \nu\left(R_{1,2}^{2} R_{3,4}^{2}\right)\right)+\mathrm{I}+\mathrm{II} .
$$

Here I is a sum of terms $\beta^{4} \nu\left(\varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}} \bar{f}\right)$, where $\bar{f}$ is the product of four terms $R_{\ell, \ell^{\prime}}$ and $\ell_{1} \neq \ell_{2}$ and II is a sum of terms $\beta^{4} \nu\left(\varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}} \varepsilon_{\ell_{3}} \varepsilon_{\ell_{4}} \bar{f}\right)$ for $\bar{f}$ of the same type and $\ell_{1}, \ldots, \ell_{4}$ are all different. Using symmetry among sites, the terms I satisfy the bound (11.177). To handle the other terms, letting $f^{\prime}=$ $\varepsilon_{\ell_{1}} \varepsilon_{\ell_{2}} \varepsilon_{\ell_{3}} \varepsilon_{\ell_{4}} f$, we observe simply that $\nu_{t}^{\prime}\left(f^{\prime}\right)$ obeys the bound (11.177) and that $\nu_{0}\left(f^{\prime}\right) \leq L / N^{2}$. Combining with (11.175) and (11.176), we have proved that

$$
\begin{aligned}
\nu\left(R_{1,2}^{2}\right) & \leq \frac{1}{N}+\left(\beta^{2}+L \frac{\log N}{N^{9 / 16}}\right) \nu\left(R_{1,2}^{2}\right) \\
& -\left(\frac{\beta^{4}}{2}-\frac{\beta^{6}}{6}\right)\left(\nu\left(R_{1,2}^{4}\right)-4 \nu\left(R_{1,2}^{2} R_{1,3}^{2}\right)+3 \nu\left(R_{1,2}^{2} R_{3,4}^{2}\right)\right)+\frac{L}{N^{2}}
\end{aligned}
$$

and using (11.173) this implies

$$
\left(1-\beta^{2}-L \frac{\log N}{N^{9 / 16}}\right) \varphi(\beta) \leq \frac{1}{N}-\frac{1}{N}\left(\frac{\beta^{3}}{2}-\frac{\beta^{5}}{6}\right) \varphi^{\prime}(\beta)+\frac{L}{N^{2}}
$$

Now for large $N$ we have $L / N^{2} \leq 1 / N$ and

$$
1-\beta^{2}-L \frac{\log N}{N^{9 / 16}} \geq \frac{1-\beta^{2}}{2}
$$

since $1-\beta^{2} \geq 1 / \sqrt{N}$ and $9 / 16>1 / 2$.

## Part II

## Low Temperature

## 12. The Ghirlanda-Guerra Identities

### 12.1 The Identities

It is a general principle of statistical mechanics that nearly all configurations have nearly the same energy. In the case of mean field models it will turn out that this energy is also non random, a fact that will have powerful consequences.

To clarify matters we shall give a general statement. Let us consider a Hamiltonian of the type

$$
\begin{equation*}
H^{x}(\boldsymbol{\sigma})=H(\boldsymbol{\sigma})+x H^{\prime}(\boldsymbol{\sigma}), \tag{12.1}
\end{equation*}
$$

where $\boldsymbol{\sigma} \in \Sigma_{N}=\{-1,1\}^{N}$. Here of course the dependence on $N$ is kept implicit, and $H$ and $H^{\prime}$ do not depend on $x$. In the left-hand side of (12.1) the index $x$ is a superscript in order to avoid conflict with the notation $H_{0}$ below.

We assume that $H=H_{0}+H_{1}$, where $H_{0}$ is non random and where $H_{1}$ is a centered Gaussian Hamiltonian. We assume that $H^{\prime}$ is a Gaussian Hamiltonian independent of $H_{1}$. That is, the families $\left(H_{1}(\boldsymbol{\sigma})\right)_{\boldsymbol{\sigma}}$ and $\left(H^{\prime}(\boldsymbol{\sigma})\right)_{\boldsymbol{\sigma}}$ are independent jointly Gaussian families of centered r.v.s. To control the size of these Hamiltonians we assume that for a certain number $A$ independent of $N$ we have

$$
\begin{equation*}
\forall \boldsymbol{\sigma} \in \Sigma_{N}, \quad \mathrm{E} H^{\prime}(\boldsymbol{\sigma})^{2} \leq A^{2} N ; \mathrm{E} H_{1}(\boldsymbol{\sigma})^{2} \leq A^{2} N \tag{12.2}
\end{equation*}
$$

Theorem 12.1.1. Given $a>0$ we have

$$
\begin{equation*}
\int_{-a}^{a} \nu\left(\left|\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\nu\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right)\right|\right) \mathrm{d} x \leq \frac{K(a) A}{N^{1 / 4}} \tag{12.3}
\end{equation*}
$$

where $K(a)$ depends on a only.

Here of course $\nu(f)=\mathrm{E}\langle f\rangle$ where the bracket is computed for the Hamiltonian (12.1), for which the dependence on $x$ is kept implicit. The reason for writing $H^{\prime} / N$ in (12.3) is that (often) this quantity is of order 1 (when the configuration is drawn for the Gibbs' measure) and (12.3) implies that for the typical value of $x$, the fluctuations of $H^{\prime} / N$, both with respect to the

Gibbs' measure and the disorder, are of lower order. Note however that (12.3) remains of interest even when $H^{\prime} / N$ is of smaller order than 1 (but not too small).

Research Problem 12.1.2. (Level 2) Is it true that if $A$ is independent of $N$, the left-hand side of (12.3) decays as $K / \sqrt{N}$ rather than $K N^{-1 / 4}$ ?

Consider

$$
Z_{N}(x)=\sum_{\boldsymbol{\sigma}} \exp \left(-H^{x}(\boldsymbol{\sigma})\right),
$$

and, keeping the dependence in $N$ implicit,

$$
\theta(x)=\frac{1}{N} \log Z_{N}(x) ; \quad p(x)=\mathrm{E} \theta(x)
$$

Theorem 12.1.3. (D. Panchenko [73]) Assume that $\mathcal{P}(y)=\lim _{N \rightarrow \infty} p(y)$ exists everywhere and is differentiable at $y=x$. Then

$$
\lim _{N \rightarrow \infty} \nu\left(\left|\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\nu\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right)\right|\right)=0
$$

It is not the least remarkable feature of this theorem that by a seemingly simple argument it solves several problems that were previously rated at level 3.

We first sketch the proof of Theorem 12.1.1. We shall control separately the integrals

$$
\begin{equation*}
\int_{-a}^{a} \nu\left(\left|\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\left\langle\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right\rangle\right|\right) \mathrm{d} x \tag{12.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-a}^{a} \mathrm{E}\left|\left\langle\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right\rangle-\nu\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right)\right| \mathrm{d} x . \tag{12.5}
\end{equation*}
$$

As explained in Section 1.3, if $f$ is any positive (measurable) function on a space provided with a positive measure $\mu$, the map $\beta \mapsto \log \int f^{\beta} \mathrm{d} \mu$ is convex, as follows from Hölder's inequality. As a consequence, the function $x \mapsto \theta(x)$ is convex, a fact that will be proved again in equation (12.8) below. Moreover, by Theorem 1.3.4 the fluctuations of the r.v. $\theta(x)$ are small for every $x$. The idea underlying (12.5) is that (as a kind of quantitative version of Griffiths' lemma; Griffiths' lemma is explained right after the proof of Theorem 1.3.9) the fluctuations of $\theta^{\prime}(x)$ are also small for the typical value of $x$, so that $\mathrm{E}\left|\theta^{\prime}(x)-p^{\prime}(x)\right|$ is small for such a value. Now

$$
\begin{equation*}
\theta^{\prime}(x)=\left\langle-\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right\rangle \tag{12.6}
\end{equation*}
$$

so that

$$
\begin{align*}
\int_{-a}^{a} \mathrm{E}\left|\left\langle\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right\rangle-\nu\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right)\right| \mathrm{d} x & =\int_{-a}^{a} \mathrm{E}\left|\theta^{\prime}(x)-\mathrm{E} \theta^{\prime}(x)\right| \mathrm{d} x \\
& =\int_{-a}^{a} \mathrm{E}\left|\theta^{\prime}(x)-p^{\prime}(x)\right| \mathrm{d} x \tag{12.7}
\end{align*}
$$

which will be shown to be small by the previous argument.
To control the integral (12.4), we differentiate (12.6) to get

$$
\begin{align*}
\theta^{\prime \prime}(x) & =\frac{1}{N}\left(\left\langle H^{\prime 2}(\boldsymbol{\sigma})\right\rangle-\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle^{2}\right) \\
& =\frac{1}{N}\left\langle\left(H^{\prime}(\boldsymbol{\sigma})-\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle\right)^{2}\right\rangle \tag{12.8}
\end{align*}
$$

and taking expectation

$$
p^{\prime \prime}(x)=N \nu\left(\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\frac{\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle}{N}\right)^{2}\right)
$$

so by integration

$$
\begin{equation*}
\int_{-a}^{a} \nu\left(\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\frac{\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle}{N}\right)^{2}\right) \mathrm{d} x=\frac{1}{N}\left(p^{\prime}(a)-p^{\prime}(-a)\right) \tag{12.9}
\end{equation*}
$$

We then use the Cauchy-Schwarz inequality to obtain, using (12.9) in the last inequality

$$
\begin{align*}
& \int_{-a}^{a} \nu\left(\left|\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\frac{\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle}{N}\right|\right) \mathrm{d} x \\
\leq & \int_{-a}^{a}\left(\nu\left(\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\frac{\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle}{N}\right)^{2}\right)\right)^{1 / 2} \mathrm{~d} x \\
\leq & \sqrt{2 a}\left(\int_{-a}^{a} \nu\left(\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\frac{\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle}{N}\right)^{2}\right) \mathrm{d} x\right)^{1 / 2} \\
\leq & \sqrt{\frac{2 a}{N}\left(p^{\prime}(a)-p^{\prime}(-a)\right)} . \tag{12.10}
\end{align*}
$$

We shall show that $p^{\prime}(a)$ is bounded independently of $N$, so that the left-hand side is small, and this concludes the scheme of proof of Theorem 12.1.1.

We now turn to the details of the proof of Theorem 12.1.1.
Lemma 12.1.4. We have

$$
\begin{align*}
& \left|p^{\prime}(x)\right| \leq 2|x| A^{2}  \tag{12.11}\\
& \left|p^{\prime}(x)\right| \leq L A \tag{12.12}
\end{align*}
$$

Here as usual $L$ denotes a universal constant.
Proof. For two replicas $\ell, \ell^{\prime}$ we set

$$
U_{\ell, \ell^{\prime}}=\frac{1}{N} \mathrm{E} H^{\prime}\left(\boldsymbol{\sigma}^{\ell}\right) H^{\prime}\left(\boldsymbol{\sigma}^{\ell^{\prime}}\right)
$$

From (12.6) we obtain, using integration by parts as in Lemma 1.3.11 in the second equality,

$$
p^{\prime}(x)=\mathrm{E} \theta^{\prime}(x)=\mathrm{E}\left\langle-\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right\rangle=x\left(\mathrm{E}\left\langle U_{1,1}\right\rangle-\mathrm{E}\left\langle U_{1,2}\right\rangle\right),
$$

and (12.11) follows since 12.2 implies that $\left|U_{\ell, \ell^{\prime}}\right| \leq A^{2}$. Also we have

$$
p^{\prime}(x)=\mathrm{E}\left\langle-\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right\rangle \leq \frac{1}{N} \mathrm{E} \max _{\boldsymbol{\sigma}}\left(-H^{\prime}(\boldsymbol{\sigma})\right) \leq L A
$$

where we have used (A.7) with $M=2^{N}$ in the last inequality.
Therefore (12.10) and (12.11) imply

$$
\begin{equation*}
\int_{-a}^{a} \nu\left(\left|\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\frac{\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle}{N}\right|\right) \mathrm{d} x \leq K(a) \frac{A}{\sqrt{N}} \tag{12.13}
\end{equation*}
$$

Here and below the number $K(a)$ depends on $a$ only and need not be the same at each occurrence. We now turn to the details of controlling the integral (12.7).

Lemma 12.1.5. Consider $b>0$ and
$W=W(x, b):=\frac{1}{b}(|\theta(x+b)-p(x+b)|+|\theta(x-b)-p(x-b)|+|\theta(x)-p(x)|)$.
Then

$$
\begin{equation*}
\left|\theta^{\prime}(x)-p^{\prime}(x)\right| \leq p^{\prime}(x+b)-p^{\prime}(x-b)+W . \tag{12.14}
\end{equation*}
$$

Proof. Since $\theta$ and $p$ are convex functions, we have

$$
\theta^{\prime}(x) \leq \frac{\theta(x+b)-\theta(x)}{b} \leq W+\frac{p(x+b)-p(x)}{b} \leq W+p^{\prime}(x+b)
$$

so

$$
\theta^{\prime}(x)-p^{\prime}(x) \leq W+p^{\prime}(x+b)-p^{\prime}(x) \leq W+p^{\prime}(x+b)-p^{\prime}(x-b)
$$

Similarly,

$$
\theta^{\prime}(x) \geq \frac{\theta(x)-\theta(x-b)}{b} \geq \frac{p(x)-p(x-b)}{b}-W \geq-W+p^{\prime}(x-b)
$$

and thus

$$
\theta^{\prime}(x)-p^{\prime}(x) \geq-W+p^{\prime}(x-b)-p^{\prime}(x) \geq-\left(W+p^{\prime}(x+b)-p^{\prime}(x-b)\right) .
$$

The next lemma offers a control of the size of $W$.

Lemma 12.1.6. We have

$$
\begin{equation*}
\mathrm{E}|W(x, b)| \leq \frac{L A}{b \sqrt{N}}(1+|x|+b) \tag{12.15}
\end{equation*}
$$

Proof. Since $\left(H^{\prime}(\boldsymbol{\sigma})\right)_{\boldsymbol{\sigma}}$ and $\left(H_{1}(\boldsymbol{\sigma})\right)_{\boldsymbol{\sigma}}$ are independent jointly Gaussian families of r.v.s there exists a representation

$$
H_{1}(\boldsymbol{\sigma})+x H^{\prime}(\boldsymbol{\sigma})=\mathbf{g} \cdot \mathbf{a}(\boldsymbol{\sigma}),
$$

where, for a certain integer $M$ (e.g. $M=2^{N+1}$ ), $\mathbf{g} \in \mathbb{R}^{M}$ is a standard Gaussian vector, and $\left.\mathbf{a}(\boldsymbol{\sigma}) \in \mathbb{R}^{M}, \| \mathbf{a}(\boldsymbol{\sigma})\right) \|=\left(\mathrm{E}\left(H_{1}(\boldsymbol{\sigma})+x H^{\prime}(\boldsymbol{\sigma})\right)^{2}\right)^{1 / 2} \leq$ $A(1+|x|)$. The argument is sketched in Section A.2, but is not crucial since this representation is obvious in all the models we consider. Proposition 1.3.5 then implies

$$
\mathrm{E}|\theta(x)-p(x)| \leq \frac{L A(1+|x|)}{\sqrt{N}}
$$

from which the result follows.
Proof of Theorem 12.1.1. Combining (12.14), (12.15) and taking expectation we get that, given $b>0$,

$$
\begin{equation*}
\mathrm{E}\left|\theta^{\prime}(x)-p^{\prime}(x)\right| \leq p^{\prime}(x+b)-p^{\prime}(x-b)+\frac{L A}{b \sqrt{N}}(1+|x|+b) \tag{12.16}
\end{equation*}
$$

Integrating we get

$$
\int_{-a}^{a} \mathrm{E}\left|\theta^{\prime}(x)-p^{\prime}(x)\right| \mathrm{d} x \leq \int_{-a}^{a}\left(p^{\prime}(x+b)-p^{\prime}(x-b)\right) \mathrm{d} x+\frac{L A a}{b \sqrt{N}}(1+a+b) .
$$

Now, (12.12) implies

$$
\begin{aligned}
& \int_{-a}^{a}\left(p^{\prime}(x+b)-p^{\prime}(x-b)\right) \mathrm{d} x \\
= & p(a+b)-p(-a+b)-p(a-b)+p(-a+b) \\
= & \int_{a-b}^{a+b} p^{\prime}(x) \mathrm{d} x-\int_{-a-b}^{-a+b} p^{\prime}(x) \mathrm{d} x \leq L b A .
\end{aligned}
$$

Taking $b=N^{-1 / 4}$ and combining with (12.7) completes the proof.
We now turn to the proof of Theorem 12.1.3
Lemma 12.1.7. Consider the function

$$
\psi(x):=\frac{1}{N}\langle | H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)-H^{\prime}\left(\boldsymbol{\sigma}^{2}\right)| \rangle .
$$

Then the following hold:

$$
\begin{gather*}
\psi(x)^{2} \leq \frac{4}{N} \theta^{\prime \prime}(x)  \tag{12.17}\\
\left|\psi^{\prime}(x)\right| \leq 8 \theta^{\prime \prime}(x) \tag{12.18}
\end{gather*}
$$

Proof. To prove (12.17) we simply observe that

$$
\psi(x) \leq \frac{2}{N}\langle | H^{\prime}(\boldsymbol{\sigma})-\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle| \rangle,
$$

and we use (12.8) and the Cauchy-Schwarz inequality. To prove (12.18) we observe that, setting $V_{\ell}=H^{\prime}\left(\boldsymbol{\sigma}^{\ell}\right)-\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle$, and using the Cauchy-Schwarz inequality in the second line and (12.8) in the last line,

$$
\begin{aligned}
\psi^{\prime}(x) & =\frac{1}{N}\langle | H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)-H^{\prime}\left(\boldsymbol{\sigma}^{2}\right)\left|\left(H^{\prime}\left(\boldsymbol{\sigma}^{2}\right)+H^{\prime}\left(\boldsymbol{\sigma}^{2}\right)-2 H^{\prime}\left(\boldsymbol{\sigma}^{3}\right)\right)\right\rangle \\
& \leq \frac{1}{N}\langle | V_{1}-V_{2} \| V_{1}+V_{2}-2 V_{3}| \rangle \\
& \leq \frac{8}{N}\left\langle V_{1}^{2}\right\rangle=8 \theta^{\prime \prime}(x) .
\end{aligned}
$$

This concludes the proof.
Lemma 12.1.8. Given $b>0$ let us define $D(x, b)=p^{\prime}(x+b)-p^{\prime}(x-b)$.
Then

$$
\begin{equation*}
\mathrm{E}|\psi(x)| \leq \sqrt{\frac{2}{b N}} D(x, b)^{1 / 2}+8 D(x, b) \tag{12.19}
\end{equation*}
$$

Proof. We start by writing the identity

$$
\begin{equation*}
2 b \psi(x)=\int_{x-b}^{x+b} \psi(y) \mathrm{d} y+\int_{x-b}^{x+b}(\psi(x)-\psi(y)) \mathrm{d} y \tag{12.20}
\end{equation*}
$$

We observe that for $x-b \leq y \leq x+b$ we have

$$
|\psi(y)-\psi(x)| \leq \int_{x-b}^{x+b}\left|\psi^{\prime}(t)\right| \mathrm{d} t
$$

so that

$$
\left|\int_{x-b}^{x+b}(\psi(x)-\psi(y)) \mathrm{d} y\right| \leq 2 b \int_{x-b}^{x+b}\left|\psi^{\prime}(t)\right| \mathrm{d} t
$$

Combining with (12.20) and Lemma 12.1.7 yields

$$
|\psi(x)| \leq \frac{1}{b \sqrt{N}} \int_{x-b}^{x+b} \sqrt{\theta^{\prime \prime}(y)} \mathrm{d} y+8 \int_{x-b}^{x+b} \theta^{\prime \prime}(y) \mathrm{d} y
$$

To conclude, we use the Cauchy-Schwarz inequality and the relation

$$
\int_{x-b}^{x+b} \theta^{\prime \prime}(y) \mathrm{d} y=\theta^{\prime}(x+b)-\theta^{\prime}(x-b)
$$

we take expectation and we use the Cauchy-Schwarz inequality again, together with the relation $\mathrm{E}\left(\theta^{\prime}(x+b)-\theta^{\prime}(x-b)\right)=D(x, b)$.

Lemma 12.1.9. Under the conditions of Theorem 12.1.3, that is when $\mathcal{P}(y)=\lim _{N \rightarrow \infty} p(y)$ exists everywhere and is differentiable at $y=x$, we have

$$
\begin{equation*}
\lim _{b \rightarrow 0} \limsup _{N \rightarrow \infty} D(x, b)=0 \tag{12.21}
\end{equation*}
$$

Proof. We use the convexity of the function $p$ to get

$$
p^{\prime}(x+b) \leq \frac{1}{b}(p(x+2 b)-p(x+b)) ; p^{\prime}(x-b) \geq \frac{1}{b}(p(x-b)-p(x-2 b))
$$

so that

$$
\left.D(x, b) \leq \frac{1}{b}(p(x+2 b)-p(x+b))-p(x-b)+p(x-2 b)\right)
$$

and consequently

$$
\limsup _{N \rightarrow \infty} D(x, b) \leq \frac{1}{b}(\mathcal{P}(x+2 b)-\mathcal{P}(x+b)-\mathcal{P}(x-b)+\mathcal{P}(x-2 b))
$$

Finally, the differentiability of $\mathcal{P}$ at $x$ implies that the limit of the right-hand side as $b \rightarrow 0$ is 0 .

Proof of Theorem 12.1.3. Recalling that by Jensen's inequality we have

$$
\frac{1}{N} \mathrm{E}\langle | H^{\prime}(\boldsymbol{\sigma})-\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle| \rangle=\frac{1}{N} \mathrm{E}\langle | H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)-\left\langle H^{\prime}\left(\boldsymbol{\sigma}^{2}\right)\right\rangle| \rangle \leq \psi(x)
$$

we deduce from (12.19) and Lemma 12.1.9 (letting first $N \rightarrow \infty$ and then $b \rightarrow 0$ ) that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \mathrm{E}\langle | H^{\prime}(\boldsymbol{\sigma})-\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle| \rangle=0 .
$$

Now, (12.16) means
$\frac{1}{N} \mathrm{E}\left|\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle-\mathrm{E}\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle\right|=\mathrm{E}\left|\theta^{\prime}(x)-p^{\prime}(x)\right| \leq D(x, b)+\frac{L A}{b \sqrt{N}}(1+|x|+b)$,
and same limiting procedure yields

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \mathrm{E}\left|\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle-\mathrm{E}\left\langle H^{\prime}(\boldsymbol{\sigma})\right\rangle\right|=0
$$

The result follows.
We now turn to the consequences of Theorem 12.1.1.

Theorem 12.1.10. (The Ghirlanda-Guerra identities) Consider a function $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$. Assuming (12.2), and if $\mathrm{E}^{\prime}(\boldsymbol{\sigma})^{2}$ is independent of $\boldsymbol{\sigma}$, we have

$$
\begin{equation*}
\nu\left(U_{1, n+1} f\right)=\frac{1}{n} \nu\left(U_{1,2}\right) \nu(f)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(U_{1, \ell} f\right)+\delta, \tag{12.22}
\end{equation*}
$$

where

$$
U_{\ell, \ell^{\prime}}=\frac{1}{N} \mathrm{E} H^{\prime}\left(\boldsymbol{\sigma}^{\ell}\right) H^{\prime}\left(\boldsymbol{\sigma}^{\ell^{\prime}}\right)
$$

and where, for any $a>0$ we have

$$
\begin{equation*}
\int_{-a}^{a}|\delta| \mathrm{d} x \leq K(a) N^{-1 / 8} A^{3 / 2} \tag{12.23}
\end{equation*}
$$

Moreover, under the conditions of Theorem 12.1.3, and if $x \neq 0$, (12.22) holds with $\lim _{N \rightarrow \infty} \delta=0$.

In (12.22), the dependence on $x$ is kept implicit. It would be more formal to say that $f=f_{N}$ also depends on $N$, but we always choose clarity over formality.
Proof. Let

$$
\Delta=\nu\left(\left|\frac{H^{\prime}(\boldsymbol{\sigma})}{N}-\nu\left(\frac{H^{\prime}(\boldsymbol{\sigma})}{N}\right)\right|\right)
$$

so that

$$
\begin{aligned}
\left|\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N} f\right)-\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N}\right) \nu(f)\right| & =\left|\nu\left(\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N}-\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N}\right)\right) f\right)\right| \\
& \leq \Delta
\end{aligned}
$$

and hence

$$
\begin{equation*}
\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N} f\right)=\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N}\right) \nu(f)+\delta^{\prime} \tag{12.24}
\end{equation*}
$$

where $\left|\delta^{\prime}\right| \leq \Delta$. Setting $U_{1,1}=N^{-1} \mathrm{E} H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)^{2}$, by integration by parts we get

$$
\begin{aligned}
\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N}\right) & =-x\left(\nu\left(U_{1,1}\right)-\nu\left(U_{1,2}\right)\right) \\
\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N} f\right) & =-x\left(\sum_{\ell \leq n} \nu\left(U_{1, \ell} f\right)-n \nu\left(U_{1, n+1} f\right)\right)
\end{aligned}
$$

and (12.24) becomes

$$
\begin{align*}
\nu\left(U_{1, n+1} f\right) & =\frac{1}{n}\left(\nu\left(U_{1,1} f\right)-\nu\left(U_{1,1}\right) \nu(f)\right)+\frac{1}{n} \nu\left(U_{1,2}\right) \nu(f) \\
& +\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(U_{1, \ell} f\right)+\delta \tag{12.25}
\end{align*}
$$

where $\delta=\delta^{\prime} / n|x|$. Since $\left|U_{\ell, \ell^{\prime}}\right| \leq A^{2}$, we see from (12.25) that $|\delta| \leq 2 A^{2}$ so that for any $\varepsilon>0$ we have

$$
\int_{-a}^{a}|\delta| \mathrm{d} x \leq \int_{|x| \leq \varepsilon}|\delta| \mathrm{d} x+\int_{\varepsilon \leq|x| \leq a} \frac{\left|\delta^{\prime}\right|}{|x|} \mathrm{d} x \leq 4 \varepsilon A^{2}+\frac{K(a)}{\varepsilon} \frac{A}{N^{1 / 4}}
$$

and optimization over $\varepsilon$ yields (12.23). When we assume that $U_{1,1}$ does not depend on $\boldsymbol{\sigma}$, (12.25) yields (12.22), and moreover $\delta \rightarrow 0$ under the conditions of Theorem 12.1.3.

It is not difficult to improve upon the rate (12.23) but there is little point in doing that. Throughout this chapter, we write explicit rates, but we make little effort to reach the best possible rates that could be obtained through our methods, since these do not seem optimal in any case, see Research Problem 12.1.2.

To provide a first illustration of the power of the Ghirlanda-Guerra identities we consider the situation where

$$
\begin{equation*}
-H^{\prime}(\boldsymbol{\sigma})=\sum_{i \leq N} g_{i} \sigma_{i} \tag{12.26}
\end{equation*}
$$

in which case $U_{\ell, \ell^{\prime}}=R_{\ell, \ell^{\prime}}$, and we assume for simplicity that we are in the situation of Theorem 12.1.3. Let us denote by $\delta$ a quantity depending on $N$ with $\lim _{N \rightarrow \infty} \delta=0$. Then, when $n=2$ and $f=R_{1,2}$, (12.22) implies that

$$
\nu\left(R_{1,3} R_{1,2}\right)=\frac{1}{2} \nu\left(R_{1,2}\right)^{2}+\frac{1}{2} \nu\left(R_{1,2}^{2}\right)+\delta,
$$

and when $n=3, f=R_{2,3}$, since $\nu\left(R_{1,3} R_{2,3}\right)=\nu\left(R_{1,2} R_{2,3}\right)$ it means that

$$
\nu\left(R_{1,4} R_{2,3}\right)=\frac{1}{3} \nu\left(R_{1,2}\right)^{2}+\frac{2}{3} \nu\left(R_{1,2} R_{2,3}\right)+\delta .
$$

Combining these equations yields, since $\nu\left(R_{1,2} R_{2,3}\right)=\nu\left(R_{1,3} R_{1,2}\right)$,

$$
\nu\left(R_{1,4} R_{2,3}\right)=\frac{2}{3} \nu\left(R_{1,2}\right)^{2}+\frac{1}{3} \nu\left(R_{1,2}^{2}\right)+\delta,
$$

and since $\nu\left(R_{1,4} R_{2,3}\right)=\mathrm{E}\left\langle R_{1,2}\right\rangle^{2}$, this is equivalent to

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-\nu\left(R_{1,2}\right)\right)^{2}\right)=3 \mathrm{E}\left(\left\langle R_{1,2}\right\rangle-\mathrm{E}\left\langle R_{1,2}\right\rangle\right)^{2}+\delta \tag{12.27}
\end{equation*}
$$

This means that (when $x \neq 0$ ) the r.v. $\left\langle R_{1,2}\right\rangle$ fluctuates unless $R_{1,2}$ is nearly constant (i.e. $R_{1,2} \simeq \nu\left(R_{1,2}\right)$ ). One must be cautious. This result does not hold for $x=0$. For example if in (12.1) we take

$$
-H(\boldsymbol{\sigma})=\frac{\beta}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j}
$$

then for $x=0$ by symmetry we have $\left\langle R_{1,2}\right\rangle=0$, so $\nu\left(R_{1,2}\right)=0$ and the relation

$$
\nu\left(\left(R_{1,2}-\nu\left(R_{1,2}\right)\right)^{2}\right) \simeq 3 \mathrm{E}\left(\left\langle R_{1,2}\right\rangle-\mathrm{E}\left\langle R_{1,2}\right\rangle\right)^{2}
$$

becomes $\nu\left(R_{1,2}^{2}\right) \simeq 0$ and we will see later that this is not true for $\beta>1$.

### 12.2 The Extended Identities

In this section we prove one of the most amazing facts of mean-field spin glasses theory. Given any (non-random) Hamiltonian, we can find a "small random perturbation" of this Hamiltonian such that given a function $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$ and a continuous function $\psi$ on $\mathbb{R}$ we have

$$
\begin{equation*}
\nu\left(\psi\left(R_{1, n+1}\right) f\right)=\frac{1}{n} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(\psi\left(R_{1 \ell}\right) f\right)+\delta, \tag{12.28}
\end{equation*}
$$

where $\delta$ is typically small. These relations are called the extended GhirlandaGuerra identities. That these identities seem to appear out of nowhere probably means that they represent the "generic case". Consider an Hamiltonian $H_{N}(\boldsymbol{\sigma})$. We assume that $H_{N}=H_{0, N}+H_{1, N}$ where $H_{0, N}$ is non-random and $H_{1, N}$ is centered Gaussian. We assume that for a certain number $B$ independent of $N$ we have

$$
\begin{equation*}
\mathrm{E} H_{1, N}^{2}(\boldsymbol{\sigma}) \leq N B \tag{12.29}
\end{equation*}
$$

For $s \geq 1, i_{1}, \ldots, i_{s} \geq 1$ consider independent standard Gaussian r.v.s $g_{i_{1} \cdots i_{s}}$, that are independent of the randomness of $H_{1, N}$. Let

$$
\begin{equation*}
-H_{N, s}(\boldsymbol{\sigma})=\frac{1}{N^{(s-1) / 2}} \sum_{i_{1}, \ldots, i_{s}} g_{i_{1} \cdots i_{s}} \sigma_{i_{1}} \cdots \sigma_{i_{s}} \tag{12.30}
\end{equation*}
$$

where the sum is over $1 \leq i_{1}, \ldots, i_{s} \leq N$. Therefore,

$$
\begin{equation*}
\mathrm{E} H_{N, s}\left(\boldsymbol{\sigma}^{1}\right) H_{N, s}\left(\boldsymbol{\sigma}^{2}\right)=N R_{1,2}^{s} . \tag{12.31}
\end{equation*}
$$

Given numbers $\beta_{s},\left|\beta_{s}\right| \leq 1$, consider the "perturbing Hamiltonian"

$$
\begin{equation*}
-H_{N, \boldsymbol{\beta}}^{p e r}(\boldsymbol{\sigma})=c_{N} \sum_{s \geq 1} \beta_{s} 2^{-s} H_{N, s}(\boldsymbol{\sigma}), \tag{12.32}
\end{equation*}
$$

where $c_{N}=N^{-1 / 32}$, and $\boldsymbol{\beta}=\left(\beta_{s}\right)_{s \geq 1}$. Since $\mathrm{E} H_{N, s}^{2}(\boldsymbol{\sigma}) \leq N$ these series converge, and since $c_{N} \rightarrow 0$ we should think of this Hamiltonian as a lower order perturbation term. Let

$$
\begin{equation*}
H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})=H_{N}(\boldsymbol{\sigma})+H_{N, \boldsymbol{\beta}}^{p e r}(\boldsymbol{\sigma}) \tag{12.33}
\end{equation*}
$$

be the Hamiltonian $H_{N}$ perturbed by the lower order term. Let

$$
\begin{equation*}
p_{N}(\boldsymbol{\beta})=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})\right) \tag{12.34}
\end{equation*}
$$

The following expresses that, at least as far as the computation of $p_{N}$ is concerned, the perturbation term has indeed small influence.

Lemma 12.2.1. We have

$$
\begin{equation*}
p_{N}(\mathbf{0}) \leq p_{N}(\boldsymbol{\beta}) \leq p_{N}(\mathbf{0})+c_{N}^{2} . \tag{12.35}
\end{equation*}
$$

Proof. Let us denote by $\mathrm{E}^{\prime}$ expectation in the r.v.s $g_{i_{1} \cdots i_{s}}$, so that

$$
\mathrm{E}^{\prime}\left(H_{N, \boldsymbol{\beta}}^{p e r}(\boldsymbol{\sigma})\right)^{2}=c_{N}^{2} N \sum_{s \geq 1} \beta_{s}^{2} 2^{-2 s} \leq 2 c_{N}^{2} N
$$

and, using (A.1) we have

$$
\mathrm{E}^{\prime} \exp \left(-H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})\right) \leq\left(\exp N c_{N}^{2}\right) \exp \left(-H_{N}(\boldsymbol{\sigma})\right)
$$

Using Jensen's inequality by taking the expectation $E^{\prime}$ inside the logarithm rather than outside then yields the right-hand side of (12.35).

To prove the left-hand side inequality we observe that

$$
\begin{equation*}
p_{N}(\boldsymbol{\beta})-p_{N}(\mathbf{0})=\frac{1}{N} \mathrm{E} \log \left\langle\exp \left(-H_{N, \boldsymbol{\beta}}^{p e r}\right)\right\rangle \tag{12.36}
\end{equation*}
$$

where the bracket denotes an average for the Gibbs measure with Hamiltonian $H_{N}$. Now, Jensen's inequality implies

$$
\left\langle\exp \left(-H_{N, \boldsymbol{\beta}}^{p e r}\right)\right\rangle \geq \exp \left\langle-H_{N, \boldsymbol{\beta}}^{p e r}\right\rangle
$$

so that the quantity (12.36) is $\geq N^{-1} \mathrm{E}\left\langle-H_{N, \boldsymbol{\beta}}^{p e r}\right\rangle=0$.
One should be cautious. The previous lemma shows that adding the perturbation term to the Hamiltonian has a limited influence on $p_{N}$. This does not say that this has also a limited influence on the structure of the Gibbs measure.

Our next result asserts that for the perturbed Hamiltonian (12.33), then (12.28) holds for a quantity $\delta$ that is small in average over $\boldsymbol{\beta}$. We find it convenient to restrict the range of $\boldsymbol{\beta}$ to $[-1,1]^{\mathbb{N}}$.

Theorem 12.2.2. Denote by $\langle\cdot\rangle$ an average for the Hamiltonian (12.33), the dependence on $\boldsymbol{\beta}$ being implicit. Then (12.28) holds with $\delta=\delta_{N}(\boldsymbol{\beta})$ satisfying

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int|\delta| \mathrm{d} \boldsymbol{\beta}=0 \tag{12.37}
\end{equation*}
$$

where the integral is for the uniform probability over $[-1,1]^{\mathbb{N}}$.
Unfortunately this says nothing about the most interesting value of $\boldsymbol{\beta}$, that is $\boldsymbol{\beta}=\mathbf{0}$ ! Let us also mention that in Chapter 14 we will show that a particularly important class of models satisfies the extended GhirlandaGuerra identities even without the perturbation term.

Proof. Since the function $\psi$ can be uniformly approximated over $[-1,1]$ by a polynomial, it suffices to prove that for each $s \geq 1$ we have

$$
\begin{equation*}
\nu\left(R_{1, n+1}^{s} f\right)=\frac{1}{n} \nu\left(R_{1,2}^{s}\right) \nu(f)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(R_{1, \ell}^{s} f\right)+\delta, \tag{12.38}
\end{equation*}
$$

where $\delta$ is as in (12.37). To see this we will use (12.22) in the case $H^{\prime}=$ $2^{-s} c_{N} H_{N, s}, \beta_{s}$ instead of $x, H_{0}=H_{0, N}$ and

$$
-H_{1}=-H_{N, \boldsymbol{\beta}}-\beta_{s} 2^{-s} c_{N} H_{N, s}+H_{0, N}=-H_{1, N}+\sum_{p \neq s} \beta_{p} 2^{-p} H_{N, p}
$$

(which does not depend on $\beta_{s}$ ), so that, recalling (12.29) we see that (12.2) holds for $A=1+B$. Then $U_{\ell, \ell^{\prime}}=N^{-1} \mathbf{E} H^{\prime}\left(\boldsymbol{\sigma}^{\ell}\right) H^{\prime}\left(\boldsymbol{\sigma}^{\ell^{\prime}}\right)=2^{-2 s} c_{N}^{2} R_{\ell, \ell^{\prime}}^{s}$. Therefore (12.2) implies (12.38) where $\delta=2^{2 s} c_{N}^{-2} \delta^{\prime}$, for a quantity $\delta^{\prime}$ such that

$$
\int_{-1}^{1}\left|\delta^{\prime}\right| \mathrm{d} \beta_{s} \leq L(1+B) N^{-1 / 8}
$$

and thus

$$
\int_{-1}^{1}|\delta| \mathrm{d} \beta_{s} \leq L(1+B) 2^{2 s} c_{N}^{-2} N^{-1 / 8} \leq L(1+B) 2^{s / 2} N^{-1 / 32}
$$

That $\delta$ satisfies (12.37) then follows from Fubini's theorem.
In the next two sections we will prove some amazing consequences of (12.28). Other applications will be given in Chapter 16. It is quite interesting that, as of today, all these applications use (12.28) only in the special case where $f$ is of the form $f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=f^{\sim}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)$ for a certain continuous function $f^{\sim}: \mathbb{R}^{n(n-1) / 2} \rightarrow \mathbb{R}$.

### 12.3 A Positivity Principle

In this section we prove a remarkably general principle: if a system satisfies the extended Ghirlanda-Guerra identities, then the overlap $R_{1,2}$ is essentially non-negative.

Theorem 12.3.1. Consider a Hamiltonian depending both on $N$ and a parameter $\boldsymbol{\beta} \in[-1,1]^{\mathbb{N}}$; assume that given any $n$, any function $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$ and any continuous function $\psi$ on $[-1,1]$, we have

$$
\begin{equation*}
\nu\left(\psi\left(R_{1, n+1}\right) f\right)=\frac{1}{n} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(\psi\left(R_{1, \ell}\right) f\right)+\delta \tag{12.39}
\end{equation*}
$$

where $\delta=\delta_{N}(\boldsymbol{\beta})$ satisfies

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int|\delta| \mathrm{d} \boldsymbol{\beta}=0 \tag{12.40}
\end{equation*}
$$

Then, for each $\varepsilon>0$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int \nu\left(\mathbf{1}_{\left\{R_{1,2} \leq-\varepsilon\right\}}\right) \mathrm{d} \boldsymbol{\beta}=0 \tag{12.41}
\end{equation*}
$$

Both integrals in (12.40) are performed for the uniform measure on $[-1,1]^{\mathbb{N}}$. It is convenient to write $\delta$ for any function of $N$ and $\boldsymbol{\beta}$ that satisfies (12.40). This function might not be the same at each occurrence. Therefore (12.41) can be written as $\nu\left(\mathbf{1}_{\left\{R_{1,2} \leq-\varepsilon\right\}}\right)=\delta$.

Theorem 12.3.1 illustrates how a (comparatively small) perturbation of the Hamiltonian can change the Gibbs measure in a dramatic way. It is certainly not true in general that the overlap is essentially positive. Indeed, for the ordinary SK model without external field, the distribution of the overlap is symmetric around 0 . The perturbation term breaks this symmetry.

The proof of Theorem 12.3.1 has two parts. Until the end of this proof, we fix once and for all $0<\varepsilon \leq 1$ and we set

$$
D_{n}=\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in \Sigma_{N}^{n} ; \forall \ell, 2 \leq \ell \leq n, R_{1, \ell} \leq-\varepsilon\right\} .
$$

The first part is purely deterministic.
Proposition 12.3.2. Consider $n \geq 3$ and a probability measure $G$ on $\Sigma_{N}$. Then we have

$$
\begin{equation*}
G^{\otimes n}\left(D_{n}\right) \leq \frac{5 \log n}{\varepsilon n} \tag{12.42}
\end{equation*}
$$

Using (12.42) for Gibbs' measure, and taking expectation, this implies that

$$
\begin{equation*}
\nu\left(D_{n}\right) \leq \frac{5 \log n}{\varepsilon n} \tag{12.43}
\end{equation*}
$$

The second part of the proof is to observe that the relations

$$
\begin{equation*}
\ell \leq n \Rightarrow D_{n}=D_{n} \cap\left\{R_{1, \ell} \leq-\varepsilon\right\} \tag{12.44}
\end{equation*}
$$

make it possible to recursively estimate $\nu\left(D_{n}\right)$ through (12.39) as a function of $\nu\left(D_{2}\right)$ and to show that (12.43) implies $\nu\left(D_{2}\right)=\delta$.

We prepare the proof of Proposition 12.3.2 with the following, where we remind the reader that $0<\varepsilon<1$ has been fixed once and for all.

Lemma 12.3.3. Consider a probability measure $G$ on $\Sigma_{N}$, a number $0<$ $c<1$, and let

$$
\begin{equation*}
U=\left\{\boldsymbol{\sigma}^{1} ; G\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2} \leq-\varepsilon\right\}\right)>1-c\right\} . \tag{12.45}
\end{equation*}
$$

Then

$$
\begin{equation*}
G(U) \leq \frac{2 c}{\varepsilon} \tag{12.46}
\end{equation*}
$$

Proof. For any probability measure $\mu$ on $\Sigma_{N}$ we have
$\int R_{1,2} \mathrm{~d} \mu\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} \mu\left(\boldsymbol{\sigma}^{2}\right)=\frac{1}{N} \int \boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2} \mathrm{~d} \mu\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} \mu\left(\boldsymbol{\sigma}^{2}\right)=\frac{1}{N}\left\|\int \boldsymbol{\sigma} \mathrm{~d} \mu(\boldsymbol{\sigma})\right\|^{2} \geq 0$.
Let $A=\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2}>-\varepsilon\right\}$. Then, since $R_{1,2} \leq 1$ we get

$$
0 \leq \int R_{1,2} \mathrm{~d} \mu\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} \mu\left(\boldsymbol{\sigma}^{2}\right) \leq-\varepsilon \mu^{\otimes 2}\left(A^{c}\right)+\mu^{\otimes 2}(A)=-\varepsilon+(1+\varepsilon) \mu^{\otimes 2}(A)
$$

and therefore

$$
\begin{equation*}
\mu^{\otimes 2}(A) \geq \frac{\varepsilon}{1+\varepsilon} \geq \frac{\varepsilon}{2} \tag{12.47}
\end{equation*}
$$

Consider the probability measure $\mu$ on $\Sigma_{N}$ given by

$$
\mu(C)=G(C \cap U) / G(U)
$$

For $\boldsymbol{\sigma}^{1} \in U$, by (12.45) we have $G\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2}>-\varepsilon\right\}\right) \leq c$, and therefore

$$
\mu\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2}>-\varepsilon\right\}\right) \leq \frac{1}{G(U)} G\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2}>-\varepsilon\right\}\right) \leq \frac{c}{G(U)} .
$$

Thus, by Fubini theorem and since $\mu$ is supported on $U$ we have

$$
\begin{aligned}
\mu^{\otimes 2}(A) & =\mu^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2}>-\varepsilon\right\}\right) \\
& =\int_{U} \mu\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2}>-\varepsilon\right\}\right) \mathrm{d} \mu\left(\boldsymbol{\sigma}^{1}\right) \leq \frac{c}{G(U)},
\end{aligned}
$$

and comparing with (12.47) proves the result (12.46).
Proof of Proposition 12.3.2. We define

$$
f\left(\boldsymbol{\sigma}^{1}\right)=G\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2} \leq-\varepsilon\right\}\right),
$$

so that by Fubini theorem we have

$$
\begin{aligned}
G^{\otimes n}\left(D_{n}\right) & =G^{\otimes n}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \forall \ell ; 2 \leq \ell \leq n, R_{1, \ell} \leq-\varepsilon\right\}\right) \\
& =\int G^{\otimes(n-1)}\left(\left\{\left(\boldsymbol{\sigma}^{2}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \forall \ell ; 2 \leq \ell \leq n, R_{1, \ell} \leq-\varepsilon\right\}\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{1}\right) \\
& =\int f^{n-1}(\boldsymbol{\sigma}) \mathrm{d} G(\boldsymbol{\sigma}) .
\end{aligned}
$$

Given $0<c<1$, the set $U$ defined in (12.45) is the set $\{f>1-c\}$, so that using (12.46) and since $f \leq 1$ we get

$$
\begin{aligned}
\int f^{n-1}(\boldsymbol{\sigma}) \mathrm{d} G(\boldsymbol{\sigma}) & =\int_{U^{c}} f^{n-1}(\boldsymbol{\sigma}) \mathrm{d} G(\boldsymbol{\sigma})+\int_{U} f^{n-1}(\boldsymbol{\sigma}) \mathrm{d} G(\boldsymbol{\sigma}) \\
& \leq(1-c)^{n-1}+G(U) \\
& \leq \exp (-c(n-1))+\frac{2 c}{\varepsilon}
\end{aligned}
$$

We then take $c=(\log n) /(n-1) \leq 2 \log n / n$ to obtain (since $\varepsilon<1<\log 3 \leq$ $\log n$ )

$$
G^{\otimes n}\left(D_{n}\right) \leq \frac{1}{n}+\frac{4 \log n}{\varepsilon n} \leq \frac{5 \log n}{\varepsilon n} .
$$

The next step it to estimate $\nu\left(D_{n}\right)$ from below. The idea is very simple. Even though we are permitted to use (12.39) only when $\psi$ is continuous, let us suppose for a moment that (12.39) holds for the function $\psi(x)=\mathbf{1}_{\{x \leq-\varepsilon\}}$. When $f=\mathbf{1}_{D_{n}}$, this relation read as

$$
\nu\left(D_{n+1}\right)=\frac{n-1+\nu\left(D_{2}\right)}{n} \nu\left(D_{n}\right)+\delta
$$

because $f=\mathbf{1}_{D_{n}} \mathbf{1}_{\left\{R_{1, \ell} \leq-\varepsilon\right\}}$ for $\ell \leq n$ by (12.44). This relation is then easy to iterate. We will show later that the previous scheme of proof can be adapted to prove the following.

Proposition 12.3.4. Let $a=\nu\left(\mathbf{1}_{\left\{R_{1,2} \leq-2 \varepsilon\right\}}\right)$. Then

$$
\begin{equation*}
\nu\left(D_{n}\right) \geq \frac{a}{L n^{1-a}}+\delta . \tag{12.48}
\end{equation*}
$$

Proof of Theorem 12.3.1. Let us repeat that $0<\varepsilon<1$ is fixed once and for all. Comparing (12.43) and (12.48) we have, given $n$,

$$
\frac{a}{L n^{1-a}} \leq \frac{5 \log n}{\varepsilon n}+\delta
$$

so that

$$
\begin{equation*}
a n^{a} \leq \frac{L_{1}}{\varepsilon} \log n+\delta \tag{12.49}
\end{equation*}
$$

For each $n \geq 3$ consider the smallest number $d(n)$ such that

$$
a \geq d(n) \quad \Rightarrow \quad a n^{a} \geq 1+\frac{L_{1}}{\varepsilon} \log n
$$

so that by (12.49),

$$
a \geq d(n) \quad \Rightarrow \quad \delta \geq 1
$$

and thus

$$
\lim _{N \rightarrow \infty} \int \mathbf{1}_{\{a \geq d(n)\}} \mathrm{d} \boldsymbol{\beta} \leq \lim _{N \rightarrow \infty} \int|\delta| \mathrm{d} \boldsymbol{\beta}=0 .
$$

Since $a \leq 1$, we have

$$
\int a \mathrm{~d} \boldsymbol{\beta} \leq d(n)+\int \mathbf{1}_{\{a \geq d(n)\}} \mathrm{d} \boldsymbol{\beta}
$$

so that

$$
\limsup _{N \rightarrow \infty} \int a \mathrm{~d} \boldsymbol{\beta} \leq d(n) .
$$

This is true for each $n$; since, as is obvious from the definition of $d(n)$ we have $\lim _{n \rightarrow \infty} d(n)=0$, we have proved that $\lim _{N \rightarrow \infty} \int a \mathrm{~d} \boldsymbol{\beta}=0$, i.e. $a=\delta$.
Proof of Proposition 12.3.4. Let us fix numbers

$$
-2 \varepsilon=b_{1}<b_{2}<\cdots<b_{n}=-\varepsilon
$$

and for $2 \leq r \leq n$ let us consider a continuous function $\psi_{r}: \mathbb{R} \rightarrow[0,1]$ which satisfies

$$
x \leq b_{r-1} \quad \Rightarrow \quad \psi_{r}(x)=1 ; \quad x \geq b_{r} \quad \Rightarrow \quad \psi_{r}(x)=0 .
$$

Thus

$$
x<-2 \varepsilon=b_{1} \Rightarrow \psi_{2}(x) \geq 1
$$

and therefore

$$
\begin{equation*}
\nu\left(\psi_{2}\left(R_{1,2}\right)\right) \geq \nu\left(\mathbf{1}_{\left\{R_{1,2} \leq-2 \varepsilon\right\}}\right)=a . \tag{12.50}
\end{equation*}
$$

For $r \geq 2$, define on $\Sigma_{N}^{r}$ the function

$$
f_{r}=\prod_{2 \leq \ell \leq r} \psi_{\ell}\left(R_{1, \ell}\right)
$$

For $2 \leq \ell \leq r$ we observe the identity

$$
\begin{equation*}
\psi_{r+1}\left(R_{1, \ell}\right) f_{r}=f_{r}, \tag{12.51}
\end{equation*}
$$

because if $f_{r} \neq 0$, then for each $\ell \leq r$ we have $\psi_{\ell}\left(R_{1, \ell}\right) \neq 0$ and hence $R_{1, \ell} \leq b_{\ell} \leq b_{r}$ so that $\psi_{r+1}\left(R_{1, \ell}\right)=1$. Using (12.50), (12.51) and (12.39) for $r$ rather than $n$ we get

$$
\nu\left(f_{r+1}\right) \geq \frac{1}{r} a \nu\left(f_{r}\right)+\frac{r-1}{r} \nu\left(f_{r}\right)+\delta
$$

and thus

$$
\begin{equation*}
\nu\left(f_{r+1}\right) \geq \frac{r-1+a}{r} \nu\left(f_{r}\right)+\delta . \tag{12.52}
\end{equation*}
$$

Since $\log (1-x) \geq-x-x^{2}$ for $x \leq 1 / 2$, we have for $r \geq 2$ :

$$
\frac{r-1-a}{r}=1-\frac{1-a}{r} \geq \exp \left(-\frac{1-a}{r}-\frac{1}{r^{2}}\right)
$$

and since $1 / 2+\cdots+1 /(n-1) \leq \log n$, iteration of (12.52) from $r=2$ to $r=n-1$ yields

$$
\nu\left(f_{n}\right) \geq \frac{1}{L n^{1-a}} \nu\left(f_{2}\right)+\delta .
$$

This implies (12.48) because $\nu\left(f_{2}\right) \geq a$ and $\nu\left(f_{n}\right) \leq \nu\left(D_{n}\right)$.

### 12.4 The Distribution of the Overlaps at Given Disorder

In this section we prove remarkable general principle. Roughly speaking, if a system satisfies the generalized Ghirlanda-Guerra identities, then, at a given disorder, the distribution of the overlap $R_{1,2}$ under Gibbs' measure charges only a few points. Typically, given $0<\eta<1$, all but a proportion 1 $\eta$ of this distribution is carried by about $\eta^{-2}$ points (possibly depending on the disorder) in the interval $[0,1]$. Moreover, the support of the random distribution of $R_{1,2}$ under Gibbs' measure is non-random.

Consider the distribution $\mu$ of $R_{1,2}$ under Gibbs' measure. Consider the average $\bar{\mu}$ of $\mu$ under the disorder, and the support $S$ of $\bar{\mu}$. Then $S$ is also the support of $\mu$ and thus one can picture at given disorder $\mu$ as being carried by a (random) sequence of points that is dense in $S$.

The author constructed an example (for the "spherical model" [110] for which computations are easier) where the average $\bar{\mu}$ over the disorder of the distribution $\mu$ of $R_{1,2}$ under Gibbs' measure is itself continuous. However, according to the numerical simulations of physicists, it seems that often $\bar{\mu}$ has a point mass at the rightmost point of its support $S$.

The above very general description of the results of this section implicitly takes place "in the limit $N \rightarrow \infty$ ". To formulate a result at a given $N$, we introduce the following definition.

Definition 12.4.1. For a probability measure $\mu$ on $[-1,1]$, an integer $n$ and $\varepsilon>0$, we define $A(\mu, n, \varepsilon)$ as the maximum amount of mass of $\mu$ that can be carried by the union of $n$ intervals, each of length at most $2 \varepsilon$, when these intervals are optimally chosen i.e.

$$
\begin{align*}
A(\mu, n, \varepsilon)= & \sup \{\mu(B) ; B \text { is the union of } n \text { sub-intervals of }[0,1] \\
& \text { each of length } \leq 2 \varepsilon\} . \tag{12.53}
\end{align*}
$$

Theorem 12.4.2. Consider a Hamiltonian depending on $N$ and on a parameter $\boldsymbol{\beta} \in[-1,1]^{\mathbb{N}}$. Assume that given any $n$, any function $f$ on $\Sigma_{N}^{n}$ and any continuous function $\psi$ on $[-1,1]$, conditions (12.39) and (12.40) hold, that is

$$
\nu\left(\psi\left(R_{1, n+1}\right) f\right)=\frac{1}{n} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(\psi\left(R_{1, \ell}\right) f\right)+\delta,
$$

where $\lim _{N \rightarrow \infty} \int|\delta| \mathrm{d} \boldsymbol{\beta}=0$. Then, if $\mu$ denotes the (random) law of $R_{1,2}$ under Gibbs' measure, for any $n$ and any $\varepsilon>0$ we have

$$
\begin{equation*}
\mathrm{E}\left(A\left(\mu, \frac{n(n-1)}{2}, \varepsilon\right)\right) \geq 1-\frac{2}{n+1}+\delta \tag{12.54}
\end{equation*}
$$

Moreover, if $\varphi$ is a continuous function with $0 \leq \varphi \leq 1$, for each $n$ we have

$$
\begin{equation*}
\mathrm{P}\left(\int \varphi \mathrm{~d} \mu \geq \frac{1}{n}\right) \geq 1-\frac{8}{(\log n) \nu\left(\varphi\left(R_{1,2}\right)\right)}+\delta \tag{12.55}
\end{equation*}
$$

Here and everywhere in this section $\delta$ satisfies $\lim _{N \rightarrow \infty} \int|\delta| \mathrm{d} \boldsymbol{\beta}=0$.
To interpret (12.54), we fix $n$ and $\varepsilon>0$. For $N$ large and the typical value of $\boldsymbol{\beta}, \delta$ is small, say $\delta \leq 1 /(n+1)$. Then

$$
\mathrm{E}\left(A\left(\mu, \frac{n(n-1)}{2}, \varepsilon\right)\right) \geq 1-\frac{3}{n+1}
$$

that is, typically all the mass of $\mu$ but the small proportion $3 /(n+1)$ is carried by $n(n-1) / 2$ intervals of length $\leq 2 \varepsilon$. This is true however small $\varepsilon$ is (but the smaller $\varepsilon$, the larger one has to take $N$ ), so "in the limit $N \rightarrow \infty$ " all but at most a proportion of $3 /(n+1)$ (or even $2 /(n+1)$ ) of the mass of $\mu$ is carried by $n(n-1) / 2$ points.

We turn now to the interpretation of (12.55). Let $\bar{\mu}$ denote the average of $\mu$ over the disorder, and $S$ the support of $\bar{\mu}$ (which is conceivably a rather small set). We first show that for very general reasons the support of $\mu$ is a.s. contained in $S$. For any continuous function $\varphi$, it holds

$$
\nu\left(\varphi\left(R_{1,2}\right)\right)=\mathrm{E}\left\langle\varphi\left(R_{1,2}\right)\right\rangle=\mathrm{E} \int \varphi(x) \mathrm{d} \mu(x)=\int \varphi(x) \mathrm{d} \bar{\mu}(x) .
$$

(In other words, $\bar{\mu}$ is the law of $R_{1,2}$ under $\nu$ ). If $\varphi \geq 0, \varphi>0$ outside $S$ and $\varphi=0$ on $S$, then $\int \varphi \mathrm{d} \bar{\mu}=0$ and therefore $\mathrm{E} \int \varphi \mathrm{d} \mu=0$, so that $\int \varphi \mathrm{d} \mu=0$ a.e. Now, when $\int \varphi \mathrm{d} \mu=0, \mu$ is supported by the set $\{\varphi=0\}=S$. Thus, the support of $\mu$ is a.s. contained in the support $S$ of $\bar{\mu}$. Assuming now that, as expected, $\bar{\mu}$ has a limit as $N \rightarrow \infty$, we argue that (12.55) can be interpreted as saying that "in the limit $N=\infty$ the support of $\mu$ is a.s. the support $S$ of $\bar{\mu}$ ". Consider an interval $I$ with $S \cap I \neq \emptyset$, and $0 \leq \varphi \leq 1$ such that $\varphi=0$ outside $I$ and $\int \varphi \mathrm{d} \bar{\mu}>0$. Given $\varepsilon>0$, we may take $n$ large enough so that (12.55) implies

$$
\mathrm{P}\left(\int \varphi \mathrm{~d} \mu \geq \frac{1}{n}\right) \geq 1-\varepsilon+\delta .
$$

Thus for large $N$ and the typical value of $\delta$ we have $\mathrm{P}\left(\int \varphi \mathrm{d} \mu>0\right) \geq 1-2 \varepsilon$. As $\varepsilon$ is arbitrarily small, this means in a sense that "a.s. $\int \varphi \mathrm{d} \mu>0$ " so that the support of $\mu$ meets $I$; thus the support of $\mu$ cannot be smaller than the support of $\bar{\mu}$.

Lemma 12.4.3. Assuming (12.39), given any function $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$ and any continuous function $\psi$ we have

$$
\begin{align*}
\nu\left(\psi\left(R_{n+1, n+2}\right) f\right) & =\frac{2}{n+1} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f) \\
& +\frac{1}{n(n+1)} \sum_{k \neq \ell, k, \ell \leq n} \nu\left(\psi\left(R_{k, \ell}\right) f\right)+\delta \tag{12.56}
\end{align*}
$$

Proof. We observe that (12.39) implies (by exchanging 1 and $n$ ) that

$$
\nu\left(\psi\left(R_{n, n+1}\right) f\right)=\frac{1}{n} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f)+\frac{1}{n} \sum_{1 \leq \ell \leq n-1} \nu\left(\psi\left(R_{n, \ell}\right) f\right)+\delta
$$

and we use this with $n+1$ rather than $n$ to get

$$
\begin{align*}
\nu\left(\psi\left(R_{n+1, n+2}\right) f\right) & =\frac{1}{n+1} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f) \\
& +\frac{1}{n+1} \sum_{\ell \leq n} \nu\left(\psi\left(R_{n+1, \ell}\right) f\right)+\delta . \tag{12.57}
\end{align*}
$$

We use (12.40) again to obtain for each $\ell \leq n$ that

$$
\nu\left(\psi\left(R_{n+1, \ell}\right) f\right)=\frac{1}{n} \nu\left(\psi\left(R_{1,2}\right)\right) \nu(f)+\frac{1}{n} \sum_{k \leq n, k \neq \ell} \nu\left(\psi\left(R_{k, \ell}\right) f\right)+\delta,
$$

and we substitute in (12.57).
Proof of (12.55). We use (12.56) for $n=2 m$, taking $\psi=\varphi$ and

$$
f_{m}=\prod_{1 \leq k \leq m}\left(1-\varphi\left(R_{2 k-1,2 k}\right)\right)
$$

so that, since $f_{m} \geq 0$,

$$
\begin{equation*}
\nu\left(\varphi\left(R_{2 m+1,2 m+2}\right) f_{m}\right) \geq \frac{2}{2 m+1} \nu\left(\varphi\left(R_{1,2}\right)\right) \nu\left(f_{m}\right)+\delta . \tag{12.58}
\end{equation*}
$$

Now, by definition of $\mu$ and independence,

$$
\left\langle f_{m}\right\rangle=\left(1-\int \varphi \mathrm{d} \mu\right)^{m} ; \quad\left\langle\varphi\left(R_{2 m+1,2 m+2}\right) f_{m}\right\rangle=\int \varphi \mathrm{d} \mu\left(1-\int \varphi \mathrm{d} \mu\right)^{m}
$$

and since for $0<a<1$ it holds true that $\sum_{m \geq 1} a(1-a)^{m}=1-a \leq 1$, we have

$$
\sum_{m \geq 1}\left\langle\varphi\left(R_{2 m+1,2 m+2}\right) f_{m}\right\rangle=\sum_{m \geq 1} \int \varphi \mathrm{~d} \mu\left(1-\int \varphi \mathrm{d} \mu\right)^{m} \leq 1
$$

Summation of (12.58) for $m \leq n$ yields

$$
\begin{align*}
1 & \geq \nu\left(\varphi\left(R_{1,2}\right)\right) \sum_{m \leq n} \frac{2}{2 m+1} \mathrm{E}\left(1-\int \varphi \mathrm{d} \mu\right)^{m}+\delta \\
& \geq \frac{1}{2} \log n \nu\left(\varphi\left(R_{1,2}\right)\right) \mathrm{E}\left(1-\int \varphi \mathrm{d} \mu\right)^{n}+\delta, \tag{12.59}
\end{align*}
$$

using that $\sum_{m \leq n} 2 /(2 m+1) \geq(1 / 2) \log n$ and that $\nu\left(f_{m}\right)=\mathrm{E}\left\langle f_{m}\right\rangle=$ $\mathrm{E}\left(1-\int \varphi \mathrm{d} \mu\right)^{m}$. Since $(1-x)^{n} \geq 1 / 4$ for $x \leq 1 / n$, we have

$$
\mathrm{E}\left(1-\int \varphi \mathrm{d} \mu\right)^{n} \geq \frac{1}{4} \mathrm{P}\left(\int \varphi \mathrm{~d} \mu \leq \frac{1}{n}\right)
$$

and combining this with (12.59) we get (12.55).
We now turn to the proof of (12.54). We write $C_{n}=\mathbb{R}^{n(n-1) / 2}$ and we denote by $\mathbf{x}=\left(x_{k, \ell}\right)_{1 \leq k<\ell \leq n}$ the generic point of $C_{n}$. Consider the (random) law $\gamma$ of $\left(R_{k, \ell}\right)_{1 \leq k<\ell \leq n}$ in $C_{n}$, and $\bar{\gamma}$ the average of $\gamma$ over the disorder.

Lemma 12.4.4. For a continuous function $\varphi$ on $\mathbb{R} \times C_{n}$, one has

$$
\begin{align*}
\mathrm{E} \int \varphi(x, \mathbf{x}) \mathrm{d} \mu(x) \mathrm{d} \gamma(\mathbf{x}) & =\frac{2}{n+1} \int \varphi(x, \mathbf{x}) \mathrm{d} \bar{\mu}(x) \mathrm{d} \bar{\gamma}(\mathbf{x})  \tag{12.60}\\
& +\frac{1}{n(n+1)} \sum_{k \neq \ell, k, \ell \leq n} \int \varphi\left(x_{k, \ell}, \mathbf{x}\right) \mathrm{d} \bar{\gamma}(\mathbf{x})+\delta
\end{align*}
$$

Proof. Since $\varphi$ can be approximated arbitrarily well by a sum of functions of the type $\psi(x) g(\mathbf{x})$ it suffices to consider a function $\varphi$ of this type. Let us then define $f=g\left(\left(R_{k, \ell}\right)_{1 \leq k<\ell \leq n}\right)$. Then

$$
\begin{aligned}
\int \varphi(x, \mathbf{x}) \mathrm{d} \bar{\mu}(x) \mathrm{d} \bar{\gamma}(\mathbf{x}) & =\int \psi(x) g(\mathbf{x}) \mathrm{d} \bar{\mu}(x) \mathrm{d} \bar{\gamma}(\mathbf{x}) \\
& =\int \psi(x) \mathrm{d} \bar{\mu}(x) \int g(\mathbf{x}) \mathrm{d} \bar{\gamma}(\mathbf{x}) \\
& =\mathrm{E} \int \psi(x) \mathrm{d} \mu(x) \mathrm{E} \int g(\mathbf{x}) \mathrm{d} \gamma(\mathbf{x}) \\
& =\mathrm{E}\left\langle\psi\left(R_{1,2}\right)\right\rangle \mathrm{E}\langle f\rangle \\
& =\nu\left(\psi\left(R_{1,2}\right)\right) \nu(f) .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\int \varphi\left(x_{k, \ell}, \mathbf{x}\right) \mathrm{d} \bar{\gamma}(\mathbf{x}) & =\mathrm{E} \int \psi\left(x_{k, \ell}\right) g(\mathbf{x}) \mathrm{d} \gamma(\mathbf{x}) \\
& =\mathrm{E}\left\langle\psi\left(R_{k, \ell}\right) g\right\rangle=\nu\left(\psi\left(R_{k, \ell}\right) g\right) .
\end{aligned}
$$

Therefore (12.60) reduces to (12.56) when $f=g\left(\left(R_{k, \ell}\right)_{1 \leq k<\ell \leq n}\right)$.
Proof of (12.54). We use (12.60) for the function

$$
\varphi(x, \mathbf{x})=\min \left(1, \frac{1}{\varepsilon} \min _{1 \leq k<\ell \leq n}\left|x-x_{k, \ell}\right|\right)
$$

so that $\varphi\left(x_{k, \ell}, \mathbf{x}\right)=0$ and by (12.60)

$$
\begin{equation*}
\mathrm{E} \int \varphi(x, \mathbf{x}) \mathrm{d} \mu(x) \mathrm{d} \gamma(\mathbf{x}) \leq \frac{2}{n+1}+\delta \tag{12.61}
\end{equation*}
$$

Now, given $\mathbf{x}$

$$
\forall k<\ell, \quad\left|x-x_{k, \ell}\right| \geq \varepsilon \Rightarrow \varphi(x, \mathbf{x})=1
$$

so that

$$
\begin{aligned}
\int \varphi(x, \mathbf{x}) \mathrm{d} \mu(x) & \geq \mu\left(\left\{x ; \forall k<\ell,\left|x-x_{k, \ell}\right| \geq \varepsilon\right\}\right) \\
& =1-\mu\left(\left\{x ; \exists k<\ell,\left|x-x_{k, \ell}\right| \leq \varepsilon\right\}\right) \\
& \geq 1-A\left(\mu, \frac{n(n-1)}{2}, \varepsilon\right)
\end{aligned}
$$

by definition of this latter quantity. Therefore

$$
\int \varphi(x, \mathbf{x}) \mathrm{d} \mu(x) \mathrm{d} \gamma(\mathbf{x}) \geq 1-A\left(\mu, \frac{n(n-1)}{2}, \varepsilon\right)
$$

Comparing with (12.61) this completes the proof.

### 12.5 Large Deviations

Given a random Hamiltonian $H_{N}$ (say with $\Sigma_{N}$ as configuration space) one can argue that the fundamental question is the computation of

$$
\begin{equation*}
p_{N}=\frac{1}{N} \mathrm{E} \log Z_{N} \tag{12.62}
\end{equation*}
$$

where $Z_{N}=\sum_{\boldsymbol{\sigma}} \exp \left(-H_{N}(\boldsymbol{\sigma})\right)$ is the partition function. Given a number $a$, it is also of interest to evaluate

$$
\begin{equation*}
p_{N, a}=\frac{1}{N a} \log \mathrm{E} Z_{N}^{a}, \tag{12.63}
\end{equation*}
$$

of which (12.62) is "the case $a=0$ " because

$$
\lim _{a \rightarrow 0} \frac{1}{a} \log \mathrm{E} Z_{N}^{a}=\lim _{a \rightarrow 0} \frac{1}{a} \log \mathrm{E} \exp a \log Z_{N}=\mathrm{E} \log Z_{N}
$$

In some sense, this gives information on the system conditioned on the fact that $Z_{N}$ is large (if $a>0$ ) or small (if $a<0$ ).

The tools we have developed (say in Chapter 1) adapt very well to the study of (12.63) "at high temperature". The main difference is that when taking expectation in the disorder one has to make a change of density $Z_{N}^{a} / E Z_{N}^{a}$. In other words, for a function $f$ on $\Sigma_{N}^{n}$, we now define (keeping the dependence in $a$ implicit)

$$
\begin{equation*}
\nu(f)=\mathrm{E}\left(\frac{Z_{N}^{a}}{\mathrm{E} Z_{N}^{a}}\langle f\rangle\right) \tag{12.64}
\end{equation*}
$$

where $\langle\cdot\rangle$ denotes as usual an average for the Gibbs measure.
In this section we will investigate what happens to the Ghirlanda-Guerra identities in the present setting. An unexpected fact is that these inequalities become stronger as $a$ increases. For $a>1$ they become so strong that in some sense they imply that

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-\nu\left(R_{1,2}\right)\right)^{2}\right) \simeq 0 \tag{12.65}
\end{equation*}
$$

One can interpret this relation by saying that for $a>1$, there is no such thing as a low-temperature phase; all systems are at high temperature. One could hope that we will then understand everything in detail; this is not yet the case (and shows how little we really understand). For example, in the situation of the SK model with Hamiltonian (1.10), it is not difficult to show that $\nu\left(R_{1,2}\right)$ must be a near-solution of the self-consistency equation

$$
q=\mathrm{E} \frac{\operatorname{ch}^{a} Y}{\mathrm{Ech}^{a} Y} \operatorname{th}^{2} Y
$$

for $Y=\beta z \sqrt{q}+h$. But how does one show that this solution is unique? And, even if this calculus problem can be solved, how can one improve the information that $\nu\left(\left(R_{1,2}-q\right)^{2}\right) \simeq 0$ into an exponential inequality? We refer to [111] and to Panchenko's beautiful paper [68] for more on this topic.

Keeping the dependence on $N$ implicit we consider a (possibly random) Hamiltonian $H$ and we introduce a "perturbed" version of this Hamiltonian as follows:

$$
\begin{equation*}
-H^{x}(\boldsymbol{\sigma})=-H(\boldsymbol{\sigma})+x c_{N} \sum_{i \leq N} g_{i} \sigma_{i} \tag{12.66}
\end{equation*}
$$

where $\left(g_{i}\right)_{i \leq N}$ are independent standard Gaussian r.v.s, independent of the randomness of $H$. As in (12.33), the idea is that the second term on the righthand side of (12.66) is a lower order perturbation of the original Hamiltonian. We denote by $\nu=\nu_{x}$ the average (12.64) relative to the Hamiltonian (12.66), keeping the dependence on $x$ implicit.

Theorem 12.5.1. If $a>1$ we have

$$
\int_{0}^{1} x \nu\left(\left(R_{1,2}-\nu\left(R_{1,2}\right)\right)^{2}\right) \mathrm{d} x \leq \frac{K(a)}{c_{N} \sqrt{N}}
$$

where $K(a)$ depends on a only.
Thus, as soon as $c_{N}^{2} N \rightarrow \infty$, given $N$ large, $\nu\left(\left(R_{1,2}-\nu\left(R_{1,2}\right)\right)^{2}\right)$ is small for the typical value of $x$.

We consider the function

$$
\begin{equation*}
\varphi(x)=\frac{1}{N a} \log \mathrm{E} Z_{N, x}^{a} \tag{12.67}
\end{equation*}
$$

where of course $Z_{N, x}=\sum_{\boldsymbol{\sigma}} \exp \left(-H^{x}(\boldsymbol{\sigma})\right)$. To lighten notation we define

$$
H^{\prime}(\boldsymbol{\sigma}):=\sum_{i \leq N} g_{i} \sigma_{i}
$$

(Note that there is no minus sign here.)
Lemma 12.5.2. We have

$$
\begin{equation*}
\int_{0}^{1} \nu\left(\left(\frac{H^{\prime}}{N}-\nu\left(\frac{H^{\prime}}{N}\right)\right)^{2}\right) \mathrm{d} x \leq \frac{a}{N} \tag{12.68}
\end{equation*}
$$

Proof. We note that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} x} Z_{N, x} & =c_{N} Z_{N, x}\left\langle H^{\prime}\right\rangle  \tag{12.69}\\
\frac{\mathrm{d}}{\mathrm{~d} x} Z_{N, x}^{a} & =c_{N} a Z_{N, x}^{a}\left\langle H^{\prime}\right\rangle  \tag{12.70}\\
\varphi^{\prime}(x) & =\frac{c_{N}}{N} \frac{1}{\mathrm{E} Z_{N, x}^{a}} \mathrm{E}\left(Z_{N, x}^{a}\left\langle H^{\prime}\right\rangle\right)=c_{N} \nu\left(\frac{H^{\prime}}{N}\right) . \tag{12.71}
\end{align*}
$$

We differentiate (12.71), using that

$$
\frac{\mathrm{d}}{\mathrm{~d} x}\left\langle H^{\prime}\right\rangle=c_{N}\left(\left\langle H^{\prime 2}\right\rangle-\left\langle H^{\prime}\right\rangle^{2}\right)
$$

and, using the notation

$$
\mathrm{E}^{\prime}(A)=\frac{1}{\mathrm{E} Z_{N, x}^{a}} \mathrm{E}\left(Z_{N, x}^{a} A\right)
$$

we get by a straightforward computation that

$$
\varphi^{\prime \prime}(x)=\frac{c_{N}^{2}}{N}\left(\mathrm{E}^{\prime}\left(\left\langle H^{\prime 2}\right\rangle\right)+(a-1) \mathrm{E}^{\prime}\left(\left\langle H^{\prime}\right\rangle^{2}\right)-a\left(\mathrm{E}^{\prime}\left\langle H^{\prime}\right\rangle\right)^{2}\right)
$$

Since $\mathrm{E}^{\prime}\left(\left\langle H^{\prime}\right\rangle^{2}\right) \geq\left(\mathrm{E}^{\prime}\left\langle H^{\prime}\right\rangle\right)^{2}$ and $a>1$, we have

$$
\begin{align*}
\varphi^{\prime \prime}(x) & \geq \frac{c_{N}^{2}}{N}\left(\mathrm{E}^{\prime}\left\langle H^{\prime 2}\right\rangle-\left(\mathrm{E}^{\prime}\left\langle H^{\prime}\right\rangle\right)^{2}\right) \\
& =\frac{c_{N}^{2}}{N}\left(\nu\left(H^{\prime 2}\right)-\nu\left(H^{\prime}\right)^{2}\right) \\
& =\frac{c_{N}^{2}}{N} \nu\left(\left(H^{\prime}-\nu\left(H^{\prime}\right)\right)^{2}\right) \\
& =N c_{N}^{2} \nu\left(\left(\frac{H^{\prime}}{N}-\nu\left(\frac{H^{\prime}}{N}\right)\right)^{2}\right) \tag{12.72}
\end{align*}
$$

and consequently

$$
\begin{align*}
N c_{N}^{2} \int_{0}^{1} \nu\left(\left(\frac{H^{\prime}}{N}-\nu\left(\frac{H^{\prime}}{N}\right)\right)^{2}\right) \mathrm{d} x & \leq \int_{0}^{1} \varphi^{\prime \prime}(x) \mathrm{d} x \\
& =\varphi^{\prime}(1)-\varphi^{\prime}(0) \tag{12.73}
\end{align*}
$$

Now,

$$
\nu\left(\frac{H^{\prime}}{N}\right)=\frac{1}{N \mathrm{E} Z_{N}^{a}} \mathrm{E}\left(\left(\sum_{\tau} \exp \left(-H^{x}(\boldsymbol{\tau})\right)\right)^{a-1} \sum_{\boldsymbol{\sigma}} H^{\prime}(\boldsymbol{\sigma}) \exp \left(-H^{x}(\boldsymbol{\sigma})\right)\right) .
$$

Integration by parts in the r.v.s $H^{\prime}(\boldsymbol{\sigma})$ yields the identity

$$
\begin{equation*}
\nu\left(\frac{H^{\prime}}{N}\right)=x c_{N}\left(1+(a-1) \nu\left(R_{1,2}\right)\right) \tag{12.74}
\end{equation*}
$$

so that by (12.71) we have $\varphi^{\prime}(0)=0$ and $\varphi^{\prime}(1)=c_{N} \nu\left(H^{\prime} / N\right) \leq a c_{N}^{2}$ since $\left|R_{1,2}\right| \leq 1$. Combining with (12.73) proves the result.

Proof of Theorem 12.5.1. Consider

$$
f(x)=\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N} R_{1,2}\right)-\nu\left(\frac{H^{\prime}}{N}\right) \nu\left(R_{1,2}\right) .
$$

Since $\left|R_{1,2}\right| \leq 1$, the Cauchy-Schwarz inequality implies

$$
|f(x)| \leq\left|\nu\left(\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N}-\nu\left(\frac{H^{\prime}}{N}\right)\right) R_{1,2}\right)\right| \leq \nu\left(\left(\frac{H^{\prime}}{N}-\nu\left(\frac{H^{\prime}}{N}\right)\right)^{2}\right)^{1 / 2}
$$

and therefore

$$
\begin{equation*}
\int_{0}^{1}|f(x)| \mathrm{d} x \leq \sqrt{\frac{a}{N}} \tag{12.75}
\end{equation*}
$$

using (12.68) and the Cauchy-Schwarz inequality again. To conclude, we prove that

$$
\begin{equation*}
f(x) \geq x c_{N} \min (1, a-1)\left(\nu\left(R_{1,2}^{2}\right)-\nu\left(R_{1,2}\right)^{2}\right) . \tag{12.76}
\end{equation*}
$$

We have

$$
\begin{aligned}
& N \mathrm{E} Z_{N}^{a} \nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N} R_{1,2}\right) \\
= & \mathrm{E}\left(\left(\sum_{\tau} \exp \left(-H^{x}(\boldsymbol{\tau})\right)\right)^{a-1} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} H^{\prime}\left(\boldsymbol{\sigma}^{1}\right) R_{1,2} \exp \left(-H^{x}\left(\boldsymbol{\sigma}^{1}\right)-H^{x}\left(\boldsymbol{\sigma}^{2}\right)\right)\right) .
\end{aligned}
$$

Integration by parts in the r.v.s $H^{\prime}(\boldsymbol{\sigma})$ yields, after a few lines of computation,

$$
\nu\left(\frac{H^{\prime}\left(\boldsymbol{\sigma}^{1}\right)}{N} R_{1,2}\right)=x c_{N}\left(\nu\left(R_{1,2}\right)+\nu\left(R_{1,2}^{2}\right)+(a-2) \nu\left(R_{1,2} R_{1,3}\right)\right),
$$

and combining with (12.74) we get

$$
\begin{equation*}
f(x)=x c_{N}\left(\nu\left(R_{1,2}^{2}\right)+(1-a) \nu\left(R_{1,2}\right)^{2}+(a-2) \nu\left(R_{1,2} R_{1,3}\right)\right) . \tag{12.77}
\end{equation*}
$$

Next, we prove that

$$
\left\langle R_{1,2}^{2}\right\rangle \geq\left\langle R_{1,2} R_{1,3}\right\rangle \geq\left\langle R_{1,2}\right\rangle^{2}
$$

The first inequality follows from the Cauchy-Schwarz inequality, the second from

$$
\begin{aligned}
\int R_{1,2} R_{1,3} \mathrm{~d} G\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{2}\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{3}\right) & =\int\left(\int R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{2}\right)\right)^{2} \mathrm{~d} G\left(\boldsymbol{\sigma}^{1}\right) \\
& \geq\left(\int R_{1,2} \mathrm{~d} G\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G\left(\boldsymbol{\sigma}^{2}\right)\right)^{2}
\end{aligned}
$$

Taking expectation and using again the Cauchy-Schwarz inequality yields

$$
\nu\left(R_{1,2}^{2}\right) \geq \nu\left(R_{1,2} R_{1,3}\right) \geq \nu\left(R_{1,2}\right)^{2} .
$$

When $a \leq 2$, we use that $1=a-1+2-a$ and

$$
\nu\left(R_{1,2}^{2}\right) \geq(a-1) \nu\left(R_{1,2}^{2}\right)+(2-a) \nu\left(R_{1,2} R_{1,3}\right)
$$

and thus by (12.77) that $f(x) \geq x c_{N}(a-1)\left(\nu\left(R_{1,2}^{2}\right)-\nu\left(R_{1,2}\right)^{2}\right)$. When $a \geq 2$, we use that $\nu\left(R_{1,2} R_{1,3}\right) \geq \nu\left(R_{1,2}\right)^{2}$ to get

$$
f(x) \geq x c_{N}\left(\nu\left(R_{1,2}^{2}\right)-\nu\left(R_{1,2}\right)^{2}\right) .
$$

## 13. The High-Temperature Region of the SK Model

### 13.1 The Poisson-Dirichlet Distribution and the REM

Consider a parameter $0<m<1$. Throughout this chapter we denote by
$\mu_{m}$ the positive measure on $\mathbb{R}^{+}$of density $x^{-m-1}$
with respect to Lebesgue's measure.

Since $m>0$, for every $\varepsilon>0$ we have

$$
\begin{equation*}
\mu_{m}([\varepsilon, \infty])<\infty \tag{13.2}
\end{equation*}
$$

and since $m<1$,

$$
\begin{equation*}
\int_{0}^{1} x \mathrm{~d} \mu_{m}(x)=\int_{0}^{1} x^{-m} \mathrm{~d} x<\infty . \tag{13.3}
\end{equation*}
$$

Consider a Poisson point process $\Pi$ of intensity measure $\mu_{m}$ (see Section A.9). This is simply a random countable subset of $\mathbb{R}^{+}$such that for every (measurable) subset $A$ of $\mathbb{R}^{+}$with $\mu_{m}(A)<\infty$ the r.v. card $\Pi \cap A$ is Poisson of expectation $\mu_{m}(A)$; moreover $\operatorname{card} \Pi \cap A$ and $\operatorname{card} \Pi \cap B$ are independent r.v.s when $A \cap B=\emptyset$. Some probabilists like to think of $\Pi$ as the set of jumps of a $m$-stable subordinator (i.e. with a Lévy measure $\mu_{m}$ ), but we shall not use this point of view here.

By (13.2) for every $\varepsilon>0$ the set $\Pi \cap[\varepsilon, \infty)$ is a.s. finite, so we can enumerate the points of $\Pi$ as a non-increasing sequence $\left(u_{\alpha}\right)_{\alpha \geq 1}$. The notation $\alpha$ for an integer is somewhat unusual; we adopt it in reference to physics (where the letter $\alpha$ indexes the "pure states" of a spin system). We have

$$
\begin{equation*}
\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha} \mathbf{1}_{\left\{u_{\alpha} \leq 1\right\}}\right)=\int_{0}^{1} x \mathrm{~d} \mu_{m}(x)<\infty \tag{13.4}
\end{equation*}
$$

and since $\operatorname{Ecard}\left\{\alpha ; u_{\alpha} \geq 1\right\}=\mu([1, \infty])$ is finite, the sum $S=\sum_{\gamma \geq 1} u_{\gamma}$ is finite a.s. We can then consider the sequence

$$
v_{\alpha}=\frac{u_{\alpha}}{S}=\frac{u_{\alpha}}{\sum_{\gamma \geq 1} u_{\gamma}}
$$

This is a non-negative, non-increasing random sequence that sums to 1 . The notations $u_{\alpha}$ and $v_{\alpha}$ will be used throughout this chapter, and should be carefully distinguished.

Let us denote by $\mathcal{S}$ the set of non-negative, non-increasing sequences with sum at most 1. This set is provided with a natural topology (the weakest that makes the maps $\left(x_{\alpha}\right)_{\alpha \geq 1} \mapsto x_{\gamma}$ continuous for each $\gamma$ ) for which it is compact. The law of $\left(v_{\alpha}\right)_{\alpha \geq 1}$ is a probability measure $\Lambda_{m}$ on $\mathcal{S}$ that we call the Poisson-Dirichlet distribution of parameter $m$. The paper [83], where references to earlier work can be found, explores the multiple facets of this object. In that paper the Poisson-Dirichlet distribution depends on 2 parameters, and with its notation we have $\Lambda_{m}=P D(m, 0)$. Let us also mention that this distribution was in fact introduced by J.F.C. Kingman [55]. The "second parameter" of the Poisson-Dirichlet distribution occurs naturally in spin glasses in the setting of Section 12.5, but here we will only consider the case where this second parameter is 0 , and this motivates the use of another notation for $P D(m, 0)$.

The Poisson-Dirichlet distribution seems to be fundamental in the study of the low temperature phase of spin glass models. We will motivate its introduction by a heuristic study of Derrida's Random Energy Model (REM). The REM is a toy model, where the space of configurations is $\Sigma_{N}$ as usual, and where the Hamiltonian $H_{N}(\boldsymbol{\sigma})$ is such that the family $\left(H_{N}(\boldsymbol{\sigma})\right)_{\boldsymbol{\sigma}}$ is an i.i.d. sequence of Gaussian r.v.s with

$$
\begin{equation*}
\mathrm{E} H_{N}^{2}(\boldsymbol{\sigma})=N \tag{13.5}
\end{equation*}
$$

This is a toy model, because we have removed all correlations between the energies of different configurations, an over simplification. Probabilists do understand i.i.d. r.v.s so it is really nothing more than an exercise to rigorously prove all the statements we will make below. As these statements serve only as motivation, there seems to be no point to give their proofs (which can be found e.g. in [103]).

Given a measurable subset $A$ of $\mathbb{R}$, we have

$$
\begin{equation*}
\mathrm{P}\left(H_{N}(\boldsymbol{\sigma}) \in A\right)=\frac{1}{\sqrt{2 \pi N}} \int_{A} \exp \left(-\frac{t^{2}}{2 N}\right) \mathrm{d} t \tag{13.6}
\end{equation*}
$$

Let us define the number $a_{N}$ by

$$
\exp \left(-\frac{a_{N}^{2}}{2 N}\right)=2^{-N} \sqrt{2 \pi N}
$$

Thus, by change of variables,

$$
\begin{aligned}
\mathrm{P}\left(H_{N}(\boldsymbol{\sigma})-a_{N} \in A\right) & =\frac{1}{\sqrt{2 \pi N}} \int_{a_{N}+A} \exp \left(-\frac{t^{2}}{2 N}\right) \mathrm{d} t \\
& =\frac{1}{\sqrt{2 \pi N}} \int_{A} \exp \left(-\frac{\left(t+a_{N}\right)^{2}}{2 N}\right) \mathrm{d} t
\end{aligned}
$$

$$
=2^{-N} \int_{A} \exp \left(-\frac{t^{2}}{2 N}-\frac{a_{N} t}{N}\right) \mathrm{d} t
$$

Now, $a_{N} / N \simeq \sqrt{2 \log 2}$, so that when $A$ is bounded below we get

$$
\mathrm{P}\left(H_{N}(\boldsymbol{\sigma})-a_{N} \in A\right) \simeq 2^{-N} \int_{A} \exp (-t \sqrt{2 \log 2}) \mathrm{d} t
$$

The r.v.s $H_{N}(\boldsymbol{\sigma})-a_{N}$ are independent as $\boldsymbol{\sigma}$ varies. Consequently the r.v. $\operatorname{card}\left\{\boldsymbol{\sigma} ; H_{N}(\boldsymbol{\sigma})-a_{N} \in A\right\}$ should approximately be Poisson with expectation $\int_{A} \exp (-t \sqrt{2 \log 2}) \mathrm{d} t$. Consider the sequence $\left(h_{\alpha}\right)_{1 \leq \alpha \leq 2^{N}}$ which is the non-increasing reordering of the $2^{N}$ numbers $\left(H_{N}(\boldsymbol{\sigma})-a_{N}\right)_{\boldsymbol{\sigma}}$. Then, given any number $b$, for large $N$, the trace of the sequence $\left(h_{\alpha}\right)$ on the interval $[b, \infty)$ should look like a Poisson point process of intensity measure $\exp (-x \sqrt{2 \log 2}) \mathrm{d} x$ on this interval i.e. $h_{\alpha} \simeq d_{\alpha}$, where $\left(d_{\alpha}\right)_{\alpha \geq 1}$ denotes a non-increasing enumeration of the realization of a Poisson point process of intensity measure $\exp (-x \sqrt{2 \log 2}) \mathrm{d} x$. In particular for $\alpha$ not too large we should have

$$
h_{\alpha} \simeq d_{\alpha} \simeq c_{\alpha}
$$

where $c_{\alpha}$ is defined by $\int_{c_{\alpha}}^{\infty} \exp (-x \sqrt{2 \log 2}) \mathrm{d} x=\alpha$, so that

$$
c_{\alpha}=-\frac{1}{\sqrt{2 \log 2}} \log (\alpha \sqrt{2 \log 2})
$$

Thus we expect that whenever $\beta>\sqrt{2 \log 2}$, the sequence $\left(\exp \beta h_{\alpha}\right)_{\alpha \geq 1}$ is "summable", in the sense that the sum of all the terms is essentially the sum of the first few terms, independently of the value of $N$, and thus the Gibbs measure should be determined by the first few terms of the sequence $\left(h_{\alpha}\right)$. That is, for $\beta>\sqrt{2 \log 2}$, the Gibbs weights for the Hamiltonian $H_{N}$ at given temperature $\beta$, i.e. the numbers $G(\{\boldsymbol{\sigma}\})=Z_{N}^{-1} \exp \left(-\beta H_{N}(\boldsymbol{\sigma})\right)$, where $Z_{N}=\sum_{\boldsymbol{\sigma}} \exp \left(-\beta H_{N}(\boldsymbol{\sigma})\right)$ should resemble, once rearranged in nonincreasing order, the sequence

$$
\begin{equation*}
\left(\frac{\exp \beta d_{\alpha}}{\sum_{\gamma} \exp \beta d_{\gamma}}\right)_{\alpha \geq 1} \tag{13.7}
\end{equation*}
$$

We turn to the computation of the distribution of this sequence. A very useful property of Poisson point process is as follows. Consider a positive measure $\mu$, a continuous map $f$, and the positive measure $f(\mu)$ given by $f(\mu)(A)=\mu\left(f^{-1}(A)\right)$. Assume that $f(\mu)$ has no atoms. Then if $\Pi$ a Poisson point process of intensity measure $\mu, f(\Pi)$ is a Poisson point process of intensity measure $f(\mu)$. When $\mu$ has density $\exp (-x \sqrt{2 \log 2})$ and $f(x)=$ $c \exp \beta x$ (for some $c>0$ ), then $f(\mu)$ has density $\beta^{-1} c^{m} x^{-m-1} \mathrm{~d} x$ for $m=$ $\sqrt{2 \log 2} / \beta$. This is because one has
$f(\mu)(A)=\mu\left(f^{-1}(A)\right)=\int_{f^{-1}(A)} \exp (-x \sqrt{2 \log 2}) \mathrm{d} x=c^{m} \beta^{-1} \int_{A} y^{-m-1} \mathrm{~d} y$,
as is seen by setting $x=f^{-1}(y)=\beta^{-1} \log (y / c)$. Therefore, when $c=\beta^{-1 / m}$, the sequence $\left(c \exp \beta d_{\alpha}\right)_{\alpha \geq 1}$ is, in distribution, the non-increasing enumeration of a Poisson point process of intensity measure $\mu_{m}$, where $\mathrm{d} \mu_{m}=$ $x^{-m-1} \mathrm{~d} x$. Consequently, the sequence (13.7) has distribution $\Lambda_{m}$; one should therefore expect that this is the limiting distribution of the Gibbs' weights for the REM. One should also expect that the distribution $\Lambda_{m}$ will inherit some of the remarkable properties of Gibbs' measure, such as the Ghirlanda-Guerra identities, an idea that will be explored in Chapter 16. While probabilists had discovered long ago many remarkable properties of $\Lambda_{m}$, it is striking that the above intuition does shed some new light on this object.

A useful property of Poisson point process is as follows. Consider a positive measure $\mu$ (on $\mathbb{R}$ ) and a probability measure $\eta$ on $\mathbb{R}^{n}$ and consider the positive measure $\mu \otimes \eta$ on $\mathbb{R} \times \mathbb{R}^{n}$. Consider a random sequence ( $u_{\alpha}$ ), and assume that the set $\left\{u_{\alpha} ; \alpha \geq 1\right\}$ is distributed like a Poisson point process of intensity measure $\mu$. Consider an independent identically distributed sequence $\left(U_{\alpha}\right)$ distributed like $\eta$. Then the set consisting of the points $\left(u_{\alpha}, U_{\alpha}\right)_{\alpha \geq 1}$ is distributed like a Poisson point process on $\mathbb{R} \times \mathbb{R}^{n}$ of intensity measure $\mu \otimes \eta$. (one may, if one wishes, assume that the sequence ( $u_{\alpha}$ ) is non-increasing, but this is not necessary.)

The measure $\mu_{m}$ of (13.1) has the following remarkable stability property.

Lemma 13.1.1. Consider a probability measure $\nu$ on $\mathbb{R}^{+}$and assume that $c_{\nu}:=\int y^{m} \mathrm{~d} \nu(y)<\infty$. Then the image of $\mu_{m} \otimes \nu$ under the map $(x, y) \mapsto x y$ is $c_{\nu} \mu_{m}$.

Proof. By definition the image $\mu^{\prime}$ of $\mu_{m} \otimes \nu$ under the map $(x, y) \mapsto x y$ is such that

$$
\begin{aligned}
\mu^{\prime}(A)=\int_{\{(x, y) ; x y \in A\}} \mathrm{d} \mu(x) \mathrm{d} \nu(y) & =\int_{\{x y \in A\}} x^{-m-1} \mathrm{~d} x \mathrm{~d} \nu(y) \\
& =\int \mathrm{d} \nu(y) \int_{\{x y \in A\}} x^{-m-1} \mathrm{~d} x
\end{aligned}
$$

Making the change of variable $x=y^{-1} z$ yields

$$
\int_{\{x y \in A\}} x^{-m-1} \mathrm{~d} x=y^{m} \int_{A} x^{-m-1} \mathrm{~d} x
$$

so that

$$
\mu^{\prime}(A)=\int y^{m} \mathrm{~d} \nu(y) \int_{A} x^{-m-1} \mathrm{~d} x=c_{\nu} \int_{A} x^{-m-1} \mathrm{~d} x=c_{\nu} \mu_{m}(A)
$$

Corollary 13.1.2. Consider a non-increasing enumeration $\left(u_{\alpha}\right)_{\alpha \geq 1}$ of $a$ Poisson point process of intensity measure $\mu_{m}$, and i.i.d. copies $\left(V_{\alpha}\right)_{\alpha \geq 1}$ of r.v. $V$ with $V>0$ and $\mathrm{E} V^{m}=1$, that are independent of the sequence $u_{\alpha}$. Then there exists a random permutation $\sigma$ such that the sequence $\left(u_{\sigma(\alpha)} V_{\sigma(\alpha)}\right)_{\alpha \geq 1}$ has the same distribution as the sequence $\left(u_{\alpha}\right)_{\alpha \geq 1}$.

Proof. The set of points $\left(u_{\alpha}, V_{\alpha}\right)_{\alpha \geq 1}$ is distributed like a Poisson point process of intensity measure $\mu_{m} \otimes \nu$, where $\nu$ is the law of $V$, so that $\int y^{m} \mathrm{~d} \nu(y)=1$ since $\mathrm{E} v^{m}=1$. By Lemma 13.1.1, the set $\left(u_{\alpha} V_{\alpha}\right)_{\alpha \geq 1}$ is distributed like a Poisson point process of intensity measure $\mu_{m}$, so that it suffices to chose the permutation $\sigma$ such that the sequence $\left(u_{\sigma(\alpha)} V_{\sigma(\alpha)}\right)_{\alpha \geq 1}$ is non-increasing.

Proposition 13.1.3. Consider a non-increasing enumeration $\left(u_{\alpha}\right)_{\alpha \geq 1}$ of a Poisson point process of intensity measure $\mu_{m}$. Then if $0<m^{\prime}<m$ we have

$$
\begin{equation*}
\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha}\right)^{m^{\prime}}<\infty \tag{13.8}
\end{equation*}
$$

Consider i.i.d copies $\left(V_{\alpha}\right)_{\alpha \geq 1}$ of a r.v. $V>0$ with $\mathrm{E} V^{m}<\infty$, that are independent of the sequence $\left(u_{\alpha}\right)_{\alpha \geq 1}$. Then we have

$$
\begin{equation*}
\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha} V_{\alpha}\right)^{m^{\prime}}=\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha}\right)^{m^{\prime}}\left(\mathrm{E} V^{m}\right)^{m^{\prime} / m} \tag{13.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E} \log \sum_{\alpha \geq 1} u_{\alpha} V_{\alpha}=\mathrm{E} \log \sum_{\alpha \geq 1} u_{\alpha}+\frac{1}{m} \log \mathrm{E} V^{m} \tag{13.10}
\end{equation*}
$$

Proof. Since $m^{\prime}<1$ we have

$$
\left(\sum_{\alpha \geq 1} u_{\alpha} \mathbf{1}_{\left\{u_{\alpha} \geq 1\right\}}\right)^{m^{\prime}} \leq \sum_{\alpha \geq 1} u_{\alpha}^{m^{\prime}} \mathbf{1}_{\left\{u_{\alpha} \geq 1\right\}}
$$

Now we use that if $f \geq 0$, we have $\mathrm{E} \sum_{\alpha} f\left(u_{\alpha}\right)=\int f \mathrm{~d} \mu_{m}$, as is seen by approximating $f$ by step functions. Therefore, taking expectation in (13.1), we get

$$
\begin{equation*}
\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha} \mathbf{1}_{\left\{u_{\alpha} \geq 1\right\}}\right)^{m^{\prime}} \leq \int_{1}^{\infty} x^{m^{\prime}-1-m} \mathrm{~d} x<\infty \tag{13.11}
\end{equation*}
$$

and (13.8) follows from (13.4).
We turn to the proof of (13.9) and (13.10). By homogeneity, we may assume that $\mathrm{E} V^{m}=1$. Thus Corollary 13.1.2 implies

$$
\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha} V_{\alpha}\right)^{m^{\prime}}=\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha}\right)^{m^{\prime}}
$$

and

$$
\mathrm{E} \log \sum_{\alpha \geq 1} u_{\alpha} V_{\alpha}=\mathrm{E} \log \sum_{\alpha \geq 1} u_{\alpha} .
$$

Comment. A really formal proof should show that $\mathrm{E}\left|\log \sum_{\alpha \geq 1} u_{\alpha}\right|<\infty$. We will elaborate on this later.

Exercise 13.1.4. Prove that

$$
\mathrm{E}\left(\sum_{\alpha \geq 1} u_{\alpha}\right)^{m}=\infty
$$

(Hint: consider the largest term $u_{1}$ of this sum.)
Theorem 13.1.5. Consider $0<m<1$. Consider i.i.d copies $\left(V_{\alpha}\right)_{\alpha \geq 1}$ of a r.v. $V>0$ with $\mathrm{E} V^{m}<\infty$, that are independent of a sequence $\left(v_{\alpha}\right)_{\alpha \geq 1}$ of distribution $\Lambda_{m}$. Then

$$
\begin{equation*}
\mathrm{E} \log \sum_{\alpha \geq 1} v_{\alpha} V_{\alpha}=\frac{1}{m} \log \mathrm{E} V^{m} \tag{13.12}
\end{equation*}
$$

One can gain some intuition concerning this fundamental formula as follows. When $m$ is close to 1 , the individual weights $v_{\alpha}$ are very small, and since the r.v.s $V_{\alpha}$ are independent, the law of large numbers shows that with high probability one has $\sum_{\alpha \geq 1} v_{\alpha} V_{\alpha} \simeq \mathrm{E} V$, which means that the left-hand side of (13.12) is nearly $\mathrm{E} V$, and so of course is the right-hand side. On the contrary, when $m$ is close to 0 , then $v_{1} \simeq 1$ and the remainder of the $v_{\alpha}$ are nearly 0 , which means that the left-hand side of (13.12) is nearly $\mathrm{E} \log V$. The right-hand side is approximately the same quantity since for $m \rightarrow 0$ we have

$$
\frac{1}{m} \log \mathrm{E} V^{m}=\frac{1}{m} \log \mathrm{E} e^{m \log V} \simeq \frac{1}{m} \log (1+m \mathrm{E} \log V) \simeq \mathrm{E} \log V
$$

Proof of Theorem 13.1.5. Since we may assume that $v_{\alpha}=u_{\alpha} / \sum_{\gamma \geq 1} u_{\gamma}$ where $\left(u_{\alpha}\right)_{\alpha \geq 1}$ is an enumeration of a Poisson point process of intensity measure $\mu_{m}$, this is simply a reformulation of (13.10).

Theorem 13.1.6. Consider $0<m<1$. Consider a triple ( $U, V, W$ ) of r.v.s with $V \geq 1$ and assume that $\mathrm{E} V^{m}<\infty, \mathrm{E} U^{2}+\mathrm{E} W^{2}<\infty$. Consider independent copies $\left(U_{\alpha}, V_{\alpha}, W_{\alpha}\right)$ of this triple, which are independent of a sequence $\left(v_{\alpha}\right)_{\alpha \geq 1}$ with distribution $\Lambda_{m}$. Then we have

$$
\begin{align*}
\mathrm{E} \frac{\sum_{\alpha \geq 1} v_{\alpha} U_{\alpha}}{\sum_{\alpha \geq 1} v_{\alpha} V_{\alpha}} & =\frac{\mathrm{E} U V^{m-1}}{\mathrm{E} V^{m}}  \tag{13.13}\\
\mathrm{E} \frac{\sum_{\alpha \geq 1} v_{\alpha}^{2} U_{\alpha} W_{\alpha}}{\left(\sum_{\alpha \geq 1} v_{\alpha} V_{\alpha}\right)^{2}} & =(1-m) \frac{\mathrm{E} U W V^{m-2}}{\mathrm{E} V^{m}}  \tag{13.14}\\
\mathrm{E} \frac{\sum_{\alpha \neq \gamma} v_{\alpha} v_{\gamma} U_{\alpha} W_{\gamma}}{\left(\sum_{\alpha \geq 1} v_{\alpha} V_{\alpha}\right)^{2}} & =m \frac{\mathrm{E} U V^{m-1} \mathrm{E} W V^{m-1}}{\left(\mathrm{E} V^{m}\right)^{2}} \tag{13.15}
\end{align*}
$$

Proof. Assume first that $\varepsilon|U| \leq V$ for some $\varepsilon>0$. We write (13.12) for $V+t U$ when $|t|<\varepsilon$, and we take the derivative at $t=0$ to obtain (13.13). Replacing $V$ by $V+\varepsilon|U|$ and letting $\varepsilon \rightarrow 0$ yields (13.13) in full generality.

Using the same method to reduce to the case where $\varepsilon|W| \leq V$, replacing $V$ by $V+t W$ in (13.13) and taking the derivative at $t=0$ yields

$$
\begin{align*}
\mathrm{E} \frac{\left(\sum_{\alpha \geq 1} v_{\alpha} U_{\alpha}\right)\left(\sum_{\alpha \geq 1} v_{\alpha} W_{\alpha}\right)}{\left(\sum_{\alpha \geq 1} v_{\alpha} V_{\alpha}\right)^{2}} & =(1-m) \frac{\mathrm{E} U W V^{m-2}}{\mathrm{E} V^{m}} \\
& +m \frac{\mathrm{E} U V^{m-1} \mathrm{E} W V^{m-1}}{\left(\mathrm{E} V^{m}\right)^{2}} \tag{13.16}
\end{align*}
$$

Replacing $U$ by $r U$ and $W$ by $r W$ where $r$ is a random sign independent of $U, V, W$ with $\mathrm{P}(r=1)=\mathrm{P}(r=-1)=1 / 2$ yields (13.14), and combining with (13.16) proves (13.15).

Of course the previous proof is incomplete: one has to justify the fact that one can differentiate in these infinite series. It is tedious to give the details, but the idea to prove this is completely straightforward. The basic fact is that the number $X_{k}$ of points $u_{\alpha}$ that are contained in a given interval $\left[2^{-k-1}, 2^{-k}\right.$ has expected value

$$
a_{k}=\int_{2^{-k-1}}^{2^{-k}} x^{-m-1} \mathrm{~d} x
$$

of order $2^{k m}$ and is sharply concentrated around this value, e.g. $\mathrm{P}\left(\left|X_{k}-a_{k}\right| \geq\right.$ $\left.a_{k} / 2\right) \leq \exp \left(-2^{k m} / K\right)$, where $K$ is independent of $k$, as is shown in (A.60). It seems safe to assume that any reader having reached this point is either not interested in these details, or else can complete them herself. Therefore there is no point to write them down here.

Taking $U=V=W=1$ in (13.14) yields the fundamental relation

$$
\begin{equation*}
\mathrm{E} \sum_{\alpha \geq 1} v_{\alpha}^{2}=1-m \tag{13.17}
\end{equation*}
$$

### 13.2 The 1-RSB Bound for the SK Model

We recall the Hamiltonian of the SK model,

$$
\begin{equation*}
-H_{N}(\boldsymbol{\sigma})=\frac{\beta}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j}+\sum_{i \leq N} h_{i} \sigma_{i} \tag{13.18}
\end{equation*}
$$

where $\left(g_{i j}\right)$ are i.i.d standard Gaussian r.v.s and $\left(h_{i}\right)$ are i.i.d. r.v.s. For simplicity we will assume throughout this section that the r.v.s. $h_{i}$ are independent copies of a Gaussian (not necessarily centered) r.v. $h$ and we recall the notation

$$
p_{N}(\beta, h)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N}(\boldsymbol{\sigma})\right) .
$$

Theorem 13.2.1. (F. Guerra) Consider $0 \leq q \leq q^{\prime} \leq 1$ and $0<m \leq 1$. We set

$$
\begin{equation*}
Y^{\prime}=\beta z \sqrt{q}+\beta z^{\prime} \sqrt{q^{\prime}-q}+h \tag{13.19}
\end{equation*}
$$

where $z$ and $z^{\prime}$ are independent standard Gaussian r.v.s independent of $h$, and we denote by $\mathrm{E}^{\prime}$ expectation in $z^{\prime}$ only. Then

$$
\begin{equation*}
p_{N}(\beta, h) \leq \log 2+\frac{\beta^{2}}{4}\left(1-q^{\prime}\right)^{2}-\frac{\beta^{2}}{4} m\left(q^{\prime 2}-q^{2}\right)+\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime} \mathrm{ch}^{m} Y^{\prime} \tag{13.20}
\end{equation*}
$$

Taking $q=q^{\prime}$ one sees that this improves upon (1.72), which we recall below:

$$
\begin{equation*}
p_{N}(\beta, h) \leq \operatorname{SK}(\beta, h)=\log 2+\mathrm{E} \log \operatorname{ch}(\beta z \sqrt{q}+h)+\frac{\beta^{2}}{4}(1-q)^{2} \tag{1.72}
\end{equation*}
$$

The bound (13.20) is the "first step" of a fundamental general bound that we will study in Chapter 14. The acronym 1-RSB stands for "one step of replica-symmetry breaking".

Proof. Consider independent standard Gaussian r.v.s $z_{i}, z_{i}^{\prime}, z_{i, \alpha}^{\prime}$ for $i \leq N$ and $\alpha \geq 1$. Consider a sequence $\left(v_{\alpha}\right)_{\alpha \geq 1}$ with Poisson-Dirichlet distribution $\Lambda_{m}$. Assume that these are all independent of each other and of all the other randomness. For $0 \leq t \leq 1$ we define

$$
\begin{equation*}
\varphi(t)=\frac{1}{N} \mathrm{E} \log \sum_{\alpha \geq 1} v_{\alpha} \sum_{\boldsymbol{\sigma}} \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right), \tag{13.21}
\end{equation*}
$$

where

$$
\begin{align*}
-H_{t}(\boldsymbol{\sigma}, \alpha) & =\beta \sqrt{\frac{t}{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j}+\beta \sqrt{1-t} \sum_{i \leq N} \sigma_{i}\left(z_{i} \sqrt{q}+z_{i, \alpha}^{\prime} \sqrt{q^{\prime}-q}\right) \\
& +\sum_{i \leq N} h_{i} \sigma_{i} \tag{13.22}
\end{align*}
$$

Thus

$$
\begin{equation*}
\varphi(1)=p_{N}(\beta, h) \tag{13.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(0)=\frac{1}{N} \mathrm{E} \log \sum_{\alpha \geq 1} v_{\alpha} \sum_{\boldsymbol{\sigma}} \exp \sum_{i \leq N} \sigma_{i}\left(\beta z_{i} \sqrt{q}+\beta z_{i, \alpha}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right) \tag{13.24}
\end{equation*}
$$

To compute this, we use (13.12) given the r.v.s $z_{i}$ and $h_{i}$ so that

$$
\varphi(0)=\frac{1}{N m} \mathrm{E} \log \mathrm{E}^{\prime}\left(\sum_{\boldsymbol{\sigma}} \exp \sum_{i \leq N} \sigma_{i}\left(\beta z_{i} \sqrt{q}+\beta z_{i}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right)\right)^{m}
$$

where $\mathrm{E}^{\prime}$ denotes expectation in the r.v.s $z_{i}^{\prime}$ only. Now

$$
\sum_{\boldsymbol{\sigma}} \exp \sum_{i \leq N} \sigma_{i}\left(\beta z_{i} \sqrt{q}+\beta z_{i}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right)=2^{N} \prod_{i \leq N} \operatorname{ch}\left(\beta z_{i} \sqrt{q}+\beta z_{i}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right)
$$

so that, using independence,

$$
\begin{aligned}
& \mathrm{E}^{\prime}\left(\sum_{\boldsymbol{\sigma}} \exp \sum_{i \leq N} \sigma_{i}\left(\beta z_{i} \sqrt{q}+\beta z_{i}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right)\right)^{m} \\
= & 2^{N m} \prod_{i \leq N} \mathrm{E}^{\prime} \operatorname{ch}^{m}\left(\beta z_{i} \sqrt{q}+\beta z_{i}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right)
\end{aligned}
$$

and therefore

$$
\begin{align*}
\varphi(0) & =\log 2+\frac{1}{N m} \mathrm{E} \log \prod_{i \leq N} \mathrm{E}^{\prime} \operatorname{ch}^{m}\left(\beta z_{i} \sqrt{q}+\beta z_{i}^{\prime} \sqrt{q^{\prime}-q}+h_{i}\right) \\
& =\log 2+\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime} \operatorname{ch}^{m} Y^{\prime} \tag{13.25}
\end{align*}
$$

We turn to the computation of $\varphi^{\prime}$. Given a function $f$ on $\Sigma_{N} \times \mathbb{N}$, we define

$$
\langle f\rangle_{t}=\frac{1}{Z(t)} \sum_{\boldsymbol{\sigma}, \alpha} v_{\alpha} f(\boldsymbol{\sigma}, \alpha) \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right)
$$

where $Z(t)$ is the normalizing factor. Differentiation of (13.21) proves that

$$
\begin{equation*}
2 \varphi^{\prime}(t)=\mathrm{I}+\mathrm{II}+\mathrm{III} \tag{13.26}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{I} & =\frac{\beta}{N \sqrt{t}} \mathrm{E}\left\langle\frac{1}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j}\right\rangle_{t} \\
\mathrm{II} & =-\frac{\beta}{N \sqrt{1-t}} \mathrm{E}\left\langle\sum_{i \leq N} \sigma_{i} z_{i} \sqrt{q}\right\rangle_{t} \\
\mathrm{III} & =-\frac{\beta}{N \sqrt{1-t}} \mathrm{E}\left\langle\sum_{i \leq N} \sigma_{i} z_{i, \alpha}^{\prime} \sqrt{q^{\prime}-q}\right\rangle_{t}
\end{aligned}
$$

We want to integrate by parts in these formulas; for this we need to use two replicas of the configuration $(\boldsymbol{\sigma}, \alpha)$. We denote them by ( $\left.\boldsymbol{\sigma}^{1}, \alpha\right)$ and $\left(\boldsymbol{\sigma}^{2}, \gamma\right)$. The quantity $R_{1,2}$ is as usual $N^{-1} \sum_{i \leq N} \sigma_{i}^{1} \sigma_{i}^{2}$. Integrating by parts we obtain, denoting again $\langle\cdot\rangle_{t}$ an average on two replicas,

$$
\begin{aligned}
\mathrm{I} & =\frac{\beta^{2}}{2}\left(1-\mathrm{E}\left\langle R_{1,2}^{2}\right\rangle_{t}\right) \\
\mathrm{II} & =-\beta^{2}\left(q-q \mathrm{E}\left\langle R_{1,2}\right\rangle_{t}\right) \\
\mathrm{III} & =-\beta^{2}\left(\left(q^{\prime}-q\right)-\left(q^{\prime}-q\right) \mathrm{E}\left\langle R_{1,2} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right)
\end{aligned}
$$

We observe that

$$
\mathrm{E}\left\langle R_{1,2}\right\rangle_{t}=\mathrm{E}\left\langle R_{1,2} \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}+\mathrm{E}\left\langle R_{1,2} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t},
$$

and therefore

$$
\mathrm{II}+\mathrm{III}=-\beta^{2}\left(q^{\prime}-q \mathrm{E}\left\langle R_{1,2} \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}-q^{\prime} \mathrm{E}\left\langle R_{1,2} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right) .
$$

Using that

$$
\mathrm{E}\left\langle R_{1,2}^{2}\right\rangle_{t}=\mathrm{E}\left\langle R_{1,2}^{2} \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}+\mathrm{E}\left\langle R_{1,2}^{2} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t},
$$

we get the identity

$$
\begin{align*}
2 \varphi^{\prime}(t) & =\frac{\beta^{2}}{2}\left(\left(1-2 q^{\prime}\right)+q^{2} \mathrm{E}\left\langle\mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}+q^{\prime 2} \mathrm{E}\left\langle\mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right. \\
& \left.-\mathrm{E}\left\langle\left(R_{1,2}-q\right)^{2} \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}-\mathrm{E}\left\langle\left(R_{1,2}-q^{\prime}\right)^{2} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right), \tag{13.27}
\end{align*}
$$

and thus

$$
\begin{equation*}
2 \varphi^{\prime}(t) \leq \frac{\beta^{2}}{2}\left(\left(1-2 q^{\prime}\right)+q^{2} \mathrm{E}\left\langle\mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}+q^{\prime 2} \mathrm{E}\left\langle\mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right) . \tag{13.28}
\end{equation*}
$$

Suppose that we can prove

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}=1-m . \tag{13.29}
\end{equation*}
$$

Then (13.28) yields

$$
2 \varphi^{\prime}(t) \leq \frac{\beta^{2}}{2}\left(\left(1-q^{\prime}\right)^{2}-m\left(q^{\prime 2}-q^{2}\right)\right)
$$

which combined with (13.23) and (13.24) completes the proof. Finally, to prove (13.29) we simply use (13.14) for $U_{\alpha}=V_{\alpha}=W_{\alpha}=\sum_{\boldsymbol{\sigma}} \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right)$ given the randomness of $g_{i j}, h_{i}$ and $z_{i}$.

### 13.3 Toninelli's Theorem

Throughout this section $q$ is the solution of (1.73) i.e.

$$
q=\operatorname{Eth}^{2}(\beta z \sqrt{q}+h) .
$$

We recall the notation

$$
\begin{equation*}
\mathrm{SK}(\beta, h)=\log 2+\frac{\beta^{2}}{4}(1-q)^{2}+\mathrm{E} \log \operatorname{ch}(\beta z \sqrt{q}+h) . \tag{13.30}
\end{equation*}
$$

We denote by $\mathcal{P}_{1}(\beta, h)$ the infimum of the right-hand side of (13.20) over all choices of $q^{\prime}$ and $m$, that is

$$
\begin{equation*}
\mathcal{P}_{1}(\beta, h)=\inf _{m, q^{\prime}} \Phi\left(m, q^{\prime}\right) \tag{13.31}
\end{equation*}
$$

where the infimum is over $q \leq q^{\prime} \leq 1$ and $0<m \leq 1$ and where

$$
\begin{equation*}
\Phi\left(m, q^{\prime}\right)=\log 2+\frac{\beta^{2}}{4}\left(1-q^{\prime}\right)^{2}-\frac{\beta^{2}}{4} m\left(q^{\prime 2}-q^{2}\right)+\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime} \operatorname{ch}^{m} Y^{\prime} \tag{13.32}
\end{equation*}
$$

The dependence of $\Phi$ on $\beta$ and $h$ is kept implicit. The choice $q=q^{\prime}$ proves that

$$
\begin{equation*}
\mathcal{P}_{1}(\beta, h) \leq \operatorname{SK}(\beta, h), \tag{13.33}
\end{equation*}
$$

and (13.20) implies

$$
\begin{equation*}
p_{N}(\beta, h) \leq \mathcal{P}_{1}(\beta, h) \tag{13.34}
\end{equation*}
$$

Theorem 13.3.1. (F. Toninelli [114]) Beyond the A-T line, i.e. if

$$
\begin{equation*}
\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)}>1 \tag{13.35}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathcal{P}_{1}(\beta, h)<\operatorname{SK}(\beta, h) . \tag{13.36}
\end{equation*}
$$

Consequently from (13.20) we have

$$
\lim _{N \rightarrow \infty} p_{N}(\beta, h)<\operatorname{SK}(\beta, h)
$$

Definition 13.3.2. The high-temperature region of the $S K$ model as the region of $(\beta, h)$ where

$$
\lim _{N \rightarrow \infty} p_{N}(\beta, h)=\operatorname{SK}(\beta, h)
$$

Then we may express Toninelli's theorem as follows: "the high-temperature region is entirely on the high-temperature side of the A-T line".

Throughout the proof of Theorem 13.3.1 we write

$$
\begin{aligned}
Y & =\beta z \sqrt{q}+h \\
Y^{\prime} & =\beta z \sqrt{q}+\beta z^{\prime} \sqrt{q^{\prime}-q}+h=Y+\beta z^{\prime} \sqrt{q^{\prime}-q} .
\end{aligned}
$$

Lemma 13.3.3. For any $q \leq q^{\prime} \leq 1$ we have

$$
\begin{equation*}
\Phi\left(1, q^{\prime}\right)=\operatorname{SK}(\beta, h) . \tag{13.37}
\end{equation*}
$$

Proof. The identity

$$
\begin{equation*}
\mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}=\exp \frac{\beta^{2}}{2}\left(q^{\prime}-q\right) \operatorname{ch} Y \tag{13.38}
\end{equation*}
$$

implies

$$
\begin{aligned}
\Phi\left(1, q^{\prime}\right) & =\log 2+\frac{\beta^{2}}{4}\left(1-q^{\prime}\right)^{2}-\frac{\beta^{2}}{4}\left(q^{\prime 2}-q^{2}\right)+\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)+\mathrm{E} \log \operatorname{ch} Y \\
& =\log 2+\frac{\beta^{2}}{4}(1-q)^{2}+\mathrm{E} \log \operatorname{ch} Y=\operatorname{SK}(\beta, h)
\end{aligned}
$$

and this concludes the proof.

Lemma 13.3.4. Let us define

$$
\begin{equation*}
V\left(q^{\prime}\right)=V\left(\beta, h, q^{\prime}\right)=\left.\frac{\partial \Phi}{\partial m}\left(m, q^{\prime}\right)\right|_{m=1} \tag{13.39}
\end{equation*}
$$

Then

$$
\begin{align*}
V\left(q^{\prime}\right) & =-\frac{\beta^{2}}{4}\left(q^{\prime 2}-q^{2}\right)-\mathrm{E} \log \mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}+\mathrm{E} \frac{\mathrm{E}^{\prime} \log \left(\operatorname{ch} Y^{\prime}\right) \operatorname{ch} Y^{\prime}}{\mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}}  \tag{13.40}\\
V^{\prime}\left(q^{\prime}\right) & =\frac{\beta^{2}}{2}\left(\mathrm{E} \frac{\mathrm{E}^{\prime} \operatorname{sh}^{2} Y^{\prime} \operatorname{ch}^{-1} Y^{\prime}}{\mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}}-q^{\prime}\right)  \tag{13.41}\\
V(q) & =V^{\prime}(q)=0  \tag{13.42}\\
V^{\prime \prime}(q) & =\frac{\beta^{2}}{2}\left(\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4} Y}-1\right) \tag{13.43}
\end{align*}
$$

One observes that $V^{\prime \prime}$ brings in the A-T criteria, that was obtained in Section 1.8 in an apparently unrelated manner. Many more facts which look like striking coincidences will occur in the next chapter. Of course, the author does not believe that they are mere coincidences, but rather that there is some underlying structure yet to be understood.
Proof of Theorem 13.3.1. Since $V(q)=V^{\prime}(q)=0$ by (13.42) and $V^{\prime \prime}(q)>$ 0 by (13.43), there exists $q^{\prime}>q$ such that $V\left(q^{\prime}\right)>0$. Thus there exists $0<m<1$ such that

$$
\Phi\left(m, q^{\prime}\right)<\Phi\left(1, q^{\prime}\right)=\operatorname{SK}(\beta, h)
$$

using (13.37).

## Research Problem 13.3.5. If

$$
\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4} Y}<1
$$

is it true that $\mathcal{P}_{1}(\beta, h)=\operatorname{SK}(\beta, h)$ ?

To solve the above problem we must in particular show that $V\left(q^{\prime}\right) \leq 0$ for all $q<q^{\prime} \leq 1$. The difficulty is to control $V\left(q^{\prime}\right)$ for $q^{\prime}$ far from $q$. For $q^{\prime}$ close to $q$, it follows from (13.42) and (13.43) that $V\left(q^{\prime}\right)<0$.

Lemma 13.3.6. Consider

$$
\begin{equation*}
W\left(q^{\prime}\right)=\mathrm{E} \frac{\mathrm{E}^{\prime} \operatorname{sh}^{2} Y^{\prime} \mathrm{ch}^{-1} Y^{\prime}}{\mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}}-q^{\prime} \tag{13.44}
\end{equation*}
$$

Then

$$
\begin{align*}
W(q) & =0  \tag{13.45}\\
W^{\prime}(q) & =\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4} Y}-1  \tag{13.46}\\
W^{\prime \prime}(q) & \leq 4 \beta^{4} \tag{13.47}
\end{align*}
$$

Proof. We use (13.38) to write

$$
W\left(q^{\prime}\right)=\exp \left(-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)\right) \mathrm{E} \frac{\mathrm{E}^{\prime} \operatorname{sh}^{2} Y^{\prime} \mathrm{ch}^{-1} Y^{\prime}}{\operatorname{ch} Y}-q^{\prime}
$$

When $q^{\prime}=q$ we have $Y^{\prime}=Y$, that does not depend on $z^{\prime}$, so that

$$
\frac{\mathrm{E}^{\prime} \operatorname{sh}^{2} Y^{\prime} \mathrm{ch}^{-1} Y^{\prime}}{\operatorname{ch} Y}=\operatorname{th}^{2} Y
$$

and therefore we have $W(q)=0$ since $q=\operatorname{Eth}^{2} Y$. For a function $f$, integration by parts yields

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} q^{\prime}} \mathrm{E}^{\prime} f\left(Y^{\prime}\right)=\mathrm{E}^{\prime} \frac{\beta z^{\prime}}{2 \sqrt{q^{\prime}-q}} f^{\prime}\left(Y^{\prime}\right)=\frac{\beta^{2}}{2} \mathrm{E}^{\prime} f^{\prime \prime}\left(Y^{\prime}\right), \tag{13.48}
\end{equation*}
$$

and using this for $f(x)=\operatorname{sh}^{2} x \operatorname{ch}^{-1} x$, we get

$$
W^{\prime}\left(q^{\prime}\right)=\frac{\beta^{2}}{2} \exp \left(-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)\right) \mathrm{E} \frac{\mathrm{E}^{\prime}\left(f^{\prime \prime}\left(Y^{\prime}\right)-f\left(Y^{\prime}\right)\right)}{\operatorname{ch} Y}-1
$$

Now $f(x)=\operatorname{ch} x-\operatorname{ch}^{-1} x$, so that $f^{\prime}(x)=\operatorname{sh} x+\operatorname{sh} x \operatorname{ch}^{-2} x, f^{\prime \prime}(x)=\operatorname{ch} x+$ $\operatorname{ch}^{-1} x-2 \operatorname{sh}^{2} x \operatorname{ch}^{-3} x$, and hence $f^{\prime \prime}(x)-f(x)=2 \operatorname{ch}^{-3} x$. It follows that

$$
W^{\prime}\left(q^{\prime}\right)=\beta^{2} \exp \left(-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)\right) \mathrm{E} \frac{\mathrm{E}^{\prime} \operatorname{ch}^{-3} Y^{\prime}}{\operatorname{ch} Y}-1
$$

which proves (13.46). Finally, repeating this procedure with now $f(x)=$ $\operatorname{ch}^{-3} x$, so that $f^{\prime}(x)=-3 \operatorname{sh} x \operatorname{ch}^{-4} x, f^{\prime \prime}(x)=-3 \operatorname{ch}^{-3} x+12 \operatorname{sh}^{2} x \operatorname{ch}^{-5} x$, and hence $f^{\prime \prime}(x)-f(x)=8 \operatorname{ch}^{-3} x-12 \operatorname{ch}^{-5} x$, we get

$$
W^{\prime \prime}(q)=2 \beta^{4} \exp \left(-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)\right) \mathrm{E} \frac{\mathrm{E}^{\prime}\left(2 \operatorname{ch}^{-3} Y^{\prime}-3 \operatorname{ch}^{-5} Y^{\prime}\right)}{\operatorname{ch} Y}
$$

from which (13.47) follows.
Proof of Lemma 13.3.4. Straightforward differentiation of (13.32) yields (13.40). When $q^{\prime}=q$, we have $Y^{\prime}=Y$, that does not depend on $z^{\prime}$, so that the expectation $\mathrm{E}^{\prime}$ disappears and $V(q)=0$. Using (13.38) twice, we obtain the formula

$$
\begin{align*}
V\left(q^{\prime}\right) & =-\frac{\beta^{2}}{4}\left(q^{\prime 2}-q^{2}\right)-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)-\mathrm{E} \log \operatorname{ch} Y \\
& +\exp \left(-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)\right) \mathrm{E} \frac{\mathrm{E}^{\prime}\left(\operatorname{ch} Y^{\prime}\right) \log \operatorname{ch} Y^{\prime}}{\operatorname{ch} Y} \tag{13.49}
\end{align*}
$$

Now, using (13.48) again, this time for $f(x)=\operatorname{ch} x \log \operatorname{ch} x$, we get

$$
\begin{equation*}
V^{\prime}\left(q^{\prime}\right)=-\frac{\beta^{2}}{2} q^{\prime}-\frac{\beta^{2}}{2}+\frac{\beta^{2}}{2} \exp \left(-\frac{\beta^{2}}{2}\left(q^{\prime}-q\right)\right) \mathrm{E} \frac{\mathrm{E}^{\prime}\left(f^{\prime \prime}\left(Y^{\prime}\right)-f\left(Y^{\prime}\right)\right)}{\operatorname{ch} Y} \tag{13.50}
\end{equation*}
$$

Now $f^{\prime}(x)=\operatorname{sh} x+\operatorname{sh} x \log \operatorname{ch} x, f^{\prime \prime}(x)=\operatorname{ch} x+\operatorname{ch} x \log \operatorname{ch} x+\operatorname{sh}^{2} x \operatorname{ch}^{-1} x$ so that $f^{\prime \prime}(x)-f(x)=\operatorname{ch} x+\operatorname{sh}^{2} x \operatorname{ch}^{-1} x$, and, using (13.38),

$$
V^{\prime}\left(q^{\prime}\right)=\frac{\beta^{2}}{2}\left(\mathrm{E} \frac{\mathrm{E}^{\prime}\left(\operatorname{ch} Y^{\prime}+\operatorname{sh}^{2} Y^{\prime} \operatorname{ch}^{-1} Y^{\prime}\right)}{\mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}}-q^{\prime}-1\right)
$$

This proves (13.41). Thus $V^{\prime}(q)=\beta^{2}\left(\operatorname{Eth}^{2} Y-q\right) / 2=0$ and (13.43) follows from Lemma 13.3.6.

### 13.4 Overview of Proof

Let us recall that we defined the high-temperature region of the SK model as the set of parameters $(\beta, h)$ such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}(\beta, h)=\operatorname{SK}(\beta, h) \tag{13.51}
\end{equation*}
$$

and that we defined the quantity $\mathcal{P}_{1}(\beta, h)$ as the infimum of the right-hand side of (13.20) over all choices of $q, q^{\prime}$ and $m$. The goal of the rest of this chapter is to prove the following.

Theorem 13.4.1. The high-temperature region of the SK model is the region where

$$
\begin{equation*}
\operatorname{SK}(\beta, h)=\mathcal{P}_{1}(\beta, h) . \tag{13.52}
\end{equation*}
$$

It is obvious from (13.34) that if (13.51) holds one must have $\operatorname{SK}(\beta, h) \leq$ $\mathcal{P}_{1}(\beta, h)$ and therefore by (13.33) that $\operatorname{SK}(\beta, h)=\mathcal{P}_{1}(\beta, h)$. The converse is the content of the theorem.

Toninelli's theorem proves that the high-temperature region of the SK model is entirely located inside "high-temperature side of the A-T line". Therefore it is natural to ask whether the high-temperature region of the SK model is exactly the "high-temperature side of the A-T line". Theorem 13.4.1 reduces this question to Research Problem 13.3.5, which is strictly a question of calculus. Numerical evidence seems to show that the answer is yes. Whether or not this is the case must be viewed as an incidental question rather than a central one. Indeed D. Panchenko [65] has discovered that for a similar model (where the spins can take continuous values) the answer to the corresponding question is no. Therefore the fruitful characterization of the high-temperature region is most probably the one given in Theorem 13.4.1.

Our approach to Theorem 13.4.1 is based on (1.66), that we recall now as (13.54) below. Let

$$
\begin{equation*}
-H_{t}(\boldsymbol{\sigma})=\frac{\beta \sqrt{t}}{\sqrt{N}} \sum_{i<j} g_{i j} \sigma_{i} \sigma_{j}+\beta \sqrt{1-t} \sum_{i \leq N} z_{i} \sigma_{i} \sqrt{q}+\sum_{i \leq N} h_{i} \sigma_{i} \tag{13.53}
\end{equation*}
$$

and

$$
\varphi(t)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{t}(\boldsymbol{\sigma})\right)
$$

Of course $\varphi$ depends on $N$ but the dependence is kept implicit. Then

$$
\begin{equation*}
\varphi^{\prime}(t)=\frac{\beta^{2}}{4}(1-q)^{2}-\frac{\beta^{2}}{4} \mathrm{E}\left\langle\left(R_{1,2}-q\right)^{2}\right\rangle_{t}, \tag{13.54}
\end{equation*}
$$

where $\langle\cdot\rangle_{t}$ denotes an average for the Gibbs measure with Hamiltonian (13.53). Moreover $\varphi(1)=p_{N}(\beta, h)$. Let us consider the function

$$
\begin{equation*}
\psi(t)=\log 2+\mathrm{E} \log \operatorname{ch}(\beta z \sqrt{q}+h)+\frac{\beta^{2}}{4} t(1-q)^{2} \tag{13.55}
\end{equation*}
$$

which is simply the value of the functional SK for the interpolating system with Hamiltonian 13.53. Thus

$$
\begin{align*}
\psi(0) & =\varphi(0)  \tag{13.56}\\
\psi^{\prime}(t)-\varphi^{\prime}(t) & =\frac{\beta^{2}}{4} \mathrm{E}\left\langle\left(R_{1,2}-q\right)^{2}\right\rangle_{t} \tag{13.57}
\end{align*}
$$

Assuming (13.52), we would like to show that $\psi^{\prime}(t)-\varphi^{\prime}(t)$ is small, so that $\varphi(1) \simeq \psi(1)$, i.e. $p_{N}(\beta, h) \simeq \operatorname{SK}(\beta, h)$. The basic idea is as follows. For $|u| \leq 1$ let us define

$$
\begin{equation*}
\psi(t, u)=\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}\right)-H_{t}\left(\boldsymbol{\sigma}^{2}\right)\right) \tag{13.58}
\end{equation*}
$$

When considering such a quantity involving a summation over values of $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ with $R_{1,2}=u$, we will always assume that such values of $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ exist, or, equivalently, that $N(1-u) \in 2 \mathbb{N}$.

The basic idea of the approach is as follows. If $\psi(t, u) \leq 2 \varphi(t)-\varepsilon$, where $\varepsilon$ does not depend on $N$, we will show that for large $N$ it is very rare for the Gibbs measure that $R_{1,2}=u$. Thus if it holds true that $\psi(t, u) \leq 2 \varphi(t)-\varepsilon$ whenever $u$ is not very close to $q$, we have $\psi^{\prime}(t)-\varphi^{\prime}(t)=\mathrm{E}\left\langle\left(R_{1,2}-q\right)^{2}\right\rangle_{t} \simeq 0$. When $\varphi(t) \simeq \psi(t)$, to prove that $\psi(t, u) \leq 2 \varphi(t)-\varepsilon$ it suffices to prove that $\psi(t, u) \leq 2 \psi(t)-\varepsilon / 2$. Thus if one can show that $\psi(t, u)<2 \psi(t)$ for $u \neq q$, this should imply that

$$
\varphi(t) \simeq \psi(t) \quad \Rightarrow \quad \psi^{\prime}(t) \simeq \varphi^{\prime}(t)
$$

More formally, we will obtain a differential inequality, the integration of which yields the result.

The central part of our approach to Theorem 13.4.1 is therefore to prove in a suitable form that $\psi(t, u)<2 \psi(t)$ for $u \neq q$. This is the content of the next theorem.

Theorem 13.4.2. Assume (13.52) and consider $t_{0}<1$. Then there exists $a$ number $K_{0}$ independent of $N$ such that for $t \leq t_{0}$ we have

$$
\begin{equation*}
\psi(t, u) \leq 2 \psi(t)-\frac{(u-q)^{2}}{K_{0}} \tag{13.59}
\end{equation*}
$$

The number $K_{0}$ might of course depend on $\beta, h$ and $t_{0}$.
Theorem 13.4.2 is at the core of the proof of Theorem 13.4.1, but its proof is far from being immediate. Consequently we delay it until Section 13.6. Assuming Theorem 13.4.2, we complete the proof of Theorem 13.4.1.

Our next result explicits the idea that if $\psi(t, u)<2 \varphi(t)-\varepsilon$, it is very rare that $R_{1,2} \simeq u$.

Proposition 13.4.3. Let us assume that for some $\varepsilon>0$, we have

$$
\begin{equation*}
\psi(t, u) \leq 2 \varphi(t)-\varepsilon \tag{13.60}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t} \leq K(\varepsilon) \exp \left(-\frac{N}{K(\varepsilon)}\right) \tag{13.61}
\end{equation*}
$$

where $K(\varepsilon)$ does not depend on $N, u$ or $t$.
Proof. This is a consequence of concentration of measure. In the proof $K(\varepsilon)$ denotes a number independent of $N, u$ or $t$, that need not be the same at each occurrence. Let

$$
Z_{t}=\sum_{\boldsymbol{\sigma}} \exp \left(-H_{t}(\boldsymbol{\sigma})\right)
$$

so that by Theorem 1.3.4 we have

$$
\begin{aligned}
\mathrm{P}\left(Z_{t} \geq \exp N\left(\varphi(t)-\frac{\varepsilon}{6}\right)\right) & =\mathrm{P}\left(\frac{1}{N} \log Z_{t} \geq \varphi(t)-\frac{\varepsilon}{6}\right) \\
& =\mathrm{P}\left(\frac{1}{N} \log Z_{t} \geq \frac{1}{N} \mathrm{E} \log Z_{t}-\frac{\varepsilon}{6}\right) \\
& \geq 1-K(\varepsilon) \exp \left(-\frac{N}{K(\varepsilon)}\right) .
\end{aligned}
$$

In a similar manner we have

$$
\begin{aligned}
& \mathrm{P}\left(\sum_{R_{1,2}=u} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}\right)-H_{t}\left(\boldsymbol{\sigma}^{2}\right)\right) \leq \exp N\left(\psi(t, u)+\frac{\varepsilon}{6}\right)\right) \\
\geq & 1-K(\varepsilon) \exp \left(-\frac{N}{K(\varepsilon)}\right)
\end{aligned}
$$

Now, under (13.60), assuming

$$
\begin{gathered}
Z_{t} \geq \exp N\left(\varphi(t)-\frac{\varepsilon}{6}\right) \\
\sum_{R_{1,2}=u} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}\right)-H_{t}\left(\boldsymbol{\sigma}^{2}\right)\right) \leq \exp N\left(\psi(t, u)+\frac{\varepsilon}{6}\right)
\end{gathered}
$$

we have

$$
\begin{aligned}
\left\langle\mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t} & =\frac{1}{Z_{t}^{2}} \sum_{R_{1,2}=u} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}\right)-H_{t}\left(\boldsymbol{\sigma}^{2}\right)\right) \\
& \leq \exp N\left(-2 \varphi(t)+\frac{\varepsilon}{3}+\psi(t, u)+\frac{\varepsilon}{6}\right) \\
& \leq \exp \left(-\frac{N \varepsilon}{2}\right),
\end{aligned}
$$

from which (13.61) follows.
It is important to fully understand the previous argument. The same principle will be used again and again, but the argument will not be repeated.

Proposition 13.4.4. Assume (13.59) and consider $t_{0}<1$ and $\varepsilon>0$. Then there exists a number $K$ that does not depend on $N, t$ or $\varepsilon$ and such that for $N$ large enough one has for each $t \leq t_{0}$ that

$$
\begin{equation*}
\mathrm{E}\left\langle\left(R_{1,2}-q\right)^{2}\right\rangle_{t} \leq K(\psi(t)-\varphi(t)+\varepsilon) . \tag{13.62}
\end{equation*}
$$

Proof. Consider the number $K_{0}$ of (13.59). Then if

$$
(u-q)^{2} \geq 2 K_{0}(\psi(t)-\varphi(t)+\varepsilon),
$$

by (13.59) we have $\psi(t, u) \leq 2 \varphi(t)-\varepsilon$, so that (13.61) implies

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t} \leq K(\varepsilon) \exp \left(-\frac{N}{K(\varepsilon)}\right) . \tag{13.63}
\end{equation*}
$$

Since $N R_{1,2} \in \mathbb{Z}$, we have

$$
\begin{equation*}
\left\langle\mathbf{1}_{\left\{\left(R_{1,2}-q\right)^{2} \geq c\right\}}\right\rangle_{t} \leq \sum_{u}\left\langle\mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t}, \tag{13.64}
\end{equation*}
$$

where the summation is over the values of $u$ such that $(u-q)^{2} \geq c,|u| \leq 1$, $N u \in \mathbb{Z}$. There are at most $2 N+1$ such values. Thus if we choose $c=$ $2 K_{0}(\psi(t)-\varphi(t)+\varepsilon),(13.63)$ implies

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\left\{\left(R_{1,2}-q\right)^{2} \geq c\right\}}\right\rangle_{t} \leq(2 N+1) K(\varepsilon) \exp \left(-\frac{N}{K(\varepsilon)}\right) \leq \frac{\varepsilon}{4} \tag{13.65}
\end{equation*}
$$

for $N$ large enough. Finally, we note that since $\left|R_{1,2}-q\right| \leq 2$ we have

$$
\left\langle\left(R_{1,2}-q\right)^{2}\right\rangle_{t} \leq c+4\left\langle\mathbf{1}_{\left\{\left(R_{1,2}-q\right)^{2} \geq c\right\}}\right\rangle_{t}
$$

and we take expectation and use (13.65). This proves (13.62) with $K=$ $2 K_{0}+1$.

Proof of Theorem 13.4.1. From (13.57) we know that

$$
\begin{equation*}
(\psi(t)-\varphi(t))^{\prime}=\frac{\beta^{2}}{4} \mathbf{E}\left\langle\left(R_{1,2}-q\right)^{2}\right\rangle_{t} . \tag{13.66}
\end{equation*}
$$

Proposition 13.4.4 shows that, given $t_{0}<1$ and $\varepsilon>0$, for $N$ large enough and $t \leq t_{0}$ one has

$$
\begin{equation*}
(\psi(t)-\varphi(t))^{\prime} \leq K(\psi(t)-\varphi(t)+\varepsilon), \tag{13.67}
\end{equation*}
$$

where $K$ does not depend on $N$ or $\varepsilon$. Integrating this relation (e.g. as in Lemma A.11.1) we get, since $\psi(0)=\varphi(0)$, that for $N$ large enough and all $t \leq t_{0}$ we have $\psi(t)-\varphi(t) \leq K \varepsilon \exp K t$. Since $\varepsilon$ is arbitrary, and $K$ does not depend on $\varepsilon$, it follows that

$$
\begin{equation*}
t \leq t_{0} \Rightarrow \lim _{N \rightarrow \infty}(\psi(t)-\varphi(t))=0 . \tag{13.68}
\end{equation*}
$$

Moreover, (13.66) entails $(\psi(t)-\varphi(t))^{\prime} \leq \beta^{2}$, so that since (13.68) holds for any $t_{0}$ we have $\lim _{N \rightarrow \infty}(\psi(1)-\varphi(1))=0$.

It is probably worth repeating the fundamental new idea of this chapter. A lower bound for $\lim _{N} p_{N}(\beta, h)$ is deduced from the upper bound (13.59).

### 13.5 A Bound for Coupled Copies

Theorem13.4.2 asserts a bound for

$$
\psi(t, u)=\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}\right)-H_{t}\left(\boldsymbol{\sigma}^{2}\right)\right)
$$

We first must learn how to bound such quantities. The interpolating Hamiltonian $H_{t}$ is the Hamiltonian of a certain SK model. This motivates the following definition. Recalling the Hamiltonian (13.18) we set

$$
\begin{equation*}
r_{N}(\beta, h, u)=\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right) . \tag{13.69}
\end{equation*}
$$

(Let us recall that we assume that $u$ is such that there are pairs $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ with $R_{1,2}=u$.) In this section we prove a bound for $r_{N}(\beta, h, u)$, from which we will deduce Theorem 13.4.2 in the next section. The words "coupled copies" refer to the fact that in (13.69) the summation is only over the pairs for which $R_{1,2}=u$ rather than over all pairs.

It is a fundamental unsolved problem to know what are the best possible bounds for $r_{N}(\beta, h, u)$. This will be discussed in Chapter 16. Fortunately the bounds will be able to prove will be sufficient to obtain Theorem 13.4.2. A rather notable feature is that, even though we are trying to control the high-temperature region of the SK model (a "replica-symmetric" region), it is very useful to use a bound of the 1-RSB type for $r_{N}(\beta, h, u)$ (rather than a "replica-symmetric" bound).

Let us consider two numbers $0 \leq q_{1} \leq q_{2} \leq 1$, and standard normal r.v.s $z_{1}, z_{2}, z_{1}^{\prime}, z_{2}^{\prime}$. We assume that the pairs $\left(z_{1}, z_{2}\right)$ and $\left(z_{1}^{\prime}, z_{2}^{\prime}\right)$ are independent of each other. We define

$$
\begin{equation*}
c=\mathrm{E} z_{1} z_{2} \quad ; \quad c^{\prime}=\mathrm{E} z_{1}^{\prime} z_{2}^{\prime} \tag{13.70}
\end{equation*}
$$

Theorem 13.5.1. Assume that

$$
\begin{equation*}
u=c q_{1}+c^{\prime}\left(q_{2}-q_{1}\right) . \tag{13.71}
\end{equation*}
$$

For $j=1,2$, let us set

$$
\begin{equation*}
Y_{j}=\beta z_{j} \sqrt{q_{1}}+\beta z_{j}^{\prime} \sqrt{q_{2}-q_{1}}+h \tag{13.72}
\end{equation*}
$$

and let us denote by $\mathrm{E}^{\prime}$ expectation in $z_{1}^{\prime}$ and $z_{2}^{\prime}$ only. Then if $0 \leq m \leq 1$, for any $\lambda$,

$$
\begin{align*}
r_{N}(\beta, h, u) & \leq 2 \log 2+\frac{\beta^{2}}{2}\left(\left(1-q_{2}\right)^{2}-m\left(q_{2}^{2}-q_{1}^{2}\right)-m\left(u^{2}-c^{2} q_{1}^{2}\right)\right) \\
& +\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime}\left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2} \operatorname{ch} \lambda+\operatorname{sh} Y_{1} \operatorname{sh} Y_{2} \operatorname{sh} \lambda\right)^{m}-\lambda u \tag{13.73}
\end{align*}
$$

When $m=0$, the term before the last has to be interpreted as

$$
\mathrm{E} \log \left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2} \operatorname{ch} \lambda+\operatorname{sh} Y_{1} \operatorname{sh} Y_{2} \operatorname{sh} \lambda\right)
$$

This bound looks complicated at first sight, but we will learn how to choose parameters efficiently. We will always use the case $c \in\{-1,1\}, c^{\prime} \in\{-1,0,1\}$, but these assumptions do not simplify the proof of Theorem 13.5.1.

Proof. Overall, the proof is a 2 dimensional version of Guerra's bound (1.72).
The essential new feature of the argument is rather subtle. It is fundamental that we deal only with pairs of configurations ( $\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}$ ) such that $R_{1,2}$ has a given value $(=u)$. Otherwise, the interaction between these 2 replicas would create a term $\beta^{2} \mathrm{E}\left\langle R_{1,2}^{2}\right\rangle$ with the wrong sign, that we could not control.

It is enough to prove (13.73) for $0<m<1$, since the result for $m=0$ or $m=1$ then follows by continuity. We consider independent copies $\left(z_{i, 1}, z_{i, 2}\right)$ of the pair $\left(z_{1}, z_{2}\right)$ and independent copies $\left(z_{i, 1}^{\prime}, z_{i, 2}^{\prime}\right)$ and $\left(z_{i, \alpha, 1}^{\prime}, z_{i, \alpha, 2}^{\prime}\right)$ of the pair $\left(z_{1}^{\prime}, z_{2}^{\prime}\right)$. These are independent of each other and of the randomness of $H_{N}$. We define

$$
\begin{align*}
-H_{t}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) & =\beta \sqrt{\frac{t}{N}} \sum_{i<j} g_{i j}\left(\sigma_{i}^{1} \sigma_{j}^{1}+\sigma_{i}^{2} \sigma_{j}^{2}\right) \\
& +\beta \sqrt{1-t} \sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j}\left(z_{i, j} \sqrt{q_{1}}+z_{i, \alpha, j}^{\prime} \sqrt{q_{2}-q_{1}}\right) \\
& +\sum_{i \leq N} h_{i}\left(\sigma_{i}^{1}+\sigma_{i}^{2}\right) \tag{13.74}
\end{align*}
$$

We consider a sequence $\left(v_{\alpha}\right)$ of law $\Lambda_{m}$ (the Poisson Dirichlet distribution of parameter $m$ ) and we set

$$
\begin{equation*}
\varphi(t)=\frac{1}{N} \mathrm{E} \log \sum_{\alpha \geq 1} v_{\alpha} \sum_{R_{1,2}=u} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right), \tag{13.75}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varphi(1)=r_{N}(\beta, h, u) . \tag{13.76}
\end{equation*}
$$

As usual we will bound $\varphi(0)$ and $\varphi^{\prime}(t)$. We will prove that

$$
\begin{equation*}
\varphi(0) \leq 2 \log 2+\frac{1}{m} \mathrm{E} \log \mathrm{E}\left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2} \operatorname{ch} \lambda+\operatorname{sh} Y_{1} \operatorname{sh} Y_{2} \operatorname{sh} \lambda\right)^{m}-\lambda u \tag{13.77}
\end{equation*}
$$

and

$$
2 \varphi^{\prime}(t) \leq \beta^{2}\left(\left(1-q_{2}\right)^{2}-m\left(q_{2}^{2}-q_{1}^{2}\right)-m\left(u^{2}-c^{2} q_{1}^{2}\right)\right) .
$$

Let

$$
\begin{align*}
Y_{i, j} & =\beta z_{i, j} \sqrt{q_{1}}+\beta z_{i, j}^{\prime} \sqrt{q_{2}-q_{1}}+h_{i}  \tag{13.78}\\
Y_{i, \alpha, j} & =\beta z_{i, j} \sqrt{q}+z_{i, \alpha, j}^{\prime} \sqrt{q_{2}-q_{1}}+h_{i}
\end{align*}
$$

so that, if $\mathrm{E}^{\prime}$ denotes expectation in the r.v. $z_{i, 1}^{\prime}, z_{i, 2}^{\prime}$ only

$$
\begin{align*}
\varphi(0) & =\frac{1}{N} \mathrm{E} \log \sum_{\alpha} v_{\alpha}\left(\sum_{R_{1,2}=u} \exp \sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j} Y_{i, \alpha, j}\right) \\
& =\frac{1}{N m} \mathrm{E} \log \mathrm{E}^{\prime}\left(\sum_{R_{1,2}=u} \exp \sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j} Y_{i, j}\right)^{m}, \tag{13.79}
\end{align*}
$$

using (13.12) given the randomness of $z_{i, j}$ and $h_{i}$. Since $N R_{1,2}=\sum_{i \leq N} \sigma_{i}^{1} \sigma_{i}^{2}$, for any $\lambda$ we have

$$
\begin{align*}
& \sum_{R_{1,2}=u} \exp \sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j} Y_{i, j} \\
= & \exp (-N u \lambda) \sum_{R_{1,2}=u} \exp \left(\sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j} Y_{i, j}+\lambda N R_{1,2}\right) \\
\leq & \exp (-N u \lambda) \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \sum_{i \leq N}\left(\sigma_{i}^{1} Y_{i, 1}+\sigma_{i}^{2} Y_{i, 2}+\lambda \sigma_{i}^{1} \sigma_{i}^{2}\right) . \tag{13.80}
\end{align*}
$$

Now

$$
\begin{aligned}
& \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \sum_{i \leq N}\left(\sigma_{i}^{1} Y_{i, 1}+\sigma_{i}^{2} Y_{i, 2}+\lambda \sigma_{i}^{1} \sigma_{i}^{2}\right) \\
= & \prod_{i \leq N}\left(\sum_{\sigma_{i}^{1}, \sigma_{i}^{2}= \pm 1} \exp \left(\sigma_{i}^{1} Y_{i, 1}+\sigma_{i}^{2} Y_{i, 2}+\lambda \sigma_{i}^{1} \sigma_{i}^{2}\right)\right) \\
= & 4^{N} \prod_{i \leq N}\left(\operatorname{ch} Y_{i, 1} \operatorname{ch} Y_{i, 2} \operatorname{ch} \lambda+\operatorname{sh} Y_{i, 1} \operatorname{sh} Y_{i, 2} \operatorname{sh} \lambda\right),
\end{aligned}
$$

and combining with (13.79) and (13.80) yields (13.77).
To compute $\varphi^{\prime}(t)$ we need to define an average $\langle\cdot\rangle_{t}$ on the configuration space

$$
\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; R_{1,2}=u\right\} \times \mathbb{N}
$$

This average is given by

$$
\left\langle f\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right\rangle_{t}=\frac{1}{Z_{t}} \sum_{\alpha} v_{\alpha} \sum_{R_{1,2}=u} f\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right)
$$

where $Z_{t}$ is the normalization factor. By straightforward differentiation, we get

$$
2 \varphi^{\prime}(t)=\mathrm{I}+\mathrm{II}+\mathrm{III}
$$

where

$$
\begin{aligned}
\mathrm{I} & =\frac{\beta}{\sqrt{t N}} \mathrm{E}\left\langle\sum_{i<j} g_{i j}\left(\sigma_{i}^{1} \sigma_{j}^{1}+\sigma_{i}^{2} \sigma_{j}^{2}\right)\right\rangle_{t} \\
\mathrm{II} & =-\frac{\beta}{\sqrt{1-t}} \mathrm{E}\left\langle\sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j} z_{i, j} \sqrt{q_{1}}\right\rangle_{t} \\
\mathrm{III} & =-\frac{\beta}{\sqrt{1-t}} \mathrm{E}\left\langle\sum_{i \leq N} \sum_{j=1,2} \sigma_{i}^{j} z_{i, \alpha, j}^{\prime} \sqrt{q_{2}-q_{1}}\right\rangle_{t} .
\end{aligned}
$$

We need to integrate by parts. For this we denote by $\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \gamma\right)$ a replica of the configuration $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)$; and we use obvious notation such as

$$
R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right)=\frac{1}{N} \sum_{i \leq N} \sigma_{i}^{j} \tau_{i}^{j^{\prime}}
$$

To perform integration by parts we remember that $R_{1,2}=u$ on the configuration space, and we find

$$
\begin{equation*}
\mathrm{I}=\frac{\beta^{2}}{2}\left(2+2 u^{2}\right)-\frac{\beta^{2}}{2} \sum_{j, j^{\prime}=1,2} \mathrm{E}\left\langle R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right)^{2}\right\rangle_{t} \tag{13.81}
\end{equation*}
$$

It is at this stage that the relation $R_{1,2}=u$ allows to control the term with the wrong sign by making it constant.

The rest of the computation is certainly more complicated that one wishes, so it might be useful to explain the strategy. When computing the quantities II and III there will occur terms of the type $a\left\langle R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right) \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}$ or $a\left\langle R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j}\right) \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}$, where $a$ is a quantity that depends on $q_{1}, q_{2}$ and $c$. These will be gathered with the last terms of (13.81), completing the squares. One will then observe that terms such as $\left\langle\left(R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right)-b\right)^{2} \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}$ are $\geq 0$ to obtain the required bound for $\varphi^{\prime}$. The complication is purely algebraic.

To compute II and III we integrate by parts using the relations (13.70) and (13.72). Defining

$$
A=R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{1}\right)+R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{2}\right)+c R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{2}\right)+c R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}\right)
$$

and $A^{\prime}$ similarly with $c^{\prime}$ instead of $c$, we find

$$
\begin{aligned}
\mathrm{II} & =-\beta^{2}\left(2 q_{1}+2 c q_{1} u-q_{1} \mathrm{E}\langle A\rangle_{t}\right) \\
\mathrm{III} & =-\beta^{2}\left(2\left(q_{2}-q_{1}\right)+2 c^{\prime}\left(q_{2}-q_{1}\right) u-\left(q_{2}-q_{1}\right) \mathrm{E}\left\langle A^{\prime} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right)
\end{aligned}
$$

To gather these terms we write

$$
\mathrm{E}\langle A\rangle_{t}=\mathrm{E}\left\langle A \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}+\mathrm{E}\left\langle A \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}
$$

and similarly for $A^{\prime}$, so that

$$
\mathrm{II}+\mathrm{III}=-\beta^{2}\left(2 q_{2}+2\left(c q_{1}+c^{\prime}\left(q_{2}-q_{1}\right)\right) u-\mathrm{E}\left\langle B 1_{\{\alpha \neq \gamma\}}\right\rangle_{t}-\mathrm{E}\left\langle B^{\prime} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}\right)
$$

where

$$
B=q_{1} A=q_{1} R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{2}\right)+q_{1} R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{2}\right)+c q_{1}\left(R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{2}\right)+R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}\right)\right)
$$

and $B^{\prime}$ is defined by a similar formula replacing $q_{1}$ by $q_{2}$ and $c q_{1}$ by $c q_{1}+$ $c^{\prime}\left(q_{2}-q_{1}\right)$. Now we gather the terms II + III with the term I; to do this we write

$$
\left\langle R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right)^{2}\right\rangle_{t}=\left\langle R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right)^{2} \mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}+\left\langle R\left(\boldsymbol{\sigma}^{j}, \boldsymbol{\tau}^{j^{\prime}}\right)^{2} \mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t}
$$

for each values of $j$ and $j^{\prime}$. Writing $d_{1}=c q_{1}$ and $d_{2}=c q_{1}+c^{\prime}\left(q_{2}-q_{1}\right)$ and completing the squares yields

$$
\begin{aligned}
2 \varphi^{\prime}(t) & =\beta^{2}\left(1+u^{2}-2 q_{2}-2 d_{2} u\right)+\frac{\beta^{2}}{2}\left(2 q_{1}^{2}+2 d_{1}^{2}\right) \mathrm{E}\left\langle\mathbf{1}_{\{\alpha \neq \gamma\}}\right\rangle_{t} \\
& +\frac{\beta^{2}}{2}\left(2 q_{2}^{2}+2 d_{2}^{2}\right) \mathrm{E}\left\langle\mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}-\frac{\beta^{2}}{2} C,
\end{aligned}
$$

where

$$
\begin{aligned}
C & =\mathrm{E}\left\langle\mathbf { 1 } _ { \{ \alpha \neq \gamma \} } \left(\left(R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{1}\right)-q_{1}\right)^{2}+\left(R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{2}\right)-q_{1}\right)^{2}\right.\right. \\
& \left.\left.+\left(R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{2}\right)-d_{1}\right)^{2}+\left(R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}\right)-d_{1}\right)^{2}\right)\right\rangle_{t} \\
& +\mathrm{E}\left\langle\mathbf { 1 } _ { \{ \alpha = \gamma \} } \left(\left(R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{1}\right)-q_{2}\right)^{2}+\left(R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{2}\right)-q_{2}\right)^{2}\right.\right. \\
& \left.\left.+\left(R\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\tau}^{2}\right)-d_{2}\right)^{2}+\left(R\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}\right)-d_{2}\right)^{2}\right)\right\rangle_{t},
\end{aligned}
$$

so that $C \geq 0$. Now, using (13.14) as in the proof of Theorem 13.2.1 we have $\mathrm{E}\left\langle\mathbf{1}_{\{\alpha=\gamma\}}\right\rangle_{t}=1-m$ so that we have proved that

$$
\begin{aligned}
2 \varphi^{\prime}(t) & \leq \beta^{2}\left(1+u^{2}-2 q_{2}-2 d_{2} u\right)-\beta^{2} m\left(q_{2}^{2}-q_{1}^{2}\right)-\beta^{2} m\left(d_{2}^{2}-d_{1}^{2}\right) \\
& +\beta^{2} q_{2}^{2}+\beta^{2} d_{2}^{2} \\
& =\beta^{2}\left(\left(1-q_{2}\right)^{2}-m\left(q_{2}^{2}-q_{1}^{2}\right)-m\left(u^{2}-c^{2} q_{1}^{2}\right)\right)
\end{aligned}
$$

because $d_{2}=c q_{1}+c^{\prime}\left(q_{2}-q_{1}\right)=u$ by (13.71) and $d_{1}=c q_{1}$ by definition of $d_{1}$.

### 13.6 The Main Estimate

In this section we complete the proof of Theorem 13.4.1 by proving Theorem 13.4.2.

One difficulty in proving Theorem 13.4 .1 is that under (13.52) (i.e. when $\left.\operatorname{SK}(\beta, h)=\mathcal{P}_{1}(\beta, h)\right)$ the parameters $(\beta, h)$ can be "at the boundary of the high-temperature region", while in order to prove nice estimates, one would
rather be "in the interior of the high-temperature region". Our first task is to prove that (as expected) the interpolation (13.53) brings us immediately "in the interior of the high-temperature region". This interpolation amounts to replace $\beta$ by

$$
\beta_{t}=\sqrt{t} \beta
$$

and $h$ by

$$
h_{t}=h+\sqrt{1-t} \beta z^{\prime \prime} \sqrt{q}
$$

(where $z^{\prime \prime}$ is standard Gaussian independent of $h$ ). We recall that

$$
\begin{equation*}
\beta_{t} z \sqrt{q}+h_{t} \stackrel{\mathcal{D}}{=} \beta z \sqrt{q}+h \tag{13.82}
\end{equation*}
$$

where $\stackrel{\mathcal{D}}{=}$ means equality in distribution. Let us also recall the function $V\left(\beta, h, q^{\prime}\right)$ of (13.39),

$$
V\left(\beta, h, q^{\prime}\right)=\left.\frac{\partial \Phi}{\partial m}\left(m, q^{\prime}\right)\right|_{m=1}
$$

where $\Phi$ is given by (13.32).
Lemma 13.6.1. Assume (13.52), that is $\operatorname{SK}(\beta, h)=\mathcal{P}_{1}(\beta, h)$. Then, for $q \leq q^{\prime} \leq 1$ and $0 \leq t \leq 1$ we have

$$
\begin{gather*}
V\left(\beta_{t}, h_{t}, q^{\prime}\right) \leq-\frac{\beta^{2}}{4} t(1-t)\left(q^{\prime}-q\right)^{2}  \tag{13.83}\\
\beta_{t}^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}\left(\beta_{t} z \sqrt{q}+h_{t}\right)} \leq t \tag{13.84}
\end{gather*}
$$

Proof. We first prove (13.84). By Theorem 13.3.1, under (13.52) we have

$$
\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)} \leq 1
$$

and since $\beta_{t}^{2}=t \beta$ and using (13.82),

$$
\beta_{t}^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}\left(\beta_{t} z \sqrt{q}+h_{t}\right)}=t \beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)} \leq t
$$

This proves (13.84). We now turn to the proof of (13.83). The relations (13.52), (13.37) and (13.39) imply

$$
\begin{equation*}
\forall q^{\prime} \geq q, \quad V\left(\beta, h, q^{\prime}\right) \leq 0 \tag{13.85}
\end{equation*}
$$

Indeed, otherwise we can choose $m$ close to 1 with

$$
\mathcal{P}_{1}(\beta, q) \leq \Phi\left(m, q^{\prime}\right)<\Phi\left(1, q^{\prime}\right)=\operatorname{SK}(\beta, h) .
$$

Let us rewrite (13.40) as

$$
\begin{equation*}
V\left(\beta, h, q^{\prime}\right)=-\frac{\beta^{2}}{4}\left(q^{\prime 2}-q^{2}\right)+C\left(\beta, h, q^{\prime}\right) \tag{13.86}
\end{equation*}
$$

where

$$
C\left(\beta, h, q^{\prime}\right)=-\mathrm{E} \log \mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}+\mathrm{E} \frac{\mathrm{E}^{\prime} \log \left(\operatorname{ch} Y^{\prime}\right) \operatorname{ch} Y^{\prime}}{\mathrm{E}^{\prime} \operatorname{ch} Y^{\prime}}
$$

for $Y^{\prime}=\beta z \sqrt{q}+\beta z^{\prime} \sqrt{q^{\prime}-q}+h$. Then it follows from (13.82) that the identity

$$
\begin{equation*}
C\left(\beta, h, q_{t}^{\prime}\right)=C\left(\beta_{t}, h_{t}, q^{\prime}\right) \tag{13.87}
\end{equation*}
$$

holds whenever $\beta_{t} \sqrt{q^{\prime}-q}=\beta \sqrt{q_{t}^{\prime}-q}$, i.e. $q_{t}^{\prime}=q+t\left(q^{\prime}-q\right)$.
It then follows from (13.86) and (13.87) that

$$
V\left(\beta, h, q_{t}^{\prime}\right)+\frac{\beta^{2}}{4}\left(q_{t}^{\prime 2}-q^{2}\right)=V\left(\beta_{t}, h_{t}, q^{\prime}\right)+\frac{\beta_{t}^{2}}{4}\left(q^{\prime 2}-q^{2}\right)
$$

and using (13.85) we get

$$
\begin{aligned}
V\left(\beta_{t}, h_{t}, q^{\prime}\right) & \leq \frac{\beta^{2}}{4}\left(q_{t}^{\prime 2}-q^{2}\right)-\frac{\beta_{t}^{2}}{4}\left(q^{\prime 2}-q^{2}\right) \\
& =\frac{\beta^{2}}{4}\left(\left(q+t\left(q^{\prime}-q\right)\right)^{2}-q^{2}-t\left(q^{\prime 2}-q^{2}\right)\right) \\
& =-\frac{\beta^{2}}{4} t(1-t)\left(q^{\prime}-q\right)^{2}
\end{aligned}
$$

This concludes the proof of (13.83).

Theorem 13.6.2. Assume either $\beta<1 / 10$ or else that the following two conditions hold:

$$
\begin{gather*}
q^{\prime}>q \Rightarrow V\left(\beta, h, q^{\prime}\right)<0  \tag{13.88}\\
\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)}<1 \tag{13.89}
\end{gather*}
$$

Then there exists $K$ such that for $u \neq q$ we have

$$
\begin{equation*}
\forall N, \quad r_{N}(\beta, h, u) \leq 2 \operatorname{SK}(\beta, h)-\frac{(u-q)^{2}}{K} \tag{13.90}
\end{equation*}
$$

The strict inequalities in (13.88) and (13.89) are fundamentally important in the proof. These inequalities mean that we are "inside the interior of the high-temperature region", and are made possible by Lemma 13.6.1. Since

$$
\psi(t, u)=r_{N}\left(\beta_{t}, h_{t}, u\right) ; \quad \psi(t)=\operatorname{SK}\left(\beta_{t}, h_{t}\right)
$$

combining Theorem 13.6.2 and Lemma 13.6.1 we have proved under (13.52) that if $t<1$ we have

$$
\psi(t, u) \leq 2 \psi(t)-\frac{(u-q)^{2}}{K(t)}
$$

The fact that this holds uniformly over $t \leq t_{0}$, i.e. that $K(t) \leq K$ where $K$ depends only on $t_{0}, \beta$ and $h$ should be obvious from the arguments that we will give. The reason for considering separately the case $\beta<1 / 10$ in Theorem 13.6 .2 is that (13.83) does not prove that (13.88) holds "uniformly for $t>0$ "; but the case of small $t$ is covered by the case $\beta_{t}=\beta \sqrt{t}<1 / 10$.

The principle of the proof of Theorem 13.6 .2 is simply to make an appropriate choice of parameters in Theorem 13.5.1.

It is rather useful to think of (13.90) as made up of two different statements. First, there is the statement that (13.90) holds for $u$ close to $q$, and this is a consequence of (13.89) alone. The second statement is that $\sup _{N} r_{N}(\beta, h, u)<2 \operatorname{SK}(\beta, h)$ for $u \neq q$. It is the case $u>q$ that is the trickiest and requires (13.88).

It seems a rather difficult problem to optimize the bound (13.73) over the choice of parameters. The fundamental observation that will allow us to bypass this problem is that there is a natural choice of these parameters for which the bound $(13.73)$ is exactly $2 \operatorname{SK}(\beta, h)$; and then we will show that we can improve this bound by a small variation of either $q$ or $m$. The important situation is really the case $u \geq 0$ (as should be expected from Theorem 12.3.1). The arguments are easier but less "canonical" if $u<0$.

We find it clearer to assume that $q \neq 0$, i.e. $h \neq 0$. Theorem 13.4.1 has already been proved in Chapter 11 when $h=0$. The present approach can certainly be adapted to recover this result. This is left to the enterprising reader.

We will split the proof of Theorem 13.6.2 in three parts.

Proposition 13.6.3. The conditions of Theorem 13.6.2 imply

$$
\begin{equation*}
\forall N, \quad|u| \leq q \quad \Rightarrow \quad r_{N}(\beta, h, u) \leq 2 \operatorname{SK}(\beta, h)-\frac{(u-q)^{2}}{K} \tag{13.91}
\end{equation*}
$$

Proof. We use (13.73) for $q_{1}=|u|, q_{2}=q, c^{\prime}=0, c=\operatorname{sign}(u), m=0$ to get

$$
\begin{aligned}
r_{N}(\beta, h, u) & \leq 2 \log 2+\frac{\beta^{2}}{2}(1-q)^{2}+\mathrm{E} \log \left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2} \operatorname{ch} \lambda+\operatorname{sh} Y_{1} \operatorname{sh} Y_{2} \operatorname{sh} \lambda\right)-\lambda u \\
& =: G(u, \lambda)
\end{aligned}
$$

Since both $Y_{1}$ and $Y_{2}$ are distributed like $\beta z \sqrt{q}+h$, we have

$$
\begin{equation*}
G(u, 0)=2 \operatorname{SK}(\beta, h) \tag{13.92}
\end{equation*}
$$

Let

$$
\begin{equation*}
G_{1}(u):=\left.\frac{\partial}{\partial \lambda} G(u, \lambda)\right|_{\lambda=0}=\operatorname{Eth} Y_{1} \operatorname{th} Y_{2}-u \tag{13.93}
\end{equation*}
$$

We will prove that

$$
\begin{gather*}
G_{1}(q)=0  \tag{13.94}\\
G_{1}^{\prime}(u) \leq G_{1}^{\prime}(q)<0 . \tag{13.95}
\end{gather*}
$$

We first show that these relations imply (13.91). It is obvious (by writing the explicit expression) that $\left|\partial^{2} G(u, \lambda) / \partial \lambda^{2}\right| \leq K$, and Taylor's formula implies

$$
G(u, \lambda) \leq G(u, 0)+\lambda G_{1}(u)+\frac{\lambda^{2}}{2} K
$$

The choice $\lambda=-G_{1}(u) / K$ yields

$$
\begin{equation*}
\inf _{\lambda} G(u, \lambda) \leq 2 \operatorname{SK}(\beta, h)-\frac{G_{1}(u)^{2}}{K} . \tag{13.96}
\end{equation*}
$$

Now, (13.94) and (13.95) show that $G_{1}(u)^{2} \geq(q-u)^{2} / K$, and this proves (13.91).

To prove (13.94) we observe that for $u=q$ we have $c=1$, so $z_{1}=z_{2}$ and $Y_{1}=Y_{2} \stackrel{\mathcal{D}}{=} \beta z \sqrt{q}+h$. Therefore

$$
\begin{equation*}
G_{1}(q)=\operatorname{Eth}^{2}(\beta z \sqrt{q}+h)-q=0 \tag{13.97}
\end{equation*}
$$

and this proves (13.94).
To prove (13.95) we compute $G_{1}^{\prime}(u)$. We first assume that $u>0$. Then, in distribution, we have

$$
Y_{1} \stackrel{\mathcal{D}}{=} h+\beta z \sqrt{u}+\beta z_{1} \sqrt{q-u} ; \quad Y_{2} \stackrel{\mathcal{D}}{=} h+\beta z \sqrt{u}+\beta z_{2} \sqrt{q-u}
$$

where $z, z_{1}, z_{2}$ are independent standard Gaussian r.v.s. Let

$$
Y_{j}^{\prime}=\frac{\mathrm{d} Y_{j}}{\mathrm{~d} u}=\frac{\beta z}{2 \sqrt{u}}-\frac{\beta z_{j}}{2 \sqrt{q-u}}
$$

so that $\mathrm{E} Y_{j} Y_{j}^{\prime}=0, \mathrm{E} Y_{1}^{\prime} Y_{2}=\mathrm{E} Y_{1} Y_{2}^{\prime}=\beta^{2} / 2$. Therefore using integration by parts,

$$
G_{1}^{\prime}(u)=\mathrm{E}\left(Y_{1}^{\prime} \frac{\operatorname{th} Y_{2}}{\operatorname{ch}^{2} Y_{1}}+Y_{2}^{\prime} \frac{\operatorname{th} Y_{1}}{\operatorname{ch}^{2} Y_{2}}\right)-1=\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{2} Y_{1}} \frac{1}{\operatorname{ch}^{2} Y_{2}}-1
$$

and, using the Cauchy-Schwarz inequality and the fact that $Y_{1}$ and $Y_{2}$ are distributed like $\beta z \sqrt{q}+h$,

$$
G_{1}^{\prime}(u) \leq \beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)}-1=G_{1}^{\prime}(q)
$$

Thus (13.89) implies

$$
G_{1}^{\prime}(u) \leq G_{1}^{\prime}(q)<0
$$

and using (13.97) we have $G_{1}(u)>0$ for $0 \leq u<q$. Let us now assume $u<0$. Then, since $c=-1$, we have $z_{2}=-z_{1}$, so that, in distribution, we have

$$
Y_{1} \stackrel{\mathcal{D}}{=} h+\beta z \sqrt{-u}+\beta z_{1}^{\prime} \sqrt{q+u} ; \quad Y_{2} \stackrel{\mathcal{D}}{=} h-\beta z \sqrt{-u}+\beta z_{2}^{\prime} \sqrt{q+u}
$$

and again

$$
\mathrm{E} Y_{j} Y_{j}^{\prime}=0, \quad \mathrm{E} Y_{1}^{\prime} Y_{2}=\mathrm{E} Y_{1} Y_{2}^{\prime}=\frac{\beta^{2}}{2}
$$

so as before

$$
G_{1}^{\prime}(u)=\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{2} Y_{1}} \frac{1}{\operatorname{ch}^{2} Y_{2}}-1 \leq \beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)}-1=G_{1}^{\prime}(q)
$$

Lemma 13.6.4. Consider $u$ with $|u| \geq q$, and let $c=\operatorname{sign}(u)$. Then

$$
\begin{align*}
r_{N}(\beta, h, u) \leq G(u, m, \lambda) & :=2 \log 2+\frac{\beta^{2}}{2}(1-|u|)^{2}-\beta^{2} m\left(u^{2}-q^{2}\right) \\
& +\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime}\left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2} \operatorname{ch} \lambda+\operatorname{sh} Y_{1} \operatorname{sh} Y_{2} \operatorname{sh} \lambda\right)^{m} \\
& -\lambda u \tag{13.98}
\end{align*}
$$

where

$$
Y_{1}=\beta z \sqrt{q}+\beta z^{\prime} \sqrt{|u|-q}+h ; \quad Y_{2}=c \beta z \sqrt{q}+c \beta z^{\prime} \sqrt{|u|-q}+h
$$

and where $z$ and $z^{\prime}$ are independent standard Gaussian r.v.s.

Proof. Use (13.73) with $c^{\prime}=c, q_{1}=q$ and $q_{2}=|u|$.

Proposition 13.6.5. Under the conditions of Theorem 13.6.2, if $u<-q$ we have

$$
r_{N}(\beta, h, u) \leq G\left(u, \frac{1}{2}, 0\right)<2 \operatorname{SK}(\beta, h) .
$$

Proof. The Cauchy-Schwarz inequality implies

$$
\begin{equation*}
\mathrm{E}^{\prime}\left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2}\right)^{1 / 2} \leq\left(\mathrm{E}^{\prime} \operatorname{ch} Y_{1} \mathrm{E}^{\prime} \operatorname{ch} Y_{2}\right)^{1 / 2} \tag{13.99}
\end{equation*}
$$

We can have equality only if for some number $A$ we have $\operatorname{ch} Y_{1}=A \operatorname{ch} Y_{2}$ a.e. Since $Y_{1}$ and $Y_{2}$ have the same distribution this can happen only for $A=1$, but this is not the case since $c=-1$ and $h$ is not 0 a.e. Therefore we cannot have equality in (13.99), i.e. we have

$$
\mathrm{E}^{\prime}\left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2}\right)^{1 / 2}<\left(\mathrm{E}^{\prime} \operatorname{ch} Y_{1} \mathrm{E}^{\prime} \operatorname{ch} Y_{2}\right)^{1 / 2} .
$$

Now

$$
\begin{aligned}
& \mathrm{E}^{\prime} \operatorname{ch} Y_{1}=\exp \frac{\beta^{2}}{2}(|u|-q) \operatorname{ch}(\beta z \sqrt{q}+h) \\
& \mathrm{E}^{\prime} \operatorname{ch} Y_{2}=\exp \frac{\beta^{2}}{2}(|u|-q) \operatorname{ch}(-\beta z \sqrt{q}+h)
\end{aligned}
$$

and thus

$$
\mathrm{E} \log \mathrm{E}^{\prime}\left(\operatorname{ch} Y_{1} \operatorname{ch} Y_{2}\right)^{1 / 2}<\frac{\beta^{2}}{2}(|u|-q)+\mathrm{E} \log \operatorname{ch}(\beta z \sqrt{q}+h)
$$

because $\beta z \sqrt{q}+h$ and $-\beta z \sqrt{q}+h$ have the same distribution. Therefore (13.98) implies

$$
\begin{aligned}
G\left(u, \frac{1}{2}, 0\right) & <2 \log 2+\frac{\beta^{2}}{2}(1-|u|)^{2}-\frac{\beta^{2}}{2}\left(u^{2}-q^{2}\right)+\frac{\beta^{2}}{2}(|u|-q) \\
& +2 \mathrm{E} \log \operatorname{ch}(\beta z \sqrt{q}+h) \\
& =2 \operatorname{SK}(\beta, h)
\end{aligned}
$$

and this concludes the proof.
If one wishes to extend the present argument to the case where $h=0$, one can find a different argument (along the lines of Proposition 13.6 .5 below). The following completes the proof of Theorem 13.6.2.

Proposition 13.6.6. Under the conditions of Theorem 13.6.2, for $q \leq u \leq$ 1, we have

$$
\begin{equation*}
r_{N}(\beta, h, u) \leq 2 \operatorname{SK}(\beta, h)-\frac{(u-q)^{2}}{K} \tag{13.100}
\end{equation*}
$$

Proof. By (13.98) it suffices to prove that

$$
\begin{equation*}
\inf _{m, \lambda} G(u, m, \lambda)<2 \operatorname{SK}(\beta, h)-\frac{(u-q)^{2}}{K} . \tag{13.101}
\end{equation*}
$$

Since $c=\operatorname{sign}(u)=1$, we have

$$
Y_{1}=Y_{2}=\beta z \sqrt{q}+\beta z^{\prime} \sqrt{u-q}+h
$$

so that

$$
\begin{align*}
G(u, m, \lambda) & =2 \log 2+\frac{\beta^{2}}{2}(1-u)^{2}-\beta^{2} m\left(u^{2}-q^{2}\right)  \tag{13.102}\\
& +\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime}\left(\operatorname{ch}^{2} Y_{1} \operatorname{ch} \lambda+\operatorname{sh}^{2} Y_{1} \operatorname{sh} \lambda\right)^{m}-\lambda u \tag{13.103}
\end{align*}
$$

Now

$$
\mathrm{E}^{\prime} \operatorname{ch} Y_{1}=\exp \frac{\beta^{2}}{2}(u-q) \operatorname{ch}(\beta z \sqrt{q}+h)
$$

from which it is straightforward to obtain

$$
\begin{equation*}
G\left(u, \frac{1}{2}, 0\right)=2 \operatorname{SK}(\beta, h) \tag{13.104}
\end{equation*}
$$

Next, let us define

$$
W(u):=\left.\frac{\partial G}{\partial \lambda}\left(u, \frac{1}{2}, \lambda\right)\right|_{\lambda=0}
$$

Since (as is obvious from the explicit formula) $\partial^{2} G / \partial \lambda^{2}$ is bounded, as in (13.96) we have

$$
\inf _{\lambda} G\left(u, \frac{1}{2}, \lambda\right) \leq G\left(u, \frac{1}{2}, 0\right)-\frac{W(u)^{2}}{K}=2 \operatorname{SK}(\beta, h)-\frac{W(u)^{2}}{K} .
$$

A straightforward computation yields

$$
\begin{equation*}
W(u)=\mathrm{E} \frac{\mathrm{E}^{\prime} \mathrm{sh}^{2} Y_{1} \mathrm{ch}^{-1} Y_{1}}{\mathrm{E}^{\prime} \operatorname{ch} Y_{1}}-u \tag{13.105}
\end{equation*}
$$

so $W$ is the function of Lemma 13.3.6. When $\beta<1 / 10$, (13.46) and (13.47) show that $W^{\prime}(u)<-1 / 2$ for all $u$ and since $W(q)=0$ by (13.45) this shows that $|W(u)| \geq|u-q| / 2$ for all $u<1$. Thus (13.101) is proved for all $u$ in that case.

Therefore it remains only to consider the case where (13.89) and (13.90) hold. Then by (13.45), (13.46) and (13.89) we have $|W(u)| \geq|u-q| / K$ for $|u-q| \leq 1 / K$ and we have proved (13.101) in that case. To finish the proof we observe that since

$$
G(u, m, 0)=2 \log 2+\frac{\beta^{2}}{2}(1-u)^{2}-\beta^{2} m\left(u^{2}-q^{2}\right)+\frac{1}{m} \mathrm{E} \log \mathrm{E}^{\prime} \mathrm{ch}^{2 m} Y_{1}
$$

it is straightforward that (recalling the notation (13.39)) we have

$$
\left.\frac{\partial G}{\partial m}(u, m, 0)\right|_{m=1 / 2}=4 V(\beta, h, u)
$$

so that, if $u>q$, by (13.88) we have

$$
\frac{\partial G}{\partial m}(u, m, 0)<0
$$

and

$$
\inf _{m} G(u, m, 0)<2 \operatorname{SK}(\beta, h) .
$$

It is for this part of the argument that (13.88) is really needed and that (13.89) does not suffice.

### 13.7 Exponential Inequalities

We have been able to compute $\lim _{N \rightarrow \infty} p_{N}(\beta, h)(=\operatorname{SK}(\beta, h))$ in the entire high-temperature region. In this section we prove that in the "interior" of the high-temperature region, we can achieve a control as good as that of Proposition 1.4.8. Quite naturally we will define the "interior" of the hightemperature region by the conditions (13.88) and (13.89).

Theorem 13.7.1. Assume that (13.88) and (13.89) hold; then for some number $K$ independent of $N$ we have

$$
\begin{equation*}
\nu\left(\exp \frac{N\left(R_{1,2}-q\right)^{2}}{K}\right) \leq 2 \tag{13.106}
\end{equation*}
$$

Here and through the rest of the section $K$ denotes a number independent of $N$, that need not be the same at each occurrence.

The basic idea is to use the cavity method to compute (or at least bound) recursively the quantities $\left.\nu\left(\left(R_{1,2}-q\right)^{2 k}\right)\right)$ as in Sections 1.8 and 1.10, and to try to prove

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-q\right)^{2 k}\right) \leq\left(\frac{K k}{N}\right)^{k} \tag{13.107}
\end{equation*}
$$

In order to control the error terms arising in the cavity method we shall use the a priori knowledge that $R_{1,2}-q$ is suitably small, as provided by the next result, which is a therefore a central ingredient in the proof of Theorem 13.7.1.

Proposition 13.7.2. Under the conditions of Theorem 13.7.1, given $\varepsilon>0$ (independent of $N$ ) there is a number $K$ such that

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}-q\right| \geq \varepsilon\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{13.108}
\end{equation*}
$$

Proof. Let us denote by $K_{0}$ the constant of (13.90), so that

$$
r_{N}(\beta, h, u) \leq 2 \operatorname{SK}(\beta, h)-\frac{(u-q)^{2}}{K_{0}}
$$

Theorem 13.4.1 implies that, for $N$ large enough , $p_{N}(\beta, h) \geq \operatorname{SK}(\beta, h)-$ $\varepsilon^{2} / 4 K_{0}$, so that, for these values of $N$, we have

$$
|u-q| \geq \varepsilon \Rightarrow r_{N}(\beta, h, u) \leq 2 p_{N}(\beta, h)-\frac{(u-q)^{2}}{2 K_{0}}
$$

We copy the proof of (13.61) to obtain

$$
\nu\left(\mathbf{1}_{\left\{R_{1,2}=u\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right)
$$

and we use that there are at most $2 N+1$ values of $u$ to consider.
The use of (13.108) is that, unless $k$ is very large, we have

$$
\nu\left(\left|R_{1,2}-q\right|^{2 k+1}\right) \ll \nu\left(\left(R_{1,2}-q\right)^{2 k}\right) .
$$

To see this, we note that since $\left|R_{1,2}-q\right| \leq 2$ we have

$$
\nu\left(\left(R_{1,2}-q\right)^{2 k+1}\right) \leq 2^{2 k+1} \nu\left(\mathbf{1}_{\left\{\left|R_{1,2}-q\right| \geq \varepsilon\right\}}\right)+\varepsilon \nu\left(\left(R_{1,2}-q\right)^{2 k}\right)
$$

and that by (13.108) the first term is very small (unless $k$ is of order $N$ ). In words "higher order terms" in $R_{1,2}-q$ are really smaller.

The next result is technical. It allows, using (13.107) to control some auxiliary error terms. We recall the notation $R_{1,2}^{-}=\sum_{i \leq N-1} \sigma_{i}^{1} \sigma_{i}^{2}$.

Lemma 13.7.3. If it is true that

$$
\begin{equation*}
\forall \ell \leq k, \quad \nu\left(\left(R_{1,2}-q\right)^{2 \ell}\right) \leq\left(\frac{K_{0} \ell}{N}\right)^{\ell} \tag{13.109}
\end{equation*}
$$

and if $K_{0} \geq 4$, then we have

$$
\begin{array}{r}
\forall j \leq 2 k, \quad \nu\left(\left|R_{1,2}-q\right|^{j}\right) \leq\left(\frac{K_{0}(j+1)}{2 N}\right)^{j / 2} \\
\nu\left(\left(R_{1,2}^{-}-q\right)^{2 k}\right) \leq 3\left(\frac{K_{0}(k+1)}{N}\right)^{k} \tag{13.111}
\end{array}
$$

Proof. To prove (13.110), if $j$ is even we use (13.109) for $\ell=j / 2$. If $j$ is odd, say $j=2 \ell-1$, we use Hölder's inequality and (13.109) to obtain

$$
\begin{aligned}
\nu\left(\left|R_{1,2}-q\right|^{j}\right) & \leq\left(\nu\left(\left(R_{1,2}-q\right)^{2 \ell}\right)\right)^{j / 2 \ell} \leq\left(\left(\frac{K_{0} \ell}{N}\right)^{\ell}\right)^{j / 2 \ell} \\
& =\left(\frac{K_{0} \ell}{N}\right)^{j / 2}=\left(\frac{K_{0}(j+1)}{2 N}\right)^{j / 2}
\end{aligned}
$$

To prove (13.111), we expand the expression

$$
\left(R_{1,2}^{-}-q\right)^{2 k}=\left(R_{1,2}-q-\frac{\varepsilon_{1} \varepsilon_{2}}{N}\right)^{2 k}
$$

to get, using (13.110),

$$
\nu\left(\left(R_{1,2}^{-}-q\right)^{2 k}\right) \leq \sum_{0 \leq j \leq 2 k}\binom{2 k}{j} \frac{1}{N^{2 k-j}} \nu\left(\left|R_{1,2}-q\right|^{j}\right)
$$

$$
\begin{align*}
& \leq \sum_{0 \leq j \leq 2 k}\binom{2 k}{j} \frac{1}{N^{2 k-j}}\left(\frac{K_{0}(j+1)}{2 N}\right)^{j / 2} \\
& \leq \sum_{0 \leq j \leq 2 k}\binom{2 k}{j} \frac{1}{N^{2 k-j}}\left(\frac{K_{0}(2 k+1)}{2 N}\right)^{j / 2} \\
& =\left(\frac{1}{N}+\sqrt{\frac{K_{0}(2 k+1)}{2 N}}\right)^{2 k} \\
& =\left(\frac{K_{0}(2 k+1)}{2 N}\right)^{k}\left(1+\sqrt{\frac{2}{N K_{0}(2 k+1)}}\right)^{2 k} \tag{13.112}
\end{align*}
$$

Finally since $1+x \leq \exp x$, we have

$$
\left(1+\sqrt{\frac{2}{N K_{0}(2 k+1)}}\right)^{2 k} \leq \exp \left(2 \sqrt{\frac{k}{N K_{0}}}\right) \leq e \leq 3
$$

provided that we assume $K_{0} \geq 4$ and since $k \leq N$.
Proof of Theorem 13.7.1. We try to prove by induction on $k$ that (13.109) holds for a suitable constant $K_{0}$. By symmetry among sites,

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-q\right)^{2 k+2}\right)=\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{1,2}-q\right)^{2 k+1}\right) . \tag{13.113}
\end{equation*}
$$

Using the inequality

$$
\begin{equation*}
\left|x^{p+1}-y^{p+1}\right| \leq(p+1)|x-y|\left(|x|^{p}+|y|^{p}\right) \tag{13.114}
\end{equation*}
$$

for $p=2 k, x=R_{1,2}-q$ and $y=R_{1,2}^{-}-q$, we obtain (since $\left|\varepsilon_{1} \varepsilon_{2}-q\right| \leq 2$ and $\left.|x-y|=\left|\varepsilon_{1} \varepsilon_{2}\right|=1\right)$

$$
\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{1,2}-q\right)^{2 k+1}\right)=\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right)+\mathcal{R},
$$

where

$$
\begin{align*}
|\mathcal{R}| & \leq \frac{2(2 k+1)}{N}\left(\nu\left(\left(R_{1,2}-q\right)^{2 k}\right)+\nu\left(\left(R_{1,2}^{-}-q\right)^{2 k}\right)\right) \\
& \leq \frac{L(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k}, \tag{13.115}
\end{align*}
$$

using (13.109) and (13.111).
Let $f=\left(\varepsilon_{1} \varepsilon_{2}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}$. Recalling $\nu_{t}$ as in Lemma 1.6.3 we have

$$
\left|\nu(f)-\nu_{0}(f)-\nu_{0}^{\prime}(f)\right| \leq \sup \left|\nu_{t}^{\prime \prime}(f)\right|,
$$

and iterating (1.150) and using Hölder's inequality we obtain

$$
\left|\nu_{t}^{\prime \prime}(f)\right| \leq K \nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right)
$$

We recall the numbers

$$
b(2)=b^{2}\left(1-q^{2}\right) ; b(1)=\beta^{2}\left(q-q^{2}\right) ; b(0)=\beta^{2}\left(\widehat{q}-q^{2}\right) .
$$

We recall that $\nu_{0}(f)=0$, and we compute $\nu_{0}^{\prime}(f)$ using Lemma 1.8.2 to get

$$
\begin{aligned}
\nu_{0}^{\prime}(f) & =b(2) \nu_{0}\left(\left(R_{1,2}^{-}-q\right)^{2 k+2}\right)-4 b(1) \nu_{0}\left(\left(R_{1,3}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right) \\
& +3 b(0) \nu_{0}\left(\left(R_{3,4}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right)
\end{aligned}
$$

Using now that

$$
\left|\nu\left(f^{\prime}\right)-\nu_{0}\left(f^{\prime}\right)\right| \leq \sup \left|\nu_{t}^{\prime}\left(f^{\prime}\right)\right|
$$

for $f^{\prime}=\left(R_{\ell, \ell^{\prime}}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}$, computing $\nu_{t}^{\prime}(f)$ using Lemma 1.8.2 and using again Hölder's inequality we get that $\nu\left(f^{\prime}\right)=\nu_{0}\left(f^{\prime}\right)+\mathcal{R}$ where $|\mathcal{R}| \leq$ $K \nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right)$. Consequently,

$$
\begin{aligned}
\nu_{0}^{\prime}(f) & =b(2) \nu\left(\left(R_{1,2}^{-}-q\right)^{2 k+2}\right)-4 b(1) \nu\left(\left(R_{1,3}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right) \\
& +3 b(0) \nu\left(\left(R_{3,4}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right)+\mathcal{R}
\end{aligned}
$$

where $|\mathcal{R}| \leq K \nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right)$. Combining these estimates yields

$$
\begin{align*}
& \nu\left(\left(R_{1,2}-q\right)^{2 k+2}\right) \\
= & b(2) \nu\left(\left(R_{1,2}^{-}-q\right)^{2 k+2}\right)-4 b(1) \nu\left(\left(R_{1,3}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right) \\
+ & 3 b(0) \nu\left(\left(R_{3,4}^{-}-q\right)\left(R_{1,2}^{-}-q\right)^{2 k+1}\right)+\mathcal{R}, \tag{13.116}
\end{align*}
$$

where

$$
|\mathcal{R}| \leq K \nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right)+\frac{L(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k}
$$

Using (13.114) for $p=2 k+1$, and since $\left|R_{1,2}-q\right| \leq 2$ and $\left|R_{1,2}^{-}-q\right| \leq 2$, we get

$$
\begin{align*}
& \left|\nu\left(\left(R_{1,2}^{-}-q\right)^{2 k+2}\right)-\nu\left(\left(R_{1,2}-q\right)^{2 k+2}\right)\right| \\
\leq & \frac{2 k+2}{N}\left(\nu\left(\left|R_{1,2}-q\right|^{2 k+1}\right)+\nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+1}\right)\right) \\
\leq & 2 \frac{2 k+2}{N}\left(\nu\left(\left(R_{1,2}-q\right)^{2 k}\right)+\nu\left(\left(R_{1,2}^{-}-q\right)^{2 k}\right)\right) \\
\leq & \frac{L(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k} \tag{13.117}
\end{align*}
$$

using (13.111) in the last line. Performing similar near-trivial bounds for the other two terms of (13.116) we have reached the relation

$$
\begin{equation*}
U=b(2) U-4 b(1) V+3 b(0) W+\mathcal{R}_{1}, \tag{13.118}
\end{equation*}
$$

where

$$
\begin{gathered}
U=\nu\left(\left(R_{1,2}-q\right)^{2 k+2}\right), \quad V=\nu\left(\left(R_{1,3}-q\right)\left(R_{1,2}-q\right)^{2 k+1}\right) \\
W=\nu\left(\left(R_{3,4}-q\right)\left(R_{1,2}-q\right)^{2 k+1}\right)
\end{gathered}
$$

and

$$
\begin{equation*}
\left|\mathcal{R}_{1}\right| \leq K \nu\left(\left|R_{1,2}-q\right|^{2 k+3}\right)+\frac{L(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k} \tag{13.119}
\end{equation*}
$$

In a similar manner (as in (1.231) and (1.232)) we prove the relations

$$
\begin{gather*}
V=b(1) U+(b(2)-2 b(1)-3 b(0)) V+(6 b(0)-3 b(1)) W+\mathcal{R}_{2}  \tag{13.120}\\
W=b(0) U+(4 b(1)-8 b(0)) V+(b(2)-8 b(1)+10 b(0)) W+\mathcal{R}_{3} \tag{13.121}
\end{gather*}
$$

where $\mathcal{R}_{2}$ and $\mathcal{R}_{3}$ satisfy bounds as (13.119). In Section 1.8 we have seen that the transpose of the matrix (1.233) given by (13.118), (13.120) and (13.121) has two eigenvalues (one of which with multiplicity 2 ), that are given by the formulas (1.234) and (1.235). They are both $\neq 1$. For the second eigenvalue this follows from Lemma 1.9.3. For the first eigenvalue this follows from (13.89) and the fact that this eigenvalue is

$$
\beta^{2} \mathrm{E} \frac{1}{\operatorname{ch}^{4}(\beta z \sqrt{q}+h)} .
$$

Therefore the equations (13.118), (13.120) and (13.121) imply that

$$
\begin{equation*}
U=\nu\left(\left(R_{1,2}-q\right)^{2 k+2}\right) \leq K_{1} \nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right)+\frac{K(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k} \tag{13.122}
\end{equation*}
$$

Finally let us choose $\varepsilon=1 / 4 K_{1}$, so that (13.108) implies

$$
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}-q\right| \geq \varepsilon\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right)
$$

and for $N$ large, say $N \geq N_{0}$,

$$
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}^{-}-q\right| \geq 2 \varepsilon\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right) .
$$

Therefore, for such $N$,

$$
\nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right) \leq 2^{2 k+3} K \exp \left(-\frac{N}{K}\right)+2 \varepsilon \nu\left(\left(R_{1,2}^{-}-q\right)^{2 k+2}\right)
$$

and using (13.117) we have shown that

$$
\nu\left(\left|R_{1,2}^{-}-q\right|^{2 k+3}\right) \leq 2 \varepsilon U+2^{2 k+2} K \exp \left(-\frac{N}{K}\right)+\frac{K(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k}
$$

Recalling that $\varepsilon=1 / 4 K_{1}$ and combining with (13.122) we see that

$$
U \leq \frac{1}{2} U+2^{2 k+3} K \exp \left(-\frac{N}{K}\right)+\frac{K(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k}
$$

i.e.

$$
U \leq 2^{2 k+3} K \exp \left(-\frac{N}{K}\right)+\frac{K_{2}(k+1)}{N}\left(\frac{K_{0}(k+1)}{N}\right)^{k}
$$

Let us now assume, as we may, that $K_{0} \geq 2 K_{2}$. This yields

$$
U \leq \frac{1}{2}\left(\frac{K_{0}(k+1)}{N}\right)^{k+1}+2^{2 k} K_{3} \exp \left(-\frac{N}{K_{3}}\right)
$$

This proves that $U \leq\left(K_{0}(k+1) / N\right)^{k+1}$ (and completes the induction) provided $k$ is small enough that

$$
\begin{equation*}
K_{3} \exp \left(-\frac{N}{K_{3}}\right) \leq\left(\frac{K_{0}(k+1)}{4 N}\right)^{k+1} \tag{13.123}
\end{equation*}
$$

Let us denote by $k_{0}$ the smallest integer $k$ for which (13.123) fails, so we have proved by induction that (13.109) holds for $k \leq k_{0}$. As usual, the case $k \geq k_{0}$ is obtained by a near trivial argument. By definition of $k_{0}$, we have

$$
\frac{K_{0}\left(k_{0}+1\right)}{N} \leq 4 K_{3} \exp \left(-\frac{N}{K_{3}\left(k_{0}+1\right)}\right)
$$

so that $\left(k_{0}+1\right) / N \geq 1 / K_{4}$, and then, for $k \geq k_{0}$,

$$
\nu\left(\left(R_{1,2}-q\right)^{2 k+2}\right) \leq 2^{2 k+2} \leq\left(\frac{4 K_{4}\left(k_{0}+1\right)}{N}\right)^{k+1}
$$

It then follows that for all $k$ we have

$$
\nu\left(\left(R_{1,2}-q\right)^{2 k}\right) \leq\left(\frac{K_{5} k}{N}\right)^{k}
$$

where $K_{5}=\max \left(4 K_{4}, K_{0}\right)$, and this proves Theorem 13.7.1.
Theorem 13.7.4. Under (13.88) and (13.89), we have

$$
\left|p_{N}(\beta, h)-\operatorname{SK}(\beta, h)\right| \leq \frac{K}{N}
$$

Proof. The proof of Theorem 13.7 .1 shows that we have $\nu_{t}\left(\left(R_{1,2}-q\right)^{2}\right) \leq$ $K / N$ uniformly on $t \leq 1$.

## 14. The Parisi Formula

### 14.1 Introduction

In this chapter we obtain a considerable extension of the results of Chapter 13: we compute in the limit the quantity $p_{N}(\beta, h)$ for any values of $\beta$ and $h$. The result, called the Parisi formula, is very beautiful but is not immediate to explain, and its proof is rather involved. A large part of the motivation of Chapter 13 is to present a simpler special case of the main arguments of the present chapter, and we advise the reader to first master the first six sections of Chapter 13 before attempting to read anything at all here. Starting with Section 14.7 matters get a bit technical, but let us insist that the reader certainly does not need to master the details of the computations in order to enjoy the next chapter, which attempts to describe the structure underlying the Parisi formula.

### 14.2 Poisson-Dirichlet Cascades

In this section we briefly discuss certain objects that we call Poisson-Dirichlet cascades, which seem intrinsically connected to the low-temperature phase of spin-glass systems. These objects are very pretty, but we will refrain from the temptation of studying them for their own sake, and will present only the results that are really helpful in the sequel.

Consider an integer $k$ and the set $\mathbb{N}^{* k}$, where $\mathbb{N}^{*}=\{1,2, \ldots$,$\} . We will de-$ note by $\alpha$ a sequence $\left(j_{1}, \ldots, j_{k}\right)$ in $\mathbb{N}^{* k}$. It could be useful to think of $\mathbb{N}^{* k}$ as a tree. As we scan the integers $j_{1}, j_{2}, \ldots$ we discover which branch we follow at each node. For $p \leq k$ we write $\alpha \mid p=\left(j_{1}, \ldots, j_{p}\right) \in \mathbb{N}^{* p}$. Let us fix a sequence $0<m_{1}<m_{2}<\ldots<m_{k}<1$. Given this sequence we are going to construct random quantities $\left(u_{\alpha}^{*}\right), \alpha \in \mathbb{N}^{* k}$. Let us first consider a non-increasing rearrangement $\left(u_{j}\right)_{j \geq 1}$ of a Poisson point process of intensity measure $x^{-m_{1}-1} \mathrm{~d} x$. For each integer $j_{1}$, we consider a non-increasing rearrangement $\left(u_{j_{1}, j}\right)_{j \geq 1}$ of a Poisson point process of intensity measure $x^{-m_{2}-1} \mathrm{~d} x$. These are all independent of each other and of the sequence $\left(u_{j}\right)$. More generally, for each $1 \leq p \leq k$ and each integers $j_{1}, \ldots, j_{p-1}$ we consider a non-increasing rearrangement $\left(u_{j_{1}, \ldots, j_{p-1}, j}\right)_{j \geq 1}$ of a Poisson point process of intensity measure $x^{-m_{p}-1} \mathrm{~d} x$. All these are independent of each other. For $\alpha \in \mathbb{N}^{* k}$, we define

$$
\begin{align*}
u_{\alpha}^{*} & =u_{\alpha \mid 1} u_{\alpha \mid 2} \cdots u_{\alpha \mid k-1} u_{\alpha} \\
& =u_{j_{1}} u_{j_{1} j_{2}} \cdots u_{j_{1} \ldots j_{k}} \tag{14.1}
\end{align*}
$$

It will be shown in (14.9) below (taking $F=0$ there) that $\sum_{\gamma} u_{\gamma}^{*}<\infty$ a.s. The family of weights $\left(v_{\alpha}\right)_{\alpha \in \mathbb{N}^{*} k}$ where

$$
\begin{equation*}
v_{\alpha}=\frac{u_{\alpha}^{*}}{\sum u_{\gamma}^{*}} \tag{14.2}
\end{equation*}
$$

will be called the Poisson-Dirichlet cascade associated with the sequence $m_{1}, \ldots, m_{k}$. When $k=1$, the sequence $v_{\alpha}$ has the Poisson-Dirichlet distribution $\Lambda_{m_{1}}$ first defined in Section 13.1 page 314.

In this chapter and the next, we will often consider random weights. Weights associated to a Poisson-Dirichlet cascade will be denoted by ( $v_{\alpha}$ ) while we will denote by $\left(w_{\alpha}\right)$ weights that need not be of this type.

Before we can describe some remarkable properties of this object, we must explain another procedure that will be fundamental, maybe even more so than Poisson-Dirichlet cascades. Consider a metric space $T$. (The case $T=\mathbb{R}^{N}$ or $T=\mathbb{R}$ will be the most useful.) Consider a function $F: T^{k} \rightarrow \mathbb{R}$. Consider also independent random maps $\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}$ valued in $T$, and define the r.v.

$$
\begin{equation*}
F_{k+1}=F\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}\right) \tag{14.3}
\end{equation*}
$$

We will assume that

$$
\begin{equation*}
\mathrm{E} \exp F_{k+1}<\infty ; \mathrm{E}\left|F_{k+1}\right|<\infty \tag{14.4}
\end{equation*}
$$

For $1 \leq p \leq k$, let us denote by $\mathrm{E}_{p}$ expectation in the r.v.s $\mathbf{z}_{p}, \ldots, \mathbf{z}_{k}$, and let us define recursively the r.v.s

$$
\begin{equation*}
F_{p}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1} \tag{14.5}
\end{equation*}
$$

so that $F_{p}$ depends only on the r.v.s $\mathbf{z}_{1}, \ldots, \mathbf{z}_{p-1}$, and in particular $F_{1}$ is a number.

For each $p \leq k$ and integers $j_{1}, \ldots, j_{p}$, let us consider independent copies $\mathbf{z}_{p, j_{1}, \ldots, j_{p}}$ of $\mathbf{z}_{p}$. These are all independent of each other. The reader should observe the similarity with the procedure by which we define the r.v.s $u_{\alpha}^{*}$. To lighten notation for $\alpha=\left(j_{1}, \ldots, j_{k}\right) \in \mathbb{N}^{* k}$ we write

$$
\begin{equation*}
\mathbf{z}_{p, \alpha}=\mathbf{z}_{p, j_{1}, \ldots, j_{p}} \tag{14.6}
\end{equation*}
$$

This variable depends only on $p$ and $\alpha \mid p$. The procedure of defining the r.v.s $\mathbf{z}_{p, \alpha}$ from the r.v.s $\mathbf{z}_{p}$ will occur a great many times, and the notation (14.6) remains in force through the chapter.

Let us then define

$$
\begin{equation*}
F(\alpha)=F\left(\mathbf{z}_{1, \alpha}, \ldots, \mathbf{z}_{k, \alpha}\right) . \tag{14.7}
\end{equation*}
$$

Let us attract the attention of the reader on this unusual (but convenient) notation: the quantity $F(\alpha)$ is a r.v. indexed by $\alpha$. The crucial fact is as follows.

Theorem 14.2.1. Assuming (14.4) we have

$$
\begin{equation*}
\mathrm{E} \log \sum_{\alpha} v_{\alpha} \exp F(\alpha)=F_{1} \tag{14.8}
\end{equation*}
$$

where $v_{\alpha}$ is defined in (14.2).

First we prove that (14.8) holds when $k=1$. In that case $\alpha \in \mathbb{N}^{*}$. When $\left(v_{\alpha}\right)_{\alpha \geq 1}$ is a sequence with distribution $\Lambda_{m}$ and the r.v.s $(F(\alpha))_{\alpha \geq 1}$ are i.i.d. copies of a r.v. $X$, then the r.v.s $\exp F(\alpha)$ are i.i.d. copies of $V=\exp X$ and (13.12) entails that

$$
\mathrm{E} \log \sum_{\alpha} v_{\alpha} \exp F(\alpha)=\frac{1}{m} \log \mathrm{E} V^{m}=\frac{1}{m} \log \mathrm{E} \exp m X=F_{1}
$$

so that (14.8) holds when $k=1$.
Theorem 14.2.1 links Poisson-Dirichlet cascades and the recursive construction of the r.v.s $F_{p}$. For the time being, it might be correct to think that the truly fundamental procedure is the recursive construction of the r.v.s $F_{p}$, and that (14.8) is a "one-step" method to compute the complicated quantity $F_{1}$.

The secret about Poisson Dirichlet cascades is to be unimpressed by the definition, and to work by induction over $k$, the case $k=1$ being always the crucial case.

Proposition 14.2.2. Consider $0<m_{0}<m_{1}<\ldots<m_{k}<1$, and ( $u_{\alpha}^{*}$ ) as in (14.1). Then we have

$$
\begin{equation*}
\mathrm{E}\left(\sum_{\alpha} u_{\alpha}^{*} \exp F(\alpha)\right)^{m_{0}}=\left(\exp m_{0} F_{1}\right) \prod_{1 \leq p \leq k}\left(\mathrm{E}\left(\sum_{j} u_{j}^{(p)}\right)^{m_{p-1}}\right)^{m_{0} / m_{p-1}} \tag{14.9}
\end{equation*}
$$

where $\left(u_{j}^{(p)}\right)_{j \geq 1}$ is an enumeration of a Poisson point process with intensity measure $x^{-m_{p}-1} \mathrm{~d} x$.

Lemma 14.2.3. Consider a r.v. $Y$ with $\mathrm{E} \exp Y<\infty$ and $\mathrm{E}|Y|<\infty$. Then

$$
\lim _{m \rightarrow 0^{+}} \frac{1}{m} \log \mathrm{E} \exp m Y=\mathrm{E} Y
$$

Proof. First, we note that Jensen's inequality implies

$$
\frac{1}{m} \log \mathrm{E} \exp m Y \geq \mathrm{E} Y
$$

Next, defining $\varphi(x)=\exp x-1-x$ it holds that

$$
\mathrm{E} \exp m Y=1+m \mathrm{E} Y+\mathrm{E} \varphi(m Y)
$$

and since $\log (1+x) \leq x$ we have

$$
\begin{equation*}
\frac{1}{m} \log \mathrm{E} \exp m Y \leq \mathrm{E} Y+\frac{1}{m} \mathrm{E} \varphi(m Y) \tag{14.10}
\end{equation*}
$$

Since the function $\varphi$ is convex with $\varphi(0)=\varphi^{\prime}(0)=0$, for each $y$ the function $m \mapsto \varphi(y m) / m$ is increasing and has limit 0 as $m \rightarrow 0$. Moreover $\varphi \geq 0$ and $\mathrm{E} \varphi(Y)<\infty$ since $\varphi(x) \leq L(\exp x+|x|)$. Therefore as $m \rightarrow 0$ the last term of (14.10) goes to zero by dominated convergence.

Proof of Theorem 14.2.1. We write (14.9) as

$$
\left(\mathrm{E}\left(\sum_{\alpha} u_{\alpha}^{*} \exp F(\alpha)\right)^{m_{0}}\right)^{1 / m_{0}}=\left(\exp F_{1}\right) \prod_{1 \leq p \leq k}\left(\mathrm{E}\left(\sum_{j} u_{j}^{(p)}\right)^{m_{p-1}}\right)^{1 / m_{p-1}}
$$

Taking logarithm, we get that for a certain number $C\left(m_{0}, \ldots, m_{k}\right)$ independent of $F$ it holds that

$$
\begin{equation*}
\frac{1}{m_{0}} \log \mathrm{E}\left(\sum_{\alpha} u_{\alpha}^{*} \exp F(\alpha)\right)^{m_{0}}=F_{1}+C\left(m_{0}, \ldots, m_{k}\right) \tag{14.11}
\end{equation*}
$$

We now use Lemma 14.2 .3 with $Y=\log \sum_{\alpha} u_{\alpha}^{*} \exp F(\alpha)$. It follows from (14.4) that $\mathrm{E} \exp Y<\infty$. To see that $\mathrm{E}|Y|<\infty$, we have only to control $\mathrm{E} Y^{-}$where $Y^{-}=\max (-Y, 0)$. For this we simply bound $\sum_{\alpha} u_{\alpha}^{*} \exp F(\alpha)$ from below by the term where $\alpha=(1, \ldots, 1)$, and we observe that if $u_{1}$ is the largest point of a Poisson point process of intensity measure $x^{-m-1}$ then $P\left(u_{1}<t\right)=\exp \left(-t^{-m} / m\right)$ so that in particular $\mathrm{E}\left(\log u_{1}\right)^{-}<\infty$ and hence $\mathrm{E}\left(\log u_{\alpha}^{*}\right)^{-}<\infty$ for $\alpha=\{1, \ldots, 1\}$.

Letting $m_{0} \rightarrow 0$ in (14.11) yields

$$
\mathrm{E} \log \sum_{a} u_{\alpha}^{*} \exp F(\alpha)=F_{1}+C
$$

where $C$ depends only on $m_{1}, \ldots, m_{k}$. Using this for $F(\alpha) \equiv 0$, we obtain

$$
\mathrm{E} \log \sum_{\alpha} u_{\alpha}^{*}=C
$$

and subtraction of these relations yields Theorem 14.2.1.

Proof of Proposition 14.2.2. We proceed by induction over $k$. For $k=1$ this follows from (13.9). For the induction step from $k-1$ to $k$, we consider the quantity

$$
W_{j_{1}}=\sum u_{j_{1}, j_{2}} \cdots u_{j_{1}, j_{2}, \ldots, j_{k}} \exp F\left(\mathbf{z}_{1, j_{1}}, \mathbf{z}_{1, j_{1}, j_{2}}, \ldots, \mathbf{z}_{k, j_{1}, j_{2}, \ldots, j_{k}}\right),
$$

where the sum is over all values of $j_{2}, \ldots, j_{k}$. The sequence $\left(W_{j}\right)_{j \geq 1}$ is i.i.d, and moreover

$$
\sum_{\alpha} u_{\alpha}^{*} \exp F(\alpha)=\sum_{j} u_{j} W_{j}
$$

We use (13.9) for $m^{\prime}=m_{0}$ and $m=m_{1}$ to get

$$
\begin{equation*}
\mathrm{E}\left(\sum u_{j} W_{j}\right)^{m_{0}}=\left(\mathrm{E} W_{1}^{m_{1}}\right)^{m_{0} / m_{1}} \mathrm{E}\left(\sum u_{j}\right)^{m_{0}} \tag{14.12}
\end{equation*}
$$

We observe that $\mathrm{E} W_{1}^{m_{1}}=\mathrm{EE}_{2} W_{1}^{m_{1}}$ and we compute $\mathrm{E}_{2} W_{1}^{m_{1}}$ through the induction hypothesis:

$$
\mathrm{E}_{2} W_{1}^{m_{1}}=\left(\exp m_{1} F_{2}\right) \prod_{2 \leq p \leq k}\left(\mathrm{E}\left(\sum_{j} u_{j}^{(p)}\right)^{m_{p-1}}\right)^{m_{1} / m_{p-1}} .
$$

We also observe from (14.5) that $\mathrm{E} \exp m_{1} F_{2}=\exp m_{1} F_{1}$, so that, taking expectation in the previous inequality yields

$$
\mathrm{E} W_{1}^{m_{1}}=\left(\exp m_{1} F_{1}\right) \prod_{2 \leq p \leq k}\left(\mathrm{E}\left(\sum_{j} u_{j}^{(p)}\right)^{m_{p-1}}\right)^{m_{1} / m_{p-1}}
$$

We then substitute this relation in (14.12) to conclude the induction.

### 14.3 Fundamental Identities

In this section we prove an extension of Theorem 13.1.6, Theorem 14.3.5 below.

We consider a bounded function $U: T^{k} \rightarrow \mathbb{R}$, and, keeping the notation of Section 14.2 and in particular (14.6) we define the r.v.s

$$
U(\alpha)=U\left(\mathbf{z}_{1, \alpha}, \ldots, \mathbf{z}_{k, \alpha}\right)
$$

so that $U(\alpha)$ is to the function $U$ what $F(\alpha)$ is to the function $F$. We define

$$
F_{t}(\alpha)=F(\alpha)+t U(\alpha)
$$

The basic idea is that we will obtain remarkable identities by differentiating once or twice in $t$ the identity (14.8) written for $F_{t}$ rather than $F$. We define

$$
U_{k+1}=U\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}\right)
$$

so that $U_{k+1}$ is to the function $U$ what $F_{k+1}$ is to the function $F$. We further define $F_{k+1, t}=F_{k+1}+t U_{k+1}$, and the functions $F_{p, t}$ through the relation (14.5), that is

$$
\begin{equation*}
F_{p, t}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1, t} \tag{14.13}
\end{equation*}
$$

so that by (14.8)

$$
\begin{equation*}
F_{1, t}=\mathrm{E} \log \sum_{\alpha} v_{\alpha} \exp F_{t}(\alpha) \tag{14.14}
\end{equation*}
$$

and, since $U(\alpha)=\partial F_{t}(\alpha) / \partial t$,

$$
\begin{equation*}
\frac{\partial}{\partial t} F_{1, t}=\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} U(\alpha) \exp F_{t}(\alpha)}{\sum_{\alpha} v_{\alpha} \exp F_{t}(\alpha)} \tag{14.15}
\end{equation*}
$$

Here, and at many places below some work is needed to show that one can exchange the expectation and the derivative. It does not seem appropriate to spend the reader's energy on this since if she is able to follow the present chapter till the end she will no doubt have the skills to fill in such details.

For a (possibly random) function $U(\alpha)$ of $\alpha$ it is convenient to define

$$
\begin{equation*}
\langle U\rangle_{t}=\frac{\sum_{\alpha} v_{\alpha} U(\alpha) \exp F_{t}(\alpha)}{\sum_{\alpha} v_{\alpha} \exp F_{t}(\alpha)} \tag{14.16}
\end{equation*}
$$

When $t=0$ we omit the subscript 0 and we write

$$
\begin{equation*}
\langle U\rangle=\frac{\sum_{\alpha} v_{\alpha} U(\alpha) \exp F(\alpha)}{\sum_{\alpha} v_{\alpha} \exp F(\alpha)} \tag{14.17}
\end{equation*}
$$

It will also be convenient to consider "replicas". In (14.17) we make an average of a function of $\alpha$. Throughout the chapter we denote by $\gamma$ a replica of $\alpha$. Thus, if $U^{\sim}(\alpha, \gamma)$ is a function of $\alpha$ and $\gamma$ we define

$$
\begin{equation*}
\left\langle U^{\sim}\right\rangle=\frac{\sum_{\alpha, \gamma} v_{\alpha} v_{\gamma} U^{\sim}(\alpha, \gamma) \exp F(\alpha) \exp F(\gamma)}{\left(\sum_{\alpha} v_{\alpha} \exp F(\alpha)\right)^{2}} \tag{14.18}
\end{equation*}
$$

To compute $\partial F_{1, t} / \partial t$, we start with the relation

$$
\begin{equation*}
\frac{\partial}{\partial t} F_{k+1, t}=U_{k+1} \tag{14.19}
\end{equation*}
$$

and we aim to compute $\partial F_{p, t} / \partial t$ by differentiating the relation (14.13); this gives

$$
\begin{equation*}
\frac{\partial}{\partial t} F_{p, t}=\frac{\mathrm{E}_{p} \frac{\partial F_{p+1, t}}{\partial t} \exp m_{p} F_{p+1, t}}{\mathrm{E}_{p} \exp m_{p} F_{p+1, t}} \tag{14.20}
\end{equation*}
$$

Now, (14.13) implies

$$
\mathrm{E}_{p} \exp m_{p} F_{p+1, t}=\exp m_{p} F_{p, t}
$$

and since $F_{p, t}$ does not depend on $\mathbf{z}_{p}, \ldots, \mathbf{z}_{k}$ we get from (14.20) that

$$
\begin{align*}
\frac{\partial}{\partial t} F_{p, t} & =\frac{\mathrm{E}_{p} \frac{\partial F_{p+1, t}}{\partial t} \exp m_{p} F_{p+1, t}}{\exp m_{p} F_{p, t}} \\
& =\mathrm{E}_{p} \frac{\frac{\partial F_{p+1, t}}{\partial t} \exp m_{p} F_{p+1, t}}{\exp m_{p} F_{p, t}} \\
& =\mathrm{E}_{p} \frac{\partial}{\partial t} F_{p+1, t} W_{p, t}, \tag{14.21}
\end{align*}
$$

where

$$
\begin{equation*}
W_{p, t}=\exp m_{p}\left(F_{p+1, t}-F_{p, t}\right) . \tag{14.22}
\end{equation*}
$$

Let us observe two important properties of the quantity $W_{p, t}$. It does not depend on the r.v.s $\mathbf{z}_{p+1}, \ldots, \mathbf{z}_{k}$, but only in the r.v.s $\mathbf{z}_{1}, \ldots, \mathbf{z}_{p}$; and, as follows from (14.13) it satisfies

$$
\begin{equation*}
\mathrm{E}_{p} W_{p, t}=1 \tag{14.23}
\end{equation*}
$$

Now we prove by decreasing induction over $p$ that

$$
\begin{equation*}
\frac{\partial}{\partial t} F_{p, t}=\mathrm{E}_{p}\left(W_{p, t} \cdots W_{k, t} U_{k+1}\right) \tag{14.24}
\end{equation*}
$$

For $p=k+1$ this is simply (14.19). For $p=k$ this follows from (14.21). Using (14.24) for $p+1$ instead of $p$, and substituting in (14.21) we get

$$
\frac{\partial}{\partial t} F_{p, t}=\mathrm{E}_{p}\left(W_{p, t} \mathrm{E}_{p+1}\left(W_{p+1, t} \cdots W_{k, t} U_{k+1}\right)\right)
$$

and since $W_{p, t}$ does not depend on $\mathbf{z}_{p+1}, \ldots, \mathbf{z}_{k}$ we can move this term inside the expectation $\mathrm{E}_{p+1}$ and use that $\mathrm{E}_{p}=\mathrm{E}_{p} \mathrm{E}_{p+1}$ to complete the induction. For $p=1$ we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} F_{1, t}=\mathrm{E}\left(W_{1, t} \cdots W_{k, t} U_{k+1}\right) \tag{14.25}
\end{equation*}
$$

and comparing with (14.15) yields

$$
\begin{equation*}
\mathrm{E}\left(W_{1, t} \cdots W_{k, t} U_{k+1}\right)=\mathrm{E}\langle U\rangle_{t} \tag{14.26}
\end{equation*}
$$

and in particular, for $t=0$, with the notation (14.17),

$$
\begin{equation*}
\mathrm{E}\left(W_{1} \cdots W_{k} U_{k+1}\right)=\mathrm{E}\langle U\rangle \tag{14.27}
\end{equation*}
$$

Exercise 14.3.1. Despite the fact that the notations are absolutely incompatible, prove that the case $k=1$ of this formula recovers (13.13).

Let us now differentiate (14.26) at $t=0$. From (14.22) we observe that

$$
\begin{equation*}
\frac{\partial}{\partial t} W_{p, t}=m_{p}\left(\frac{\partial}{\partial t} F_{p+1, t}-\frac{\partial}{\partial t} F_{p, t}\right) W_{p, t} \tag{14.28}
\end{equation*}
$$

To lighten notation we write

$$
\partial F_{p}=\left.\frac{\partial}{\partial t} F_{p, t}\right|_{t=0}
$$

and differentiation of (14.26) at $t=0$ yields

$$
\begin{equation*}
\mathrm{E}\left(\left\langle U^{2}\right\rangle-\langle U\rangle^{2}\right)=\mathrm{E}\left(W_{1} \cdots W_{k} U_{k+1} \sum_{1 \leq p \leq k} m_{p}\left(\partial F_{p+1}-\partial F_{p}\right)\right) \tag{14.29}
\end{equation*}
$$

It is convenient to set

$$
m_{0}=0, \quad m_{k+1}=1
$$

so that, since $\partial F_{k+1}=U_{k+1}$,

$$
\begin{equation*}
\sum_{1 \leq p \leq k} m_{p}\left(\partial F_{p+1}-\partial F_{p}\right)=-\sum_{1 \leq p \leq k+1}\left(m_{p}-m_{p-1}\right) \partial F_{p}+U_{k+1} \tag{14.30}
\end{equation*}
$$

Using the identity (14.27) for $U^{2}$ rather than $U$, we obtain

$$
\mathrm{E}\left\langle U^{2}\right\rangle=\mathrm{E}\left(W_{1} \cdots W_{k} U_{k+1}^{2}\right),
$$

and combining with (14.29) and (14.30) yields

$$
\begin{equation*}
\mathrm{E}\langle U\rangle^{2}=\sum_{1 \leq p \leq k+1}\left(m_{p}-m_{p-1}\right) \mathrm{E}\left(\partial F_{p} W_{1} \cdots W_{k} U_{k+1}\right) \tag{14.31}
\end{equation*}
$$

Now, using (14.24) at $t=0$ we get

$$
\partial F_{p}=\mathrm{E}_{p}\left(W_{p} \cdots W_{k} U_{k+1}\right)
$$

Since $W_{1}, \ldots, W_{p-1}$ and $\mathrm{E}_{p}\left(W_{1} \cdots W_{k} U_{k+1}\right)$ do not depend on the r.v.s $\mathbf{z}_{p}, \ldots, \mathbf{z}_{k}$, we have

$$
\begin{aligned}
\mathrm{E}\left(\partial F_{p} W_{1} \cdots W_{k} U_{k+1}\right) & =\mathrm{E}\left(W_{1} \cdots W_{k} U_{k+1} \mathrm{E}_{p}\left(W_{p} \cdots W_{k} U_{k+1}\right)\right) \\
& =\mathrm{EE}_{p}\left(W_{1} \cdots W_{k} U_{k+1} \mathrm{E}_{p}\left(W_{p} \cdots W_{k} U_{k+1}\right)\right) \\
& =\mathrm{E}\left(\mathrm{E}_{p}\left(W_{1} \cdots W_{k} U_{k+1}\right) \mathrm{E}_{p}\left(W_{p} \cdots W_{k} U_{k+1}\right)\right) \\
& =\mathrm{E}\left(W_{1} \cdots W_{p-1}\left(\mathrm{E}_{p} W_{p} \cdots W_{k} U_{k+1}\right)^{2}\right),
\end{aligned}
$$

and therefore (14.31) implies

$$
\begin{equation*}
\mathrm{E}\langle U\rangle^{2}=\sum_{1 \leq p \leq k+1}\left(m_{p}-m_{p-1}\right) \mathrm{E}\left(W_{1} \cdots W_{p-1}\left(\mathrm{E}_{p} W_{p} \cdots W_{k} U_{k+1}\right)^{2}\right) \tag{14.32}
\end{equation*}
$$

The left-hand side is the average

$$
\mathrm{E} \frac{\sum_{\alpha, \gamma} v_{\alpha} v_{\gamma} U(\alpha) U(\gamma) \exp (F(\alpha)+F(\gamma))}{\left(\sum_{\alpha} v_{\alpha} \exp F(\alpha)\right)^{2}}
$$

that is therefore expressed as a weighted sum of certain averages. It would be nice if each of these pieces should correspond to an average over a natural set. There is a simple trick that achieves this.

Let us fix an integer $1 \leq r \leq k$ and let us replace $U_{k+1}=U\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}\right)$ by

$$
U_{k+1}^{\prime}=\eta_{r} U\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}\right)=\eta_{r} U_{k+1}
$$

where $\eta_{r}$ is a random sign (independent of all the $\mathbf{z}_{p}$ ) that "goes with $\mathbf{z}_{r}$ ". That is, if $\eta_{j_{1}, \ldots, j_{r}}$ are independent random signs, then

$$
U^{\prime}(\alpha)=\eta_{\alpha \mid r} U\left(\mathbf{z}_{1, \alpha}, \ldots, \mathbf{z}_{k, \alpha}\right)
$$

To be more formal, we replace the map $U: T^{k} \rightarrow \mathbb{R}$ by the map $U^{\prime}$ : $\left(T^{k} \times\{-1,1\}\right)^{k} \rightarrow \mathbb{R}$ given by

$$
U^{\prime}\left(\left(\mathbf{x}_{1}, \varepsilon_{1}\right), \ldots,\left(\mathbf{x}_{k}, \varepsilon_{k}\right)\right)=\varepsilon_{r} U\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)
$$

and we replace the r.v.s $\mathbf{z}_{p}$ by the r.v.s $\mathbf{z}_{p}^{\prime}=\left(\mathbf{z}_{p}, \eta_{p}\right)$ where $\eta_{p}$ are independent random signs independent of the r.v.s $\left(\mathbf{z}_{p}\right)$. We observe that

$$
\begin{aligned}
& \mathrm{E} \eta_{\alpha \mid r} \eta_{\gamma \mid r}=1 \text { if } \alpha|r=\gamma| r \\
& \mathrm{E} \eta_{\alpha \mid r} \eta_{\gamma \mid r}=0 \text { if } \alpha|r \neq \gamma| r
\end{aligned}
$$

so that, taking first expectation in the r.v.s $\eta_{\alpha}$,

$$
\mathrm{E}\left\langle U^{\prime}\right\rangle^{2}=\mathrm{E} \frac{\sum_{\alpha|r=\gamma| r} v_{\alpha} v_{\gamma} U(\alpha) U(\gamma) \exp (F(\alpha)+F(\gamma))}{\left(\sum_{\alpha} v_{\alpha} \exp F(\alpha)\right)^{2}}
$$

and, in accordance to (14.18) we lighten notation by writing this quantity as

$$
\mathrm{E}\left\langle\mathbf{1}_{\{\alpha|r=\gamma| r\}} U(\alpha) U(\gamma)\right\rangle
$$

Moreover, since $U_{k+1}^{\prime}=\eta_{r} U_{k+1}$ and since $\mathrm{E}_{p} \eta_{r}=0$ if $r \geq p$ and $\mathrm{E}_{p} \eta_{r}=\eta_{r}$ if $r<p$, we have

$$
\begin{array}{r}
\mathrm{E}_{p}\left(W_{p} \cdots W_{k} U_{k+1}^{\prime}\right)=0 \text { if } p \leq r \\
\mathrm{E}_{p}\left(W_{p} \cdots W_{k+1} U_{k+1}^{\prime}\right)=\eta_{r} \mathrm{E}_{p}\left(W_{p} \cdots W_{k} U_{k+1}\right) \text { if } p>r
\end{array}
$$

so that using (14.32) for $U^{\prime}$ rather than $U$ yields

$$
=\sum_{r<p \leq k+1}^{\mathrm{E}\left\langle\mathbf{1}_{\{\alpha|r=\gamma| r\}} U(\alpha) U(\gamma)\right\rangle}\left(m_{p}-m_{p-1}\right) \mathrm{E}\left(W_{1} \cdots W_{p-1}\left(\mathrm{E}_{p} W_{p} \cdots W_{k} U_{k+1}\right)^{2}\right) .
$$

Let us make throughout this chapter the convention that for all $\alpha, \gamma$ in $\mathbb{N}^{* k}$ we have

$$
\begin{equation*}
\alpha|0=\gamma| 0 ; \quad \alpha|(k+1) \neq \gamma|(k+1) . \tag{14.34}
\end{equation*}
$$

We then observe that (14.33) remains true for $r=0$, since it then coincides with (14.31), and remains true for $r=k+1$, where it simply means that $0=0$. We observe moreover that (14.34) implies that given $\alpha$ and $\gamma$ in $\mathbb{N}^{* k}$, there exists a unique integer $1 \leq r \leq k+1$ such that

$$
\begin{equation*}
\alpha|r \neq \gamma| r ; \quad \alpha|(r-1)=\gamma|(r-1), \tag{14.35}
\end{equation*}
$$

and we define

$$
\begin{equation*}
(\alpha, \gamma)=r \tag{14.36}
\end{equation*}
$$

This is "the first coordinate on which the sequences $\alpha$ and $\gamma$ differ". This notation will be used throughout this entire chapter.

Given $1 \leq r \leq k+1$, let us subtract from (14.33) the corresponding equality for $r-1$ rather than $r$. Since

$$
\mathbf{1}_{\{\alpha|(r-1)=\gamma|(r-1)\}}-\mathbf{1}_{\{\alpha|r=\gamma| r\}}=\mathbf{1}_{\{(\alpha, \gamma)=r\}},
$$

we have obtained the following identity.

Proposition 14.3.2. For any $1 \leq r \leq k+1$ we have

$$
\begin{align*}
& \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U(\alpha) U(\gamma)\right\rangle \\
= & \left(m_{r}-m_{r-1}\right) \mathrm{E}\left(W_{1} \cdots W_{r-1}\left(\mathrm{E}_{r} W_{r} \cdots W_{k} U_{k+1}\right)^{2}\right) . \tag{14.37}
\end{align*}
$$

For $r=1$, there is no term in the product $W_{1} \cdots W_{r-1}$, while for $r=k+1$, the right-hand side is $\left(1-m_{k}\right) \mathrm{E}\left(W_{1} \cdots W_{k} U_{k+1}^{2}\right)$.

Since $\mathrm{E}_{p} W_{p}=1$, by (14.23) we obtain recursively that

$$
\mathrm{E}_{p}\left(W_{p} \cdots W_{k}\right)=\mathrm{E}_{p}\left(W_{p} \mathrm{E}_{p+1}\left(W_{p+1} \cdots W_{k}\right)\right)=1
$$

and similarly $\mathrm{E}\left(W_{1} \cdots W_{r-1}\right)=1$. Using (14.37) for $U=1$, we have proved the following.

Proposition 14.3.3. For $1 \leq r \leq k+1$ we have

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}}\right\rangle=m_{r}-m_{r-1} \tag{14.38}
\end{equation*}
$$

It is worth spelling out the special case of (14.38) corresponding to the case $F=0$ :

$$
\begin{equation*}
\mathrm{E} \sum_{(\alpha, \gamma)=r} v_{\alpha} v_{\gamma}=m_{r}-m_{r-1} \tag{14.39}
\end{equation*}
$$

Let us now explain the real miracle that occurs in (14.37), and which will be absolutely essential in the entire chapter. We think of $1 \leq r \leq k+1$ as fixed once and for all. We consider two copies $\left(\mathbf{z}_{p}^{\ell}\right)$ for $\ell=1$ and $\ell=2$ of the sequence $\left(\mathbf{z}_{p}\right)_{1 \leq p \leq k}$. These copies are coupled in the following manner

$$
\left\{\begin{array}{l}
\mathbf{z}_{p}^{1}=\mathbf{z}_{p}^{2} \text { if } p<r  \tag{14.40}\\
\mathbf{z}_{p}^{1} \text { and } \mathbf{z}_{p}^{2} \text { are independent if } p \geq r .
\end{array}\right.
$$

Recalling (14.3) we define $F_{k+1}^{\ell}=F\left(\mathbf{z}_{1}^{\ell}, \ldots, \mathbf{z}_{k}^{\ell}\right)$ and the variables $F_{p}^{\ell}$ through the recursion relation (14.5), where of course $\mathrm{E}_{p}$ denotes now expectation in the r.v.s $\mathbf{z}_{n}^{\ell}$ for $n \geq p$. We define

$$
\begin{equation*}
W_{p}^{\ell}=\exp m_{p}\left(F_{p+1}^{\ell}-F_{p}^{\ell}\right) \tag{14.41}
\end{equation*}
$$

This quantity depends only on $\mathbf{z}_{1}^{\ell}, \ldots, \mathbf{z}_{p}^{\ell}$. It allows for simpler notation if we assume (without loss of generality) that

$$
p<r \Rightarrow \mathbf{z}_{p}^{1}=\mathbf{z}_{p}^{2}=\mathbf{z}_{p} .
$$

With this convention, thinking of $W_{p}$ as a function $W_{p}\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{p}\right)$, we have

$$
W_{p}^{\ell}=W_{p}\left(\mathbf{z}_{1}^{\ell}, \ldots, \mathbf{z}_{p}^{\ell}\right)
$$

so that $W_{p}^{1}=W_{p}^{2}=W_{p}$ for $p \leq r-1$. Now, since the r.v.s $\left(\mathbf{z}_{p}^{1}\right)_{p \geq r}$ are independent from the r.v.s $\left(\mathbf{z}_{p}^{2}\right)_{p \geq r}$,

$$
\left(\mathrm{E}_{r} W_{r} \cdots W_{k} U_{k+1}\right)^{2}=\mathrm{E}_{r}\left(W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{1} U_{k+1}^{2}\right),
$$

where $U_{k+1}^{\ell}=U_{k+1}\left(\mathbf{z}_{1}^{\ell}, \ldots, \mathbf{z}_{k+1}^{\ell}\right)$. Since $W_{1} \cdots W_{r-1}$ do not depend on the r.v.s $\mathbf{z}_{p}^{\ell}$ for $p \geq r$ we obtain

$$
\begin{align*}
& \mathrm{E}\left(W_{1} \cdots W_{r-1}\left(\mathrm{E}_{r} W_{r} \cdots W_{k} U_{k+1}\right)^{2}\right) \\
= & \mathrm{E}\left(W_{1} \cdots W_{r-1} \mathrm{E}_{r}\left(W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{1} U_{k+1}^{2}\right)\right) \\
= & \mathrm{E} \mathrm{E}_{r}\left(W_{1} \cdots W_{r-1} W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{1} U_{k+1}^{2}\right) \\
= & \mathrm{E}\left(W_{1} \cdots W_{r-1} W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{1} U_{k+1}^{2}\right) . \tag{14.42}
\end{align*}
$$

Therefore, comparing with (14.37) yields the relation

$$
\begin{aligned}
& \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U(\alpha) U(\gamma)\right\rangle \\
= & \left(m_{r}-m_{r-1}\right) \mathrm{E}\left(W_{1} \cdots W_{r-1} W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{1} U_{k+1}^{2}\right) .
\end{aligned}
$$

we may use the standard "polarization argument" (replacing $U$ by $U+U^{\prime}$ ) to obtain that if $U^{\prime}$ is another function $T^{k} \rightarrow \mathbb{R}$ and if we define $U_{k+1}^{\prime 2}=$ $U^{\prime}\left(\mathbf{z}_{1}^{2}, \ldots, \mathbf{z}_{k}^{2}\right)$ then

$$
\begin{align*}
& \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U(\alpha) U^{\prime}(\gamma)\right\rangle \\
= & \left(m_{r}-m_{r-1}\right) \mathrm{E}\left(W_{1} \cdots W_{r-1} W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{1} U_{k+1}^{\prime 2}\right) . \tag{14.43}
\end{align*}
$$

Exercise 14.3.4. Prove that when $k=1$ the case $r=1$ of the previous formula recovers (13.15) while the case $r=2$ recovers (13.14).

Consider now a continuous bounded function $U^{\sim}: T^{k} \times T^{k} \rightarrow \mathbb{R}$, say

$$
\begin{equation*}
U^{\sim}\left(\left(\mathbf{x}_{1}^{1}, \mathrm{x}_{1}^{2}\right), \ldots,\left(\mathrm{x}_{k}^{1}, \mathrm{x}_{k}^{2}\right)\right) \tag{14.44}
\end{equation*}
$$

and let

$$
\begin{align*}
U_{k+1}^{\sim} & =U^{\sim}\left(\left(\mathbf{z}_{1}^{1}, \mathbf{z}_{1}^{2}\right), \ldots,\left(\mathbf{z}_{k}^{1}, \mathbf{z}_{k}^{2}\right)\right)  \tag{14.45}\\
U^{\sim}(\alpha, \gamma) & =U^{\sim}\left(\left(\mathbf{z}_{1, \alpha}, \mathbf{z}_{1, \gamma}\right), \ldots,\left(\mathbf{z}_{k, \alpha}, \mathbf{z}_{k, \gamma}\right)\right) . \tag{14.46}
\end{align*}
$$

The reader should observe carefully the formula (14.46). There are no upper indices there. The idea of replicas is implemented only through the lower indices $(\alpha, \gamma)$.

Theorem 14.3.5. We have
$\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U^{\sim}(\alpha, \gamma)\right\rangle=\left(m_{r}-m_{r-1}\right) \mathrm{E}\left(W_{1} \cdots W_{r-1} W_{r}^{1} W_{r}^{2} \cdots W_{k}^{1} W_{k}^{2} U_{k+1}^{\sim}\right)$.

Proof. When the function $U^{\sim}$ is of the type

$$
U^{\sim}\left(\left(\mathbf{x}_{1}^{1}, \mathbf{x}_{1}^{2}\right), \ldots,\left(\mathbf{x}_{k}^{1}, \mathbf{x}_{k}^{2}\right)\right)=U\left(\mathbf{x}_{1}^{1}, \ldots, \mathbf{x}_{k}^{1}\right) U^{\prime}\left(\mathbf{x}_{1}^{2}, \ldots, \mathbf{x}_{k}^{2}\right)
$$

then (14.47) coincides with (14.43). The general case follows by approximating an arbitrary function by a sum of functions of the previous type.
The amazing fact is that the expression on the right-hand side above is of the same nature as the left-hand side of (14.27), as we demonstrate now. Let us consider the sequence

$$
\begin{equation*}
m_{1}^{*}=\frac{m_{1}}{2}, \ldots, m_{r-1}^{*}=\frac{m_{r-1}}{2}, m_{r}^{*}=m_{r}, \ldots, m_{k}^{*}=m_{k} \tag{14.48}
\end{equation*}
$$

(that will be used many times). Let us define

$$
J_{k+1}=F_{k+1}^{1}+F_{k+1}^{2}
$$

and then $J_{p}$ recursively by

$$
\begin{equation*}
J_{p}=\frac{1}{m_{p}^{*}} \log \mathrm{E}_{p} \exp m_{p}^{*} J_{p+1} . \tag{14.49}
\end{equation*}
$$

Lemma 14.3.6. a) For each $p$ we have

$$
\begin{equation*}
J_{p}=F_{p}^{1}+F_{p}^{2}, \tag{14.50}
\end{equation*}
$$

b) Let

$$
\begin{equation*}
V_{p}=\exp m_{p}^{*}\left(J_{p+1}-J_{p}\right) . \tag{14.51}
\end{equation*}
$$

Then

$$
p<r \Rightarrow V_{p}=W_{p} ; \quad p \geq r \Rightarrow V_{p}=W_{p}^{1} W_{p}^{2}
$$

Consequently, the expression on the right of (14.47) is $\mathrm{E}\left(V_{1} \cdots V_{k} U_{k+1}^{\sim}\right)$. Let us state this for further reference.

Corollary 14.3.7. With the notation (14.51) we have

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U^{\sim}(\alpha, \gamma)\right\rangle=\left(m_{r}-m_{r-1}\right) \mathrm{E}\left(V_{1} \cdots V_{k} U_{k+1}^{\sim}\right) . \tag{14.52}
\end{equation*}
$$

The right-hand side of (14.52) is of the same nature as the left-hand side of (14.27), since the quantities $V_{p}$ are defined by a similar procedure as the quantities $W_{p}$. To illustrate this point, let us write down the formula corresponding to (14.27). Instead of the function $F\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)$ we use the function

$$
\widehat{F}\left(\left(\mathbf{x}_{1}^{1}, \mathbf{x}_{1}^{2}\right), \ldots,\left(\mathbf{x}_{k}^{1}, \mathbf{x}_{k}^{2}\right)\right)=F\left(\mathbf{x}_{1}^{1}, \ldots, \mathbf{x}_{k}^{1}\right)+F\left(\mathbf{x}_{1}^{2}, \ldots, \mathbf{x}_{k}^{2}\right),
$$

instead of the sequence of r.v.s $\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}$ we use the sequence of r.v.s $\left(\mathbf{z}_{1}^{1}, \mathbf{z}_{1}^{2}\right), \ldots,\left(\mathbf{z}_{k}^{1}, \mathbf{z}_{k}^{2}\right)$, and, recalling (14.44) we consider (defining $\left(\mathbf{z}_{p, \alpha}^{1}, \mathbf{z}_{p, \alpha}^{2}\right)$ in the obvious manner)

$$
\begin{align*}
& \widehat{F}(\alpha)=\widehat{F}\left(\left(\mathbf{z}_{1, \alpha}^{1}, \mathbf{z}_{1, \alpha}^{2}\right), \ldots,\left(\mathbf{z}_{k, \alpha}^{1}, \mathbf{z}_{k, \alpha}^{2}\right)\right) \\
& \widehat{U}(\alpha)=U^{\sim}\left(\left(\mathbf{z}_{1, \alpha}^{1}, \mathbf{z}_{1, \alpha}^{2}\right), \ldots,\left(\mathbf{z}_{k, \alpha}^{1}, \mathbf{z}_{k, \alpha}^{2}\right)\right) . \tag{14.53}
\end{align*}
$$

The formula (14.53) should be compared with the formula (14.14).
Then the formula corresponding to (14.27) is

$$
\begin{equation*}
\mathrm{E}\left(V_{1} \cdots V_{k} U_{k+1}^{\sim}\right)=\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} \widehat{U}(\alpha) \exp \widehat{F}(\alpha)}{\sum_{a} v_{\alpha} \exp \widehat{F}(\alpha)} \tag{14.54}
\end{equation*}
$$

where the weights $v_{\alpha}$ form a Poisson-Dirichlet cascade associated with the sequence (14.48).

Proof of Lemma 14.3.6. The argument of this lemma is simple but essential. If will be used again and again. We prove (14.50) by decreasing induction on $p$. It holds for $p=k+1$ by definition of $J_{k+1}$. If $p \geq r$, by independence and since $F_{p+1}^{\ell}$ satisfies (14.5),

$$
\begin{aligned}
J_{p} & =\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} J_{p+1} \\
& =\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p}\left(F_{p+1}^{1}+F_{p+1}^{2}\right) \\
& =\frac{1}{m_{p}} \log \left(\left(\mathrm{E}_{p} \exp m_{p} F_{p+1}^{1}\right)\left(\mathrm{E}_{p} \exp m_{p} F_{p+1}^{2}\right)\right) \\
& =\frac{1}{m_{p}} \log \exp m_{p}\left(F_{p}^{1}+F_{p}^{2}\right)=F_{p}^{1}+F_{p}^{2}
\end{aligned}
$$

For $p=r$, since $F_{r}^{\ell}$ depends only on $\left(\mathbf{z}_{1}^{\ell}, \ldots, \mathbf{z}_{r-1}^{\ell}\right)=\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{r-1}\right)$ we have $F_{r}^{1}=F_{r}^{2}=F_{r}$, and therefore $F_{p}^{1}=F_{p}^{2}=F_{p}$ for $p \leq r$. If $p<r$, we write

$$
\begin{aligned}
J_{p} & =\frac{2}{m_{p}} \log \mathrm{E}_{p} \exp \frac{m_{p}}{2}\left(F_{p+1}^{1}+F_{p+1}^{2}\right) \\
& =\frac{2}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1}=2 F_{p}=F_{p}^{1}+F_{p}^{2}
\end{aligned}
$$

This proves (14.50). Now

$$
V_{p}=\exp m_{p}^{*}\left(J_{p+1}-J_{p}\right)=\exp m_{p}^{*}\left(F_{p+1}^{1}-F_{p}^{1}\right) \exp m_{p}^{*}\left(F_{p+1}^{2}-F_{p}^{2}\right)
$$

so if $p \geq r$ we have $V_{p}=W_{p}^{1} W_{p}^{2}$, while if $p<r$ we have

$$
V_{p}=\left(W_{p}^{1} W_{p}^{2}\right)^{1 / 2}=W_{p}
$$

### 14.4 Guerra's Broken Replica-Symmetry Bound

In this chapter we study rather general Gaussian Hamiltonians. We consider Hamiltonians $H_{N}$ such that $\left(H_{N}(\boldsymbol{\sigma})\right)$ is a jointly centered Gaussian family of r.v.s such that, for a suitable function $\xi$,

$$
\begin{equation*}
\forall \boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \quad \frac{1}{N} \mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right)=\xi\left(R_{1,2}\right) \tag{14.55}
\end{equation*}
$$

We assume

$$
\begin{equation*}
\xi^{\prime}(0)=0 . \tag{14.56}
\end{equation*}
$$

An important example is the case of the $p$-spin interaction model, that is

$$
\begin{equation*}
-H_{N}(\boldsymbol{\sigma})=\frac{\beta_{p}}{N^{(p-1) / 2}} \sum_{i_{1}, \ldots, i_{p} \leq N} g_{i_{1}, \ldots, i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \tag{14.57}
\end{equation*}
$$

where $g_{i_{1}, \ldots, i_{p}}$ are independent standard Gaussian r.v.s and the summation is over all choices of $i_{1}, \ldots, i_{p} \leq N$. Thus

$$
\begin{aligned}
\frac{1}{N} \mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right) & =\frac{\beta_{p}^{2}}{N^{p}} \sum_{i_{1}, \ldots, i_{p}} \sigma_{i_{1}}^{1} \sigma_{i_{1}}^{2} \sigma_{i_{2}}^{1} \sigma_{i_{2}}^{2} \cdots \sigma_{i_{p}}^{1} \sigma_{i_{p}}^{2} \\
& =\beta_{p}^{2} R_{1,2}^{p}
\end{aligned}
$$

In that case (14.55) holds for $\xi(x)=\beta_{p}^{2} x^{p}$. Sums of independent terms as in (14.57) for $p \geq 2$ yield functions of the type

$$
\begin{equation*}
\xi(x)=\sum_{p \geq 1} \beta_{p}^{2} x^{p}, \tag{14.58}
\end{equation*}
$$

which satisfy (14.56). Such a function is always convex on $\mathbb{R}^{+}$. When only terms with $p$ even are involved, it is convex on $\mathbb{R}$. We will only consider sequences $\beta_{p}$ such that the series in (14.55) converges for all $x$.

The expert reader might object that (14.58) is not the traditional definition of the $p$-spin interaction model, which is given by

$$
\begin{equation*}
-H_{N}(\boldsymbol{\sigma})=\beta_{p}\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{1 \leq i_{1}<i_{2}<\ldots<i_{p} \leq N} g_{i_{1}, \ldots, i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \tag{14.59}
\end{equation*}
$$

This does not quite satisfy (14.55). It is however rather straightforward in our analysis to replace (14.55) by the condition

$$
\left|\frac{1}{N} \mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right)-\xi\left(R_{1,2}\right)\right| \leq c_{N}
$$

where $c_{N} \rightarrow 0$. We will not do this to lighten the exposition.
Associated to the function $\xi$ is the function

$$
\begin{equation*}
\theta(x)=x \xi^{\prime}(x)-\xi(x) . \tag{14.60}
\end{equation*}
$$

This notation will be used throughout this chapter and the next. When $\xi$ is convex on $\mathbb{R}$,

$$
\xi(x)-x \xi^{\prime}(q)+\theta(q)=\xi(x)-\xi(q)-(x-q) \xi^{\prime}(q) \geq 0
$$

and thus

$$
\begin{equation*}
\xi(x)-x \xi^{\prime}(q) \geq-\theta(q) \tag{14.61}
\end{equation*}
$$

and when $\xi$ is convex on $\mathbb{R}^{+}$

$$
\begin{equation*}
x, q \geq 0 \Rightarrow \xi(x)-x \xi^{\prime}(q) \geq-\theta(q) . \tag{14.62}
\end{equation*}
$$

Fixing the Hamiltonian $H_{N}$ as in (14.57), we consider now a countable set $A$ and another Gaussian family $(H(\boldsymbol{\sigma}, \alpha))$ for $\boldsymbol{\sigma} \in \Sigma_{N}, \alpha \in A$. We assume that for $\alpha, \gamma \in A$ we have

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \alpha\right) H\left(\boldsymbol{\sigma}^{2}, \gamma\right)=R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right), \tag{14.63}
\end{equation*}
$$

where $q_{\alpha, \gamma}$ is a number depending on $\alpha$ and $\gamma$ that satisfies for a certain number $\bar{q}$

$$
\begin{equation*}
\forall \alpha, \quad q_{\alpha, \alpha}=\bar{q} \tag{14.64}
\end{equation*}
$$

We consider the Hamiltonian

$$
\begin{equation*}
-H_{t}(\boldsymbol{\sigma}, \alpha)=-\sqrt{t} H_{N}(\boldsymbol{\sigma})-\sqrt{1-t} H(\boldsymbol{\sigma}, \alpha)+\sum_{i \leq N} \sigma_{i} h_{i} \tag{14.65}
\end{equation*}
$$

where as usual $\left(h_{i}\right)_{i \leq N}$ are i.i.d. copies of a r.v. $h$. Consider now random weights $\left(w_{\alpha}\right)_{\alpha \in A}$. As the notation indicates, for the time being, we do not assume that they form a Poisson-Dirichlet cascade, although this will be the most interesting situation.

For a function $f(\boldsymbol{\sigma}, \alpha)$ we define

$$
\begin{equation*}
\langle f(\boldsymbol{\sigma}, \alpha)\rangle_{t}=\frac{\sum_{\boldsymbol{\sigma}, \alpha} w_{\alpha} f(\boldsymbol{\sigma}, \alpha) \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right)}{\sum_{\boldsymbol{\sigma}, \alpha} w_{\alpha} \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right)} \tag{14.66}
\end{equation*}
$$

Lemma 14.4.1. Consider the function

$$
\begin{equation*}
\varphi(t)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}, \alpha} w_{\alpha} \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right) \tag{14.67}
\end{equation*}
$$

Then
$\varphi^{\prime}(t)=\frac{1}{2}\left(\xi(1)-\xi^{\prime}(\bar{q})\right)+\frac{1}{2} \mathrm{E}\left\langle\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t}-\frac{1}{2} \mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right)+\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t}$.

The function $\varphi$ will be used throughout this chapter.
Proof. We recall that $\gamma$ is a replica of $\alpha$, so that $\left(\boldsymbol{\sigma}^{2}, \gamma\right)$ is a replica of $\left(\boldsymbol{\sigma}^{1}, \alpha\right)$. We define

$$
U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha, \gamma\right)=\frac{1}{N}\left(\mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right)-\mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \alpha\right) H\left(\boldsymbol{\sigma}^{2}, \gamma\right)\right) .
$$

Differentiation and integration by parts yield the formula

$$
\varphi^{\prime}(t)=\frac{1}{2}\left(\mathrm{E}\langle U(\boldsymbol{\sigma}, \boldsymbol{\sigma}, \alpha, \alpha)\rangle_{t}-\mathrm{E}\left\langle U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha, \gamma\right)\right\rangle_{t}\right) .
$$

Then (14.55) and (14.63) imply

$$
U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha, \gamma\right)=\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right),
$$

and in particular from (14.64) we obtain

$$
U(\boldsymbol{\sigma}, \boldsymbol{\sigma}, \alpha, \alpha)=\xi(1)-\xi^{\prime}(\bar{q}),
$$

so that

$$
\begin{aligned}
\varphi^{\prime}(t) & =\frac{1}{2}\left(\xi(1)-\xi^{\prime}(\bar{q})\right)-\frac{1}{2} \mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right)\right\rangle_{t} \\
& =\frac{1}{2}\left(\xi(1)-\xi^{\prime}(\bar{q})\right)+\frac{1}{2} \mathrm{E}\left\langle\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t} \\
& -\frac{1}{2} \mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right)+\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t},
\end{aligned}
$$

and the proof is complete.
The reason for writing $\varphi^{\prime}(t)$ as in (14.68) is that when $\xi$ is convex by (14.61) we have $\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right)+\theta\left(q_{\alpha, \gamma}\right) \geq 0$ so that (14.68) yields the clean bound

$$
\varphi^{\prime}(t) \leq \frac{1}{2}\left(\xi(1)-\xi^{\prime}(\bar{q})\right)+\frac{1}{2} \mathrm{E}\left\langle\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t} .
$$

We now turn to what will eventually appear as the optimal choice for the Hamiltonian $H(\boldsymbol{\sigma}, \alpha)$ and the weights $w_{\alpha}$. We consider an integer $k \geq 0$, a sequence

$$
\begin{equation*}
0=m_{0}<m_{1}<\ldots<m_{k-1}<m_{k}<1=m_{k+1} \tag{14.69}
\end{equation*}
$$

and a sequence

$$
\begin{equation*}
0=q_{0} \leq q_{1} \leq \ldots \leq q_{k+1} \leq q_{k+2}=1 \tag{14.70}
\end{equation*}
$$

It is very useful to think of these sequences as defining a non-decreasing step function $x(q)$ with $x(q)=m_{p}$ for $q_{p} \leq q<q_{p+1}$. This function is equal to 1 in the interval $\left[q_{k+1}, 1[\right.$. Somehow this interval requires a special treatment, the reason being that the distribution $\Lambda_{m}$ does not exist for $m=1$.

To the sequences (14.69) and (14.70) we will attach a Hamiltonian $H(\boldsymbol{\sigma}, \alpha)$ and random weights, that we will denote by $\left(v_{\alpha}\right)$ since they form a PoissonDirichlet cascade. In the remainder of this chapter,

The function $\varphi$ will be the function of (14.67) for these choices.
Consider independent Gaussian r.v.s $\left(z_{p}\right)_{0 \leq p \leq k}$ and assume that

$$
\begin{equation*}
\mathrm{E} z_{p}^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) \tag{14.72}
\end{equation*}
$$

For $i \leq N$ we consider independent copies $\left(z_{i, 0}\right)$ of $z_{0}$. For $p \geq 1$, we consider independent copies $z_{i, p, j_{1}, \ldots, j_{p}}$ of $z_{p}$, for $i \leq N, j_{1}, \ldots, j_{p} \in \mathbb{N}^{*}$. We set $A=$ $\mathbb{N}^{* k}$, and for $\alpha=\left(j_{1}, \ldots, j_{k}\right) \in A$ we set

$$
z_{i, p, \alpha}=z_{i, p, j_{1}, \ldots, j_{p}} ; \quad z_{i, 0, \alpha}=z_{i, 0}
$$

Finally we define

$$
\begin{equation*}
-H(\boldsymbol{\sigma}, \alpha)=\sum_{i \leq N} \sigma_{i} \sum_{0 \leq p \leq k} z_{i, p, \alpha} . \tag{14.73}
\end{equation*}
$$

We denote by $\left(v_{\alpha}\right)$ weights that form a Poisson-Dirichlet cascade associated with the sequence (14.69), so from now on as pointed in (14.71) the letter $\varphi$ refers to the function (14.67) for the Hamiltonian (14.73) and these weights, and the notation $\langle\cdot\rangle_{t}$ refers to (14.66) with the same choices. Recalling the notation $(\alpha, \gamma)$ of Section 14.3, we have

$$
\begin{equation*}
\mathrm{E}\left(\sum_{0 \leq p \leq k} z_{i, p, \alpha} \sum_{0 \leq p \leq k} z_{i, p, \gamma}\right)=\sum_{0 \leq p<(\alpha, \gamma)} \mathrm{E} z_{p}^{2} \tag{14.74}
\end{equation*}
$$

because $z_{i, p, \alpha}$ and $z_{i, p, \gamma}$ are equal if $p<(\alpha, \gamma)$ and are independent otherwise. Now, since $q_{0}=0$ and $\xi^{\prime}(0)=0$,

$$
\sum_{0 \leq p<(\alpha, \gamma)} \mathrm{E} z_{p}^{2}=\sum_{p<(\alpha, \gamma)}\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)=\xi^{\prime}\left(q_{(\alpha, \gamma)}\right) .
$$

Therefore since $z_{i, p, \alpha}$ and $z_{i^{\prime}, p^{\prime}, \gamma}$ are independent when $i \neq i^{\prime}$, (14.73) implies

$$
\frac{1}{N} \mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \alpha\right) H\left(\boldsymbol{\sigma}^{2}, \gamma\right)=R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)
$$

This is (14.63) with $q_{\alpha, \gamma}=q_{(\alpha, \gamma)}$. In particular (14.64) holds for $\bar{q}=q_{k+1}$.
Now we would like to compute

$$
\begin{equation*}
\mathrm{E}\left\langle\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t}=\mathrm{E}\left\langle\theta\left(q_{(\alpha, \gamma)}\right)\right\rangle_{t}=\sum_{1 \leq p \leq k+1} \theta\left(q_{p}\right) \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=p\}}\right\rangle_{t} \tag{14.75}
\end{equation*}
$$

We expect from (14.38) that

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=p\}}\right\rangle_{t}=m_{p}-m_{p-1} \tag{14.76}
\end{equation*}
$$

and let us first check that this is indeed the case.
For $p \leq k$ let us consider the variable $\mathbf{x}_{p}=\left(x_{i, p}\right)_{i \leq N} \in T=\mathbb{R}^{N}$. Given $t$, the Hamiltonian $H_{N}$, the r.v.s $\left(h_{i}\right)_{i \leq N}$ and the r.v.s $\left(z_{i, 0}\right)_{i \leq N}$, let us define the quantity
$-H\left(\boldsymbol{\sigma}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)=-\sqrt{t} H_{N}(\boldsymbol{\sigma})+\sqrt{1-t} \sum_{i \leq N} \sigma_{i}\left(z_{i, 0}+\sum_{1 \leq p \leq k} x_{i, p}\right)+\sum_{i \leq N} \sigma_{i} h_{i}$.
Let us then consider the function $F: T^{k} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
F\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)=\log \sum_{\boldsymbol{\sigma}} \exp \left(-H\left(\boldsymbol{\sigma}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)\right) \tag{14.78}
\end{equation*}
$$

It satisfies (14.4) for reasons that have already been explained: it is obvious that $\mathrm{E} \exp F_{k+1}<\infty$ and to prove that $\mathrm{E}\left|F_{k+1}\right|<\infty$ we bound below the quantity (14.78) by replacing the summation in the right-hand side by a single term of this summation. For $p \leq k$ let us consider independent copies $\left(z_{i, p}\right)_{i \leq N}$ of the r.v.s $z_{p}$ and define $\mathbf{z}_{p}=\left(z_{i, p}\right)_{i \leq N}$. Consider the r.v.s $\mathbf{z}_{p, \alpha}$ as in (14.6). By (14.65) and the definition (14.73) of the Hamiltonian $H(\boldsymbol{\sigma}, \alpha)$, recalling the notation (14.7), we obtain

$$
\sum_{\boldsymbol{\sigma}} \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right)=\exp F\left(\mathbf{z}_{1, \alpha}, \ldots, \mathbf{z}_{k, \alpha}\right)=\exp F(\alpha)
$$

Moreover we have

$$
\begin{aligned}
\left\langle\mathbf{1}_{\{(\alpha, \gamma)=p\}}\right\rangle_{t} & =\frac{\sum_{(\alpha, \gamma)=p} v_{\alpha} v_{\gamma} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(-H_{t}\left(\boldsymbol{\sigma}^{1}, \alpha\right)-H_{t}\left(\boldsymbol{\sigma}^{2}, \gamma\right)\right)}{\left(\sum_{\alpha, \boldsymbol{\sigma}} v_{\alpha} \exp \left(-H_{t}(\boldsymbol{\sigma}, \alpha)\right)\right)^{2}} \\
& =\frac{\sum_{(\alpha, \gamma)=p} v_{\alpha} v_{\gamma} \exp (F(\alpha)+F(\gamma))}{\left(\sum_{\alpha} v_{\alpha} \exp F(\alpha)\right)^{2}}
\end{aligned}
$$

The average on the right is the same as the average occurring in (14.38). Denoting by $\mathrm{E}_{0}$ expectation given $H_{N}$, the r.v.s $\left(h_{i}\right)_{i \leq N}$ and the r.v.s $\left(z_{i, 0}\right)_{i \leq N}$, we then see from (14.38) that

$$
\mathrm{E}_{0}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=p\}}\right\rangle_{t}=m_{p}-m_{p-1}
$$

Taking expectation implies (14.76).
It is good to note that in the previous argument the r.v.s $z_{i, 0}$ do not play the same role as the r.v.s $z_{i, p}$ for $p \geq 1$. This is simply because the r.v.s $z_{i, 0}$ are associated with the value $m=0$ for which the distribution $\Lambda_{m}$ does not exist. This feature will occur repeatedly.

Since $q_{k+2}=1$ and $m_{0}=0$, using (14.75) in the first line and (14.76) in the second line we obtain

$$
\begin{aligned}
\mathrm{E}\left\langle\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{t} & =\sum_{1 \leq p \leq k+1} \theta\left(q_{p}\right) \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=p\}}\right\rangle_{t} \\
& =\sum_{1 \leq p \leq k+1} \theta\left(q_{p}\right)\left(m_{p}-m_{p-1}\right) \\
& =-\sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)+\theta(1)
\end{aligned}
$$

and since $\theta(1)=\xi^{\prime}(1)-\xi(1)(14.68)$ yields

$$
\begin{align*}
\varphi^{\prime}(t) & =\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)-\frac{1}{2} \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& -\frac{1}{2} \mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right)\right\rangle_{t} \tag{14.79}
\end{align*}
$$

Let us compute $\varphi(0)$. First, we observe that

$$
\sum_{\boldsymbol{\sigma}} \exp \left(\sum_{i \leq N} \sigma_{i}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p, \alpha}\right)\right)=2^{N} \prod_{i \leq N} \operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p, \alpha}\right)
$$

Next, since $\sum_{\alpha} v_{\alpha}=1$,

$$
\begin{align*}
\varphi(0) & =\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}, \alpha} v_{\alpha} \exp \left(-H(\boldsymbol{\sigma}, \alpha)+\sum_{i \leq N} h_{i} \sigma_{i}\right) \\
& =\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}, \alpha} v_{\alpha} \exp \left(\sum_{i \leq N} \sigma_{i}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p, \alpha}\right)\right) \\
& =\log 2+\frac{1}{N} \mathrm{E} \log \sum_{\alpha} v_{\alpha} \prod_{i \leq N} \operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p, \alpha}\right) . \tag{14.80}
\end{align*}
$$

Let us define

$$
\begin{equation*}
F_{k+1}=\log \prod_{i \leq N} \operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p}\right) \tag{14.81}
\end{equation*}
$$

and, recursively, for $p \geq 1$,

$$
F_{p}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $z_{i, n}$ for $n \geq p$. Theorem 14.1 implies

$$
\begin{equation*}
\mathrm{E} \log \sum_{\alpha} v_{\alpha} \prod_{i \leq N} \operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p, \alpha}\right)=\mathrm{E} F_{1} \tag{14.82}
\end{equation*}
$$

Next, we get from (14.81) that

$$
F_{k+1}=\sum_{i \leq N} F_{k+1, i}
$$

where

$$
F_{k+1, i}=\log \operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq k} z_{i, p}\right)
$$

The randomness appearing in the terms $F_{k+1, i}$ for $i \leq N$ are independent. Thus if we define recursively

$$
F_{p, i}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1, i}
$$

we obtain

$$
F_{p}=\sum_{i \leq N} F_{p, i}
$$

so that $\mathrm{E} F_{1}=N \mathrm{E} F_{1,1}$ and therefore

$$
\varphi(0)=\log 2+\mathrm{E} F_{1,1}
$$

Let us describe again the quantity $\mathrm{E} F_{1,1}$. Letting

$$
X_{k+1}^{\prime}=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq k} z_{p}\right)
$$

we define for $1 \leq p \leq k$

$$
X_{p}^{\prime}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} X_{p+1}^{\prime}
$$

and $X_{0}^{\prime}=\mathrm{E} X_{1}^{\prime}$. Then $\mathrm{E} F_{1,1}=X_{0}^{\prime}$.
It is more elegant "to incorporate the term $\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) / 2$ with $X_{0}^{\prime}$ ". This term represents "the contribution of the interval $\left[q_{k+1}, 1[\right.$ " to which is associated the value $m_{k+1}=1$, and on which the function $x(q)$ equals 1. To do that let us consider a new independent Gaussian r.v. $z_{k+1}$ with $\mathrm{E} z_{k+1}^{2}=\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)$. Let us set

$$
\begin{equation*}
X_{k+2}=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq k+1} z_{p}\right), \tag{14.83}
\end{equation*}
$$

and for $1 \leq p \leq k+1$ let us define recursively

$$
X_{p}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} X_{p+1}
$$

Since $m_{k+1}=1$ and $\mathrm{E}_{k+1}$ denotes expectation in $z_{k+1}$ only, we have

$$
X_{k+1}=\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)+X_{k+1}^{\prime} .
$$

By decreasing induction over $p$ this implies that for $1 \leq p \leq k+1$

$$
X_{p}=\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)+X_{p}^{\prime}
$$

and therefore

$$
\begin{equation*}
X_{0}=\mathrm{E} X_{1}=X_{0}^{\prime}+\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) \tag{14.84}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\varphi(0)=\log 2+X_{0}-\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) . \tag{14.85}
\end{equation*}
$$

Proposition 14.4.2. Consider the function
$\psi(t)=\log 2+X_{0}-\frac{1-t}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)-\frac{t}{2} \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)$.
Then $\psi(0)=\varphi(0)$ and

$$
\begin{equation*}
\varphi^{\prime}(t)=\psi^{\prime}(t)-\frac{1}{2} \mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right)\right\rangle_{t} \tag{14.87}
\end{equation*}
$$

Proof. Relation (14.87) is obvious from (14.79) and (14.85) entails that $\varphi(0)=\psi(0)$.

Theorem 14.4.3. (Guerra's broken replica-symmetry bound). Assume that $\xi$ is convex. Then we have

$$
\begin{align*}
p_{N} & :=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N}(\boldsymbol{\sigma})+\sum_{i \leq N} h_{i} \sigma_{i}\right) \\
& \leq \log 2+X_{0}-\frac{1}{2} \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right), \tag{14.88}
\end{align*}
$$

where $\theta$ is defined in (14.60) and $X_{0}$ in (14.84).

Proof. By (14.87) we have $\varphi^{\prime}(t) \leq \psi^{\prime}(t)$, and since $\psi(0)=\varphi(0)$ we have $p_{N}=\varphi(1) \leq \psi(1)$.

Here and in the remainder of the chapter, the value of $\xi$ and $h$ is kept implicit. To simplify notation we write

$$
\mathbf{q}=\left(q_{1}, \ldots, q_{k+1}\right) \quad ; \quad \mathbf{m}=\left(m_{1}, \ldots, m_{k}\right)
$$

and (setting as usual $m_{k+1}=1$ ) we denote by $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ the right-hand side of (14.88),

$$
\begin{equation*}
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=\log 2+X_{0}-\frac{1}{2} \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \tag{14.89}
\end{equation*}
$$

so that (14.88) rewrites as

$$
\begin{equation*}
p_{N} \leq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \tag{14.90}
\end{equation*}
$$

In the proof of (14.88) we have assumed that $0<m_{1}<\ldots<m_{k}<m_{k+1}=1$, but the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is well defined under the weaker condition

$$
\begin{equation*}
0 \leq m_{1} \leq \ldots \leq m_{k} \leq m_{k+1}=1 \tag{14.91}
\end{equation*}
$$

provided we agree as usual that $m^{-1} \log \mathrm{E} \exp m X=\mathrm{E} X$ when $m=0$. Then (14.90) remains true in that situation, since, using Lemma 14.2.3, $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is a continuous function of $\mathbf{m}$.

For a physicist $k$ is the "number of steps of replica-symmetric breaking", and the case $k=0$ corresponds to the "replica-symmetric solution". Let us check this. When $k=0$, we have only one parameter $q=q_{1}$. Then, with obvious notation,

$$
\begin{aligned}
& X_{2}=\log \operatorname{ch}\left(h+z \sqrt{\xi^{\prime}(q)}+z^{\prime} \sqrt{\xi^{\prime}(1)-\xi^{\prime}(q)}\right) \\
& X_{1}=\log \operatorname{ch}\left(h+z \sqrt{\xi^{\prime}(q)}\right)+\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}(q)\right) \\
& X_{0}=\mathrm{E} \log \operatorname{ch}\left(h+z \sqrt{\xi^{\prime}(q)}\right)+\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}(q)\right)
\end{aligned}
$$

and, since now $m_{1}=1$,

$$
\sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)=\theta(1)-\theta(q)
$$

so that, since $\xi^{\prime}(1)-\theta(1)=\xi(1)$,

$$
\mathcal{P}_{0}(\mathbf{m}, \mathbf{q})=\log 2+\frac{1}{2}\left(\xi(1)+\theta(q)-\xi^{\prime}(q)\right)+\mathrm{E} \log \operatorname{ch}\left(h+z \sqrt{\xi^{\prime}(q)}\right)
$$

which coincides with the right-hand side of (1.72) when $\xi(x)=\beta^{2} x^{2} / 2$.
Our next result asserts that for the validity of (14.88) it suffices in fact that $\xi$ be convex on $\mathbb{R}^{+}$rather than on $\mathbb{R}$. This allows in particular to cover the case of the $p$-spin interaction model when $p$ is odd.

Theorem 14.4.4. Assume that $\xi$ is convex on $\mathbb{R}^{+}$. Then for each values of $k, \mathbf{m}$ and $\mathbf{q}$ we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} p_{N} \leq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \tag{14.92}
\end{equation*}
$$

Proof. This follows the proof of Theorem 14.4.3. The problem is that in (14.87) we no longer know that $\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right) \geq 0$. The idea is simply that if $\xi$ is still convex on $\mathbb{R}^{+}$and since $q_{(\alpha, \gamma)} \geq 0$ we still have

$$
R_{1,2} \geq 0 \Rightarrow \xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right) \geq 0
$$

and that by Theorem 12.3 .1 we may pretend that $R_{1,2} \geq 0$. More formally let us add the perturbation term (12.32) to the interpolating Hamiltonian (14.65). Then the identity (14.68) still holds true. The computation of $\varphi(0)$ in the limit is the same because "the perturbation term is of lower order" (as formalized by (12.35)), and all we need to have the proof of Theorem 14.4.3 carry over is to show that, uniformly over $t$, the average over the parameter $\boldsymbol{\beta}$ of (12.32) of the quantity

$$
\left.\mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right)\right)\right\rangle_{t}
$$

is "positive in the limit". To see this, we define

$$
b(\varepsilon)=\inf \left\{\xi(x)-x \xi^{\prime}(q)+\theta(q) ; q \geq 0,-\varepsilon \leq x \leq 1\right\}
$$

we observe that $b(\varepsilon) \leq 0$ and we simply write that, given $\varepsilon>0$,

$$
\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right) \geq-\mathbf{1}_{\left\{R_{1,2} \leq-\varepsilon\right\}} A+b(\varepsilon)
$$

where

$$
A=\sup \left\{\left|\xi(x)-x \xi^{\prime}(q)+\theta(q)\right| ;|x|,|q| \leq 1\right\}
$$

depends on $\xi$ only. For each $\varepsilon>0$, the term $A \mathrm{E}\left\langle\mathbf{1}_{\left\{R_{1,2} \leq-\varepsilon\right\}}\right\rangle_{t}$ vanishes (in average over $\boldsymbol{\beta})$ in the limit by Theorem 12.3.1; and $\lim _{\varepsilon \rightarrow 0} b(\varepsilon)=0$ since $\xi$ is convex in $\mathbb{R}^{+}$and hence $\xi(x)-x \xi^{\prime}(q)+\theta(q) \geq 0$ for $x, q \geq 0$.

### 14.5 Method of Proof

The remainder of this chapter is devoted to the proof of the fundamental fact that the bound (14.88) is optimal (under certain extra conditions on $\xi$ ), that is

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}=\inf \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \tag{14.93}
\end{equation*}
$$

where the infimum is over all values of $k, \mathbf{m}, \mathbf{q}$. This is the "Parisi formula".
Before starting the detailed outline of our approach, let us wonder, assuming that this result is true, how it could ever be proved. Let us choose $k, \mathbf{m}$ and $\mathbf{q}$ so that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is close to the infimum $\inf \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. Then, for large
$N$, recalling the functions $\varphi$ of (14.71) and $\psi$ of (14.86), we have $\varphi(0)=\psi(0)$ and therefore by (14.93) and the choice of $k, \mathbf{m}, \mathbf{q}$,

$$
\varphi(1)=p_{N} \simeq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=\psi(1)
$$

(Here the quality of the approximation $\simeq$ does not increase with $N$.) Since $\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right) \geq 0$, this means by (14.87) that the term

$$
\mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right)\right\rangle_{t}
$$

must be typically small. Therefore for $r=1, \ldots, q_{k+1}$, the terms

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}}\left(\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{r}\right)+\theta\left(q_{r}\right)\right)\right\rangle_{t} \tag{14.94}
\end{equation*}
$$

should be typically small. Since the function $\xi(x)-x \xi^{\prime}(q)+\theta(q)$ is likely to be $>0$ for $x \neq q$, a natural condition is that whenever $u \neq q_{r}$ the quantity

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t} \tag{14.95}
\end{equation*}
$$

be small.
Let us fix $1 \leq r \leq k+1$ once and for all. The formula (14.47) and the previous discussion motivate the following construction. For $0 \leq p \leq k$ we consider independent pairs $\left(z_{p}^{1}, z_{p}^{2}\right)$ of jointly Gaussian r.v.s with the following properties

$$
\begin{align*}
& 0 \leq p \leq k \Rightarrow \mathrm{E}\left(z_{p}^{1}\right)^{2}=\mathrm{E}\left(z_{p}^{2}\right)^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)  \tag{14.96}\\
& p<r \Rightarrow z_{p}^{1}=z_{p}^{2} ; \quad p \geq r \Rightarrow z_{p}^{1} \text { and } z_{p}^{2} \text { are independent. } \tag{14.97}
\end{align*}
$$

Each of the sequences $\left(z_{p}^{\ell}\right)_{0 \leq p \leq k}$ is a copy of the sequence $\left(z_{p}\right)_{0 \leq p \leq k}$.
Let us define

$$
\begin{align*}
J_{k+1}(u) & =\log \sum_{R_{1,2}=u} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
& \left.+\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sqrt{1-t} \sum_{0 \leq p \leq k} z_{i, p}^{\ell}\right)\right) \tag{14.98}
\end{align*}
$$

where $\left(z_{i, p}^{1}, z_{i, p}^{2}\right)$ are i.i.d. copies of the pair $\left(z_{p}^{1}, z_{p}^{2}\right)$. This quantity also depends on $t$, but the dependence is kept implicit. Consider the sequence ( $m_{p}^{*}$ ) defined by (14.48) and for $1 \leq p \leq k$ let us define recursively

$$
\begin{equation*}
J_{p}(u)=\frac{1}{m_{p}^{*}} \log \mathrm{E}_{p} \exp m_{p}^{*} J_{p+1}(u) \tag{14.99}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $\left(z_{i, n}^{\ell}\right), \ell=1,2, n \geq p$. The intuition is that suitable upper bounds for

$$
\begin{equation*}
\Psi_{r}(t, u)=\frac{1}{N} \mathrm{E} J_{1}(u) \tag{14.100}
\end{equation*}
$$

will allow us to show that the quantity (14.95) is very small.
Let us now state precise results. Consider again a jointly Gaussian Hamiltonian as in (14.55) and let us assume that the function $\xi$ satisfies

$$
\begin{equation*}
\xi \text { is convex } ; \quad \xi(x)=\xi(-x) ; \quad \xi^{\prime \prime}(x)>0 \text { if } x \neq 0 ; \quad \xi^{(3)}(x) \geq 0 \text { if } x>0 \tag{14.101}
\end{equation*}
$$

Let us recall the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ of (14.89) and define

$$
\mathcal{P}(\xi, h)=\inf \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})
$$

where the infimum is over all choices of $k, \mathbf{m}$ and $\mathbf{q}$. Then (14.77) means that $p_{N} \leq \mathcal{P}(\xi, h)$.

Theorem 14.5.1. (The Parisi formula) If the function $\xi$ satisfies (14.101) then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}=\mathcal{P}(\xi, h) \tag{14.102}
\end{equation*}
$$

For technical reasons we shall consider first the case where $h \neq 0$. (Since $h$ is random this means that $E h^{2}>0$.)

Theorem 14.5.2. If $h \neq 0$ and if the function $\xi$ satisfies (14.101) then (14.102) holds.

Proof of Theorem 14.5.1. Theorem 14.5.1 follows from Theorem 14.5.2 simply by considering the case where $h$ is a constant and letting $h \rightarrow 0$. To justify the interchange of the limits $h \rightarrow 0$ and $n \rightarrow \infty$ we simply observe that, with obvious notation, we have $\left|p_{n}(h)-p_{n}(0)\right| \leq h$.

The basic idea to prove Theorem 14.5.2 is as follows. Given $t_{0}<1$, there is a "suitable choice" of $k$ and of sequences $\mathbf{m}$ and $\mathbf{q}$ such that if $\varphi$ and $\psi$ denote the functions of Proposition 14.4.2, whenever $t \leq t_{0}$, we have $\lim _{N \rightarrow \infty} \varphi(t)=$ $\psi(t)$. The first task is to give the technical definition of this "suitable choice". First, let us stress that when we consider a sequence $\mathbf{m}$ as in (14.69) we always define $m_{0}=0$ and $m_{k+1}=1$, but we do not think of $m_{0}$ and $m_{k+1}$ as being part of the sequence $\mathbf{m}$. The reason for this point of view is that we can remove any term we wish from the sequence $\mathbf{m}$, and, changing $k$ into $k-1$, we get another sequence of interest; but we cannot remove the terms $m_{0}$ and $m_{k+1}=1$. Similarly when we consider a sequence $\mathbf{q}=\left(q_{1}, \ldots, q_{k+1}\right)$ we always define $q_{0}=0$ and $q_{k+2}=1$, but these two values are not part of the sequence $\mathbf{q}$.

Definition 14.5.3. Given $\varepsilon>0$ we say that $k, \mathbf{m}, \mathbf{q}$ satisfy condition $\operatorname{MIN}(\varepsilon)$ if the following occurs. First the sequence $\mathbf{m}=\left(m_{1}, \ldots, m_{k}\right)$ satisfies (14.69) i.e.

$$
\begin{equation*}
0<m_{1}<\ldots<m_{k}<1, \tag{14.103}
\end{equation*}
$$

and the sequence $\mathbf{q}=\left(q_{1}, \ldots, q_{k+1}\right)$ satisfies

$$
\begin{equation*}
0 \leq q_{1}<q_{2}<\ldots<q_{k}<q_{k+1} \leq 1 \tag{14.104}
\end{equation*}
$$

Next,

$$
\begin{equation*}
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \leq \mathcal{P}(\xi, h)+\varepsilon \tag{14.105}
\end{equation*}
$$

and
$\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ realizes the minimum of $\mathcal{P}_{k}$ over all choices of $\mathbf{m}$ and $\mathbf{q}$.

Theorem 14.5.4. Assume that $h \neq 0$. Given $t_{0}<1$, there exists a number $\varepsilon>0$, depending only on $t_{0}, \xi$ and $h$, with the following property. Assume that $k, \mathbf{m}, \mathbf{q}$ satisfy condition $\operatorname{MIN}(\varepsilon)$. Then, if $\varphi$ and $\psi$ denote the functions of Proposition 14.4.2, we have

$$
\begin{equation*}
\forall t \leq t_{0}, \lim _{N \rightarrow \infty} \varphi(t)=\psi(t) \tag{14.107}
\end{equation*}
$$

In order to be able to use Theorem 14.5.4 at all, we need to know that there exist $k, \mathbf{m}, \mathbf{q}$ that satisfy condition $\operatorname{MIN}(\varepsilon)$.

Lemma 14.5.5. Given any $\varepsilon>0$ we can find $k, \mathbf{m}, \mathbf{q}$ that satisfy condition $\operatorname{MIN}(\varepsilon)$.

Proof. First, by definition of (14.105) we can find $k, \mathbf{m}$ and $\mathbf{q}$ such that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \leq \mathcal{P}(\xi, h)+\varepsilon$. Next we observe that the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is well defined for $0 \leq q_{1} \leq \ldots \leq q_{k+1} \leq 1$ and $0 \leq m_{1} \leq \ldots \leq m_{k} \leq 1$, provided we define the relation

$$
X_{p}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} X_{p+1}
$$

as $X_{p}=\mathrm{E}_{p} X_{p+1}$ when $m_{p}=0$. Given $k$, it follows from Lemma 14.2.3 that this is a continuous function of the parameters $m_{1}, \ldots, m_{k}, q_{1}, \ldots, q_{k+1}$. Therefore we may chose

$$
0 \leq m_{1} \leq m_{2} \leq \ldots \leq m_{k} \leq 1
$$

and

$$
0 \leq q_{1} \leq q_{2} \leq \ldots \leq q_{k} \leq 1
$$

such the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is as small as possible among all possible choices of $\mathbf{m}$ and $\mathbf{q}$. The idea of the proof is that we will obtain the required triplet $(k, \mathbf{m}, \mathbf{q})$ by deleting if necessary certain terms of the sequences $\mathbf{m}$ and $\mathbf{q}$, and decreasing the value of $k$ accordingly. The underlying idea is that the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ depends on the lists $\mathbf{m}$ and $\mathbf{q}$ only through the probability measure on $[0,1]$ that gives mass $m_{p}-m_{p-1}$ to each of the points $q_{p}, 1 \leq p \leq k+1$.

We call the lists $\mathbf{m}, \mathbf{q}$ just constructed the original lists, and we show how to delete certain terms from these original lists to obtain condition (14.103). We set $m_{k+1}=1=q_{k+2}$ and we make the following observations. First, if for some $1 \leq p \leq k$ we have $m_{p}=m_{p+1}$, we may remove $q_{p+1}$ from the list $q_{1}, \ldots, q_{k+1}$ and $m_{p}$ from the list $m_{1}, \ldots, m_{k}$ and change $k$ into $k-1$ without changing the value of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. We "merge the intervals $\left[q_{p}, q_{p+1}[\right.$ and $\left[q_{p+1}, q_{p+2}["\right.$.(The easy formal argument is given in Lemma 14.7.1 below.) Similarly, if $m_{1}=0$ we may remove $m_{1}$ from the list $m_{1}, \ldots, m_{k}$ and $q_{1}$ from the list $q_{1}, \ldots, q_{k+1}$, and change $k$ into $k-1$ without changing the value of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. In this manner we may assume that (14.103) holds.

Next, if for some $1 \leq p \leq k$ we have $q_{p}=q_{p+1}$, we can remove $q_{p+1}$ from the list $q_{1}, \ldots, q_{k+1}$ and $m_{p}$ from the list $m_{1}, \ldots, m_{k}$ and replace $k$ by $k-1$ without changing the value of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. Thus we may assume that in the final list we have

$$
0=q_{0} \leq q_{1}<q_{2}<\ldots<q_{k}<q_{k+1} \leq 1=q_{k+2},
$$

i.e. (14.104).

Later on, we will show that in fact $q_{1}>0$ and $q_{k+1}<1$.
Proof of Theorem 14.5.2. Consider $t_{0}<1, \varepsilon>0$ as in Theorem 14.5.4 and $k, \mathbf{m}, \mathbf{q}$ that satisfy $\operatorname{MIN}(\varepsilon)$. By (14.107) we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \varphi\left(t_{0}\right)=\psi\left(t_{0}\right) \tag{14.108}
\end{equation*}
$$

By (14.87), there exists a number $M$ depending on $\xi$ only such that for $0 \leq t \leq 1$

$$
\begin{equation*}
\psi^{\prime}(t)-M \leq \varphi^{\prime}(t) \leq \psi^{\prime}(t) \tag{14.109}
\end{equation*}
$$

and combining with (14.108) this implies

$$
\liminf _{N \rightarrow \infty} \varphi(1) \geq \psi(1)-\left(1-t_{0}\right) M
$$

Since $\varphi(1)=p_{N}$ and $\psi(1)=\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$, we get

$$
\liminf _{N \rightarrow \infty} p_{N} \geq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-\left(1-t_{0}\right) M \geq \mathcal{P}(\xi, h)-\left(1-t_{0}\right) M
$$

and the result since $t_{0}$ is arbitrary.
We will deduce Theorem 14.5.4 from the following.
Proposition 14.5.6. When $h \neq 0$, given $t_{0}<1$, there exists $\varepsilon>0$, depending only on $t_{0}, \xi$ and $h$, with the following properties. Assume that $k, \mathbf{m}, \mathbf{q}$ satisfy $\mathrm{MIN}(\varepsilon)$. Then we can find a number $K$ with the following property. Given any $\varepsilon_{1}>0$ and any $1 \leq r \leq k+1$, for $N$ large enough we have

$$
\begin{equation*}
t \leq t_{0} \Rightarrow \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{A}\right\rangle_{t} \leq \varepsilon_{1} \tag{14.110}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left(R_{1,2}-q_{r}\right)^{2} \geq K\left(\psi(t)-\varphi(t)+\varepsilon_{1}\right)\right\} . \tag{14.111}
\end{equation*}
$$

As the order of the quantifiers indicates, $K$ might depend on $\xi, t_{0}, h, \varepsilon, \mathbf{q}$ and $\mathbf{m}$, but certainly does not depend on $N, t$ or $\varepsilon_{1}$. In the remainder of the proof of this proposition we denote by $K$ a constant depending on $\xi, t_{0}, h, \varepsilon, \mathbf{q}$ and $\mathbf{m}$ only, that may vary between occurrences. In particular, $K$ never depends on $N, t$ or $\varepsilon_{1}$.
Proof of Theorem 14.5.4. Since $\xi$ is twice continuously differentiable, we have

$$
\left|\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{r}\right)+\theta\left(q_{r}\right)\right| \leq K\left(R_{1,2}-q_{r}\right)^{2}
$$

Now $\left|R_{1,2}-q_{r}\right| \leq 2$, and therefore

$$
\left(R_{1,2}-q_{r}\right)^{2} \leq 4 \mathbf{1}_{A}+K\left(\psi(t)-\varphi(t)+\varepsilon_{1}\right)
$$

so we deduce from (14.110) that for $N$ large enough

$$
\begin{aligned}
& \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}}\left(\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{r}\right)+\theta\left(q_{r}\right)\right)\right\rangle_{t} \\
\leq & K \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}}\left(R_{1,2}-q_{r}\right)^{2}\right\rangle_{t} \\
\leq & K\left(4 \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{A}\right\rangle_{t}+K\left(\psi(t)-\varphi(t)+\varepsilon_{1}\right)\right) \\
\leq & K\left(\psi(t)-\varphi(t)+\varepsilon_{1}\right)
\end{aligned}
$$

and by summation over $1 \leq r \leq k+1$ (and using of course the fact that $K$ might depend on $k$ ),

$$
\mathrm{E}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{(\alpha, \gamma)}\right)+\theta\left(q_{(\alpha, \gamma)}\right)\right\rangle_{t} \leq K\left(\varepsilon_{1}+\psi(t)-\varphi(t)\right)
$$

so that (14.87) implies

$$
(\psi(t)-\varphi(t))^{\prime} \leq K\left(\psi(t)-\varphi(t)+\varepsilon_{1}\right)
$$

Since $\psi(0)-\varphi(0)=0$, and since $K$ does not depend on $\varepsilon_{1}$ the result follows from integration using Lemma A.11.1.

Consider sequences $\mathbf{m}$ and $\mathbf{q}$ as in (14.103) and (14.104). For $1 \leq r \leq k+1$ we recall the quantity $\Psi_{r}(t, u)$ of (14.100). We come to the central ingredient of the proof of the Parisi formula. It will be proved in Section 14.8.

Theorem 14.5.7. Assume that $h \neq 0$. If $t_{0}<1$, there is a number $\varepsilon>0$, depending only on $t_{0}, \xi$ and $h$ such that whenever $k, \mathbf{m}, \mathbf{q}$ satisfy $\operatorname{MIN}(\varepsilon)$, then for all $t \leq t_{0}$ and each $1 \leq r \leq k+1$ we have

$$
\begin{equation*}
\Psi_{r}(t, u) \leq 2 \psi(t)-\frac{\left(u-q_{r}\right)^{2}}{K} \tag{14.112}
\end{equation*}
$$

Here as usual $K$ does not depend on $u, t$ or $N$ (but might depend on $\xi$, $h, t_{0}, k, \mathbf{m}$ and $\mathbf{q}$.)

Proposition 14.5.8. Assume that for some $\varepsilon_{2}>0$ (independent of $N$, u or t) we have

$$
\begin{equation*}
\Psi_{r}(t, u) \leq 2 \varphi(t)-\varepsilon_{2} . \tag{14.113}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t} \leq K \exp \left(-\frac{N}{K}\right) \tag{14.114}
\end{equation*}
$$

where $K$ does not depend on $u, N$ or $t$.

Proof of Proposition 14.5.6. Let us denote by $K_{0}$ the constant of (14.112). We prove (14.110) when the constant $K$ of (14.111) is taken equal to $2 K_{0}$. We observe that

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{A}\right\rangle_{t} \leq \sum \mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t} \tag{14.115}
\end{equation*}
$$

where the summation is over values of $u$ of the type $n / N(n \in \mathbb{Z},|n| \leq N)$ with $\left(u-q_{r}\right)^{2} \geq 2 K_{0}\left(\psi(t)-\varphi(t)+\varepsilon_{1}\right)$. But then for such a choice of $u$ we have $\Psi_{r}(t, u) \leq 2 \varphi(t)-2 \varepsilon_{1}$ by (14.112). Therefore (14.113) holds for $\varepsilon_{2}=2 \varepsilon_{1}$, so that by (14.114) and since there are at most $2 N+1$ terms in the summation, the right-hand side of $(14.115)$ is $\leq K N \exp (-N / K)$, and this is $<\varepsilon_{1}$ for large $N$.

Proof of Proposition 14.5.8. Let us recall the r.v.s $z_{p}$ of (14.72) and consider i.i.d. copies $\left(z_{i, p}\right)$ of these. Define $\mathbf{z}_{p}=\left(z_{i, p}\right)_{i \leq N}$. Recall the function $F\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)$ of (14.78), and define

$$
\begin{align*}
& F_{k+1}=F\left(\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}\right)  \tag{14.116}\\
= & \log \sum_{\boldsymbol{\sigma}} \exp \left(-\sqrt{t} H_{N}(\boldsymbol{\sigma})+\sqrt{1-t} \sum_{i \leq N} \sigma_{i}\left(z_{i, 0}+\sum_{1 \leq p \leq k} z_{i, p}\right)+\sum_{i \leq N} \sigma_{i} h_{i}\right) .
\end{align*}
$$

Then define recursively

$$
F_{p}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1} .
$$

Theorem 14.2.1 implies that

$$
\varphi(t)=\frac{1}{N} \mathrm{E} F_{1}
$$

Let us define, with the notation of (14.98)

$$
\begin{aligned}
J_{k+1} & =\log \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
& \left.+\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sqrt{1-t} \sum_{0 \leq p \leq k} z_{i, p}^{\ell}\right)\right)
\end{aligned}
$$

so the difference between $J_{k+1}$ and the quantity $J_{k+1}(u)$ of (14.98) is that in the latter quantity the summation is restricted over the pairs $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ with $R_{1,2}=u$. Let us define recursively

$$
J_{p}=\frac{1}{m_{p}^{*}} \log \mathrm{E}_{p} \exp m_{p}^{*} J_{p+1},
$$

where the sequence $m_{p}^{*}$ is as in (14.48). The formula (14.50) used for $p=1$ and the function $F\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)$ of (14.78) implies that

$$
2 \varphi(t)=\frac{1}{N} \mathrm{E} J_{1} .
$$

We strongly encourage the reader to repeat the argument of that proof, that is to show by decreasing induction over $p$ that $J_{p}=F_{p}^{1}+F_{p}^{2}$. Thus (14.113) means that $\mathrm{E} J_{1}(u)<\mathrm{E} J_{1}-\varepsilon_{2} N$.

Let us now consider the function

$$
U^{\sim}\left(\left(\mathbf{x}_{1}^{1}, \mathbf{x}_{1}^{2}\right), \ldots,\left(\mathbf{x}_{k}^{1}, \mathbf{x}_{k}^{2}\right)\right)=\frac{A\left(\left(\mathbf{x}_{1}^{1}, \mathbf{x}_{1}^{2}\right), \ldots,\left(\mathbf{x}_{k}^{1}, \mathbf{x}_{k}^{2}\right)\right)}{\exp F\left(\mathbf{x}_{1}^{1}, \ldots, \mathbf{x}_{k}^{1}\right) \exp F\left(\mathbf{x}_{1}^{2}, \ldots, \mathbf{x}_{k}^{2}\right)}
$$

where

$$
\begin{aligned}
& A\left(\left(\mathbf{x}_{1}^{1}, \mathbf{x}_{1}^{2}\right), \ldots,\left(\mathbf{x}_{k}^{1}, \mathbf{x}_{k}^{2}\right)\right) \\
= & \sum_{R_{1,2}=u} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
+ & \left.\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sqrt{1-t}\left(z_{i, 0}+\sum_{1 \leq p \leq k} x_{i, p}^{\ell}\right)\right)\right) .
\end{aligned}
$$

We recall that $\mathbf{z}_{p}^{\ell}=\left(z_{i, p}^{\ell}\right)_{i \leq N}$, so that

$$
A\left(\left(\mathbf{z}_{1}^{1}, \mathbf{z}_{1}^{2}\right), \ldots,\left(\mathbf{z}_{k}^{1}, \mathbf{z}_{k}^{2}\right)\right)=\exp J_{k+1}(u)
$$

and

$$
\exp F\left(\mathbf{z}_{1}^{1}, \ldots, \mathbf{z}_{k}^{1}\right) \exp F\left(\mathbf{z}_{1}^{2}, \ldots, \mathbf{z}_{k}^{2}\right)=\exp J_{k+1}
$$

Thus, recalling the formula (14.45) i.e. $U_{k+1}^{\sim}=U^{\sim}\left(\left(\mathbf{z}_{1}^{1}, \mathbf{z}_{1}^{2}\right), \ldots,\left(\mathbf{z}_{k}^{1}, \mathbf{z}_{k}^{2}\right)\right)$ we have

$$
U_{k+1}^{\sim}=\exp \left(J_{k+1}(u)-J_{k+1}\right)
$$

Recalling the formulas (14.7) and (14.46), we obtain that

$$
\begin{aligned}
U^{\sim}(\alpha, \gamma) \exp F(\alpha) \exp F(\gamma) & =A\left(\left(\mathbf{z}_{1, \alpha}, \mathbf{z}_{1, \gamma}\right), \ldots,\left(\mathbf{z}_{k, \alpha}, \mathbf{z}_{k, \gamma}\right)\right) \\
& =\sum_{R_{1,2}=u} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
& +\sum_{i \leq N} \sigma_{i}^{1}\left(h_{i}+\sqrt{1-t}\left(z_{i, 0}+\sum_{1 \leq p \leq k} z_{i, p, \alpha}\right)\right) \\
& \left.+\sum_{i \leq N} \sigma_{i}^{2}\left(h_{i}+\sqrt{1-t}\left(z_{i, 0}+\sum_{1 \leq p \leq k} z_{i, p, \gamma}\right)\right)\right) .
\end{aligned}
$$

If follows that

$$
\begin{aligned}
\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U^{\sim}(\alpha, \gamma)\right\rangle & =\frac{\sum_{(\alpha, \gamma)=r} v_{\alpha} v_{\gamma} U^{\sim}(\alpha, \gamma) \exp F(\alpha) \exp F(\gamma)}{\left(\sum v_{\gamma} \exp F(\gamma)\right)^{2}} \\
& =\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t}
\end{aligned}
$$

Therefore if $V_{p}=\exp m_{p}^{*}\left(J_{p+1}-J_{p}\right)$, (14.52) implies that

$$
\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} \mathbf{1}_{\left\{R_{1,2}=u\right\}}\right\rangle_{t}=\left(m_{r}-m_{r-1}\right) \mathrm{E}\left(V_{1} \cdots V_{k} B\right),
$$

where

$$
\begin{equation*}
B:=U_{k+1}^{\sim}=\exp \left(J_{k+1}(u)-J_{k+1}\right) \leq 1 \tag{14.117}
\end{equation*}
$$

Consequently, to prove Proposition 14.5 .8 it suffices to show that

$$
\begin{equation*}
\mathrm{E} J_{1}(u) \leq \mathrm{E} J_{1}-\varepsilon_{2} N \Rightarrow \mathrm{E}\left(V_{1} \cdots V_{k} B\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{14.118}
\end{equation*}
$$

So, we assume

$$
\begin{equation*}
\mathrm{E} J_{1}(u) \leq \mathrm{E} J_{1}-\varepsilon_{2} N \tag{14.119}
\end{equation*}
$$

We prove first by decreasing induction on $p$ that

$$
\begin{equation*}
J_{p+1}(u) \geq J_{p+1}+\frac{1}{m_{p+1}^{*}} \log \mathrm{E}_{p+1}\left(V_{p+1} \cdots V_{k} B\right) \tag{14.120}
\end{equation*}
$$

For $p=k$, we have $\mathrm{E}_{p+1}\left(V_{p+1} \cdots V_{k} B\right)=B$ and the last term in (14.120) is $\log B$ and since $m_{k+1}^{*}=m_{k+1}=1$, (14.120) then follows from (14.117). Now, since

$$
\mathrm{E}_{p} V_{p}=1
$$

and $V_{p}$ does not depend on the r.v.s $z_{i, n}^{\ell}$ for $n>p$, we see recursively that

$$
\mathrm{E}_{p}\left(V_{p} \cdots V_{k}\right)=\mathrm{E}_{p}\left(\mathrm{E}_{p+1}\left(V_{p} \cdots V_{k}\right)\right)=\mathrm{E}_{p}\left(V_{p} \mathrm{E}_{p+1}\left(V_{p+1} \cdots V_{k}\right)\right)=1
$$

and thus since $B \leq 1$ we have

$$
\mathrm{E}_{p}\left(V_{p} \cdots V_{k} B\right) \leq 1
$$

so that (14.120) implies that, since $m_{p}^{*}<m_{p+1}^{*}$

$$
J_{p+1}(u) \geq J_{p+1}+\frac{1}{m_{p}^{*}} \log \mathrm{E}_{p+1}\left(V_{p+1} \cdots V_{k} B\right)
$$

and, using the definition of $V_{p}$ in the second line

$$
\begin{aligned}
\exp m_{p}^{*} J_{p+1}(u) & \geq \mathrm{E}_{p+1}\left(V_{p+1} \cdots V_{k} B\right) \exp m_{p}^{*} J_{p+1} \\
& =V_{p} \mathrm{E}_{p+1}\left(V_{p+1} \cdots V_{k} B\right) \exp m_{p}^{*} J_{p} \\
& =\mathrm{E}_{p+1}\left(V_{p} \cdots V_{k} B\right) \exp m_{p}^{*} J_{p}
\end{aligned}
$$

Since $J_{p}$ does not depend on the r.v.s $\left(z_{i, n}^{\ell}\right)$ for $n \geq p$, and since $\mathrm{E}_{p}=\mathrm{E}_{p} \mathrm{E}_{p+1}$, taking expectation $\mathrm{E}_{p}$ in the last inequality entails

$$
\mathrm{E}_{p} \exp m_{p}^{*} J_{p+1}(u) \geq\left(\exp m_{p}^{*} J_{p}\right) \mathrm{E}_{p}\left(V_{p} \cdots V_{k} B\right)
$$

Since $J_{p}(u)=\left(m_{p}^{*}\right)^{-1} \log \mathrm{E}_{p} \exp m_{p}^{*} J_{p+1}(u)$, taking logarithms completes the induction.

Using (14.120) for $p=0$, we get

$$
\log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right) \leq m_{1}^{*}\left(J_{1}(u)-J_{1}\right)
$$

and taking expectation and using (14.119) yields

$$
\begin{equation*}
\mathrm{E} \log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right) \leq-m_{1}^{*} \varepsilon_{2} N \tag{14.121}
\end{equation*}
$$

The quantity $\mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)$ depends only on the r.v.s $H_{N}(\boldsymbol{\sigma}), z_{0, i}^{\ell}$ and $h_{i}$. We will use concentration of measure to prove that

$$
\begin{align*}
& \mathrm{P}\left(\left|\log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)-\mathrm{E} \log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)\right| \geq \frac{m_{1}^{*} \varepsilon_{2}}{2} N\right) \\
\leq & K_{1} \exp \left(-\frac{N}{K_{1}}\right) . \tag{14.122}
\end{align*}
$$

The proof (14.118) is then completed as follows. From (14.121) and (14.122) we deduce

$$
\mathrm{P}\left(\log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)>-\frac{m_{1}^{*} \varepsilon_{2}}{2} N\right) \leq K_{1} \exp \left(-\frac{N}{K_{1}}\right)
$$

so that

$$
\mathrm{P}\left(\mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)>\exp \left(-\frac{m_{1}^{*} \varepsilon_{2}}{2} N\right)\right) \leq K_{1} \exp \left(-\frac{N}{K_{1}}\right)
$$

and since $\mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right) \leq 1$ we obtain

$$
\mathrm{E}\left(V_{1} \cdots V_{k} B\right)=\mathrm{EE}_{1}\left(V_{1} \cdots V_{k} B\right) \leq K \exp (-N / K)
$$

We turn to the proof of (14.122). We will use the following representation of the r.v.s $H_{N}(\boldsymbol{\sigma})$ : there exist $M$ and vectors $\mathbf{x}(\boldsymbol{\sigma}) \in \mathbb{R}^{M}$ such that the family $\left(H_{N}(\boldsymbol{\sigma})\right)_{\boldsymbol{\sigma}}$ of r.v.s has the same distribution as the family $(\mathbf{x}(\boldsymbol{\sigma}) \cdot \mathbf{g})_{\boldsymbol{\sigma}}$, where $\mathbf{g} \in \mathbb{R}^{M}$ is a standard Gaussian vector. This is explained in Section A.2, and is obvious in the case where $H_{N}$ is a sum of independent terms of the type (14.57). We note that $\|\mathbf{x}(\boldsymbol{\sigma})\|^{2}=\mathrm{E} H_{N}(\boldsymbol{\sigma})^{2}=N \xi(1)$. The basic idea is to show that, as a function of $\mathbf{g}$, the quantity $\log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)$ has a Lipschitz constant $\leq K \sqrt{N}$. We start the proof by using (14.54) that reads here with the usual notation as

$$
\begin{align*}
\mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right) & =\mathrm{E}^{\prime}\left(\frac { 1 } { Z } \sum _ { R _ { 1 , 2 } = u } v _ { \alpha } \operatorname { e x p } \left(-\sqrt{t}\left(\mathbf{x}\left(\boldsymbol{\sigma}^{1}\right) \cdot \mathbf{g}+\mathbf{x}\left(\boldsymbol{\sigma}^{2}\right) \cdot \mathbf{g}\right)\right.\right. \\
& +\sum_{i \leq N} \sigma_{i}^{1}\left(h_{i}+\sqrt{1-t}\left(z_{i, 0}+\sum_{1 \leq p \leq k} z_{i, p, \alpha}\right)\right) \\
& \left.+\sum_{i \leq N} \sigma_{i}^{2}\left(h_{i}+\sqrt{1-t}\left(z_{i, 0}+\sum_{1 \leq p \leq k} z_{i, p, \gamma}\right)\right)\right) \tag{14.123}
\end{align*}
$$

where $Z$ is the normalizing factor and $\mathrm{E}^{\prime}$ denotes expectation in the r.v.s $z_{i, p, \alpha}^{\ell}$ for $p \geq 1$ and in the weights $v_{\alpha}$. We realize that the right-hand side of (14.123) depends not only on $\mathbf{g}$ but also on the r.v.s $z_{i, 0}$ and $h_{i}$. For simplicity we will complete the proof only in the case where $h_{i}$ is not random. (When $h_{i}$ is random not necessarily Gaussian, some extra work is required, using martingale difference sequences. This is left to the enterprising reader.) To understand the dependence of the right-hand side of (14.123) on the r.v.s $z_{i, 0}$ we set

$$
g_{i}^{\prime}=\frac{z_{i, 0}}{\sqrt{\mathrm{E} z_{i, 0}^{2}}}=\frac{z_{i, 0}}{\sqrt{\xi^{\prime}\left(q_{1}\right)}}
$$

so that the vector $\mathbf{g}^{\prime}=\left(g_{i}^{\prime}\right)_{i \leq N}$ is a standard Gaussian random vector in $\mathbb{R}^{N}$. Then (14.123) allows one to consider the quantity $\log \mathrm{E}_{1}\left(V_{1} \cdots V_{k} B\right)$ as a function of the pair $\left(\mathbf{g}, \mathbf{g}^{\prime}\right)$. One then sees by direct computation of the gradient and trivial estimates that the Lipschitz constant of this function is $\leq K \sqrt{N}$.

The center of the approach is Theorem 14.5.7. The basic tool will be a kind of "two dimensional" extension of Guerra's bound (14.88), in the spirit of Theorem 13.5.1. It is the purpose of the next section. This bound will depend on many parameters. We will exhibit a choice of these parameters that proves Theorem 14.5.1. A crucial idea is that we will not use an optimal choice of parameters, because we want to avoid the (intractable?) corresponding optimization problem. Rather (as in the proof of Theorem 13.6.2) we will observe a choice of parameters that witnesses the obvious bound $\Psi_{r}(t, u) \leq$ $2 \psi(t)$. We will then use a variational argument to show that a suitable small change of these parameters improves enough the bound to reach (14.112).

### 14.6 Bounds for Coupled Copies

In this section we develop bounds for the expression $\Psi_{r}(t, u)$ of (14.100), a first step towards the proof of Theorem 14.5.7. First, let us transform this expression using Theorem 14.2.1. For each $p$ we consider independent copies $\left(z_{i, p, j_{1}, \ldots, j_{p}}^{1}, z_{i, p, j_{1}, \ldots, j_{p}}^{2}\right)$ of the pair $\left(z_{p}^{1}, z_{p}^{2}\right)$ of (14.96) and (14.97). For $\alpha \in \mathbb{N}^{* k}$, $\alpha=\left(j_{1}, \ldots, j_{k}\right)$, we define

$$
\begin{equation*}
\left(z_{i, p, \alpha}^{1}, z_{i, p, \alpha}^{2}\right)=\left(z_{i, p, j_{1}, \ldots, j_{p}}^{1}, z_{i, p, j_{1}, \ldots, j_{p}}^{2}\right) . \tag{14.124}
\end{equation*}
$$

Consider weights ( $v_{\alpha}$ ) forming a Poisson-Dirichlet cascade as in (14.13), but associated to the sequence (14.48) rather than to the sequence $m_{1}, \ldots, m_{k}$. Then

$$
\begin{align*}
\Psi_{r}(t, u) & =\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u, \alpha} v_{\alpha} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
& \left.+\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sqrt{1-t} \sum_{p \leq k} z_{i, p, \alpha}^{\ell}\right)\right) \tag{14.125}
\end{align*}
$$

The expression "coupled copies" refers to the fact that in (14.125) the summation is only over all pairs $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ with $R_{1,2}=u$. To find bounds for such a quantity we will develop a kind of two-dimensional version of the scheme of Lemma 14.4.1.

Let us first think of a rather general problem, to find bounds for a quantity

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u, \alpha} w_{\alpha} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right) \tag{14.126}
\end{equation*}
$$

where $\alpha$ belongs to countable set $A, w_{\alpha}$ are random weights, and where $H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)$ is a random function, independent of the randomness of $H_{N}$. The summation is over all values of $\alpha$ and all values of $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ for which $R_{1,2}=u$. Of course $\sqrt{t} H_{N}$ is a general Hamiltonian of the type (14.55) where $\xi$ is replaced by $t \xi$, so we assume $t=1$ to simplify notation. We first present a general scheme. This scheme might look complicated at a first sight, but it is in fact a straightforward generalization of the scheme of Lemma 14.4.1. The system consists now of pairs $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ of configurations. We need a "replica" of this system, and we denote by $\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right)$ another pair of configurations. For $\ell, \ell^{\prime}=1,2$ we use the notation

$$
R^{\ell, \ell^{\prime}}=R\left(\boldsymbol{\sigma}^{\ell}, \boldsymbol{\tau}^{\ell^{\prime}}\right)=\frac{1}{N} \sum_{i \leq N} \sigma_{i}^{\ell} \tau_{i}^{\ell^{\prime}}
$$

The interpolating Hamiltonian is a family $H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \in \Sigma_{N}, \alpha \in A\right)$ of jointly Gaussian r.v.s, independent of all other randomnesses. We assume that there exists numbers $q_{\alpha, \gamma}^{\ell, \ell^{\prime}}$ such that, for any $\alpha, \gamma \in A$, any $\ell, \ell^{\prime}=1,2$ we have

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) H\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \gamma\right)=\sum_{\ell, \ell^{\prime}=1,2} R^{\ell, \ell^{\prime}} \xi^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right) \tag{14.127}
\end{equation*}
$$

We assume also that for each $\alpha$

$$
\begin{equation*}
q_{\alpha, \alpha}^{1,1}=q_{\alpha, \alpha}^{2,2}=1 ; \quad q_{\alpha, \alpha}^{1,2}=q_{\alpha, \alpha}^{2,1}=u . \tag{14.128}
\end{equation*}
$$

For $0 \leq s \leq 1$ we consider the Hamiltonian

$$
\begin{aligned}
& -H_{s}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) \\
= & -\sqrt{s}\left(H_{N}\left(\boldsymbol{\sigma}^{1}\right)+H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right)-\sqrt{1-s} H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) .
\end{aligned}
$$

For a function $f\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)$ we define

$$
\left\langle f\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right\rangle_{s}=\frac{1}{Z_{s}} \sum_{R_{1,2}=u, \alpha} w_{\alpha} f\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) \exp \left(-H_{s}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right)
$$

where $Z_{s}$ is the normalizing factor $\sum_{R_{1,2}=u, \alpha} w_{\alpha} \exp \left(-H_{s}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right)$.
Lemma 14.6.1. Assume that $\xi$ is convex, and recall the definition (14.60) of $\theta$. Then the function

$$
\varphi^{*}(s)=\frac{1}{N} E \log \sum_{R_{1,2}=u, \alpha} w_{\alpha} \exp \left(-H_{s}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right)
$$

satisfies

$$
\begin{equation*}
\varphi^{* \prime}(s) \leq-\theta(1)-\theta(u)+\frac{1}{2} \sum_{\ell, \ell^{\prime}=1,2} \mathrm{E}\left\langle\theta\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)\right\rangle_{s} \tag{14.129}
\end{equation*}
$$

Proof. Let us define

$$
\begin{aligned}
U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \alpha, \gamma\right) & =\frac{1}{N}\left(\mathrm{E}\left(H_{N}\left(\boldsymbol{\sigma}^{1}\right)+H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right)\left(H_{N}\left(\boldsymbol{\tau}^{1}\right)+H_{N}\left(\boldsymbol{\tau}^{2}\right)\right)\right. \\
& \left.-\mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right) H\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \gamma\right)\right)
\end{aligned}
$$

so that, using (14.127) and (14.55),

$$
U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \alpha, \gamma\right)=\sum_{\ell, \ell^{\prime}=1,2}\left(\xi\left(R^{\ell, \ell^{\prime}}\right)-R^{\ell, \ell^{\prime}} \xi^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)\right)
$$

In particular, using (14.128), when $R_{1,2}=u$ we have

$$
\begin{aligned}
U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\sigma}^{1}, \sigma^{2}, \alpha, \alpha\right) & =2 \xi(1)+2 \xi(u)-2 \xi^{\prime}(1)-2 u \xi^{\prime}(u) \\
& =-2 \theta(1)-2 \theta(u)
\end{aligned}
$$

Also, since $\xi$ is convex, we have $\xi\left(R^{\ell, \ell^{\prime}}\right)-R^{\ell, \ell^{\prime}} \xi^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right) \geq-\theta\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)$ so that

$$
U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \alpha, \gamma\right) \geq-\sum_{\ell, \ell^{\prime}=1,2} \theta\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right),
$$

and to conclude we simply differentiate and integrate by parts to obtain that

$$
\varphi^{* \prime}(s)=\frac{1}{2}\left(\mathrm{E}\left\langle U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha, \alpha\right)\right\rangle_{s}-\mathrm{E}\left\langle U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}, \alpha, \gamma\right)\right\rangle_{s}\right) .
$$

We should stress the main point: the terms created by the interaction between $H_{N}\left(\boldsymbol{\sigma}^{1}\right)$ and $H_{N}\left(\boldsymbol{\sigma}^{2}\right)$ is $\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \alpha}\right)\right\rangle_{s}=\left\langle\xi\left(R_{1,2}\right)-\right.$ $\left.R_{1,2} \xi^{\prime}(u)\right\rangle_{s}$. It has the wrong sign to be bounded above by the inequality $\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}(u)\right\rangle_{s} \geq-\theta(u)$. It is the restriction of the summation to the pairs with $R_{1,2}=u$ that makes this term equal to $-\theta(u)$ and saves the day.

In Proposition 14.6.3 below we describe a specific choice of the Hamiltonian $H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)$, that is sufficient to prove Theorem 14.5.7. It seems however fruitful in the long range to discuss more general schemes. This is in particular the case because, as will be explained in detail in the next chapter, these schemes are related to some of the darkest remaining mysteries.

The scheme we present now seems to be the natural (or even canonical) 2dimensional generalization of the scheme leading to Guerra's bound (14.88). The main difference is that the sequence $0=q_{0} \leq q_{1} \leq \ldots \leq q_{k+1} \leq q_{k+2}=1$ of (14.70) is now replaced by four different sequences $\left(\rho_{p}^{\ell, \ell^{\prime}}\right)$ for $\ell, \ell^{\prime}=1,2$.

Let us assume that $A=\mathbb{N}^{* \kappa}$ for a certain integer $\kappa$ and that for $\ell, \ell^{\prime}=1,2$, $0 \leq p \leq \kappa$ we are given pairs of Gaussian r.v.s $\left(y_{p}^{1}, y_{p}^{2}\right)$ such that, for certain numbers $\left(\rho_{p}^{\ell, \ell^{\prime}}\right)_{0 \leq p \leq \kappa+1}$, we have

$$
\begin{equation*}
\mathrm{E} y_{p}^{\ell} y_{p}^{\ell^{\prime}}=\xi^{\prime}\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\xi^{\prime}\left(\rho_{p}^{\ell, \ell^{\prime}}\right) \tag{14.130}
\end{equation*}
$$

The sequence $\rho_{p}^{\ell, \ell^{\prime}}$ need not be non-decreasing. Let us also assume that

$$
\begin{gather*}
\rho_{0}^{\ell, \ell^{\prime}}=0  \tag{14.131}\\
\rho_{\kappa+1}^{1,1}=\rho_{\kappa+1}^{2,2}=1 ; \quad \rho_{\kappa+1}^{1,2}=\rho_{\kappa+1}^{2,1}=u \tag{14.132}
\end{gather*}
$$

Then, for $n \leq \kappa+1$ we have

$$
\begin{equation*}
\sum_{0 \leq p<n} \mathrm{E} y_{p}^{\ell} y_{p}^{\ell^{\prime}}=\xi^{\prime}\left(\rho_{n}^{\ell, \ell^{\prime}}\right) \tag{14.133}
\end{equation*}
$$

Considering independent copies $\left(y_{i, p, j_{1}, \ldots, j_{p}}^{1}, y_{i, p, j_{1}, \ldots, j_{p}}^{2}\right)$ of the pair $\left(y_{p}^{1}, y_{p}^{2}\right)$, let us write as usual, when $\alpha=\left(j_{1}, \ldots, j_{\kappa}\right)$

$$
\begin{equation*}
\left(y_{i, p, \alpha}^{1}, y_{i, p, \alpha}^{2}\right)=\left(y_{i, p, j_{1}, \ldots, j_{p}}^{1}, y_{i, p, j_{1}, \ldots, j_{p}}^{2}\right) . \tag{14.134}
\end{equation*}
$$

Let us choose the interpolating Hamiltonian $H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)$ as

$$
\begin{equation*}
H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)=\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(\sum_{0 \leq p \leq \kappa} y_{i, p, \alpha}^{\ell}\right) \tag{14.135}
\end{equation*}
$$

We observe that $\mathrm{E} y_{i, p, \alpha}^{\ell} y_{i, p, \gamma}^{\ell^{\prime}}=0$ if $p \geq(\alpha, \gamma)$ and $=\mathrm{E} y_{p}^{\ell} y_{p}^{\ell^{\prime}}$ if $p<(\alpha, \gamma)$. Using (14.133) it follows that

$$
\sum_{0 \leq p \leq \kappa} \mathrm{E} y_{i, p, \alpha}^{\ell} y_{i, p, \gamma}^{\ell^{\prime}}=\sum_{0 \leq p<(\alpha, \gamma)} \mathrm{E} y_{p}^{\ell} y_{p}^{\ell^{\prime}}=\xi^{\prime}\left(\rho_{(\alpha, \gamma)}^{\ell, \ell^{\prime}}\right)
$$

and hence (14.127) holds for $q_{\alpha, \gamma}^{\ell, \ell^{\prime}}=\rho_{(\alpha, \gamma)}^{\ell, \ell^{\prime}}$. Finally (14.128) is a consequence of (14.132).

Let us further assume that the Hamiltonian $H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)$ is of the type

$$
\begin{equation*}
-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)=\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sum_{0 \leq p \leq \kappa} Z_{i, p, \alpha}^{\ell}\right) \tag{14.136}
\end{equation*}
$$

where the pairs $\left(Z_{i, p, \alpha}^{1}, Z_{i, p, \alpha}^{2}\right)$ are built as usual from pairs $\left(Z_{p}^{1}, Z_{p}^{2}\right)$ of jointly Gaussian r.v.s. which will be specified later (although a glance back at (14.125) might provide a clue as to how this will be done). Let us finally assume that the weights $\left(w_{\alpha}\right)$ form a Poisson-Dirichlet cascade associated to a sequence $0<n_{1}<\ldots<n_{\kappa}<1$ (so that according to our conventions we will denote these weights by $\left(v_{\alpha}\right)$ ). As in the case of (14.76) we deduce from (14.38) that $\mathbf{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=p\}}\right\rangle_{s}=n_{p}-n_{p-1}$, so that (14.129) implies that (defining as usual $n_{0}=0$ )

$$
\begin{equation*}
\varphi^{* \prime}(s) \leq-\theta(1)-\theta(u)+\frac{1}{2} \sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq \kappa}\left(n_{p}-n_{p-1}\right) \theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right) . \tag{14.137}
\end{equation*}
$$

Since $\rho_{\kappa+1}^{1,2}=\rho_{\kappa+1}^{2,1}=u$ and $\rho_{\kappa+1}^{1,1}=\rho_{\kappa+1}^{2,2}=1$, this rearranges as

$$
\begin{equation*}
\varphi^{* \prime}(s) \leq-\frac{1}{2} \sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)-(\theta(1)+\theta(u))\left(1-n_{\kappa}\right) \tag{14.138}
\end{equation*}
$$

and we have bounded the quantity (14.126) by

$$
\begin{equation*}
\varphi^{*}(0)-\frac{1}{2} \sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)-(\theta(1)+\theta(u))\left(1-n_{\kappa}\right) . \tag{14.139}
\end{equation*}
$$

Let us now try to find a manageable bound for $\varphi^{*}(0)$. We use the simple fact that for any value of $\lambda$ and $\alpha$ we have

$$
\begin{align*}
& \sum_{R_{1,2}=u} \exp \left(-H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right)  \tag{14.140}\\
= & \exp (-\lambda N u) \sum_{R_{1,2}=u} \exp \left(-H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)+\lambda N R_{1,2}\right) \\
\leq & \exp (-\lambda N u) \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(-H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)+\lambda N R_{1,2}\right),
\end{align*}
$$

where the last summation is over all values of $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$. The quantity

$$
\begin{align*}
& \quad \frac{1}{N} \mathrm{E} \log \sum_{\alpha, \boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} v_{\alpha} \exp \left(-H\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)+\lambda N R_{1,2}\right) \\
& =\frac{1}{N} \mathrm{E} \log \sum_{\alpha} v_{\alpha} \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(\sum _ { i \leq N } \left(\sum_{\ell=1,2} \sigma_{i}^{\ell}\left(h_{i}+\sum_{0 \leq p \leq \kappa}\left(y_{i, p, \alpha}^{\ell}+Z_{i, p, \alpha}^{\ell}\right)\right)\right.\right. \\
& \left.\left.\quad+\lambda \sigma_{i}^{1} \sigma_{i}^{2}\right)\right) \tag{14.141}
\end{align*}
$$

can be easily computed through Theorem 14.2 .1 because the sites decouple exactly as in the case of the computation of (14.80). First let us observe that

$$
\begin{equation*}
\sum_{\varepsilon_{1}, \varepsilon_{2}= \pm 1} \exp \left(\varepsilon_{1} x_{1}+\varepsilon_{2} x_{2}+\varepsilon_{1} \varepsilon_{2} \lambda\right)=4\left(\operatorname{ch} x_{1} \operatorname{ch} x_{2} \operatorname{ch} \lambda+\operatorname{sh} x_{1} \operatorname{sh} x_{2} \operatorname{sh} \lambda\right) \tag{14.142}
\end{equation*}
$$

so that, setting $g_{i, p, \alpha}^{\ell}=y_{i, p, \alpha}^{\ell}+Z_{i, p, \alpha}^{\ell}$ the quantity (14.141) is

$$
\begin{align*}
& \frac{1}{N} \mathrm{E} \log \sum_{\alpha} v_{\alpha} \prod_{i \leq N}\left(\operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq \kappa} g_{i, p, \alpha}^{1}\right) \operatorname{ch}\left(h_{i}+\sum_{0 \leq p \leq \kappa} g_{i, p, \alpha}^{2}\right) \operatorname{ch} \lambda\right. \\
+ & \left.\operatorname{sh}\left(h_{i}+\sum_{0 \leq p \leq \kappa} g_{i, p, \alpha}^{1}\right) \operatorname{sh}\left(h_{i}+\sum_{0 \leq p \leq \kappa} g_{i, p, \alpha}^{2}\right) \operatorname{sh} \lambda\right)+2 \log 2 . \tag{14.143}
\end{align*}
$$

Setting $g_{p}^{\ell}=y_{p}^{\ell}+Z_{p}^{\ell}$, let us define

$$
\begin{align*}
Y_{\kappa+1} & =\log \left(\operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{1}\right) \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{2}\right) \operatorname{ch} \lambda\right. \\
& \left.+\operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{1}\right) \operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{2}\right) \operatorname{sh} \lambda\right) \tag{14.144}
\end{align*}
$$

and recursively, for $p \geq 1$,

$$
\begin{equation*}
Y_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1} \tag{14.145}
\end{equation*}
$$

Let us further define $Y_{0}=\mathrm{E} Y_{1}$, so that the quantity (14.143) is equal to $2 \log 2+Y_{0}$. We therefore have proved the bound

$$
\varphi^{*}(0) \leq 2 \log 2+Y_{0}-2 \lambda u
$$

In summary, when $H^{0}$ is chosen as in (14.136) and the weights $\left(v_{\alpha}\right)$ as above, we have proved the bound

$$
\begin{aligned}
& \frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u, \alpha} v_{\alpha} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right) \\
\leq & 2 \log 2+Y_{0}-\lambda u-\frac{1}{2} \sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right) \\
- & (\theta(u)+\theta(1))\left(1-n_{\kappa}\right) .
\end{aligned}
$$

This bound was proved under the conditions $0<n_{1}<n_{2}<\ldots<n_{\kappa}<1$ but since the right-hand side is a continuous function of $\left(n_{1}, \ldots, n_{\kappa}\right)$, the inequality also holds under the less restrictive condition $0 \leq n_{1} \leq n_{2} \leq \ldots \leq$ $n_{\kappa} \leq 1$. In particular when

$$
\begin{equation*}
0 \leq n_{1} \leq n_{2} \leq \ldots \leq n_{\kappa}=1 \tag{14.146}
\end{equation*}
$$

then

$$
\begin{align*}
& \frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u, \alpha} v_{\alpha} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)\right) \\
\leq & 2 \log 2+Y_{0}-\lambda u-\frac{1}{2} \sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right) . \tag{14.147}
\end{align*}
$$

Although (14.147) probably looks complicated to the first time reader, this bound is not hard to discover, one simply copies the scheme of proof of Theorem 14.4.3.

The bound (14.147) depends on many parameters, namely the sequence (14.146), the four sequences $\left(\rho_{p}^{\ell, \ell^{\prime}}\right)_{0 \leq p \leq \kappa+1}$ for $\ell, \ell^{\prime}=1,2$, and $\lambda$. It does not give a clue on how to choose these parameters in an efficient way. This should be expected, since the same problem already arises in Guerra's bound (14.88). The real problem however is that the "two-dimensional bound" (14.147) does not connect perfectly with the one dimensional bound (14.88). Let us explain this in a simple situation where this problem already arises, namely the case where

$$
\begin{equation*}
-H^{0}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \alpha\right)=\sum_{i \leq N} h_{i}\left(\sigma_{i}^{1}+\sigma_{i}^{2}\right) . \tag{14.148}
\end{equation*}
$$

In that case the left-hand side of (14.147) is simply

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)+\sum_{i \leq N} h_{i}\left(\sigma_{i}^{1}+\sigma_{i}^{2}\right)\right) \tag{14.149}
\end{equation*}
$$

There is a natural bound for this quantity, namely the sum $\sum_{R_{1,2}=u}$ is smaller than the sum for all values of $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$, and therefore the quantity (14.149) is $\leq 2 p_{N}$, where $p_{N}$ is as in (14.88). Consequently, given sequences $\mathbf{m}$ and $\mathbf{q}$ as in Section 14.4, the quantity (14.149) is $\leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. We would expect that the complicated bound (14.147) should be able to recover this simple bound; that is, we should be able to choose the parameters in (14.147) so that the right-hand side is $\leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. It turns out that this can be done when $u \geq 0$, in a way that connects extremely well with the discussion at the end of Section 14.4 (but we do not know how to do it in full generality when $u<0$ ). This is somehow the center of the proof of Parisi's formula. Let us consider sequences $0 \leq q_{1} \leq \ldots \leq q_{k} \leq q_{k+1} \leq 1$ and $0 \leq m_{1} \leq \ldots \leq m_{k-1} \leq m_{k} \leq 1$ as in (14.70) and (14.91) and $\mathbf{m}=\left(m_{1}, \ldots, m_{k}\right), \mathbf{q}=\left(q_{1}, \ldots, q_{k+1}\right)$. Let
us define $m_{k+1}=1$ and $q_{k+2}=1$. The quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is then given by (14.89), i.e.

$$
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=\log 2+X_{0}-\frac{1}{2} \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) .
$$

Let us assume in a first stage that $u=q_{\tau}$ for some $1 \leq \tau \leq k+1$. We will use the bound (14.147) for $\kappa=k+1$. For $p \leq \kappa=k+1$, we consider jointly Gaussian r.v.s $\left(y_{p}^{1}, y_{p}^{2}\right)$ such that

$$
\begin{array}{r}
\mathrm{E}\left(\left(y_{p}^{1}\right)^{2}\right)=\mathrm{E}\left(\left(y_{p}^{2}\right)^{2}\right)=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) \\
p<\tau \Rightarrow y_{p}^{1}=y_{p}^{2} ; \quad p \geq \tau \Rightarrow \mathrm{E} y_{p}^{1} y_{p}^{2}=0 . \tag{14.151}
\end{array}
$$

Then the conditions (14.130) are satisfied for

$$
\rho_{p}^{1,1}=\rho_{p}^{2,2}=q_{p} ; \quad \rho_{p}^{1,2}=\rho_{p}^{2,1}=q_{\min (p, \tau)}
$$

and (14.132) holds since $\rho_{k+1}^{1,1}=\rho_{k+1}^{2,2}=q_{\tau}=u$. Next, we choose

$$
n_{p}=\frac{m_{p}}{2} \quad \text { if } p<\tau ; \quad n_{p}=m_{p} \text { if } \tau \leq p \leq k+1=\kappa .
$$

We claim that for this choice of parameters, when $\lambda=0$, the right-hand side of (14.147) is $2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$.

We first estimate the double sum. If $p<\tau$, for any values of $\ell, \ell^{\prime}$ we have

$$
n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)=\frac{m_{p}}{2}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

Next, for $p \geq \tau$, if $\ell=\ell^{\prime}$ we have

$$
n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell}\right)-\theta\left(\rho_{p}^{\ell, \ell}\right)\right)=m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

while if $\ell \neq \ell^{\prime}$ we have

$$
n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)=m_{p}\left(\theta\left(q_{\tau}\right)-\theta\left(q_{\tau}\right)\right)=0
$$

Therefore

$$
\begin{equation*}
\sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq k+1} n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)=2 \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \tag{14.152}
\end{equation*}
$$

Next, we check that $Y_{0}=2 X_{0}$. The argument should come as no surprise: it has already occurred in the proof of (14.50). We define

$$
Y_{k+1}^{\ell}=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq k} y_{p}^{\ell}\right)
$$

and $Y_{k+1}=Y_{k+1}^{1}+Y_{k+1}^{2}$. We define $Y_{p}$ through (14.145) and $Y_{p}^{\ell}$ through the relation

$$
Y_{p}^{\ell}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} Y_{p+1}^{\ell}
$$

and we prove by decreasing induction over $p$ that $Y_{p}=Y_{p}^{1}+Y_{p}^{2}$. If we remember the definition of $X_{0}$ it is obvious that

$$
Y_{0}=\mathrm{E} Y_{1}^{1}+\mathrm{E} Y_{1}^{2}=2 X_{0}
$$

and we have completed the proof that for the previous choices, the right-hand side of (14.147) is $2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$.

Let us now explain why, when $u \geq 0$, it is not a restriction to assume that $u=q_{\tau}$. The general fact is that if we think of $\mathbf{m}$ and $\mathbf{q}$ as defining a non-decreasing step function on $[0,1]$, the value of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ depends only on the step function; one can merge two consecutive intervals $\left[q_{p}, q_{p+1}[\right.$ and [ $q_{p+1}, q_{p+2}$ [ when $m_{p}=m_{p+1}$ without changing the value of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. This is straightforward to check (see Lemma 14.7.1 below). When $q_{\tau} \leq u<q_{\tau+1}$ one simply splits the interval $\left[q_{\tau}, q_{\tau+1}\right.$ [ in the intervals $\left[q_{\tau}, u\left[\right.\right.$ and $\left[u, q_{\tau+1}\right.$ [ (keeping the same $m$ on both) to make $u$ appear as an endpoint.

The previous argument assumes that $u \geq 0$. We do not know how to extend it in full generality to the case $u<0$. This is a bad omen, and the first sign that we do not really understand yet what is happening. (The full extent of how much we still do not understand will become clear later in Section 15.7.)

Research Problem 14.6.2. (Level 3?) When $u<0$, given two sequences $\mathbf{m}$ and $\mathbf{q}$ can one find the parameters in the bound (14.147) such that this bound is $\leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ ?

We know how to solve this problem when we assume that

$$
\begin{equation*}
\forall x, \quad \xi(x)=\xi(-x) \tag{14.153}
\end{equation*}
$$

a condition which occurs e.g. in (14.57) when $p$ is even. This condition implies

$$
\forall x, \quad \xi^{\prime}(x)=-\xi^{\prime}(x) ; \quad \theta(x)=\theta(-x)
$$

We proceed as follows. By inserting $|u|$ if necessary in the list $\rho_{1}, \ldots, \rho_{\tau+1}$ as we just explained in the case $u>0$ we assume without loss of generality that $u=-q_{\tau}$ for a certain $\tau$. We then replace in (14.151) the condition $y_{p}^{1}=y_{p}^{2}$ for $p<\tau$ by the condition $y_{p}^{1}=-y_{p}^{2}$. Then condition (14.130) holds for

$$
\begin{equation*}
\rho_{p}^{1,1}=\rho_{p}^{2,2}=q_{\tau} ; \rho_{p}^{1,2}=\rho_{p}^{2,1}=-q_{\min (p, \tau)}, \tag{14.154}
\end{equation*}
$$

and since $\theta(x)=\theta(-x)$, (14.152) remains true. It them turns out that with some extra work one can prove that $Y_{0} \leq 2 X_{0}$; this will be done later in Proposition 14.8.6. Consequently for the previous choice of parameters the
bound (14.147) is $\leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. The scheme (14.154) is effective at proving this inequality, but it is not really canonical. One might get the feeling "that we are not doing the right things".

These considerations suggest a specialization of the bound (14.147). This scheme is not really canonical either, but it suffices to prove the Parisi formula. We assume (14.153) and we consider numbers $\rho_{p}, 0 \leq p \leq \kappa+1$ such that for a certain integer $1 \leq \tau \leq \kappa$ we have

$$
\begin{equation*}
0 \leq \rho_{0} \leq \rho_{1} \leq \ldots \leq \rho_{\tau}=|u| \leq \rho_{\tau+1} \leq \ldots \leq \rho_{\kappa+1}=1 \tag{14.155}
\end{equation*}
$$

and we consider $\eta \in\{-1,1\}$ with $u=\eta|u|$.
For $0 \leq p \leq \kappa$ we then consider pairs $\left(y_{p}^{1}, y_{p}^{2}\right)$ of jointly Gaussian r.v.s as follows

$$
\begin{gather*}
\mathrm{E}\left(y_{p}^{1}\right)^{2}=\mathrm{E}\left(y_{p}^{2}\right)^{2}=\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right)  \tag{14.156}\\
y_{p}^{1}=\eta y_{p}^{2} \text { if } p<\tau ; \quad y_{p}^{1} \text { and } y_{p}^{2} \text { independent if } p \geq \tau . \tag{14.157}
\end{gather*}
$$

Thus (14.130) holds for

$$
\begin{equation*}
\rho_{p}^{1,1}=\rho_{p}^{2,2}=\rho_{p} ; \quad \rho_{p}^{1,2}=\rho_{p}^{2,1}=\eta \rho_{\min (p, \tau)} \tag{14.158}
\end{equation*}
$$

and (14.132) holds because $u=\eta|u|=\eta \rho_{\tau}$. Also, as in the proof of (14.152) we have

$$
\begin{aligned}
\sum_{\ell, \ell^{\prime}=1,2} \sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right) & =4 \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
& +2 \sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)
\end{aligned}
$$

For further reference, we state the specialization of (14.147) that we will use to bound the quantity $\Psi_{r}(t, u)$ of (14.100).

Proposition 14.6.3. Let us assume (14.153) and let us keep the notation (14.155), (14.156) and (14.157). Consider pairs of r.v.s $\left(Z_{p}^{1}, Z_{p}^{2}\right)$ for $0 \leq p \leq \kappa$ and independent copies $\left(Z_{i, p}^{1}, Z_{i, p}^{2}\right)_{i \geq 1}$ of these. Assume they are independent of all the other forms of randomness. Let us consider

$$
\begin{equation*}
n_{0}=0 \leq n_{1} \leq n_{2} \leq \ldots \leq n_{\kappa-1} \leq n_{\kappa}=1 \tag{14.159}
\end{equation*}
$$

Let us define $G_{\kappa+1}$ by

$$
\begin{aligned}
& \exp G_{\kappa+1} \\
= & \sum_{R_{1,2}=u} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)+\sum_{i \leq N} \sum_{\ell=1,2} \sigma_{i}^{\ell}\left(h_{i}+\sum_{1 \leq p \leq \kappa} Z_{i, p}^{\ell}\right)\right)
\end{aligned}
$$

and, for $p \geq 1$, define recursively

$$
\begin{equation*}
G_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} G_{p+1} \tag{14.161}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $Z_{i, n}^{\ell}$ for $n \geq p$. Then for any $\lambda$ we have, recalling the notation $\rho_{q}$ of (14.155),

$$
\begin{align*}
\frac{1}{N} \mathrm{E} G_{1} & \leq 2 \log 2+Y_{0}-\lambda u-2 t \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
& -t \sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \tag{14.162}
\end{align*}
$$

where $Y_{0}$ is defined as follows. Recalling the r.v.s $y_{p}^{\ell}$ as in (14.156) and (14.157), and letting $g_{p}^{\ell}=\sqrt{t} y_{p}^{\ell}+Z_{p}^{\ell}$, define

$$
\begin{align*}
Y_{\kappa+1} & =\log \left(\operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{1}\right) \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{2}\right) \operatorname{ch} \lambda\right. \\
& \left.+\operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{1}\right) \operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{2}\right) \operatorname{sh} \lambda\right) \tag{14.163}
\end{align*}
$$

and, recursively, for $p \geq 1$ define

$$
\begin{equation*}
Y_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1} \tag{14.164}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $g_{n}^{\ell}$ for $n \geq p$. Finally define $Y_{0}=$ $E Y_{1}$.

It should be useful to keep in mind that the bound (14.162) depends on the sequence $\left(\rho_{p}\right)$ of (14.155), on $\lambda$ (and on the sequence (14.159)).
Proof. This is the bound (14.147) when one replaces $H_{N}$ by $\sqrt{t} H_{N}$ and one uses the special choice (14.158). The left-hand side of (14.147) has been found through Theorem 14.2 .1 to be equal to $N^{-1} \mathrm{E} G_{1}$.

The reader certainly wonders why we have transformed the left-hand side of (14.147) using Theorem 14.2.1 to state Proposition 14.6.3. The reason is that with this formulation it is easier to understand what happens when we insert new elements in the list (14.159), as will be an essential feature of the proof.

Let us continue our outline of the proof of Theorem 14.5.7. We shall consider situations where the quantity $N^{-1} \mathrm{E} G_{1}$ of (14.162) satisfies

$$
\begin{equation*}
\Psi_{r}(t, u)=\frac{1}{N} \mathrm{E} G_{1}-(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) \tag{14.165}
\end{equation*}
$$

so that the bound (14.162) of Proposition 14.6 .3 will provide a bound for $\Psi_{r}(t, u)$, which will be our main tool. The sneaky point is that a certain
sequence (14.159) will witness naturally (14.165), but that the sequence (14.159) that will actually be used in the bound (14.162) will be different (some new elements will have been inserted). This largely motivates the formulation of Proposition 14.6.3.

Among all the parameters in the bound (14.162) $\lambda$ is especially important. The quantity $Y_{0}=Y_{0}(\lambda)$ depends on $\lambda$, and we end this section with the study of this dependence. It clarifies matters to use a setting slightly more general than the one of Proposition 14.6.3.

Let us consider an integer $\kappa$ and Gaussian r.v.s $g_{p}, g_{p}^{1}, g_{p}^{2}$ for $0 \leq p \leq \kappa$. The r.v.s $g_{p}$ are independent, and the pairs $\left(g_{p}^{1}, g_{p}^{2}\right)$ are independent of each other. We assume that

$$
\begin{equation*}
\mathrm{E} g_{p}^{2}=\mathrm{E}\left(g_{p}^{1}\right)^{2}=\mathrm{E}\left(g_{p}^{2}\right)^{2} \tag{14.166}
\end{equation*}
$$

and that for a certain integer $\tau \geq 1$ we have

$$
\begin{equation*}
p \geq \tau \Rightarrow g_{p}^{1} \text { and } g_{p}^{2} \text { are independent. } \tag{14.167}
\end{equation*}
$$

The reader observes that we do not assume that $g_{p}^{1}=g_{p}^{2}$ for $p<\tau$, and this is why this setting is more general than that of Proposition 14.6.3 (it will sometimes happen that $g_{p}^{1}=-g_{p}^{2}$ ). Consider numbers $n_{0}=0 \leq n_{1} \leq \ldots \leq$ $n_{\kappa}=1$. For $1 \leq p \leq \kappa+1$, let us define

$$
\zeta_{p}^{\ell}=h+\sum_{0 \leq n<p} g_{n}^{\ell}
$$

Starting with

$$
\begin{equation*}
Y_{\kappa+1}(\lambda)=\log \left(\operatorname{ch}\left(\zeta_{\kappa+1}^{1}\right) \operatorname{ch}\left(\zeta_{\kappa+1}^{2}\right) \operatorname{ch} \lambda+\operatorname{sh}\left(\zeta_{\kappa+1}^{1}\right) \operatorname{sh}\left(\zeta_{\kappa+1}^{2}\right) \operatorname{sh} \lambda\right) \tag{14.168}
\end{equation*}
$$

we define successively for $p \geq 1$

$$
\begin{equation*}
Y_{p}(\lambda)=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1}(\lambda) \tag{14.169}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $g_{n}, g_{n}^{\ell}$ for $n \geq p$. When $n_{p}=0$ this means that $Y_{p}(\lambda)=\mathrm{E}_{p} Y_{p+1}(\lambda)$. We define $Y_{0}(\lambda)=\mathrm{E} Y_{1}(\lambda)$.

Starting with

$$
\begin{equation*}
D_{\kappa+1}(x)=\log \operatorname{ch} x \tag{14.170}
\end{equation*}
$$

for $p \geq 0$ we define recursively the function $D_{p}$ as follows:

$$
\begin{align*}
& \text { For } p \geq \tau, D_{p}(x)=\frac{1}{n_{p}} \log \mathrm{E} \exp n_{p} D_{p+1}\left(x+g_{p}\right)  \tag{14.171}\\
& \text { For } p<\tau, D_{p}(x)=\frac{1}{2 n_{p}} \log \mathrm{E} \exp 2 n_{p} D_{p+1}\left(x+g_{p}\right) \tag{14.172}
\end{align*}
$$

We define $\zeta_{p}=h+\sum_{0 \leq n<p} g_{n}$ and

$$
\begin{align*}
& W_{p}=\exp n_{p}\left(D_{p+1}\left(\zeta_{p+1}\right)-D_{p}\left(\zeta_{p}\right)\right) \quad \text { if } p \geq \tau  \tag{14.173}\\
& W_{p}=\exp 2 n_{p}\left(D_{p+1}\left(\zeta_{p+1}\right)-D_{p}\left(\zeta_{p}\right)\right) \quad \text { if } p<\tau . \tag{14.174}
\end{align*}
$$

Proposition 14.6.4. a) Let us assume that

$$
\begin{equation*}
p<\tau \Rightarrow g_{p}=g_{p}^{1}=g_{p}^{2} . \tag{14.175}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& Y_{0}(0)=2 \mathrm{E} D_{0}(h)=2 \mathrm{E} D_{1}\left(h+g_{0}\right)  \tag{14.176}\\
& Y_{0}^{\prime}(0)=\mathrm{E}\left(W_{1} \cdots W_{\tau-1} D_{\tau}^{\prime}\left(\zeta_{\tau}\right)^{2}\right) . \tag{14.177}
\end{align*}
$$

When $\tau=1$ this means that $Y_{0}^{\prime}(0)=\mathrm{E}\left(D_{1}^{\prime}\left(\zeta_{1}\right)^{2}\right)$.
b) Let us assume that

$$
\begin{equation*}
p<\tau \quad \Rightarrow \quad n_{p}=0 \tag{14.178}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& Y_{0}(0)=\mathrm{E} D_{\tau}\left(\zeta_{\tau}^{1}\right)+\mathrm{E} D_{\tau}\left(\zeta_{\tau}^{2}\right)  \tag{14.179}\\
& Y_{0}^{\prime}(0)=\mathrm{E}\left(D_{\tau}^{\prime}\left(\zeta_{\tau}^{1}\right) D_{\tau}^{\prime}\left(\zeta_{\tau}^{2}\right)\right) \tag{14.180}
\end{align*}
$$

It should already be clear that the case a) will be extremely useful. The motivation for the less important case b) will become apparent in due time.

Proof. First for $p \geq \tau$ we rewrite (14.171) as

$$
\begin{align*}
D_{p}(x) & =\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} D_{p+1}\left(x+g_{p}\right) \\
& =\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} D_{p+1}\left(x+g_{p}^{\ell}\right) \tag{14.181}
\end{align*}
$$

and using this for $x=\zeta_{p}^{\ell}$ (that does not depend on $g_{p}$ or $g_{p}^{\ell}$ ) we obtain

$$
\begin{equation*}
D_{p}\left(\zeta_{p}^{\ell}\right)=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} D_{p+1}\left(\zeta_{p+1}^{\ell}\right) \tag{14.182}
\end{equation*}
$$

In a similar manner for $p<\tau$ we get from (14.172) that

$$
\begin{equation*}
D_{p}\left(\zeta_{p}^{\ell}\right)=\frac{1}{2 n_{p}} \log \mathrm{E}_{p} \exp 2 n_{p} D_{p+1}\left(\zeta_{p+1}^{\ell}\right) \tag{14.183}
\end{equation*}
$$

We use (14.182) and the fact that $g_{p}^{1}$ and $g_{p}^{2}$ are independent for $p \geq \tau$ to prove recursively that then we have

$$
\begin{equation*}
Y_{p}(0)=D_{p}\left(\zeta_{p}^{1}\right)+D_{p}\left(\zeta_{p}^{2}\right) \tag{14.184}
\end{equation*}
$$

When $n_{p}=0$ for $p<\tau$, then for $p<\tau$ we have $Y_{p}(\lambda)=\mathrm{E}_{p} Y_{p+1}(\lambda)$, so by iteration we have $Y_{0}(\lambda)=\mathrm{E} Y_{\tau}(\lambda)$ and taking expectation in (14.184) for
$p=\tau$ yields (14.179). On the other hand, if we assume (14.175) we have $\zeta_{\tau}=\zeta_{\tau}^{1}=\zeta_{\tau}^{2}$, so that for $p=\tau(14.184)$ yields

$$
Y_{\tau}(0)=2 D_{\tau}\left(\zeta_{\tau}\right)
$$

and we prove recursively in a straightforward fashion using (14.183) that $Y_{p}(0)=2 D_{p}\left(\zeta_{p}\right)$ for $1 \leq p \leq \tau$. (This is again exactly the argument by which we proved (14.50).) Taking expectation when $p=1$ yields (14.176).

Next, differentiating (14.168) in $\lambda$ at $\lambda=0$ we get

$$
Y_{\kappa+1}^{\prime}(0)=\operatorname{th} \zeta_{\kappa+1}^{1} \operatorname{th} \zeta_{\kappa+1}^{2}=D_{\kappa+1}^{\prime}\left(\zeta_{\kappa+1}^{1}\right) D_{\kappa+1}^{\prime}\left(\zeta_{\kappa+1}^{2}\right)
$$

and differentiating (14.169) in $\lambda$ at $\beta=0$ we get

$$
\begin{equation*}
Y_{p}^{\prime}(0)=\mathrm{E}_{p}\left(Y_{p+1}^{\prime}(0) \exp n_{p}\left(Y_{p+1}(0)-Y_{p}(0)\right)\right. \tag{14.185}
\end{equation*}
$$

For $p \geq \tau$ we can combine (14.185) with (14.184) to obtain

$$
\begin{equation*}
Y_{p}^{\prime}(0)=\mathrm{E}_{p}\left(Y_{p+1}^{\prime}(0) W_{p}^{1} W_{p}^{2}\right) \tag{14.186}
\end{equation*}
$$

where $W_{p}^{\ell}=\exp n_{p}\left(D_{p+1}\left(\zeta_{p+1}^{\ell}\right)-D_{p}\left(\zeta_{p}^{\ell}\right)\right)$. Differentiation of (14.181) in $x$ shows that

$$
D_{p}^{\prime}(x)=\mathrm{E}_{p}\left(D_{p+1}^{\prime}\left(x+g_{p}^{\ell}\right) \exp n_{p}\left(D_{p+1}\left(z+g_{p}\right)-D_{p}(x)\right),\right.
$$

and using this for $x=\zeta_{p}^{\ell}$ yields

$$
D_{p}^{\prime}\left(\zeta_{p}^{\ell}\right)=\mathrm{E}_{p}\left(D_{p+1}^{\prime}\left(\zeta_{p+1}^{\ell}\right) W_{p}^{\ell}\right),
$$

so that using independence we see recursively from (14.186) that for $p \geq \tau$ we have

$$
\begin{equation*}
Y_{p}^{\prime}(0)=D_{p}^{\prime}\left(\zeta_{p}^{1}\right) D_{p}^{\prime}\left(\zeta_{p}^{2}\right) \tag{14.187}
\end{equation*}
$$

When $n_{p}=0$ for $p<\tau$, writing (14.187) for $p=\tau$ and taking expectation yields (14.180). On the other hand if we assume (14.175) then (14.187) yields

$$
Y_{\tau}^{\prime}(0)=D_{\tau}^{\prime}\left(\zeta_{\tau}\right)^{2}
$$

We then use (14.185) recursively to obtain (14.177) using (14.171) and (14.184).

Lemma 14.6.5. We have $0 \leq Y_{0}^{\prime \prime}(\lambda) \leq 1$.

Proof. We use Theorem 14.2.1 to represent $Y_{0}(\lambda)$ as

$$
Y_{0}(\lambda)=\mathrm{E} \log \sum_{\alpha} v_{\alpha}\left(\operatorname{ch}\left(\zeta_{\alpha}^{1}\right) \operatorname{ch}\left(\zeta_{\alpha}^{2}\right) \operatorname{ch} \lambda+\operatorname{sh}\left(\zeta_{\alpha}^{1}\right) \operatorname{sh}\left(\zeta_{\alpha}^{2}\right) \operatorname{sh} \lambda\right)
$$

where $v_{\alpha}$ are random weights and $\zeta_{\alpha}$ are r.v.s, so that by straightforward differentiation we have

$$
Y_{0}^{\prime \prime}(\lambda)=1-\mathrm{E}\left(\frac{\sum_{\alpha} v_{\alpha}\left(\operatorname{ch}\left(\zeta_{\alpha}^{1}\right) \operatorname{ch}\left(\zeta_{\alpha}^{2}\right) \operatorname{sh} \lambda+\operatorname{sh}\left(\zeta_{\alpha}^{1}\right) \operatorname{sh}\left(\zeta_{\alpha}^{2}\right) \operatorname{ch} \lambda\right)}{\sum_{\alpha} v_{\alpha}\left(\operatorname{ch}\left(\zeta_{\alpha}^{1}\right) \operatorname{ch}\left(\zeta_{\alpha}^{2}\right) \operatorname{ch} \lambda+\operatorname{sh}\left(\zeta_{\alpha}^{1}\right) \operatorname{sh}\left(\zeta_{\alpha}^{2}\right) \operatorname{sh} \lambda\right)}\right)^{2}
$$

Now, if the numbers $T, T_{1}, T_{2}$ satisfy $|T|,\left|T_{1}\right|,\left|T_{2}\right| \leq 1$, we have $\left|T+T_{1} T_{2}\right| \leq$ $1+T T_{1} T_{2}$ (e.g. $-T-T_{1} T_{2} \leq 1+T T_{1} T_{2}$ because $(1+T)\left(1+T_{1} T_{2}\right) \geq 0$ ) and using this for $T=\operatorname{th} \lambda, T_{1}=\operatorname{th} x_{1}$ and $T_{2}=\operatorname{th} x_{2}$ it follows that

$$
\left|\operatorname{ch} x_{1} \operatorname{ch} x_{2} \operatorname{sh} \lambda+\operatorname{sh} x_{1} \operatorname{sh} x_{2} \operatorname{ch} \lambda\right| \leq \operatorname{ch} x_{1} \operatorname{ch} x_{2} \operatorname{ch} \lambda+\operatorname{sh} x_{1} \operatorname{sh} x_{2} \operatorname{sh} \lambda .
$$

### 14.7 Operators

We must expect that (14.105) and (14.106) will be used in the course of the proof of Theorem 14.5.7, and our first task is to understand these. This motivates the results of the present section, that do not otherwise use the ideas of Sections 14.5 or Section 14.6.

In order to use condition (14.106) we must gain understanding on how $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ depends on $\mathbf{m}$ and $\mathbf{q}$. The problem is to understand the dependence of the difficult term, i.e. $X_{0}$. Let us repeat once more how this quantity is constructed. We consider Gaussian r.v.s $z_{p}$ with $\mathrm{E} z_{p}^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$ for $0 \leq p \leq k+1$. Starting with $X_{k+2}=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq k+1} z_{p}\right)$, we define recursively

$$
\begin{equation*}
X_{p}=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} X_{p+1} \tag{14.188}
\end{equation*}
$$

for $p \geq 1$ and $X_{0}=\mathrm{E} X_{1}$, where $\mathrm{E}_{p}$ is expectation in the r.v.s $z_{n}$ for $n \geq p$ (or, equivalently, in $z_{p}$ alone).

It is convenient to look at the previous construction in terms of functions. Starting with the function

$$
\begin{equation*}
A_{k+2}(x)=\log \operatorname{ch} x, \tag{14.189}
\end{equation*}
$$

for $p \geq 1$ we define recursively the functions

$$
\begin{equation*}
A_{p}(x)=\frac{1}{m_{p}} \log \mathrm{E} \exp m_{p} A_{p+1}\left(x+z_{p}\right) \tag{14.190}
\end{equation*}
$$

and we define $A_{0}(x)=\mathrm{E} A_{1}\left(x+z_{0}\right)$. It should be obvious recursively that

$$
\begin{equation*}
X_{p}=A_{p}\left(h+\sum_{0 \leq n<p} z_{n}\right) \tag{14.191}
\end{equation*}
$$

and in particular $X_{1}=A_{1}\left(h+z_{0}\right)$,

$$
\begin{equation*}
X_{0}=\mathrm{E} A_{1}\left(h+z_{0}\right)=\mathrm{E} A_{0}(h) . \tag{14.192}
\end{equation*}
$$

Relation (14.190) brings forward the following operation. Given $0 \leq m \leq 1$ and $v>0$, given a function $A$ we consider the function

$$
\begin{equation*}
T_{m, v}(A)(x)=\frac{1}{m} \log \mathrm{E} \exp m A(x+g \sqrt{v}), \tag{14.193}
\end{equation*}
$$

where $g$ is standard Gaussian. When $m=0$ this means that

$$
T_{0, v}(A)(x)=\mathrm{E} A(x+g \sqrt{v}) .
$$

With this definition we observe that

$$
\begin{equation*}
A_{p}(x)=T_{m_{p}, \xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)}\left(A_{p+1}\right)(x), \tag{14.194}
\end{equation*}
$$

Let us start with a simple property (that reflects the fact that we can merge two consecutive intervals $\left[q_{p}, q_{p+1}[\right.$ with the same value of $m$ ).

Lemma 14.7.1. We have

$$
\begin{equation*}
T_{m, a} \circ T_{m, b}=T_{m, a+b} \tag{14.195}
\end{equation*}
$$

Proof. If $g^{\prime}$ is a standard Gaussian r.v. we have

$$
T_{m, a}(B)(x)=\frac{1}{m} \log \mathrm{E} \exp m B\left(x+g^{\prime} \sqrt{a}\right)
$$

so if $B(x)=T_{m, b}(A)(x)$, then $\exp m B(x)=\mathrm{E} \exp m A(x+g \sqrt{b})$ and therefore

$$
\begin{aligned}
T_{m, a} \circ T_{m, b}(A)(x) & =\frac{1}{m} \log \mathrm{E} \exp m B\left(x+g^{\prime} \sqrt{a}+g \sqrt{b}\right) \\
& =T_{m, a+b}(A)(x),
\end{aligned}
$$

since $g^{\prime} \sqrt{a}+g \sqrt{b}$ has the same distribution as $g \sqrt{a+b}$.
We will have to understand what happens when we compose many operators $T_{m, v}$, but first of course we must collect the properties of such an operator. To lighten notation we fix an arbitrary function $A$ and we write

$$
\begin{equation*}
B(x, v, m)=T_{m, v}(A)(x)=\frac{1}{m} \log \mathrm{E} \exp m A(x+g \sqrt{v}) \tag{14.196}
\end{equation*}
$$

and

$$
B^{\prime}=\frac{\partial B}{\partial x} ; \quad B^{\prime \prime}=\frac{\partial^{2} B}{\partial x^{2}} .
$$

To further lighten notation we do not always write the arguments $x, v, m$ in the lemma below.

Lemma 14.7.2. We have

$$
\begin{gather*}
\exp B(x, v, m) \leq \mathrm{E} \exp A(x+g \sqrt{v})  \tag{14.197}\\
\text { If } A^{\prime \prime}>0 \text { then } B^{\prime \prime}>0  \tag{14.198}\\
\frac{\partial B}{\partial v}=\frac{1}{2} B^{\prime \prime}+\frac{m}{2} B^{2} . \tag{14.199}
\end{gather*}
$$

Form (14.195) $\left(T_{m, a}\right)_{a \geq 0}$ is a semi-group, and (14.199) is simply the corresponding heat equation (a fact we shall not use).

Proof. We leave the easy case $m=0$ to the reader and we assume $m>0$. Hölder's inequality implies

$$
\mathrm{E} \exp m A(x+g \sqrt{v}) \leq(\mathrm{E} \exp A(x+g \sqrt{v}))^{m}
$$

and this proves (14.197). Differentiation of (14.196) in $x$ yields

$$
\begin{align*}
B^{\prime} & =\frac{\mathrm{E} A^{\prime}(x+g \sqrt{v}) \exp m A(x+g \sqrt{v})}{\mathrm{E} \exp m A(x+g \sqrt{v})} \\
& =\mathrm{E} A^{\prime}(x+g \sqrt{v}) \exp m(A(x+g \sqrt{v})-B(x, v, m)) \tag{14.200}
\end{align*}
$$

To lighten notation, we write $Y=x+g \sqrt{v}$,

$$
\begin{equation*}
Q=\exp m(A(Y)-B(x, v, m)), \tag{14.201}
\end{equation*}
$$

so that $\mathrm{E} Q=1$ and (14.200) means that

$$
\begin{equation*}
B^{\prime}=\mathrm{E}\left(A^{\prime}(Y) Q\right) \tag{14.202}
\end{equation*}
$$

We differentiate this formula again in $x$ using that

$$
\frac{\partial Q}{\partial x}=m\left(A^{\prime}(Y)-B^{\prime}\right) Q
$$

to get

$$
\begin{align*}
B^{\prime \prime} & =\mathrm{E}\left(A^{\prime \prime}(Y) Q\right)+m \mathrm{E}\left(A^{\prime}(Y)^{2} Q\right)-m B^{\prime} \mathrm{E}\left(A^{\prime}(Y) Q\right) \\
& =\mathrm{E}\left(A^{\prime \prime}(Y) Q\right)+m \mathrm{E}\left(A^{\prime}(Y)^{2} Q\right)-m B^{\prime 2}, \tag{14.203}
\end{align*}
$$

using (14.202) in the second line. Since $\mathrm{E} Q=1$, the Cauchy-Schwarz inequality implies

$$
B^{\prime 2}=\left(\mathrm{E} A^{\prime}(Y) Q\right)^{2} \leq \mathrm{E}\left(A^{\prime}(Y)^{2} Q\right)
$$

so that

$$
\begin{equation*}
B^{\prime \prime} \geq \mathrm{E}\left(A^{\prime \prime}(Y) Q\right) \tag{14.204}
\end{equation*}
$$

and this proves (14.198). Finally, proceeding as in (14.202) we have

$$
\frac{\partial B}{\partial v}=\frac{1}{2 \sqrt{v}} \mathrm{E}\left(g A^{\prime}(Y) Q\right)
$$

and integration by parts yields

$$
\frac{\partial B}{\partial v}=\frac{1}{2} \mathrm{E}\left(A^{\prime \prime}(Y) Q\right)+\frac{m}{2} \mathrm{E}\left(A^{\prime}(Y)^{2} Q\right)
$$

Combining with (14.203) proves (14.199).
Having gained some understanding for one operator $T_{m, v}$, we now consider $m^{\prime} \leq m$, a fixed number $a>0$ and we study the operator $T_{m^{\prime}, a-v} \circ T_{m, v}$. The reason for this formulation is that we try to understand what happens when we "distribute a quantity $a$ between the exponents $m$ and $m^{\prime \prime}$, giving a share $a-v$ to $m^{\prime}$ and $v$ to $m$. This occurs naturally in the way $X_{0}$ depends on $q_{r}$ for a given $r$, since this dependence is through the product

$$
T_{m_{r-1}, \xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)} \circ T_{m_{r}, \xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r}\right)}
$$

and this is of the type $T_{m_{r-1}, a-v} \circ T_{m_{r}, v}$ for $a=\xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r-1}\right)$, a quantity that does not depend on $q_{r}$. (Thus, the dependence on $q_{r}$ is only through $\left.v=\xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r}\right).\right)$

Considering a new standard Gaussian r.v. $g^{\prime}$, we note the formula (recalling (14.196))
$C(x, v, m):=T_{m^{\prime}, a-v} \circ T_{m, v}(A)(x)=\frac{1}{m^{\prime}} \log \mathrm{E} \exp m^{\prime} B\left(x+g^{\prime} \sqrt{a-v}, v, m\right)$.
This notation does not indicate the value of $m^{\prime}$, that we think as fixed once and for all. We also think of $a$ as fixed once and for all.

We write

$$
Z=x+g^{\prime} \sqrt{a-v}
$$

and

$$
\begin{equation*}
R=\exp m^{\prime}(B(Z, v, m)-C(x, v, m)) \tag{14.206}
\end{equation*}
$$

Lemma 14.7.3. We have

$$
\begin{equation*}
\frac{\partial C}{\partial v}(x, v, m)=\frac{1}{2}\left(m-m^{\prime}\right) \mathrm{E}\left(B^{\prime}(Z, v, m)^{2} R\right) \tag{14.207}
\end{equation*}
$$

Proof. We differentiate (14.205), keeping in mind that there are two sources of dependence on $v$, to get

$$
\frac{\partial C}{\partial v}=\mathrm{I}+\mathrm{II}
$$

where

$$
\begin{aligned}
\mathrm{I} & =\mathrm{E}\left(\frac{\partial B}{\partial v}(Z, v, m) R\right) \\
\mathrm{II} & =-\frac{1}{2 \sqrt{a-v}} \mathrm{E}\left(g^{\prime} B^{\prime}(Z, v, m) R\right) \\
& =-\frac{1}{2} \mathrm{E}\left(\left(B^{\prime \prime}(Z, v, m)+m^{\prime} B^{\prime}(Z, v, m)^{2}\right) R\right)
\end{aligned}
$$

using integration by parts and keeping in mind the dependence of $R$ on $g^{\prime}$. We conclude with (14.199).

We write

$$
\begin{equation*}
\Delta(x, v)=\left.\frac{\partial}{\partial m} C(x, v, m)\right|_{m=m^{\prime}} \tag{14.208}
\end{equation*}
$$

Since we think of $m^{\prime}$ as fixed, we write $B(x, v)$ for $B\left(x, v, m^{\prime}\right)$ (etc.), and since we consider the case $m=m^{\prime}$ we still denote by $R$ the expression (14.206) when $m=m^{\prime}$.

Lemma 14.7.4. We have

$$
\begin{align*}
\frac{\partial \Delta}{\partial v}(x, v) & =\frac{1}{2} \mathrm{E}\left(B^{\prime}(Z, v)^{2} R\right)  \tag{14.209}\\
\frac{\partial}{\partial v} \mathrm{E}\left(B^{\prime}(Z, v)^{2} R\right) & =-\mathrm{E}\left(B^{\prime \prime}(Z, v)^{2} R\right)<0 \tag{14.210}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\frac{\partial^{2} \Delta}{\partial v^{2}}(x, v)=-\frac{1}{2} \mathrm{E}\left(B^{\prime \prime}(Z, v)^{2} R\right)<0 . \tag{14.211}
\end{equation*}
$$

Proof. To prove (14.209) we simply use the fact that

$$
\frac{\partial \Delta}{\partial v}(x, v)=\left.\frac{\partial}{\partial m}\left(\frac{\partial C}{\partial v}(x, v, m)\right)\right|_{m=m^{\prime}}
$$

together with (14.207). To prove (14.210) for simplicity we write $B=B(Z, v)$, $B^{\prime}=B^{\prime}(Z, v)$ (etc.) and we denote by $C$ the quantity (14.205), so that $R=\exp m^{\prime}(B-C)$. The dependence of $B$ and $B^{\prime}$ on $v$ has two sources, the dependence through $v$ as the second variable and the dependence through $Z=x+g^{\prime} \sqrt{a-v}$. Thus, writing separately the contributions of these dependences to the derivatives, we get

$$
\begin{align*}
& \frac{\partial}{\partial v} \mathrm{E}\left(B^{\prime 2} R\right)=\frac{\partial}{\partial v} \mathrm{E}\left(B^{\prime 2} \exp m^{\prime}(B-C)\right)=\mathrm{III}+\mathrm{IV}  \tag{14.212}\\
& \mathrm{III}=\mathrm{E}\left(\left(2 \frac{\partial B^{\prime}}{\partial v} B^{\prime}+m^{\prime} B^{\prime 2} \frac{\partial B}{\partial v}\right) R\right) \\
& \mathrm{IV}=-\frac{1}{2 \sqrt{a-v}} \mathrm{E}\left(g^{\prime}\left(2 B^{\prime} B^{\prime \prime}+m^{\prime} B^{\prime 3}\right) \exp m^{\prime}(B-C)\right) .
\end{align*}
$$

By (14.199) used for $m^{\prime}$ rather than $m$, and since $B=B(Z, v)=B\left(Z, v, m^{\prime}\right)$, we have

$$
\frac{\partial B}{\partial v}=\frac{1}{2} B^{\prime \prime}+\frac{m^{\prime}}{2} B^{\prime 2},
$$

and differentiating this relation in $x$ we get

$$
\frac{\partial B^{\prime}}{\partial v}=\frac{1}{2} B^{(3)}+m^{\prime} B^{\prime} B^{\prime \prime} .
$$

Consequently, we have

$$
\mathrm{III}=\mathrm{E}\left(\left(B^{(3)} B^{\prime}+2 m^{\prime} B^{\prime 2} B^{\prime \prime}+\frac{1}{2} m^{\prime} B^{2} B^{\prime \prime}+\frac{m^{\prime 2}}{2} B^{\prime 4}\right) R\right)
$$

Integrating by parts in IV yields

$$
\mathrm{IV}=-\frac{1}{2} \mathrm{E}\left(\left(2 B^{\prime \prime 2}+2 B^{\prime} B^{(3)}+3 m^{\prime} B^{\prime \prime} B^{2}+\left(2 B^{\prime} B^{\prime \prime}+m^{\prime} B^{\prime 3}\right) m^{\prime} B^{\prime}\right) R\right)
$$

and the terms nicely cancel out in (14.212) to yield (14.210). As for (14.211) it follows by combining the other two relations.

Of course one might (and probably should) feel that formula (14.210) is a kind of miracle. This is the first of several such miracles, each of which greatly contributes to make the proof of the Parisi formula possible. Probably this simply reflects the fact that one has not yet found the correct way to look at these objects.

We investigate now how $X_{0}$ depends on $q_{r}$ for $1 \leq r \leq k+1$. Consider the function $A_{r+1}$ defined through (14.190), so that from (14.194) we have

$$
\begin{align*}
A_{r}(x) & =T_{m_{r}, \xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r}\right)}\left(A_{r+1}\right)(x)  \tag{14.213}\\
A_{r-1}(x) & =T_{m_{r-1}, \xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)}\left(A_{r}\right)(x) . \tag{14.214}
\end{align*}
$$

Let us consider the quantity $A_{p}(x)$ for $p \leq r-1$. It depends on $q_{r}$. We differentiate (14.190) to obtain for $p \leq r-2$ the recursion formula

$$
\begin{equation*}
\frac{\partial}{\partial q_{r}} A_{p}(x)=\mathrm{E}\left(\frac{\partial}{\partial q_{r}} A_{p+1}\left(x+z_{p}\right) \exp m_{p}\left(A_{p+1}\left(x+z_{p}\right)-A_{p}(x)\right)\right) \tag{14.215}
\end{equation*}
$$

For $0 \leq p \leq r-2$ let us define

$$
\begin{equation*}
\zeta_{p}=h+\sum_{0 \leq n<p} z_{n}, \tag{14.216}
\end{equation*}
$$

so that $\zeta_{0}=h$ and $X_{p}=A_{p}\left(\zeta_{p}\right)$ by (14.191). By iterative use of (14.215) we then obtain

$$
\begin{equation*}
\frac{\partial}{\partial q_{r}} X_{0}=\frac{\partial}{\partial q_{r}} \mathrm{E} A_{1}\left(h+z_{0}\right)=\mathrm{E}\left(W_{1} \cdots W_{r-2} \frac{\partial}{\partial q_{r}} A_{r-1}\left(\zeta_{r-1}\right)\right) \tag{14.217}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{p}=\exp m_{p}\left(A_{p+1}\left(\zeta_{p+1}\right)-A_{p}\left(\zeta_{p}\right)\right)=\exp m_{p}\left(X_{p+1}-X_{p}\right) \tag{14.218}
\end{equation*}
$$

When $r=1$ or $r=2$ this means simply that

$$
\frac{\partial}{\partial q_{r}} X_{0}=\mathrm{E}\left(\frac{\partial}{\partial q_{r}} A_{r-1}\left(\zeta_{r-1}\right)\right)
$$

To compute $\partial A_{r-1}(x) / \partial q_{r}$ we use the formula (14.207) when $A=A_{r+1}$, $a=\xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r-1}\right), v=\xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r}\right), m^{\prime}=m_{r-1}, m=m_{r}$. Thus

$$
\begin{aligned}
A_{r}(x) & =B\left(x, \xi^{\prime}\left(q_{r+1}\right)-\xi^{\prime}\left(q_{r}\right), m_{r}\right) \\
A_{r-1}(x) & =C\left(x, \xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right), m_{r-1}\right)
\end{aligned}
$$

Since $g \sqrt{a-v}$ has the same distribution as $z_{r-1}$, formula (14.207) implies that

$$
\begin{align*}
\frac{\partial}{\partial q_{r}} A_{r-1}(x) & =-\frac{1}{2} \xi^{\prime \prime}\left(q_{r}\right)\left(m_{r}-m_{r-1}\right)  \tag{14.219}\\
& \times \mathrm{E}\left(A_{r}^{\prime}\left(x+z_{r-1}\right)^{2} \exp m_{r-1}\left(A_{r}\left(x+z_{r-1}\right)-A_{r-1}(x)\right)\right.
\end{align*}
$$

Substitution of this formula in (14.217) yields

$$
\frac{\partial}{\partial q_{r}} X_{0}=-\frac{1}{2} \xi^{\prime \prime}\left(q_{r}\right)\left(m_{r}-m_{r-1}\right) \mathrm{E}\left(W_{1} \cdots W_{r-1} A_{r}^{\prime}\left(\zeta_{r}\right)^{2}\right)
$$

the extra term $W_{r-1}$ above compared to (14.217) arises from the term $\exp m_{r-1}\left(A_{r}\left(x+z_{r-1}\right)-A_{r-1}(x)\right)$ in (14.219). Finally, recalling (14.89) we get, since $\theta^{\prime}(q)=q \xi^{\prime \prime}(q)$

$$
\begin{equation*}
\frac{\partial}{\partial q_{r}} \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=\frac{1}{2}\left(m_{r}-m_{r-1}\right) \xi^{\prime \prime}\left(q_{r}\right)\left(-\mathrm{E}\left(W_{1} \cdots W_{r-1} A_{r}^{\prime}\left(\zeta_{r}\right)^{2}\right)+q_{r}\right) \tag{14.220}
\end{equation*}
$$

Proposition 14.7.5. Assume (14.103) and (14.104), and consider the quantities $A_{r}, \zeta_{r}$, and $W_{r}$ defined just above in (14.213), (14.214), (14.216) and (14.218). Then if we cannot decrease $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ by changing $\mathbf{q}$, we have

$$
\begin{equation*}
0=q_{0}<q_{1}<\ldots<q_{k}<q_{k+1}<1 \tag{14.221}
\end{equation*}
$$

and $($ for $r=1, \ldots, k+1)$

$$
\begin{equation*}
q_{r}=\mathrm{E}\left(W_{1} \cdots W_{r-1} A_{r}^{\prime}\left(\zeta_{r}\right)^{2}\right) \tag{14.222}
\end{equation*}
$$

Proof. When $q_{r-1}<q_{r}<q_{r+1}$ we must have $\partial \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) / \partial q_{r}=0$ and then (14.220) implies (14.222), since $m_{r} \neq m_{r-1}$ by (14.103) and $\xi^{\prime \prime}\left(q_{r}\right) \neq 0$. This
condition $q_{r-1}<q_{r}<q_{r+1}$ is true for $r \neq 1$ and $r \neq k+1$, since (14.104) states that

$$
q_{0}=0 \leq q_{1}<q_{2}<\ldots<q_{k+1} \leq 1=q_{k+2} .
$$

When $r=1$, we need to show we cannot have $q_{1}=0$. This is because (14.220) shows that $\partial \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) / \partial q_{1}<0$ for every $q_{1}$ small enough. When $r=k+1$, we need to show that we cannot have $q_{k+1}=1$. First, since

$$
A_{k+2}^{\prime}(x)=\operatorname{th} x
$$

and $|\operatorname{th} x|<1$, computation of $A_{r}^{\prime}$ as usual through (14.190) shows that $\left|A_{r}^{\prime}(x)\right|<1$ and since $\mathrm{E}\left(W_{1} \cdots W_{r-1}\right)=1$ we have $\mathrm{E}\left(W_{1} \cdots W_{r-1} A_{r}^{\prime}\left(\zeta_{r}\right)^{2}\right)<$ 1 and (14.220) shows that $\partial \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) /\left.\partial q_{k+1}\right|_{q_{k+1}=1}>0$.

How will we use the fact that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is close to $\mathcal{P}(\xi, h)$ ? Simply by writing that we cannot decrease much $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ by "adding one level of replica-symmetry breaking". To add a level of replica-symmetry breaking, we consider $q_{r-1} \leq u \leq q_{r}$ and $m_{r-1} \leq m \leq m_{r}$. Consider the lists

$$
\begin{gather*}
0=m_{0}<m_{1}<\ldots<m_{r-1} \leq m \leq m_{r}<\ldots<m_{k}<m_{k+1}=1  \tag{14.223}\\
0=q_{0}<q_{1}<\ldots<q_{r-1} \leq u \leq q_{r}<\ldots<q_{k+1}<q_{k+2}=1 \tag{14.224}
\end{gather*}
$$

and the corresponding sequences $\mathbf{m}(m)=\left(m_{1}, \ldots, m_{r-1}, m, m_{r}, \ldots, m_{k}\right)$ and $\mathbf{q}(u)=\left(q_{1}, \ldots, q_{r-1}, u, q_{r}, \ldots, q_{k+1}\right)$. We define

$$
\begin{equation*}
\Phi(m, u)=\mathcal{P}_{k+1}(\mathbf{m}(m), \mathbf{q}(u)) \tag{14.225}
\end{equation*}
$$

In words, we split the interval $\left[q_{r-1}, q_{r}\right.$ [ into two intervals $\left[q_{r-1}, u[\right.$ and [ $u, q_{r}$ [. To the interval [ $q_{r-1}, u\left[\right.$ we attach the parameter $m_{r-1}$. To the interval [ $u, q_{r}$ [ we attach the parameter $m$.

We note right away that by definition of $\mathcal{P}(\xi, h)$ we have

$$
\begin{equation*}
\Phi(m, u) \geq \mathcal{P}(\xi, h) \tag{14.226}
\end{equation*}
$$

and that

$$
\begin{equation*}
\Phi\left(m, q_{r}\right)=\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}), \tag{14.227}
\end{equation*}
$$

since when $u=q_{r}$ the interval $\left[u, q_{r}[\right.$ is empty.

Lemma 14.7.6. Assume (14.105) and (14.106). Then for $m_{r-1} \leq m \leq m_{r}$ and $q_{r-1} \leq u \leq q_{r}$ we have

$$
\begin{equation*}
\Phi(m, u) \geq \Phi\left(m_{r-1}, u\right)-\varepsilon \tag{14.228}
\end{equation*}
$$

Moreover for $q_{r-1} \leq u \leq q_{r}$ we have

$$
\begin{equation*}
\Phi\left(m_{r}, u\right) \geq \Phi\left(m_{r-1}, u\right) \tag{14.229}
\end{equation*}
$$

Proof. We have $\Phi\left(m_{r-1}, u\right)=\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ because when $m=m_{r-1}$ the parameter $m_{r-1}$ is attached to both the intervals $\left[q_{r-1}, u\left[\right.\right.$ and $\left[u, q_{r}[\right.$ and we can merge them. (A formal proof of this fact is given in (14.237) below.) Thus, using (14.226) in the first inequality and (14.105) in the second inequality, we get

$$
\Phi(m, u) \geq \mathcal{P}(\xi, h) \geq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-\varepsilon=\Phi\left(m_{r-1}, u\right)-\varepsilon
$$

Moreover, when $m=m_{r}$, the parameter $m_{r}$ is attached to both the intervals $\left[u, q_{r}\left[\right.\right.$ and $\left[q_{r}, q_{r+1}\left[\right.\right.$, and we can merge these to see that $\Phi\left(m_{r}, u\right)=$ $\mathcal{P}_{k+1}\left(\mathbf{m}\left(m_{r}\right), \mathbf{q}(u)\right)=\mathcal{P}_{k}\left(\mathbf{m}^{\prime}, \mathbf{q}^{\prime}\right)$ for certain sequences $\mathbf{m}^{\prime}$ and $\mathbf{q}^{\prime}$. But (14.106) implies

$$
\mathcal{P}_{k}\left(\mathbf{m}^{\prime}, \mathbf{q}^{\prime}\right) \geq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=\Phi\left(m_{r-1}, u\right)
$$

A basic idea is that we will get considerable information from the fact that we cannot violate condition (14.228) by slightly increasing $m$ starting from the value $m_{r-1}$. Therefore the function

$$
\begin{equation*}
f(u):=\left.\frac{\partial}{\partial m} \Phi(m, u)\right|_{m=m_{r-1}} \tag{14.230}
\end{equation*}
$$

will play a important role. Of course, before we can implement this basic idea, we must learn how to calculate $\Phi(m, u)$.

To compute $\mathcal{P}_{k+1}(\mathbf{m}(m), \mathbf{q}(u))$ the difficult part is to understand what happens to the term $X_{0}$ when we split the interval $\left[q_{r-1}, q_{r}[\right.$. We are going to construct first functions $\left(C_{p}\right)_{p \leq k+3}$ that, after this interval has been split, play the rôle that the functions $\left(A_{p}\right)_{p \leq k+2}$ (defined before through (14.190)) play before this interval $\left[q_{r-1}, q_{r}[\right.$ has been split. For $p \leq r$ these functions also depend on $m$ and a parameter $v$. For $p \geq r$ we have $C_{p+1}=A_{p}$, so in particular $C_{r+1}=A_{r}$. We define $a=\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)$,

$$
\begin{align*}
C_{r}(x, v, m) & =T_{m, v}\left(C_{r+1}\right)(x)=T_{m, v}\left(A_{r}\right)(x)  \tag{14.231}\\
C_{r-1}(x, v, m) & =T_{m_{r-1}, a-v}\left(C_{r}(\cdot, v, m)\right)(x) \tag{14.232}
\end{align*}
$$

These two different operations reflect what happens on the interval $\left[q_{r-1}, q_{r}[\right.$, that is now split in two different intervals. Let us note that by Lemma 14.7.1 we have

$$
\begin{equation*}
C_{r-1}\left(x, v, m_{r-1}\right)=A_{r-1}(x) \tag{14.233}
\end{equation*}
$$

For $p \leq r-2$ we define

$$
\begin{equation*}
C_{p}(x, v, m)=\frac{1}{m_{p}} \log \mathrm{E} \exp m_{p} C_{p+1}\left(x+z_{p}, v, m\right) \tag{14.234}
\end{equation*}
$$

and we set

$$
\begin{equation*}
S(v, m)=\mathrm{E} C_{1}\left(h+z_{0}, v, m\right) . \tag{14.235}
\end{equation*}
$$

If we compare with (14.192) we see that when $v=\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)$, this is the value corresponding to $X_{0}$ when we have replaced $\mathbf{m}$ and $\mathbf{q}$ by $\mathbf{m}(m)$ and $\mathbf{q}(u)$ respectively. Therefore by definition of $\mathcal{P}_{k+1}$ we get

$$
\begin{align*}
\Phi(m, u) & =\mathcal{P}_{k+1}(\mathbf{m}(m), \mathbf{q}(u))  \tag{14.236}\\
& =\log 2+S\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u), m\right) \\
& -\frac{1}{2} \sum_{0 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)+\frac{1}{2}\left(m_{r-1}-m\right)\left(\theta\left(q_{r}\right)-\theta(u)\right)
\end{align*}
$$

The last term occurs since we have replaced $m_{r-1}$ by $m$ on the interval [ $u, q_{r}[$.
Let us observe that when $m=m_{r-1}$, by (14.233), for any value of $v$ and each $1 \leq p \leq r-1$ we have $C_{p}\left(x, v, m_{r-1}\right)=A_{p}(x)$ and therefore

$$
\begin{equation*}
S\left(v, m_{r-1}\right)=X_{0} \tag{14.237}
\end{equation*}
$$

so that

$$
\Phi\left(m_{r-1}, u\right)=\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})
$$

Let us define

$$
\begin{equation*}
U(v)=\left.2 \frac{\partial S}{\partial m}(v, m)\right|_{m=m_{r-1}} \tag{14.238}
\end{equation*}
$$

This quantity will also play a important role. Recalling the definition (14.230), we note that (14.238) and (14.236) imply

$$
\begin{equation*}
f(u)=\frac{1}{2} U\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)-\frac{1}{2}\left(\theta\left(q_{r}\right)-\theta(u)\right) \tag{14.239}
\end{equation*}
$$

We note that since $S(0, m)$ does not depend on $m$ we have $U(0)=0$. The next step is to compute the derivatives of $U(v)$. For simplicity of notation let us write

$$
\Delta_{r-1}(x, v)=\left.\frac{\partial}{\partial m} C_{r-1}(x, v, m)\right|_{m=m_{r-1}}
$$

We recall that when $m=m_{r-1}$ we have $C_{p}=A_{p}$ for $p \leq r-1$. Therefore, recalling the quantities $W_{p}$ of (14.218), differentiation of the relation (14.235) and recursive differentiation of the relations (14.234) yields as usual (e.g. as in (14.217)) the relation

$$
\begin{equation*}
U(v)=2 \mathrm{E}\left(W_{1} \cdots W_{r-2} \Delta_{r-1}\left(\zeta_{r}, v\right)\right) . \tag{14.240}
\end{equation*}
$$

The function $\Delta_{r-1}(x, v)$ is the function $\Delta(x, v)$ given by (14.208) in the case $m^{\prime}=m_{r-1}$ and $A=A_{r}$. In that case, keeping in mind that

$$
C_{r}(x, v, m)=B(x, v, m),
$$

formula (14.209) means

$$
\begin{equation*}
\frac{\partial \Delta_{r-1}}{\partial v}(x, v)=\frac{1}{2} \mathrm{E}\left(C_{r}^{\prime}\left(Z, v, m_{r-1}\right)^{2} \exp m_{r-1}\left(C_{r}\left(Z, v, m_{r-1}\right)-A_{r-1}(x)\right)\right. \tag{14.241}
\end{equation*}
$$

where

$$
Z=x+g^{\prime} \sqrt{a-v}=x+g^{\prime} \sqrt{\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)-v} .
$$

Let us set

$$
\zeta_{r}(v)=\zeta_{r-1}+g^{\prime} \sqrt{a-v}
$$

and

$$
W_{r-1}(v)=\exp m_{r-1}\left(C_{r}\left(\zeta_{r}(v), v, m_{r-1}\right)-A_{r-1}\left(\zeta_{r-1}\right)\right) .
$$

Since the quantity $W_{1} \cdots W_{r-2}$ does not depend on $v$, we deduce from (14.240) that

$$
\begin{equation*}
U^{\prime}(v)=2 \mathrm{E}\left(W_{1} \cdots W_{r-2} \frac{\partial \Delta_{r-1}}{\partial v}\left(\zeta_{r-1}, v\right)\right) \tag{14.242}
\end{equation*}
$$

and using (14.241) with $x=\zeta_{r-1}$ yields

$$
\begin{equation*}
U^{\prime}(v)=\mathrm{E}\left(W_{1} \cdots W_{r-2} W_{r-1}(v) C_{r}^{\prime}\left(\zeta_{r}(v), v, m_{r-1}\right)^{2}\right) \tag{14.243}
\end{equation*}
$$

When $r=1$ this means that

$$
\begin{equation*}
U^{\prime}(v)=\mathrm{E}\left(C_{r}^{\prime}\left(\zeta_{r}(v), v, m_{r-1}\right)^{2}\right) \tag{14.244}
\end{equation*}
$$

Then since $m_{r-1}=m_{0}=0$ we also have $C_{r}\left(x, v, m_{r-1}\right)=\mathrm{E} A_{r}(x+\gamma \sqrt{v})$ and therefore

$$
\begin{equation*}
C_{r}^{\prime}\left(x, v, m_{r-1}\right)=\mathrm{E} A_{r}^{\prime}(x+g \sqrt{v})=\mathrm{E} A_{1}^{\prime}(x+g \sqrt{v}) . \tag{14.245}
\end{equation*}
$$

When $v=0$ we have $C_{r}\left(x, 0, m_{r-1}\right)=T_{m, 0}\left(A_{r}\right)(x)=A_{r}(x)$ so that $C_{r}^{\prime}\left(x, 0, m_{r-1}\right)=A_{r}^{\prime}(x)$, and since and (in distribution) $\zeta_{r}(0)=h+$ $\sum_{n<r} z_{n}=\zeta_{r}$ we deduce from (14.243) that

$$
\begin{equation*}
U^{\prime}(0)=\mathrm{E}\left(W_{1} \cdots W_{r-1} A_{r}^{\prime}\left(\zeta_{r}\right)^{2}\right) . \tag{14.246}
\end{equation*}
$$

We now repeat the previous work for second derivatives. From (14.211), as in (14.241) we get

$$
\frac{\partial^{2} \Delta_{r-1}}{\partial v^{2}}(x, v)=-\frac{1}{2} \mathrm{E}\left(C_{r}^{\prime \prime}\left(Z, v, m_{r-1}\right)^{2} \exp m_{r-1}\left(C_{r}\left(Z, v, m_{r-1}\right)-A_{r-1}(x)\right)\right)
$$

Differentiating (14.242) and combining with the above for $x=\zeta_{r-1}$ we get as in (14.243)

$$
\begin{equation*}
U^{\prime \prime}(v)=-\mathrm{E}\left(W_{1} \cdots W_{r-2} W_{r-1}(v) C_{r}^{\prime \prime}\left(\zeta_{r}(v), v, m_{r-1}\right)^{2}\right), \tag{14.247}
\end{equation*}
$$

and in particular, as in (14.246),

$$
\begin{equation*}
U^{\prime \prime}(0)=-\mathrm{E}\left(W_{1} \cdots W_{r-1} A_{r}^{\prime \prime}\left(\zeta_{r}\right)^{2}\right) \tag{14.248}
\end{equation*}
$$

Proposition 14.7.7. Under (14.106), for $v<\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)$ we have

$$
\begin{equation*}
U^{\prime \prime}(v)<0 . \tag{14.249}
\end{equation*}
$$

Proof. Obvious from (14.247).
The expression (14.246) coincides with the expression (14.222). We have proved the following.

Proposition 14.7.8. Under (14.106) we have

$$
\begin{equation*}
U^{\prime}(0)=q_{r} . \tag{14.250}
\end{equation*}
$$

We now have gathered important information about the function $f$ of (14.230).

Proposition 14.7.9. If $k, \mathbf{q}, \mathbf{m}$ satisfy condition $\operatorname{MIN}(\varepsilon)$, we have

$$
\begin{equation*}
f\left(q_{r}\right)=f^{\prime}\left(q_{r}\right)=0 \quad ; \quad r \geq 2 \Rightarrow f\left(q_{r-1}\right)=0 . \tag{14.251}
\end{equation*}
$$

Proof. For $u=q_{r}$ the quantity $\Phi(m, u)$ does not depend on $m$ so that $f\left(q_{r}\right)=0$. By (14.239) we have

$$
\begin{equation*}
f^{\prime}(u)=-\frac{\xi^{\prime \prime}(u)}{2}\left(U^{\prime}\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)-u\right) \tag{14.252}
\end{equation*}
$$

since $\theta^{\prime}(u)=u \xi^{\prime \prime}(u)$, and so $f^{\prime}\left(q_{r}\right)=0$ by (14.250). Let us now assume that $r \geq 2$. When $u=q_{r-1}$, to compute $\mathcal{P}_{k+1}(\mathbf{m}(m), \mathbf{q}(u))$ we may ignore the empty interval $\left[q_{r-1}, u\right.$ [, that is we may remove $u$ from the sequence $\mathbf{q}(u)$ and we may remove $m_{r-1}$ from the sequence $\mathbf{m}$, and then $\mathcal{P}_{k+1}(\mathbf{m}(m), \mathbf{q}(u))=$ $\mathcal{P}_{k}\left(\mathbf{m}^{*}(m), \mathbf{q}\right)$ where the sequence $\mathbf{m}^{*}(m)$ is obtained from the sequence $\mathbf{m}$ by replacing the value $m_{r-1}$ by $m$. Therefore we have $f\left(q_{r-1}\right)=0$, for otherwise we could decrease $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ by a small variation of $m_{r-1}>0$.

Proposition 14.7.10. For a number $M$ depending on $\xi$ and $h$ only, we have

$$
\begin{equation*}
\left|\frac{\partial \Phi}{\partial m}(m, u)\right| \leq M, \quad\left|\frac{\partial^{2} \Phi}{\partial m^{2}}(m, u)\right| \leq M . \tag{14.253}
\end{equation*}
$$

The essential point is that the number $M$ does not depend on $k$. The proof relies on the following result.

Lemma 14.7.11. There exists a number L with the following property. Consider a r.v. $Y$ and for $0<m \leq 1$ define

$$
c(m)=\frac{1}{m} \log \mathrm{E} \exp m Y
$$

Then

$$
\begin{align*}
\left|c^{\prime}(m)\right| & \leq L \mathrm{E} \exp L|Y|  \tag{14.254}\\
\left|c^{\prime \prime}(m)\right| & \leq L \mathrm{E} \exp L|Y| \tag{14.255}
\end{align*}
$$

Proof. This is elementary calculus, and it should be possible to find a more elegant proof than the rather repulsive argument we give. Let us first define

$$
W=W(m)=\frac{\exp m Y}{\mathrm{E} \exp m Y}=\exp m(Y-c(m))
$$

so that $\mathrm{E} W=1$. We claim that

$$
\begin{equation*}
\mathrm{E}(W-1)^{4} \leq L m^{4} \mathrm{E} \exp L|Y| \tag{14.256}
\end{equation*}
$$

To see this we use that $\left|e^{x}-1\right| \leq|x| e^{|x|}$ and hence $\left(e^{x}-1\right)^{4} \leq x^{4} e^{4|x|}$ for $x=m(Y-c(m))$ to get

$$
\begin{equation*}
\mathrm{E}(W-1)^{4} \leq m^{4} \mathrm{E}\left((Y-c(m))^{4} \exp 4 m|Y-c(m)|\right) \tag{14.257}
\end{equation*}
$$

We now use rough bounds to control the last term, such as

$$
(Y-c(m))^{4} \leq(|Y|+|c(m)|)^{4} \leq \exp 4(|Y|+c(m))
$$

because $x \leq e^{x}$ for $x \geq 0$; and moreover

$$
\exp 4 m|Y-c(m)| \leq \exp 4(|Y|+|c(m)|)
$$

so that

$$
\begin{aligned}
\mathrm{E}\left((Y-c(m))^{4} \exp 4(|Y|+|c(m)|)\right. & \leq \mathrm{E} \exp 8(|Y|+|c(m)|) \\
& =\exp 8|c(m)| \mathrm{E} \exp 8|Y|
\end{aligned}
$$

Now Hölder's inequality yields

$$
c(m) \leq \frac{1}{m} \log \mathrm{E} \exp m|Y| \leq \log \mathrm{E} \exp |Y|
$$

and, Jensen's inequality used for the convex function exp implies

$$
\left.c(m) \geq \frac{1}{m} \log \mathrm{E} \exp (-m|Y|) \geq \frac{1}{m} \log \exp (-m \mathrm{E}|Y|)\right)=-\mathrm{E}|Y|,
$$

so that

$$
|c(m)| \leq \max (\mathrm{E}|Y|, \log \mathrm{E} \exp |Y|)=\log \mathrm{E} \exp |Y|
$$

and

$$
\exp 8|c(m)| \leq(\mathrm{E} \exp |Y|)^{8} \leq \mathrm{E} \exp 8|Y|
$$

Finally, $(E \exp 8|Y|)^{2} \leq \mathrm{E} \exp 16|Y|$, and this proves (14.256). By Hölder's inequality we obtain that for $1 \leq p \leq 4$

$$
\begin{equation*}
\mathrm{E}|W-1|^{p} \leq L m^{p} \mathrm{E} \exp L|Y| \tag{14.258}
\end{equation*}
$$

We compute

$$
\begin{align*}
c^{\prime}(m) & =-\frac{1}{m^{2}} \log \mathrm{E} \exp m Y+\frac{1}{m} \frac{\mathrm{E} Y \exp m Y}{\mathrm{E} \exp m Y} \\
& =\frac{1}{m^{2}}(-m c(m)+m \mathrm{E} Y W) \\
& =\frac{1}{m^{2}} \mathrm{E}(m(Y-c(m)) W)=\frac{1}{m^{2}} \mathrm{E} W \log W \tag{14.259}
\end{align*}
$$

Next, we have

$$
\begin{equation*}
W-1 \leq W \log W \leq L(W-1)^{2} \tag{14.260}
\end{equation*}
$$

and since $\mathrm{E} W=1$, taking expectation shows that

$$
0 \leq c^{\prime}(m) \leq \frac{L}{m^{2}} \mathrm{E}(W-1)^{2}
$$

and (14.258) proves (14.254). The proof of (14.255) is similar but requires more tedious computation. To compute $c^{\prime \prime}(m)$, we first use the definition of $W=W(m)$ and (14.259) to get

$$
\begin{aligned}
W^{\prime}(m) & =(Y-c(m)) \exp m(Y-c(m))-m c^{\prime}(m) \exp m(Y-c(m)) \\
& =(Y-c(m)) W-\frac{1}{m} W \mathrm{E}(W \log W) \\
& =\frac{1}{m} W \log W-\frac{1}{m} W \mathrm{E}(W \log W)
\end{aligned}
$$

and therefore

$$
\frac{\mathrm{d}}{\mathrm{~d} m}(W \log W)=\frac{1}{m}((1+\log W)(W \log W-W \mathrm{E}(W \log W)))
$$

so that, since $\mathrm{E} W=1$,

$$
\frac{\mathrm{d}}{\mathrm{~d} m} \mathrm{E} W \log W=\frac{1}{m}\left(\mathrm{E} W \log ^{2} W-(\mathrm{E} W \log W)^{2}\right)
$$

and thus, using (14.259),

$$
c^{\prime \prime}(m)=\frac{1}{m^{3}}\left(-2 \mathrm{E} W \log W+\mathrm{E} W \log ^{2} W-(\mathrm{E} W \log W)^{2}\right)
$$

We consider the function $\psi(x)=-2 x \log x+x \log ^{2} x+2(x-1)$, so that $\psi^{\prime}(x)=\log ^{2} x$ and $\psi(1)=\psi^{\prime}(1)=\psi^{\prime \prime}(1)=0$ and therefore

$$
\begin{equation*}
|\psi(x)| \leq L|x-1|^{3}, \tag{14.261}
\end{equation*}
$$

since this is true when $x$ is either $\leq 1 / 2$ or $\geq 2$.
By (14.260) and (14.258) we have $(\mathrm{E} W \log W)^{2} \leq L m^{4} \exp L|Y|$ and we conclude the proof of (14.255) by using that (14.261) implies

$$
\left|-2 W \log W+W \log ^{2} W+2(W-1)\right| \leq L|W-1|^{3}
$$

so that

$$
\begin{aligned}
\left|-2 \mathrm{E} W \log W+\mathrm{E} W \log ^{2} W\right| & =\left|\mathrm{E}\left(-2 W \log W+W \log ^{2} W+2(W-1)\right)\right| \\
& \leq \mathrm{E}\left|-2 W \log W+W \log ^{2} W+2(W-1)\right| \\
& \leq L \mathrm{E}|W-1|^{3},
\end{aligned}
$$

and we conclude with (14.258).
Proof of Proposition 14.7.10. We recall that

$$
\Phi(m, u)=\mathcal{P}_{k+1}(\mathbf{m}(m), \mathbf{q}(u))
$$

Thinking of $\mathbf{m}(m)$ as a sequence $\left(m_{1}^{\prime}, \ldots, m_{k+1}^{\prime}\right)$ it suffices to prove that the first two derivatives of the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ with respect to $m_{r}$ (where $r$ is any number $1 \leq r \leq k$ ) are bounded by a number $M$ depending only on $\xi$ and $h$ (and then to change $k$ into $k+1$ ). This allows for simpler notation. We consider as usual the Gaussian variables $z_{p}$ with $\mathrm{E} z_{p}^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$ for $0 \leq p \leq k+1$, the function $A_{k+2}(x)=\log \operatorname{ch} x$, and we define recursively for $p \geq r+1$

$$
A_{p}(x)=\frac{1}{m_{p}} \log \mathrm{E} \exp m_{p} A_{p+1}\left(x+z_{p}\right)
$$

We notice that (recursively) $A_{p}(x) \geq 0$. To insist on the dependence on $m_{r}$, we write

$$
A_{r}\left(x, m_{r}\right)=\frac{1}{m_{r}} \log \mathrm{E} \exp m_{r} A_{r+1}\left(x+z_{r}\right)
$$

and for $p<r$ we define

$$
A_{p}\left(x, m_{r}\right)=\frac{1}{m_{p}} \log \mathrm{E} \exp m_{p} A_{p+1}\left(x+z_{p}, m_{r}\right)
$$

so that again $A_{p}\left(x, m_{r}\right) \geq 0$. When $r=1$ Proposition 14.7.10 is a direct consequence of Lemma 14.7.11. When $r>1$, we consider for $\alpha \in \mathbb{N}^{*(r-1)}$ random weights $\left(v_{\alpha}\right)$ forming a Poisson-Dirichlet cascade associated with the sequence $m_{1}, \ldots, m_{r-1}$. We denote by $z_{p, j_{1}, \ldots, j_{p}}$ independent copies of the r.v.s $z_{p}$; and for $p \leq r-1$ we set $z_{p, \alpha}=z_{p, j_{1}, \ldots, j_{p}}$ when $\alpha=\left(j_{1}, \ldots, j_{r-1}\right)$. We set $y_{\alpha}=\sum_{1 \leq p \leq r} z_{p, \alpha}$. It follows from Theorem 14.2.1 that

$$
A_{1}\left(x, m_{r}\right)=\mathrm{E} \log \sum_{\alpha} v_{\alpha} \exp A_{r}\left(x+y_{\alpha}, m_{r}\right)
$$

and consequently

$$
\begin{equation*}
\mathrm{E} A_{1}\left(h+z_{0}, m_{r}\right)=\mathrm{E} \log \sum_{\alpha} v_{\alpha} \exp A_{r}\left(\zeta_{\alpha}, m_{r}\right) \tag{14.262}
\end{equation*}
$$

where $\zeta_{\alpha}=h+z_{0}+y_{\alpha}$. To control the derivatives of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ with respect to $m_{r}$, it suffices to control the derivatives of $a\left(m_{r}\right):=\mathrm{E} A_{1}\left(h+z_{0}, m_{r}\right)$ with respect to $m_{r}$. The first derivative is

$$
a^{\prime}\left(m_{r}\right)=\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} \frac{\partial A_{r}}{\partial m_{r}}\left(\zeta_{\alpha}, m_{r}\right) \exp A_{r}\left(\zeta_{\alpha}, m_{r}\right)}{\sum_{\alpha} v_{\alpha} \exp A_{r}\left(\zeta_{\alpha}, m_{r}\right)}
$$

Since $A_{r} \geq 0$ as we already observed, using independence in the second line and that $\sum_{\alpha} \mathrm{E} v_{a}=1$ in the third line we obtain

$$
\begin{aligned}
\left|a^{\prime}\left(m_{r}\right)\right| & \leq \mathrm{E} \sum_{\alpha} v_{\alpha}\left|\frac{\partial A_{r}}{\partial m_{r}}\left(\zeta_{\alpha}, m_{r}\right)\right| \exp A_{r}\left(\zeta_{\alpha}, m_{r}\right) \\
& \leq \sum_{\alpha} \mathrm{E} v_{\alpha} \mathrm{E}\left|\frac{\partial A_{r}}{\partial m_{r}}\left(\zeta_{\alpha}, m_{r}\right)\right| \exp A_{r}\left(\zeta_{\alpha}, m_{r}\right) \\
& \leq \max _{\alpha}\left(\mathrm{E}\left(\frac{\partial A_{r}}{\partial m_{r}}\left(\zeta_{\alpha}, m_{r}\right)\right)^{2}\right)^{1 / 2}\left(\mathrm{E} \exp 2 A_{r}\left(\zeta_{\alpha}, m_{r}\right)\right)^{1 / 2}
\end{aligned}
$$

It follows from (14.254) that, denoting $\mathrm{E}_{z}$ expectation in $z_{r}$ only,

$$
\left|\frac{\partial A_{r}}{\partial m_{r}}\left(\zeta_{\alpha}, m_{r}\right)\right| \leq L \mathrm{E}_{z} \exp L A_{r+1}\left(\zeta_{\alpha}+z_{r}\right)
$$

so that

$$
\begin{align*}
\mathrm{E}\left(\frac{\partial A_{r}}{\partial m_{r}}\left(\zeta_{\alpha}, m_{r}\right)\right)^{2} & \leq L \mathrm{E}\left(\mathrm{E}_{z} \exp L A_{r+1}\left(\zeta_{\alpha}+z_{r}\right)\right)^{2} \\
& \leq L \mathrm{E} \exp 2 L A_{r+1}\left(\zeta_{\alpha}+z_{r}\right) \tag{14.263}
\end{align*}
$$

Now, by iteration of (14.197) if $g$ is a standard normal r.v. we have

$$
\exp A_{r+1}(x) \leq \operatorname{Ech}\left(x+g \sqrt{\xi^{\prime}(1)-\xi^{\prime}\left(q_{r+1}\right)}\right)
$$

and therefore

$$
\mathrm{E} \exp 2 L A_{r+1}\left(\zeta_{\alpha}+z_{r}\right) \leq \mathrm{E} \operatorname{ch}\left(h+g{\sqrt{\xi^{\prime}(1)}}^{2 L} \leq M\right.
$$

We proceed in the same way to bound $\mathrm{E} \exp 2 A_{r}\left(\zeta_{\alpha}, m_{r}\right)$. The proof for the second derivative is entirely similar, using now (14.255).

Exercise 14.7.12. Find a proof that does not use Theorem 14.2.1.

In the remainder of this chapter, we denote by $M$ a number depending only on $\xi$ and $h$, that need not be the same at each occurrence. Of course, $M_{1}$, etc. denote a specific number.

Proposition 14.7.13. The function $f(u)$ of (14.230) satisfies

$$
\begin{equation*}
f(u) \geq-M \sqrt{\varepsilon} \tag{14.264}
\end{equation*}
$$

Proof. Proposition 14.7.10 implies

$$
\left|\frac{\partial^{2} \Phi}{\partial m^{2}}(m, u)\right| \leq M_{1}
$$

so that by Taylor's formula and since $f(u)=\partial \Phi(m, q) /\left.\partial m\right|_{m=m_{r-1}}$, whenever $m_{r-1} \leq m \leq m_{r}$ we have

$$
\begin{equation*}
\Phi(m, u) \leq \Phi\left(m_{r-1}, u\right)+\left(m-m_{r-1}\right) f(u)+M_{1}\left(m-m_{r-1}\right)^{2} \tag{14.265}
\end{equation*}
$$

Combining with (14.229) yields

$$
\begin{equation*}
\left(m_{r}-m_{r-1}\right) f(u)+M_{1}\left(m_{r}-m_{r-1}\right)^{2} \geq 0 \tag{14.266}
\end{equation*}
$$

and combining with (14.228) we obtain

$$
\begin{equation*}
\left(m-m_{r-1}\right) f(u)+M_{1}\left(m-m_{r-1}\right)^{2} \geq-\varepsilon \tag{14.267}
\end{equation*}
$$

It follows from (14.266) that

$$
-f(u) \leq M_{1}\left(m_{r}-m_{r-1}\right)
$$

Without loss of generality we may assume that $f(u) \leq 0$, and thus

$$
m_{r-1} \leq m:=m_{r-1}-\frac{f(u)}{2 M_{1}} \leq m_{r}
$$

Using (14.267) for this value of $m$ yields that $-f(u)^{2} / 4 M_{1} \geq-\varepsilon$.
Lemma 14.7.14. We have $\left|f^{(3)}(u)\right| \leq M$.
Proof. Using (14.239) it suffices to show that

$$
\begin{equation*}
\left|U^{(3)}(v)\right| \leq M \tag{14.268}
\end{equation*}
$$

Using (14.240) and since $\mathrm{E}\left(W_{1} \cdots W_{r-2}\right)=1$, it suffices to show that

$$
\begin{equation*}
\left|\frac{\partial^{3} \Delta_{r-1}}{\partial v^{3}}(t, u)\right| \leq M \tag{14.269}
\end{equation*}
$$

which should be obvious.
Lemma 14.7.15. When $h \neq 0$, there exists a constant $M$ depending on $h$ and $\xi$ only such that

$$
\begin{equation*}
q_{1} \geq \frac{1}{M} \tag{14.270}
\end{equation*}
$$

Before we prove this, we gather some properties of the functions $A_{p}$. Some of these properties will be used only later. It is (14.274) which will be used to prove Lemma 14.7.15.

Lemma 14.7.16. We have

$$
\begin{gather*}
A_{p}(x)=A_{p}(-x) ;\left|A_{p}^{\prime}(x)\right| \leq 1 ; 0 \leq A_{p}^{\prime \prime}(x) \leq 1  \tag{14.271}\\
\left|A_{p}^{(3)}\right| \leq 4  \tag{14.272}\\
A_{p+1}(x) \leq A_{p}(x) \leq A_{p+1}(x)+\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)  \tag{14.273}\\
A_{p}^{\prime \prime}(x) \geq \frac{1}{M \operatorname{ch}^{2} x} \tag{14.274}
\end{gather*}
$$

where $M$ depends on $\xi$ only.
Proof. We use Theorem 14.2.1 to obtain a representation

$$
A_{p}(x)=\mathrm{E} \log \sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)
$$

where $\left(v_{\alpha}\right)$ are certain weights and $\left(z_{\alpha}\right)$ are symmetric r.v.s. Then $A_{p}(x)=$ $A_{p}(-x)$ and

$$
\begin{equation*}
A_{p}^{\prime}(x)=\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} \operatorname{sh}\left(x+z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)} \tag{14.275}
\end{equation*}
$$

Now

$$
\begin{equation*}
\left|\frac{\sum_{\alpha} v_{\alpha} \operatorname{sh}\left(x+z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right| \leq \frac{\sum_{\alpha} v_{\alpha}\left|\operatorname{sh}\left(x+z_{\alpha}\right)\right|}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)} \leq 1 \tag{14.276}
\end{equation*}
$$

since $|\operatorname{sh} x| \leq \operatorname{ch} x$. In particular (14.275) shows that $\left|A_{p}^{\prime}(x)\right| \leq 1$. We differentiate (14.275) to obtain

$$
A_{p}^{\prime \prime}(x)=1-\mathrm{E}\left(\frac{\sum_{\alpha} v_{\alpha} \operatorname{sh}\left(x+z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right)^{2}
$$

and combining with (14.276) this proves (14.271). Furthermore we have

$$
A_{p}^{(3)}(x)=-2 \mathrm{E}\left(\frac{\sum_{\alpha} v_{\alpha} \operatorname{sh}\left(x+z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right)+2 \mathrm{E}\left(\frac{\sum_{\alpha} v_{\alpha} \operatorname{sh}\left(x+z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right)^{3}
$$

and this proves (14.272). To prove (14.273) we think of $A_{p+1}$ and $q_{p+1}$ as fixed. Then (14.190) "defines $A_{p}$ as a function $G\left(x, q_{p}\right)$ ". More specifically, consider the function $B\left(x, v, m_{p}\right)$ of (14.196) in the case $A=A_{p+1}$, and for $y \leq q_{p+1}$ define

$$
\begin{equation*}
G(x, y)=B\left(x, \xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}(y), m_{p}\right) \tag{14.277}
\end{equation*}
$$

so that

$$
\frac{\partial G}{\partial y}=-\xi^{\prime \prime}(y) \frac{\partial B}{\partial v} ; \frac{\partial G}{\partial x}=\frac{\partial B}{\partial x} ; \frac{\partial^{2} G}{\partial x^{2}}=\frac{\partial^{2} B}{\partial x^{2}}
$$

Consequently (14.199) implies

$$
\begin{equation*}
\frac{\partial G}{\partial y}(x, y)=-\xi^{\prime \prime}(y)\left(\frac{1}{2} \frac{\partial^{2} G}{\partial x^{2}}(x, y)+\frac{m_{p}}{2}\left(\frac{\partial G}{\partial x}(x, y)\right)^{2}\right) \tag{14.278}
\end{equation*}
$$

Now, when $q_{p}=y$ we have $G(x, y)=A_{p}(x)$ so that (14.271) entails

$$
-\xi^{\prime \prime}(y) \leq \frac{\partial G}{\partial y}(x, y) \leq 0
$$

Finally we observe that $G\left(x, q_{p+1}\right)=A_{p+1}(x)$ and that $G\left(x, q_{p}\right)=A_{p}(x)$, so that

$$
A_{p+1}(x)-A_{p}(x)=\int_{q_{p}}^{q_{p+1}} \frac{\partial G}{\partial y}(x, z) \mathrm{d} z
$$

and this proves (14.273).
To prove (14.274) we show by decreasing induction over $p$ that

$$
\begin{equation*}
A_{p}^{\prime \prime}(x) \geq \frac{\exp \left(-2\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{p}\right)\right)\right)}{\operatorname{ch}^{2} x} \tag{14.279}
\end{equation*}
$$

For the induction from $p+1$ to $p$, we use (14.277), recalling that $A_{p}(x)=$ $G\left(x, q_{p}\right)$ and (14.204) to get

$$
A_{p}^{\prime \prime}(x) \geq \mathrm{E}\left(A_{p+1}^{\prime \prime}\left(x+z_{p}\right) \exp m_{p}\left(A_{p+1}\left(x+z_{p}\right)-A_{p}(x)\right)\right)
$$

so that, by the induction hypothesis,

$$
\begin{equation*}
A_{p}^{\prime \prime}(x) \geq \alpha_{p+1} \mathrm{E}\left(\frac{1}{\operatorname{ch}^{2}\left(x+z_{p}\right)} \exp m_{p}\left(A_{p+1}\left(x+z_{p}\right)-A_{p}(x)\right)\right) \tag{14.280}
\end{equation*}
$$

where

$$
\alpha_{p+1}=\exp \left(-2\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{p+1}\right)\right) .\right.
$$

Now, since $(\log \operatorname{ch} x)^{\prime \prime} \leq 1$,

$$
\log \operatorname{ch}(x+y) \leq \log \operatorname{ch} x+y \operatorname{th} x+\frac{y^{2}}{2}
$$

and thus

$$
\begin{equation*}
\frac{1}{\operatorname{ch}^{2}(x+y)} \geq \frac{1}{\operatorname{ch}^{2} x} \exp \left(-2 y \operatorname{th} x-y^{2}\right) \tag{14.281}
\end{equation*}
$$

Since $A_{p+1}\left(x+z_{p}\right) \geq A_{p+1}(x)+z_{p} A_{p+1}^{\prime}(x)$ by convexity, we deduce from (14.280) and (14.281) that if $c=m_{p} A_{p+1}^{\prime}(x)-2 \operatorname{th} x$,

$$
\begin{equation*}
A_{p}^{\prime \prime}(x) \geq \frac{\alpha_{p+1}}{\operatorname{ch}^{2} x} \exp m_{p}\left(A_{p+1}(x)-A_{p}(x)\right) \mathrm{E} \exp \left(c z_{p}-z_{p}^{2}\right) \tag{14.282}
\end{equation*}
$$

Moreover, using (A.6) in the first inequality and that $1+x \leq e^{x}$ in the second inequality, we get

$$
\mathrm{E} \exp \left(c z_{p}-z_{p}^{2}\right) \geq \frac{1}{\sqrt{1+2 \mathrm{E} z_{p}^{2}}} \geq \exp \left(-\mathrm{E} z_{p}^{2}\right)=\exp \left(-\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)\right)
$$

Combining with (14.282) we deduce from (14.273) that

$$
A_{p}^{\prime \prime}(x) \geq \frac{1}{\operatorname{ch}^{2} x} \alpha_{p+1} \exp \left(-2\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)\right)
$$

and this completes the proof of (14.279).
Proof of Lemma 14.7.15. First, since $A_{0}(x)=A_{0}(-x)$ we have $A_{0}^{\prime}(0)=0$. It then follows from $(14.274)$ that $\left|A_{0}^{\prime}(x)\right| \geq|\operatorname{th}(x)| / M$. Now (14.222) implies

$$
q_{1}=\mathrm{E} A_{1}^{\prime}\left(\zeta_{1}\right)^{2}=\mathrm{E} A_{1}^{\prime}\left(h+z_{0}\right)^{2}
$$

Denoting by $\mathrm{E}_{0}$ integration in $z_{0}$ only (but not in $h$ ) Jensen's inequality implies

$$
q_{1} \geq \mathrm{E}\left(\mathrm{E}_{0} A_{1}^{\prime}\left(h+z_{0}\right)\right)^{2}=\mathrm{E} A_{0}^{\prime}(h)^{2} \geq \mathrm{E}(\operatorname{th} h)^{2} \geq \frac{1}{M}
$$

Proposition 14.7.17. Assume that $h \neq 0$. Then we have

$$
\begin{equation*}
-f^{\prime \prime}\left(q_{r}\right)=\frac{1}{2} \xi^{\prime \prime}\left(q_{r}\right)\left(-\xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0)-1\right) \leq M \varepsilon^{1 / 6} \tag{14.283}
\end{equation*}
$$

Proof. The expression for $f^{\prime \prime}\left(q_{r}\right)$ is straightforward from (14.252), since $U^{\prime}(0)=q_{r}$. From (14.251) and Lemma 14.7.14, Taylor's formula yields

$$
\begin{equation*}
f(u) \leq \frac{1}{2}\left(u-q_{r}\right)^{2} f^{\prime \prime}\left(q_{r}\right)+M\left|u-q_{r}\right|^{3} \tag{14.284}
\end{equation*}
$$

Assume first

$$
\begin{equation*}
q:=q_{r}-\varepsilon^{1 / 6} \geq q_{r-1} \tag{14.285}
\end{equation*}
$$

Using (14.284) and that $f(q) \geq-M \sqrt{\varepsilon}$ (by (14.264)) yields

$$
-M \sqrt{\varepsilon} \leq \frac{1}{2} \varepsilon^{1 / 3} f^{\prime \prime}\left(q_{r}\right)+M \sqrt{\varepsilon}
$$

and this finishes the proof in that case. Assume now that (14.285) fails. Then, since $q_{0}=0$ (and provided that $\varepsilon$ is small enough), Lemma 14.7.15 implies that $r \geq 2$. Then $f\left(q_{r-1}\right)=0$ by (14.251), and the right-hand side of (14.284) is $\geq 0$ for $u=q_{r-1}$ and thus

$$
-f^{\prime \prime}\left(q_{r}\right) \leq 2 M\left(q_{r}-q_{r-1}\right)
$$

and proof is finished since $q_{r}-q_{r-1} \leq \varepsilon^{1 / 6}$ because (14.285) fails.

### 14.8 Main Estimate: Methodology

In this section we describe in more detail how we shall prove Theorem 14.5.7, therefore completing the proof of the Parisi Formula. From this point to the end of Section 14.10 we assume that $h \neq 0$. We consider $k, \mathbf{m}, \mathbf{q}$ that satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3. That is, $\mathbf{q}$ and $\mathbf{m}$ are as in (14.104) and (14.103) respectively,

$$
\begin{gather*}
0<m_{1}<\ldots<m_{k}<1  \tag{14.286}\\
0=q_{0} \leq q_{1}<q_{2}<\ldots<q_{k}<q_{k+1} \leq 1=q_{k+2} \tag{14.287}
\end{gather*}
$$

we assume that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ cannot be decreased by a change of $\mathbf{m}$ or $\mathbf{q}$, and that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})<\mathcal{P}(\xi, h)+\varepsilon$. We intend to prove that if $t \leq t_{0}$ and if $\varepsilon$ is small enough then for each $1 \leq r \leq k+1$ we have

$$
\begin{equation*}
\Psi_{r}(t, u) \leq 2 \psi(t)-\frac{\left(u-q_{r}\right)^{2}}{K} \tag{14.288}
\end{equation*}
$$

where $K$ does not depend on $t, u$ or $r$. Since we think of $r$ as fixed once and for all, we will omit the subscript $r$.

All the bounds we will obtain for $\Psi(t, u)$ will rely on Proposition 14.6.3. We will choose the sequence $n_{0}, \ldots, n_{\kappa}$ as in (14.159), i.e.

$$
\begin{equation*}
n_{0}=0 \leq n_{1} \leq n_{2} \leq \ldots \leq n_{\kappa-1} \leq n_{\kappa}=1 \tag{14.289}
\end{equation*}
$$

and the pairs $\left(Z_{p}^{1}, Z_{p}^{2}\right)$ in a way that (14.165) holds, i.e.

$$
\begin{equation*}
\Psi(t, u)=\frac{1}{N} \mathrm{E} G_{1}-(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) \tag{14.290}
\end{equation*}
$$

Therefore the right-hand side of (14.162) will provide a bound for $\Psi(t, u)$. A detailed study of this bound will yield (14.288).

Our first concern is to ensure (14.290). There is a canonical method to ensure this equality, and we describe it now. When $Z_{p}^{1}=Z_{p}^{2}=0$, it follows from (14.161) that $G_{p}=G_{p+1}$. "Nothing happens for that $p$ ". Suppose that we can remove from the list $n_{0}, \ldots, n_{\kappa}$ some terms for which "nothing happens" and then get exactly the list

$$
\begin{equation*}
0, m_{1}^{*}=\frac{m_{1}}{2}, \ldots, m_{r-1}^{*}=\frac{m_{r-1}}{2}, m_{r}^{*}=m_{r}, \ldots, m_{k}^{*}=m_{k}, m_{k+1}^{*}=1 \tag{14.291}
\end{equation*}
$$

Suppose moreover that for $0 \leq p \leq k+1$ the $p^{\text {th }}$-term of that list occurs as a term $n_{a(p)}$ of the list (14.289) in such a way that $\left(Z_{a(p)}^{1}, Z_{a(p)}^{2}\right)=$ $\left(\sqrt{1-t} z_{p}^{1}, \sqrt{1-t} z_{p}^{2}\right)$, where the pairs $\left(z_{p}^{1}, z_{p}^{2}\right)_{1 \leq p \leq k+1}$ are as follows:

$$
\begin{equation*}
0 \leq p \leq k+1 \quad \Rightarrow \quad \mathrm{E}\left(z_{p}^{1}\right)^{2}=\mathrm{E}\left(z_{p}^{2}\right)^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) \tag{14.292}
\end{equation*}
$$

$$
\begin{equation*}
p<r \Rightarrow z_{p}^{1}=z_{p}^{2} ; \quad p \geq r \Rightarrow z_{p}^{1} \text { and } z_{p}^{2} \text { are independent } . \tag{14.293}
\end{equation*}
$$

(The difference with (14.96) and (14.97) is that now $p$ goes up to $k+1$ rather than $k$.) We claim that then (14.290) holds. This is because to compute $G_{1}$ we need to "take only in account the values of $n_{a}$ for which something happens". That is, starting with

$$
\begin{align*}
G_{k+2}^{*} & =\log \sum_{R_{1,2}=u} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
& \left.+\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sqrt{1-t} \sum_{0 \leq p \leq k+1} z_{i, p}^{\ell}\right)\right), \tag{14.294}
\end{align*}
$$

we define recursively for $1 \leq p \leq k+1$

$$
\begin{equation*}
G_{p}^{*}=\frac{1}{m_{p}^{*}} \log \mathrm{E}_{p} \exp m_{p}^{*} G_{p+1}^{*} \tag{14.295}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $z_{n}^{\ell}$ for $n \geq p$. Then $G_{1}=G_{1}^{*}$. Moreover since $m_{p+1}^{*}=1$, and since $\mathrm{E}\left(z_{k+1}^{\ell}\right)^{2}=\xi^{\prime}\left(q_{k+2}\right)-\xi^{\prime}\left(q_{k+1}\right)=\xi^{\prime}(1)-$ $\xi^{\prime}\left(q_{k+1}\right)$ and $\mathrm{E} z_{k+1}^{1} z_{k+1}^{2}=0$ we have

$$
\begin{align*}
G_{k+1}^{*} & =(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) \\
& +\log \sum_{R_{1,2}=u} \exp \left(-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{1}\right)-\sqrt{t} H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
& \left.+\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(h_{i}+\sqrt{1-t} \sum_{0 \leq p \leq k} z_{i, p}^{\ell}\right)\right), \tag{14.296}
\end{align*}
$$

and recalling the definition (14.98) of $J_{k+1}(u)$ this means

$$
G_{k+1}^{*}=(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)+J_{k+1}(u) .
$$

Since the recursions (14.99) and (14.295) are identical, for each $1 \leq p \leq$ $k+1$ we have

$$
G_{p}^{*}=(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)+J_{p}(u) .
$$

Taking $p=1$ and expectation, this proves (14.290) since $\Psi(t, u)=\mathrm{E} J_{1}(u)$ and $\mathrm{E} G_{1}^{*}=\mathrm{E} G_{1}$.

We will call this situation the canonical situation. Thus we have shown that equality (14.290) occurs whenever the canonical situation occurs. The right-hand side of (14.162) then provides the following bound for $\Psi(t, u)$ :

$$
\begin{align*}
\Psi(t, u) & \leq 2 \log 2+Y_{0}-\lambda u-(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)  \tag{14.297}\\
& -t\left(2 \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)+\sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)\right) .
\end{align*}
$$

Besides the sequence (14.289) this bounds depends on $\lambda$ and on the sequence (14.155). Let us denote by $\Psi^{*}(t, u)$ the infimum of the right-hand side of (14.297) over all choices of these parameters for which the canonical situation occurs. Then

$$
\begin{equation*}
\Psi(t, u) \leq \Psi^{*}(t, u) \tag{14.298}
\end{equation*}
$$

and $\Psi^{*}(t, u)$ does not depend on $N$. Also, given any choice of parameters, the right-hand side of (14.297) is a continuous function of $t$ and $u$. Therefore, $\Psi^{*}(t, u)$ is an upper semi-continuous function of $t$ and $u$. We now completely forget about $\Psi$ and work only with $\Psi^{*}$. That is, we will prove that

$$
\begin{equation*}
\Psi^{*}(t, u) \leq 2 \psi(t)-\frac{\left(u-q_{r}\right)^{2}}{K} \tag{14.299}
\end{equation*}
$$

The basic tool is the following obvious consequence of the definition of $\Psi^{*}(t, u)$. Whenever the canonical situation occurs,

$$
\begin{align*}
\Psi^{*}(t, u) & \leq 2 \log 2+Y_{0}-\lambda u-(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)  \tag{14.300}\\
& -t\left(2 \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)+\sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)\right) .
\end{align*}
$$

A useful observation is that to prove (14.299), it suffices essentially to prove this estimate for $u$ close to $q_{r}$, and to prove that $\Psi^{*}(t, u)<2 \psi(t)$ for $u \neq q_{r}$. We will have to distinguish a number of cases. The next proposition addresses the case where $u \leq q_{r}$ is close to $q_{r}$. We remind the reader that $M$ denotes a quantity depending only on $\xi$ and $h$, that need not be the same at each occurrence, and that $M_{1}, M_{2}, M^{*} \ldots$ denote specific such quantities.

Proposition 14.8.1. There exists $M_{1}$ with the following property. Assume that $k, \mathbf{m}, \mathbf{q}$ satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3, where $\varepsilon$ is such that $M_{1} \varepsilon^{1 / 6} \leq 1-t_{0}$. Then
$q_{r-1} \leq u \leq q_{r}, M_{1}\left(q_{r}-u\right) \leq 1-t_{0} \Rightarrow \Psi^{*}(t, u) \leq 2 \psi(t)-\frac{\left(1-t_{0}\right)^{2}}{M_{1}}\left(u-q_{r}\right)^{2}$.

We consider the function

$$
\begin{equation*}
\gamma(c)=\inf \left\{\left|\xi(y)-\xi(x)+(x-y) \xi^{\prime}(y)\right| ; 0 \leq x, y \leq 1,|x-y|>c\right\} \tag{14.302}
\end{equation*}
$$

Since we assume that $\xi^{\prime \prime}(x)>0$ for $x>0$, we have $\gamma(c)>0$ for $c>0$. In (14.304) below, the constant $M_{1}$ is the same that as in (14.310).

Proposition 14.8.2. There exists a number $M_{3}$ with the following property. Assume that $k, \mathbf{m}, \mathbf{q}$ satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3, where $\varepsilon$ is such that

$$
\begin{equation*}
M_{3} \varepsilon^{1 / 2} \leq\left(1-t_{0}\right) \gamma\left(\frac{1-t_{0}}{M_{1}}\right) \tag{14.303}
\end{equation*}
$$

Then for $r \geq 2$ we have

$$
\begin{equation*}
q_{r-1} \leq u \leq q_{r}, \quad M_{1}\left(q_{r}-u\right) \geq 1-t_{0} \quad \Rightarrow \quad \Psi^{*}(t, u)<2 \psi(t) \tag{14.304}
\end{equation*}
$$

In (14.304), the constant $M_{1}$ is the same that as in (14.310), so that when $r \geq 2$, Propositions 14.8.2 and 14.8.1 together cover all values $q_{r-1} \leq u \leq q_{r}$. The case $r=1$ requires a specific argument, and is the object of the next result, that also covers some of the cases where $u<0$.

Proposition 14.8.3. Assume that $k, \mathbf{m}, \mathbf{q}$ satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3, where $M_{1} \varepsilon^{1 / 6} \leq 1-t_{0}$. Then if $r=1$ and $|u| \leq q_{1}$ we have

$$
\Psi^{*}(t, u) \leq 2 \psi(t)-\frac{\left(1-t_{0}\right)^{2}}{M}\left(u-q_{1}\right)^{2}
$$

Of course, we also need the results corresponding to Propositions 14.8.1 and 14.8.2 when $u$ is to right of $q_{r}$ rather than to the left. These are valid for each value of $1 \leq r \leq k+1$.

Proposition 14.8.4. There exists $M_{2}$ such that whenever $k, \mathbf{m}, \mathbf{q}$ satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3 where $M_{2} \varepsilon^{1 / 6} \leq 1-t_{0}$, then
$q_{r} \leq u \leq q_{r+1}, M_{1}\left(u-q_{r}\right) \leq 1-t_{0} \Rightarrow \Psi^{*}(t, u) \leq 2 \psi(t)-\frac{\left(1-t_{0}\right)^{2}}{M_{2}}\left(u-q_{r}\right)^{2}$.

Proposition 14.8.5. There exists a quantity $M_{4}$ such that whenever $k, \mathbf{m}, \mathbf{q}$ satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5 .3 where

$$
\begin{equation*}
M_{4} \varepsilon^{1 / 2} \leq\left(1-t_{0}\right) \gamma\left(\frac{1-t_{0}}{M_{4}}\right) \tag{14.306}
\end{equation*}
$$

then we have

$$
\begin{equation*}
q_{r} \leq u \leq q_{r+1}, M_{1}\left(u-q_{r}\right) \geq 1-t_{0} \quad \Rightarrow \quad \Psi^{*}(t, u)<2 \psi(t) \tag{14.307}
\end{equation*}
$$

Finally, a last effort is needed to cover the missing cases:
Proposition 14.8.6. Assume that $t>0, u<q_{r-1}$ or $u>q_{r+1}$. Then we have

$$
\begin{equation*}
\Psi^{*}(t, u)<2 \psi(t) \tag{14.308}
\end{equation*}
$$

Proposition 14.8.7. If $t=0$ and $u \neq q_{r}$ then $\Psi^{*}(t, u)<2 \psi(t)$.

Proof of Theorem 14.5.7 (The Main Estimate). The previous results show that if $\varepsilon$ is small enough (depending only on $\xi, h$ and $t_{0}$ ) then for $\left|u-q_{r}\right| \geq\left(1-t_{0}\right) / M_{1}$ and $0 \leq t \leq t_{0}$ we have $\Psi^{*}(t, u)<2 \psi(t)$. More specifically, if $r \geq 2$, this follows from Proposition 14.8.2 if $q_{r-1} \leq u \leq q_{r}$ and
$M_{1}\left(q_{r}-u\right) \geq 1-t_{0}$; from Proposition 14.8 .5 if $q_{r} \leq u \leq q_{r+1}, M_{1}\left(u-q_{r}\right) \geq$ $1-t_{0}$; from Proposition 14.8.1 if $q_{r-1} \leq u \leq q_{r}$ and $M_{1}\left(q_{r}-u\right) \leq 1-t_{0}$; from Proposition 14.8.4 if $q_{r} \leq u \leq q_{r+1}$ and $M_{1}\left(u-q_{r}\right) \leq 1-t_{0}$; and from Propositions 14.8.6 and 14.8.7 in the other cases. If $r=1$, one also needs Proposition 14.8.3 to cover the case $|u| \leq q_{1}$.

Since the set of values of $u, t$ given by $\left|u-q_{r}\right| \geq\left(1-t_{0}\right) / M_{1}$ and $0 \leq t \leq t_{0}$ is compact and $\Psi^{*}(t, u)$ is upper semi-continuous, so there exists $\varepsilon_{0}>$ with $\Psi^{*}(t, u) \leq 2 \psi(t)-\varepsilon_{0}$ for these values of $u, t$. On the other hand, we have also proved that

$$
t \leq t_{0}, \quad\left|u-q_{r}\right| \leq \frac{1-t_{0}}{M_{1}} \Rightarrow \Psi^{*}(t, u) \leq 2 \psi(t)-\frac{\left(u-q_{r}\right)^{2}}{M}
$$

and if $M$ is large enough this holds for any value of $u$.

### 14.9 Main Estimate: The Critical Cases

In this section we prove Propositions 14.8 .1 to 14.8 .5 . The case of Proposition 14.8.6 (and of the much easier Proposition 14.8.7) is a bit different and will be covered in the next section. The title of the section is a bit misleading. Each of the Propositions of the preceding section is critical, but somehow "there is more room in Proposition 14.8.6".

We chose $\kappa=k+2$ and

$$
\begin{align*}
& n_{0}=0, \quad n_{1}=\frac{m_{1}}{2}, \ldots, \quad n_{r-1}=\frac{m_{r-1}}{2}, \quad n_{r}=m \\
& n_{r+1}=m_{r}, \ldots, \quad n_{k+1}=m_{k}, \quad n_{k+2}=1, \tag{14.309}
\end{align*}
$$

where $m$ is any number $m_{r-1} / 2 \leq m \leq m_{r}$.
Let us recall the pairs $\left(z_{p}^{1}, z_{p}^{2}\right)$ as in (14.292) and (14.293) and define

$$
\begin{align*}
& Z_{p}^{\ell}=\sqrt{1-t} z_{p}^{\ell} \text { if } p<r \\
& Z_{r}^{\ell}=0 \\
& Z_{p}^{\ell}=\sqrt{1-t} z_{p-1}^{\ell} \quad \text { if } r+1 \leq p \leq k+2 \tag{14.310}
\end{align*}
$$

If we remove from the list (14.309) the term $n_{r}$ "for which nothing happens", we get the list (14.291). Thus the canonical situation occurs and (14.300) holds.

In order to prove Proposition 14.8.1 and 14.8.2, we consider $q_{r-1} \leq u \leq q_{r}$ and the sequence

$$
\begin{align*}
& \rho_{0}=0, \quad \rho_{1}=q_{1}, \quad \ldots, \quad \rho_{r-1}=q_{r-1}, \quad \rho_{r}=u \\
& \rho_{r+1}=q_{r}, \ldots, \quad \rho_{k+2}=q_{k+1}, \quad \rho_{k+3}=q_{k+2}=1 . \tag{14.311}
\end{align*}
$$

We compute the terms $n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)$ as follows.

$$
\begin{aligned}
0 \leq p<r-1 \Rightarrow & n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)=\frac{m_{p}}{2}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& n_{r-1}\left(\theta\left(\rho_{r}\right)-\theta\left(\rho_{r-1}\right)\right)=\frac{m_{r-1}}{2}\left(\theta(u)-\theta\left(q_{r-1}\right)\right) \\
& n_{r}\left(\theta\left(\rho_{r+1}\right)-\theta\left(\rho_{r}\right)\right)=m\left(\theta\left(q_{r}\right)-\theta(u)\right) \\
r+1 \leq p \leq k+2 \Rightarrow & n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)=m_{p}\left(\theta\left(q_{p}\right)-\theta\left(q_{p-1}\right)\right),
\end{aligned}
$$

so that, collecting the terms in the bound (14.300) with $\tau=r$ gives

$$
\begin{align*}
& \Psi^{*}(t, u) \leq 2 \log 2+Y_{0}-\lambda u-(1-t)\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right)  \tag{14.312}\\
- & t\left(\sum_{p \leq k+1} m_{k}\left(\theta\left(q_{k+1}\right)-\theta\left(q_{k}\right)\right)+\left(m-m_{r-1}\right)\left(\theta\left(q_{r}\right)-\theta(u)\right)\right)
\end{align*}
$$

This bound now depends only on $u$ and the parameters $m$ and $\lambda$. The basic idea is that (as we shall soon see) the choice $m=m_{r-1}$ and $\lambda=0$ witnesses the inequality $\Psi^{*}(t, u) \leq 2 \psi(t)$, so that we can improve on that inequality by a small variation of either $m$ or $\lambda$.

We think of $Y_{0}$ in (14.312) as a function $Y_{0}(\lambda, m, u)$,

$$
Y_{0}=Y_{0}(\lambda, m, u),
$$

and we recall the definitions (14.235) of $S(v, m)$ and (14.238) of $U(v)$.
Lemma 14.9.1. If $m \geq m_{r-1}$ we have

$$
\begin{equation*}
Y_{0}(0, m, u)=2 S(v, m) \tag{14.313}
\end{equation*}
$$

where

$$
\begin{equation*}
v=t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right) \tag{14.314}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left.\frac{\partial}{\partial \lambda} Y_{0}\left(\lambda, m_{r-1}, u\right)\right|_{\lambda=0}=U^{\prime}(v) \tag{14.315}
\end{equation*}
$$

Proof. We recall that $y_{p}^{1}=y_{p}^{2}$ for $0 \leq p<r$ and are independent for $r \leq p \leq \kappa=k+2$, and that $\mathrm{E}\left(y_{p}^{1}\right)^{2}=\mathrm{E}\left(y_{p}^{2}\right)^{2}=\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right)$. Consider the r.v.s

$$
g_{p}^{\ell}=\sqrt{t} y_{p}^{\ell}+Z_{p}^{\ell}
$$

Thus $g_{p}^{1}=g_{p}^{2}$ for $p<r$, while these variables are independent for $p \geq r$. Also,

$$
\mathrm{E}\left(g_{p}^{\ell}\right)^{2}=t \mathrm{E}\left(y_{p}^{\ell}\right)^{2}+\mathrm{E}\left(Z_{p}^{\ell}\right)^{2},
$$

which we compute now for the various values of $p$. For $r+1 \leq p \leq \kappa$, and since then $\rho_{p+1}=q_{p}$ and $\rho_{p}=q_{p-1}$

$$
\begin{align*}
\mathrm{E}\left(g_{p}^{\ell}\right)^{2} & =t\left(\xi^{\prime}\left(q_{p}\right)-\xi^{\prime}\left(q_{p-1}\right)\right)+(1-t)\left(\xi^{\prime}\left(q_{p}\right)-\xi^{\prime}\left(q_{p-1}\right)\right) \\
& =\xi^{\prime}\left(q_{p}\right)-\xi^{\prime}\left(q_{p-1}\right) \tag{14.316}
\end{align*}
$$

For $p=r$,

$$
\begin{equation*}
\mathrm{E}\left(g_{r}^{\ell}\right)^{2}=v=t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right) \tag{14.317}
\end{equation*}
$$

For $p=r-1$,

$$
\begin{align*}
\mathrm{E}\left(g_{r-1}^{\ell}\right)^{2} & =t\left(\xi^{\prime}(u)-\xi^{\prime}\left(q_{r-1}\right)\right)+(1-t)\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)\right) \\
& =a-v \tag{14.318}
\end{align*}
$$

where $a=\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}\left(q_{r-1}\right)$. And for $0 \leq p \leq r-2$ we have

$$
\begin{equation*}
\mathrm{E}\left(g_{p}^{\ell}\right)^{2}=t\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)+(1-t)\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) . \tag{14.319}
\end{equation*}
$$

Recall the sequence $\left(D_{p}\right)_{p \leq \kappa+1}$ of functions constructed through (14.170), (14.171) and (14.172) with $g_{p}=g_{p}^{1}$, and that the sequence $\left(A_{p}\right)$ is constructed through (14.190). It follows from (14.316) that

$$
\begin{equation*}
D_{p}=A_{p-1} \tag{14.320}
\end{equation*}
$$

for $r+1 \leq p \leq \kappa+1=k+3$. This is proved by decreasing induction over $p$. Continuing the decreasing induction on $p$ we prove that for $p \leq r$ we have

$$
\begin{equation*}
D_{p}(x)=C_{p}(x, v, m), \tag{14.321}
\end{equation*}
$$

where the functions $C_{p}(x, v, m)$ are constructed recursively through (14.231) and (14.232). To see this, for $p=r$ we use (14.231) and (14.317). For $p=r-1$ we use (14.232) and (14.318); and for $p \leq r-2$ we use (14.234) and (14.316). It follows from (14.176) that if $\mathrm{E} z_{0}^{2}=\xi^{\prime}\left(q_{1}\right)$ then

$$
Y_{0}(0, m, u)=2 \mathrm{E} D_{1}\left(h+z_{0}\right)=2 \mathrm{E} C_{1}\left(h+z_{0}, v, m\right) .
$$

Comparing with (14.235) proves (14.313).
It remains to prove (14.315). Using (14.177) for $\tau=r$ and using (14.321) in the second line yields

$$
\begin{align*}
\left.\frac{\partial}{\partial \lambda} Y_{0}\left(\lambda, m_{r-1}, u\right)\right|_{\lambda=0} & =\mathrm{E}\left(W_{1} \cdots W_{r-1} D_{r}^{\prime}\left(\zeta_{r}\right)^{2}\right) \\
& =\mathrm{E}\left(W_{1} \cdots W_{r-1} C_{r}^{\prime}\left(\zeta_{r}, v, m_{r-1}\right)^{2}\right) \tag{14.322}
\end{align*}
$$

where $\zeta_{p}=h+\sum_{0 \leq n<p} g_{p}^{1}$ and

$$
W_{p}=\exp 2 n_{p}\left(D_{p+1}\left(\zeta_{p+1}\right)-D_{p}\left(\zeta_{p}\right)\right)=\exp m_{p}\left(D_{p+1}\left(\zeta_{p+1}\right)-D_{p}\left(\zeta_{p}\right)\right)
$$

Now, (14.321), (14.233) and (14.234) prove that for $p \leq r-1$ it holds that

$$
D_{p}(x)=C_{p}\left(x, v, m_{r-1}\right)=A_{p}(x) .
$$

On then checks that the terms denoted by $W_{r-1}$ and $\zeta_{r}$ the right-hand-side of (14.322) coincide respectively with the terms denoted by $W_{r-1}(v)$ and $\zeta_{r}(v)$
in the right-hand side of (14.243). Therefore the right-hand sides of (14.322) and (14.243) coincide, and this finishes the proof.

As a consequence of (14.313), recalling the expression (14.86) of $\psi(t)$ and (14.237), the choice $\lambda=0, m=m_{r-1}$ in (14.312) witnesses the inequality $\Psi^{*}(t, u) \leq 2 \psi(t)$.

We now set

$$
\begin{equation*}
\alpha(\lambda)=Y_{0}\left(\lambda, m_{r-1}, u\right)-\lambda u \tag{14.323}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(u):=\alpha^{\prime}(0)=\left.\frac{\partial}{\partial \lambda} Y_{0}\left(\lambda, m_{r-1}, u\right)\right|_{\lambda=0}-u \tag{14.324}
\end{equation*}
$$

so that, using (14.315),

$$
\begin{equation*}
\beta(u)=U^{\prime}\left(t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)\right)-u \tag{14.325}
\end{equation*}
$$

and, by straightforward differentiation,

$$
\begin{equation*}
\beta^{\prime}\left(q_{r}\right)=-t \xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0)-1 \tag{14.326}
\end{equation*}
$$

Let us note also that (14.250) implies

$$
\begin{equation*}
\beta\left(q_{r}\right)=0 \tag{14.327}
\end{equation*}
$$

Lemma 14.9.2. There exists $M^{*}$ with the following property. Assume that $k, \mathbf{m}, \mathbf{q}$ satisfy the condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3, where $\varepsilon$ is such that $M^{*} \varepsilon^{1 / 6} \leq 1-t_{0}$. Then

$$
\begin{equation*}
\beta^{\prime}\left(q_{r}\right) \leq-\frac{1-t_{0}}{2} \tag{14.328}
\end{equation*}
$$

Proof. We recall that $U^{\prime \prime}(v)<0$ by (14.249), and that, by (14.240) we have $\left|U^{\prime \prime}\right| \leq M$. Also, (14.283) yields

$$
\begin{equation*}
\xi^{\prime \prime}\left(q_{r}\right)\left(-\xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0)-1\right) \leq M \varepsilon^{1 / 6} . \tag{14.329}
\end{equation*}
$$

Now, if $\xi^{\prime \prime}\left(q_{r}\right)\left(-U^{\prime \prime}(0)\right) \leq 1 / 2$, then $-t \xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0) \leq 1 / 2$ since $-U^{\prime \prime}(0) \geq 0$ and (14.326) implies that $\beta^{\prime}\left(q_{r}\right) \leq-1 / 2$ and we are done. So we may assume

$$
\xi^{\prime \prime}\left(q_{r}\right)\left(-U^{\prime \prime}(0)\right) \geq \frac{1}{2}
$$

and since $\left|U^{\prime \prime}(0)\right| \leq M$ by (14.240), this implies that $\xi^{\prime \prime}\left(q_{r}\right) \geq 1 / M^{\prime}$. Consequently (14.329) implies

$$
-\xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0)-1 \leq \frac{M \varepsilon^{1 / 6}}{\xi^{\prime \prime}\left(q_{r}\right)} \leq M M^{\prime} \varepsilon^{1 / 6}=M^{\prime \prime} \varepsilon^{1 / 6},
$$

so that

$$
-\xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0) \leq 1+M^{\prime \prime} \varepsilon^{1 / 6}
$$

and, recalling (14.326),

$$
\beta^{\prime}\left(q_{r}\right)=-t \xi^{\prime \prime}\left(q_{r}\right) U^{\prime \prime}(0)-1 \leq t_{0}\left(1+M^{\prime \prime} \varepsilon^{1 / 6}\right)-1 \leq t_{0}+M^{\prime \prime} \varepsilon^{1 / 6}-1
$$

Consequently $\beta^{\prime}\left(q_{r}\right) \leq-\left(t_{0}-1\right) / 2$ whenever $2 M^{\prime \prime} \varepsilon^{1 / 6} \leq 1-t_{0}$.
Proof of Proposition 14.8.1 We use the bound (14.312) for $m=m_{r-1}$. When $\lambda=0$, this bound is $2 \psi(t)$, and we will show that we may improve it by a small variation of $\lambda$. By Lemma 14.6.5, the function $\alpha(\lambda)=Y_{0}\left(\lambda, m_{r-1}, u\right)-$ $\lambda u$ of (14.323) satisfies $\left|\alpha^{\prime \prime}(\lambda)\right| \leq 1$, so that

$$
\begin{equation*}
\inf _{\lambda} \alpha(\lambda) \leq \alpha(0)-\frac{\alpha^{\prime}(0)^{2}}{2} \tag{14.330}
\end{equation*}
$$

and, recalling the definition (14.324) of $\beta(u)$,

$$
\begin{equation*}
\Psi^{*}(t, u) \leq 2 \psi(t)-\frac{\beta(u)^{2}}{2} \tag{14.331}
\end{equation*}
$$

To bound $|\beta(u)|$ from below, we may write, since $\left|\beta^{\prime \prime}(u)\right| \leq M^{\sim}$ and since $\beta\left(q_{r}\right)=0$ by (14.327)

$$
\begin{equation*}
\beta(u) \geq\left(u-q_{r}\right) \beta^{\prime}\left(q_{r}\right)-M^{\sim}\left(u-q_{r}\right)^{2} \geq \frac{1}{4}\left(q_{r}-u\right)\left(1-t_{0}\right) \tag{14.332}
\end{equation*}
$$

whenever $\beta^{\prime}\left(q_{r}\right) \leq-\left(1-t_{0}\right) / 2$ and $q_{r}-u \leq\left(1-t_{0}\right) / 4 M^{\sim}$. Combining with (14.331) this finishes the proof.

Without loss of generality we assume

$$
\begin{equation*}
M^{*} \leq M_{1} . \tag{14.333}
\end{equation*}
$$

Proof of Proposition 14.8.2. We already noticed that the choice $m=$ $m_{r-1}$ and $\lambda=0$ in (14.300) witnesses that $\Psi^{*}(t, u) \leq 2 \psi(t)$, and that we can improve on this inequality by making either a small change of $\lambda$ or $m$. Since $r \geq 2$ we have $m_{r}>m_{r-1}>0$. we may use any value $m$ with $m_{r-1} / 2 \leq m \leq$ $m_{r}$. In particular we may either increase or decrease $m$ from the value $m_{r-1}$ (which is not true when $r=1$, where we may only increase $m$ ). Therefore it suffices to show that the partial derivatives of the right-hand side of (14.312) at $\lambda=0$ and $m=m_{r-1}$ with respect to $\lambda$ and $m$ cannot be both zero. The derivative with respect to $\lambda$ was computed in the proof of Proposition 14.8.1. It is

$$
\begin{equation*}
U^{\prime}\left(t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(q(u))\right)\right)-u . \tag{14.334}
\end{equation*}
$$

To compute the derivative with respect to $m$ of the right-hand side of (14.312) when $\lambda=0$ we observe that then $Y_{0}=Y_{0}(0, m, u)=2 S(v, m)$ by (14.313). Using (14.312) and (14.238), this derivative with respect to $m$ is given by

$$
\begin{equation*}
\left.d:=U\left(t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)\right)\right)-t\left(\theta\left(q_{r}\right)-\theta(u)\right) . \tag{14.335}
\end{equation*}
$$

We assume that the quantity (14.334) is 0 , and we prove that $d \neq 0$ (so that the partial derivatives with respect to $\lambda$ and $m$ cannot both be zero and the proof is finished). The function

$$
t \mapsto d(t)=U\left(t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)\right)-t\left(\theta\left(q_{r}\right)-\theta(u)\right)
$$

is concave because $U^{\prime \prime}<0$ by (14.249), so that

$$
\begin{equation*}
d(1) \leq d(t)+(1-t) d^{\prime}(t) \tag{14.336}
\end{equation*}
$$

and

$$
d^{\prime}(t)=\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right) U^{\prime}\left(t\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)\right)-\left(\theta\left(q_{r}\right)-\theta(u)\right)
$$

We assume that the quantity (14.334) is 0 , so that

$$
d^{\prime}(t)=u\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)-\theta\left(q_{r}\right)+\theta(u),
$$

and, replacing $\theta(x)$ by its value $x \xi^{\prime}(x)-\xi(x)$, we obtain

$$
d^{\prime}(t)=\xi\left(q_{r}\right)-\xi(u)+\left(u-q_{r}\right) \xi^{\prime}\left(q_{r}\right) .
$$

Since we assume $q_{r}-u \geq\left(1-t_{0}\right) / M_{1}$, the definition of the function $\gamma(c)$ of (14.302) implies $\left|d^{\prime}(t)\right| \geq \gamma\left(\left(1-t_{0}\right) / M_{1}\right)$ and since $d^{\prime}(t) \leq 0$ because $\xi$ is convex,

$$
d^{\prime}(t) \leq-\gamma\left(\frac{1-t_{0}}{M_{1}}\right)
$$

and (14.336) yields

$$
\begin{aligned}
d=d(t) & \geq d(1)-(1-t) d^{\prime}(t) \geq(1-t) \gamma\left(\frac{1-t_{0}}{M_{1}}\right)+d(1) \\
& \geq\left(1-t_{0}\right) \gamma\left(\frac{1-t_{0}}{M_{1}}\right)+d(1)
\end{aligned}
$$

Now, using (14.264) and (14.239) we have

$$
d(1)=U\left(\xi^{\prime}\left(q_{r}\right)-\xi^{\prime}(u)\right)-\left(\theta\left(q_{r}\right)-\theta(u)\right)=f(u) \geq-M \sqrt{\varepsilon}
$$

and thus

$$
d \geq\left(1-t_{0}\right) \gamma\left(\frac{1-t_{0}}{M_{1}}\right)-M \sqrt{\varepsilon},
$$

and the right-hand side is $>0$ under (14.303).
Of course the preceding proof, while simple, is a kind of miracle. Is there any real reason why both partial derivatives cannot be zero at the same time, or is it just a strike of luck? Proposition 14.8.2 is absolutely critical, and it is uncomfortable to prove it using arguments that succeed for mysterious reasons.

Propositions 14.8 .1 and 14.8 .2 are based on the technique "of splitting the interval $\left[q_{r-1}, q_{r}\right.$ [ into two intervals $\left[q_{r-1}, u\left[\right.\right.$ and $\left[u, q_{r}\right.$ [ and assigning the value $m_{r-1}$ to the interval $\left[q_{r-1}, u\right.$ [ and the value $m_{r-1} \leq m \leq m_{r}$ to the interval $\left[u, q_{r}\left["\right.\right.$. Similarly we can split the interval $\left[q_{r}, q_{r+1}\right.$ [ into two intervals [ $q_{r}, u\left[\right.$ and $\left[u, q_{r+1}\left[\right.\right.$, assigning the value $m_{r-1} \leq m \leq m_{r}$ to the interval $\left[q_{r}, u\right.$ [ and the value $m_{r}$ to the interval $\left[u, q_{r}[\right.$. In this manner we obtain the "mirror images" Propositions 14.8.4 and 14.8.5. The proof of both of them use the choice (14.310).

In the remainder of this section we prove Proposition 14.8.3, so that now $r=1$. We still use the sequence (14.309), but with $m=0$, so this sequence becomes

$$
\begin{equation*}
n_{0}=0, \quad n_{1}=0, \quad n_{2}=m_{1}, \quad \ldots, \quad n_{k+1}=m_{k}, \quad n_{k+2}=1 \tag{14.337}
\end{equation*}
$$

and we still use the r.v $Z_{p}^{\ell}$ defined in (14.310).
Rather than (14.311) we now use the sequence

$$
\begin{equation*}
\rho_{0}=0, \rho_{1}=|u|, \rho_{2}=q_{1}, \ldots, \rho_{k+3}=1 \tag{14.338}
\end{equation*}
$$

If $\eta \in\{-1,1\}$ is such that $\eta u=|u|$, recalling (14.156) and (14.157), we now have

$$
y_{0}^{2}=\eta y_{0}^{1},
$$

and $y_{p}^{1}, y_{p}^{2}$ are independent for $p \geq 1$. We observe that in the case where $u \geq 0$, the construction is simply the case $r=1$ and $m=0$ of the previous construction.

In the bound (14.312), the quantity $Y_{0}$ is now a function $Y_{0}(\lambda, u)$, which we study first.

Lemma 14.9.3. We have

$$
\begin{align*}
Y_{0}(0, u) & =2 X_{0}  \tag{14.339}\\
\left.\frac{\partial}{\partial \lambda} Y_{0}(\lambda, u)\right|_{\lambda=0} & =\mathrm{E}\left(A_{1}^{\prime}\left(h+g_{0}^{1}+g_{1}^{1}\right) A_{1}^{\prime}\left(h+g_{0}^{2}+g_{1}^{2}\right)\right) \tag{14.340}
\end{align*}
$$

Proof. This relies on the second part of Proposition 14.6.4 used for $\tau=2$ and $g_{p}^{\ell}=\sqrt{t} y_{p}^{\ell}+Z_{p}^{\ell}$. Since (14.316) holds for $p \geq 2$, so does (14.320), and hence $D_{2}=A_{1}$. Now we observe that

$$
\begin{aligned}
\mathrm{E}\left(g_{0}^{1}+g_{1}^{1}\right)^{2} & =t \mathrm{E}\left(y_{0}^{1}+y_{0}^{2}\right)^{2}+\mathrm{E}\left(Z_{0}^{1}\right)^{2} \\
& =t\left(\xi^{\prime}\left(q_{1}\right)-\xi^{\prime}(|u|)+\xi^{\prime}(|u|)-\xi^{\prime}(0)\right)+(1-t) \xi^{\prime}\left(q_{1}\right)=\xi^{\prime}\left(q_{1}\right),
\end{aligned}
$$

and similarly $\mathrm{E}\left(g_{0}^{2}+g_{1}^{2}\right)^{2}=\xi^{\prime}\left(q_{1}\right)$. Thus (14.179) implies

$$
Y_{0}(0)=\mathrm{E} A_{1}\left(h+g_{0}^{1}+g_{1}^{1}\right)+\mathrm{E} A_{1}\left(h+g_{0}^{2}+g_{1}^{2}\right)=2 X_{0} .
$$

This proves (14.339) and (14.180) proves (14.340).

As a consequence of the expression (14.86) for $\psi(t)$, when $\lambda=0$, the bound (14.312) witnesses that $\Psi^{*}(t, u) \leq 2 \psi(t)$ so that if we set

$$
\begin{equation*}
\beta(u)=\left.\frac{\partial}{\partial \lambda} Y_{0}(\lambda, u)\right|_{\lambda=0}-u=\mathrm{E}\left(A_{1}^{\prime}\left(h+g_{0}^{1}+g_{1}^{1}\right) A_{1}^{\prime}\left(h+g_{0}^{2}+g_{1}^{2}\right)\right)-u \tag{14.341}
\end{equation*}
$$

the inequality (14.331) holds true.
Lemma 14.9.4. If $0 \leq u \leq q_{1}$ we have

$$
\begin{equation*}
\beta^{\prime}(u) \leq \beta^{\prime}\left(q_{1}\right) . \tag{14.342}
\end{equation*}
$$

If $-q_{1} \leq u \leq 0$ we have

$$
\begin{equation*}
\beta(u) \geq \beta(0) \tag{14.343}
\end{equation*}
$$

Proof of Proposition 14.8.3. We recall that for $u \geq 0$ the construction is the same as that of Proposition 14.8.1, so that we can use Lemma 14.9.2 to obtain that if $M^{*} \varepsilon^{1 / 6} \leq 1-t_{0}$, then

$$
\beta^{\prime}\left(q_{1}\right) \leq-\frac{1-t_{0}}{2}
$$

Since $\beta\left(q_{1}\right)=0$ by (14.327), (14.342) implies that for $0 \leq u \leq q_{1}$

$$
\beta(u) \geq \frac{1-t_{0}}{2}\left(q_{1}-u\right)
$$

while for $-q_{1} \leq u \leq 0,(14.343)$ yields

$$
\beta(u) \geq \beta(0) \geq \frac{1-t_{0}}{2} q_{1} \geq \frac{1-t_{0}}{4}\left(q_{1}-u\right)
$$

Using (14.331) then concludes the proof.
Lemma 14.9.5. Consider two independent pairs of jointly Gaussian r.v.s $\chi_{1}, \chi_{2}, \chi_{1}^{\prime}, \chi_{2}^{\prime}$, all of variance $a$, and a standard Gaussian r.v. $\chi$. Then

$$
\begin{align*}
& \left|\mathrm{E} A^{\prime}\left(h+\chi_{1}\right) A^{\prime}\left(h+\chi_{2}\right)-\mathrm{E} A^{\prime}\left(h+\chi_{1}^{\prime}\right) A^{\prime}\left(h+\chi_{2}^{\prime}\right)\right| \\
\leq & \left|\mathrm{E} \chi_{1} \chi_{2}-\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}\right| \mathrm{E} A^{\prime \prime}(h+\chi \sqrt{a})^{2} . \tag{14.344}
\end{align*}
$$

Proof. We consider the function

$$
\varphi(s)=\mathrm{E}\left(A^{\prime}\left(h+\sqrt{s} \chi_{1}+\sqrt{1-s} \chi_{1}^{\prime}\right) A^{\prime}\left(h+\sqrt{s} \chi_{2}+\sqrt{1-s} \chi_{2}^{\prime}\right)\right)
$$

we compute $\varphi^{\prime}(s)$ (using Lemma 1.3.1) to find

$$
\varphi^{\prime}(s)=\left(\mathrm{E} \chi_{1} \chi_{2}-\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}\right) \mathrm{E}\left(A^{\prime \prime}\left(h+\sqrt{s} \chi_{1}+\sqrt{1-s} \chi_{1}^{\prime}\right) A^{\prime \prime}\left(h+\sqrt{s} \chi_{2}+\sqrt{1-s} \chi_{2}^{\prime}\right)\right)
$$

and we use the Cauchy-Schwarz inequality to find that $\left|\varphi^{\prime}(s)\right|$ is bounded by the right-hand side of (14.344).

Proof of Lemma 14.9.4. Let us first assume that $u \geq 0$. Setting $a=\xi^{\prime}\left(q_{1}\right)$ and $v=t\left(\xi^{\prime}\left(q_{1}\right)-\xi^{\prime}(u)\right)$, when $u \geq 0$ we have $g_{0}^{1}=g_{0}^{2}$ and

$$
\mathrm{E}\left(g_{0}^{\ell}\right)^{2}=t \xi^{\prime}(u)+(1-t) \xi^{\prime}\left(q_{1}\right)=a-v,
$$

while $g_{1}^{1}$ and $g_{1}^{2}$ are independent with

$$
\mathrm{E}\left(g_{1}^{1}\right)^{2}=\mathrm{E}\left(g_{1}^{2}\right)^{2}=v
$$

Thus if $\chi, \chi_{1}, \chi_{2}$ are standard Gaussian r.v.s we get

$$
\begin{align*}
& \mathrm{E}\left(A_{1}^{\prime}\left(h+g_{0}^{1}+g_{1}^{2}\right) A_{1}^{\prime}\left(h+g_{0}^{2}+g_{1}^{2}\right)\right)  \tag{14.345}\\
= & \mathrm{E}\left(A_{1}^{\prime}\left(h+\chi \sqrt{a-v}+\chi_{1} \sqrt{v}\right) A_{1}^{\prime}\left(h+\chi \sqrt{a-v}+\chi_{2} \sqrt{v}\right)\right)=:-\Phi(v),
\end{align*}
$$

so that (14.341) implies

$$
\begin{equation*}
\beta(u)=-\Phi(v)-u=-\Phi\left(t\left(\xi^{\prime}\left(q_{1}\right)-\xi^{\prime}(u)\right)\right)-u . \tag{14.346}
\end{equation*}
$$

It is not difficult to prove using (14.245) that $-\Phi(v)=U^{\prime}(v)$, so that the formula (14.346) coincides with the formula (14.325) (as it should, since we are making the same construction), but this fact is irrelevant to our proof.

We compute $\Phi^{\prime}(v)$ by differentiating the formula (14.345) and integrating by parts (or by using Lemma 1.3.1). It is straightforward to find

$$
\Phi^{\prime}(v)=\mathrm{E}\left(A_{1}^{\prime \prime}\left(h+\chi \sqrt{a-v}+\chi_{1} \sqrt{v}\right) A_{1}^{\prime \prime}\left(h+\chi \sqrt{a-v}+\chi_{2} \sqrt{v}\right)\right) .
$$

The Cauchy-Schwarz inequality (together with the fact that for $j=1,2$, $h+\chi \sqrt{a-v}+\chi_{j} \sqrt{v}$ has the same distribution as $\left.h+\chi \sqrt{a}\right)$ implies the magic fact:

$$
\begin{equation*}
\Phi^{\prime}(v) \leq \mathrm{E} A_{1}^{\prime \prime}(h+\chi \sqrt{a})^{2}=\Phi^{\prime}(0) . \tag{14.347}
\end{equation*}
$$

Therefore by (14.346)

$$
\begin{equation*}
\beta^{\prime}(u)=t \xi^{\prime \prime}(u) \Phi^{\prime}(v)-1 \leq t \xi^{\prime \prime}\left(q_{1}\right) \Phi^{\prime}(0)-1=\beta^{\prime}\left(q_{1}\right) . \tag{14.348}
\end{equation*}
$$

So, we have proved (14.342), and we turn to the proof of (14.343). We assume now $u \leq 0$, so that

$$
\begin{array}{ll}
g_{0}^{1}=\sqrt{t} y_{0}^{1}+\sqrt{1-t} z_{0}^{1} ; & g_{0}^{2}=-\sqrt{t} y_{0}^{1}+\sqrt{1-t} z_{0}^{1} \\
g_{1}^{1}=\sqrt{t} y_{1}^{1} ; & g_{1}^{2}=\sqrt{t} y_{1}^{2},
\end{array}
$$

where $y_{0}^{1}, z_{0}^{1}, y_{1}^{1}, y_{0}^{2}$ are independent Gaussian r.v.s and where

$$
\mathrm{E}\left(y_{0}^{1}\right)^{2}=\xi^{\prime}(|u|) ; \mathrm{E}\left(y_{1}^{1}\right)^{2}=\mathrm{E}\left(y_{1}^{2}\right)^{2}=\xi^{\prime}\left(q_{1}\right)-\xi^{\prime}(|u|) ; \mathrm{E}\left(z_{0}^{1}\right)^{2}=\xi^{\prime}\left(q_{1}\right) .
$$

Thus

$$
\mathrm{E}\left(g_{0}^{1}+g_{1}^{1}\right)^{2}=\mathrm{E}\left(g_{0}^{2}+g_{1}^{2}\right)^{2}=\xi^{\prime}\left(q_{1}\right),
$$

while

$$
\begin{equation*}
\mathrm{E}\left(\left(g_{0}^{1}+g_{1}^{1}\right)\left(g_{0}^{2}+g_{1}^{2}\right)\right)=(1-t) \xi^{\prime}\left(q_{1}\right)-t \xi^{\prime}(|u|) . \tag{14.349}
\end{equation*}
$$

Consider $\chi_{1}=g_{0}^{1}+g_{1}^{1}$ and $\chi_{2}=g_{0}^{2}+g_{1}^{2}$ so that (14.341) implies

$$
\begin{equation*}
\beta(u)=\mathrm{E} A_{1}^{\prime}\left(h+\chi_{1}\right) A_{1}^{\prime}\left(h+\chi_{2}\right)-u . \tag{14.350}
\end{equation*}
$$

Let us also consider $\chi_{1}^{\prime}$ and $\chi_{2}^{\prime}$ defined as $\chi_{1}$ and $\chi_{2}$ but for the value $u=0$. Thus

$$
\begin{equation*}
\beta(0)=\mathrm{E} A_{1}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{1}^{\prime}\left(h+\chi_{2}^{\prime}\right) . \tag{14.351}
\end{equation*}
$$

Consequently to prove (14.343) it suffices, using (14.350) and (14.351) to prove that

$$
\begin{equation*}
\left|\mathrm{E} A_{1}^{\prime}\left(h+\chi_{1}\right) A_{1}^{\prime}\left(h+\chi_{2}\right)-\mathrm{E} A_{1}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{1}^{\prime}\left(h+\chi_{2}^{\prime}\right)\right| \leq|u|, \tag{14.352}
\end{equation*}
$$

or even, using (14.344), that

$$
\begin{equation*}
\left|\mathrm{E} \chi_{1} \chi_{2}-\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}\right| \mathrm{E} A^{\prime \prime}(h+\chi \sqrt{a})^{2} \leq|u| . \tag{14.353}
\end{equation*}
$$

Now (14.349) implies

$$
\mathrm{E} \chi_{1} \chi_{2}=(1-t) \xi^{\prime}\left(q_{1}\right)-t \xi^{\prime}(|u|) ; \mathrm{E}_{1}^{\prime} \chi_{2}^{\prime}=(1-t) \xi^{\prime}\left(q_{1}\right),
$$

so that

$$
\left|\mathrm{E} \chi_{1} \chi_{2}-\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}\right|=t \xi^{\prime}(|u|) .
$$

Since we assume in (14.101) that $\xi^{(3)}(x) \geq 0$ for $x>0$, we have $\xi^{\prime \prime}(|u|) \leq$ $\xi^{\prime \prime}\left(q_{1}\right)$ for $|u|<q_{1}$, so that $\xi^{\prime}(|u|) \leq|u| \xi^{\prime \prime}\left(q_{1}\right)$, and therefore

$$
\begin{equation*}
\left|\mathrm{E} \chi_{1} \chi_{2}-\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}\right| \leq t|u| \xi^{\prime \prime}\left(q_{1}\right) \tag{14.354}
\end{equation*}
$$

Also, $\beta^{\prime}\left(q_{1}\right)=t \xi^{\prime \prime}\left(q_{1}\right) \Phi^{\prime}(0)-1$ by the last equality of (14.348), so that, since $M^{*} \varepsilon^{1 / 6} \leq M_{1} \varepsilon^{1 / 6} \leq 1-t_{0}$ and therefore $\beta^{\prime}\left(q_{1}\right)<0$ by Lemma 14.9.2 we get

$$
t \xi^{\prime \prime}\left(q_{1}\right) \Phi^{\prime}(0) \leq 1
$$

Recalling (14.347) and (14.354) this implies (14.353).

### 14.10 Main Estimate: Proof of Proposition 14.8.6

This proposition does not require the work of Section 14.7. We use again the bound (14.300) with $\lambda=0$. We remind the reader that, for this bound to hold, we must be in the canonical situation as defined in the beginning of Section 14.8. That is, it is possible to remove from the list (14.289) some terms for which $\left(Z_{p}^{1}, Z_{p}^{2}\right)$ is zero and find the sublist

$$
\begin{align*}
0, & m_{1}^{*}=\frac{m_{1}}{2}, \quad \ldots, \quad m_{r-1}^{*}=\frac{m_{r-1}}{2} \\
& m_{r}^{*}=m_{r}, \quad \ldots \quad, \quad m_{k}^{*}=m_{k}, \quad m_{k+1}^{*}=1 \tag{14.355}
\end{align*}
$$

in such a way that if the $p^{\text {th }}$-term of this list occurs as $n_{a(p)}$ in the list (14.289), then $\left(Z_{a(p)}^{1}, Z_{a(p)}^{2}\right)=\left(\sqrt{1-t} z_{p}^{1}, \sqrt{1-t} z_{p}^{2}\right)$.

Our task is to find a choice of parameters so that the right-hand side (14.300) is $<2 \psi(t)$. Basically our strategy is to (cross our fingers and) make a simple choice ensuring

$$
\begin{align*}
& 2 \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)+\sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
= & \sum_{p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) . \tag{14.356}
\end{align*}
$$

Our good luck will be that $Y_{0}<2 X_{0}$, completing the proof.
A convenient way to achieve (14.356) is to arrange "that the same terms occur in the left and the right-hand sides". To make this possible we must first rework that right-hand side. Let us consider the unique integer $1 \leq s \leq k+1$ such that

$$
\begin{equation*}
q_{s-1}<|u| \leq q_{s} \tag{14.357}
\end{equation*}
$$

and the list

$$
\begin{equation*}
0, \frac{m_{1}}{2}, \ldots, \frac{m_{s-1}}{2}, m_{s-1}, m_{s}, \ldots, m_{k}, 1 \tag{14.358}
\end{equation*}
$$

Let us denote these numbers by $\left(m_{j}^{\prime}\right)_{0 \leq j \leq k+2}$, and let us define the numbers $\left(\rho_{j}^{\prime}\right)_{0 \leq j \leq k+3}$ by
$\rho_{0}^{\prime}=0, \rho_{1}^{\prime}=q_{1}, \ldots, \rho_{s-1}^{\prime}=q_{s-1}, \rho_{s}^{\prime}=|u|, \rho_{s+1}^{\prime}=q_{s}, \ldots, \rho_{k+3}^{\prime}=1$.
Thus

$$
\begin{align*}
& \sum_{p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)  \tag{14.360}\\
= & \sum_{1 \leq j \leq s-1} 2 m_{j}^{\prime}\left(\theta\left(\rho_{j+1}^{\prime}\right)-\theta\left(\rho_{j}^{\prime}\right)\right)+\sum_{s \leq j \leq k+2} m_{j}^{\prime}\left(\theta\left(\rho_{j+1}^{\prime}\right)-\theta\left(\rho_{j}^{\prime}\right)\right) .
\end{align*}
$$

A convenient way to ensure (14.356) is now to arrange that the non-zero terms occurring in the left-hand side of (14.356) are exactly the terms occurring in the right-hand side of (14.360).

The list (14.289) we will construct is in a sense the smallest one with the previous properties; it will turn out then that $Y_{0}<2 X_{0}$, proving the result. The list (14.355) contains $k+2$ elements, and the list (14.358) contains $k+3$ elements. We merge the two lists, repeating the elements that occur in both lists and keeping track from which list the element arise. Formally, we obtain a list $0=n_{0}=n_{1} \leq \ldots \leq n_{2 k+3}=n_{2 k+4}=n_{\kappa}=1$ and two disjoint subsets $I$ and $J$ of $\{0, \ldots, 2 k+4\}$ such that

$$
\begin{equation*}
\text { the numbers }\left(n_{p}\right)_{p \in I} \text { are the numbers (14.355), } \tag{14.361}
\end{equation*}
$$

while
the numbers $\left(n_{p}\right)_{p \in J}$ are the numbers (14.358).
Let us recall that we denote by $\left(m_{j}^{*}\right)_{0 \leq j \leq k+1}$ the numbers (14.355) and by $\left(m_{j}^{\prime}\right)_{0 \leq j \leq k+2}$ the numbers (14.358). Thus if $p \in I$, there is a unique $0 \leq$ $j \leq k+1$ such that $n_{p}=m_{j}^{*}$, while if $p \in J$ there is a unique $0 \leq j \leq k+2$ such that $n_{p}=m_{j}^{\prime}$. We define $Z_{p}^{\ell}=0$ for $p \in J$; for $p \in I$, if $n_{p}=m_{j}^{*}$, we define $Z_{p}^{\ell}=\sqrt{1-t} z_{j}^{\ell}$. In this manner we ensure that we are in the canonical situation.

Let us now define the list $\left(\rho_{p}\right)_{0 \leq p \leq 2 k+5}$. Each member of this list is a member of the list (14.359) and conversely, but some elements of the list (14.358) occur several times in the list $\left(\rho_{p}\right)_{0 \leq p \leq 2 k+5}$. Starting with $\rho_{0}=0$, we construct the numbers $\left(\rho_{p}\right)$ as follows. If $p \in I$, then $\rho_{p+1}=\rho_{p}$, while, if $p \in J, \rho_{p+1}$ is the element of the list (14.359) just right to $\rho_{p}$. Equivalently, if $n_{p}=m_{j}^{\prime}$ for some $j \leq k+1$ and $m_{j+1}^{\prime}=n_{p^{\prime}}$ then $\rho_{p}=\rho_{j}^{\prime}$ and $\rho_{s}=\rho_{j+1}^{\prime}$ for $p<s \leq p^{\prime}$, whereas if $n_{p}=m_{k+2}^{\prime}=1$, then $\rho_{s}=1$ for $s>p$. The list $\left(\rho_{j}\right)_{j \in J}$ is exactly the list (14.359). We denote by

$$
\begin{equation*}
\tau \text { the unique integer in } J \text { such that } \rho_{\tau}=|u|=\rho_{s}^{\prime} \tag{14.363}
\end{equation*}
$$

so that

$$
n_{\tau}=m_{s-1}=m_{s}^{\prime} .
$$

We define the pairs of r.v.s $\left(y_{p}^{1}, y_{p}^{2}\right)$ as we must, by (14.156) and (14.157), i.e.

$$
\begin{equation*}
\mathrm{E}\left(y_{p}^{1}\right)^{2}=\mathrm{E}\left(y_{p}^{2}\right)^{2}=\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right) \tag{14.156}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{p}^{1}=\eta y_{p}^{2} \text { if } p<\tau ; \quad y_{p}^{1} \text { and } y_{p}^{2} \text { independent if } p \geq \tau . \tag{14.157}
\end{equation*}
$$

This construction ensures that $y_{p}^{\ell}=0$ for $p \in I$ since then $\rho_{p+1}=\rho_{p}$. Since $Z_{p}^{\ell}=0$ for $p \in J$, we see that for each $p$ we have either $Z_{p}^{\ell}=0$ or $y_{p}^{\ell}=0$. This greatly simplifies matters.

From the construction we have

$$
\begin{aligned}
& \sum_{1 \leq p<\tau} 2 n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)+\sum_{\tau \leq p \leq 2 k+4} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
= & \sum_{1 \leq j \leq s-1} 2 m_{j}^{\prime}\left(\theta\left(\rho_{j+1}^{\prime}\right)-\theta\left(\rho_{j}^{\prime}\right)\right)+\sum_{s \leq j \leq k+2} m_{j}^{\prime}\left(\theta\left(\rho_{j+1}^{\prime}\right)-\theta\left(\rho_{j}^{\prime}\right)\right),
\end{aligned}
$$

since exactly the same terms occur on the left-hand side and on the right-hand side. Therefore (14.356) holds.

Consequently (14.312) implies that to prove Proposition 14.8.6 it suffices to show that

$$
\begin{equation*}
Y_{0}<2 X_{0} \tag{14.364}
\end{equation*}
$$

The basic principle is to prove first that $Y_{0} \leq 2 X_{0}$, through many uses of the Cauchy-Schwarz inequality and Hölder's inequality. The strict inequality is then obtained by showing that one cannot have equality in each of these inequalities.

Let us define $g_{p}^{\ell}=Z_{p}^{\ell}+\sqrt{t} y_{p}^{\ell}$, and let us consider the sets

$$
\begin{gather*}
F_{I}=\left\{p \in I ; n_{p}=m_{j}^{*}, r \leq j \leq k+1\right\}  \tag{14.365}\\
F_{J}=\left\{p \in J ; n_{p}=m_{j}^{\prime}, s \leq j \leq k+2\right\} \tag{14.366}
\end{gather*}
$$

These sets simply consist respectively of the last $k+2-r$ elements of $I$ and of the last $k+3-s$ elements of $J$. We further set

$$
\begin{equation*}
F=F_{1} \cup F_{2}, \tag{14.367}
\end{equation*}
$$

and we observe that $F_{I}=F \cap I$ and $F_{J}=F \cap J$. The set $F$ will be used throughout the proof.

Next, we show that

$$
\begin{equation*}
p \in F \Rightarrow g_{p}^{1} \text { and } g_{p}^{2} \text { are independent. } \tag{14.368}
\end{equation*}
$$

Indeed, if $p \in I$ with $n_{p}=m_{j}^{*}$ for $j \geq r$, then $g_{p}^{\ell}=Z_{j}^{\ell}$ for $\ell=1,2$ and these are independent. On the other hand, if $p \in J$ with $n_{p}=m_{j}^{\prime}$ for $j \geq s$, then $p \geq \tau$ and since $p \in J, g_{p}^{\ell}=\sqrt{t} y_{p}^{\ell}$ and these are independent.

Let us observe that

$$
\begin{equation*}
p \notin F, p \in I \Rightarrow g_{p}^{1}=g_{p}^{2} \tag{14.369}
\end{equation*}
$$

This is simply because then $n_{p}=m_{j}^{*}$ with $j \leq r-1$, and consequently $g_{p}^{1}=g_{p}^{2}=Z_{j}^{1}=Z_{j}^{2}$. Also,

$$
\begin{equation*}
p \notin F, p \in J \Rightarrow g_{p}^{1}=\eta g_{p}^{2} . \tag{14.370}
\end{equation*}
$$

This is simply because then $n_{p}=m_{j}^{\prime}$ with $j \leq s-1$, so that $p<\tau$ and then $g_{p}^{1}=\sqrt{t} y_{p}^{1}=\eta \sqrt{t} y_{p}^{2}=\eta g_{p}^{2}$.

In particular, combining (14.369) and (14.370) yields

$$
\begin{equation*}
p \notin F \Rightarrow g_{p}^{1}= \pm g_{p}^{2} . \tag{14.371}
\end{equation*}
$$

Let us review the definition of $Y_{0}$. Starting with

$$
Y_{\kappa+1}=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{1}\right)+\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{2}\right)
$$

we define recursively

$$
Y_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1}
$$

where $\mathrm{E}_{p}$ is expectation in $g_{p}^{1}$ and $g_{p}^{2}$. Let us define

$$
U_{\kappa+1}^{\ell}=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} g_{p}^{\ell}\right)
$$

and, recursively

$$
U_{p}^{\ell}=\frac{1}{n_{p}^{*}} \log \mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{\ell}
$$

where

$$
n_{p}^{*}=2 n_{p} \text { if } p \notin F ; \quad n_{p}^{*}=n_{p} \text { if } p \in F .
$$

The notation $n_{p}^{*}$ will also be used throughout the proof. Thus, we have $Y_{\kappa+1}=$ $U_{\kappa+1}^{1}+U_{\kappa+1}^{2}$, and we prove recursively that

$$
\begin{equation*}
Y_{p} \leq U_{p}^{1}+U_{p}^{2} \tag{14.372}
\end{equation*}
$$

When $p \in F$, this is simply independence,

$$
\begin{equation*}
\mathrm{E}_{p} \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right)=\mathrm{E}_{p} \exp n_{p} U_{p+1}^{1} \mathrm{E}_{p} \exp n_{p} U_{p+1}^{2} \tag{14.373}
\end{equation*}
$$

while, if $p \notin F$, we use that $n_{p}^{*}=2 n_{p}$ and the Cauchy-Schwarz inequality to write

$$
\begin{align*}
\mathrm{E}_{p} \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right) & \leq\left(\mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{1}\right)^{1 / 2}\left(\mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{2}\right)^{1 / 2} \\
& =\exp n_{p}\left(U_{p}^{1}+U_{p}^{2}\right) . \tag{14.374}
\end{align*}
$$

Thus

$$
\begin{equation*}
Y_{0} \leq \mathrm{E} U_{1}^{1}+\mathrm{E} U_{1}^{2}=2 \mathrm{E} U_{1}^{1} \tag{14.375}
\end{equation*}
$$

To analyze the sequence $\left(U_{p}^{\ell}\right)$, it is convenient to think in term of the operators $T_{m, v}$ of (14.193). Starting with the function $\log \mathrm{ch}$, one applies successively the operators $T_{n_{p}^{*}, a_{p}}$ starting with the largest value of $p$, where $a_{p}=\mathrm{E}\left(g_{p}^{1}\right)^{2}=$ $\mathrm{E}\left(g_{p}^{2}\right)^{2}$.

An important property of the sequence $\left(n_{p}^{*}, a_{p}\right)$ is as follows.
Lemma 14.10.1. Each number $n_{p}^{*}$ is one of the numbers $0, m_{1}, \ldots, m_{k}, 1$. Moreover

For each integer $0 \leq b \leq k$, the sum of the values of $a_{p}$ for which $n_{p}^{*}=m_{b}$ is exactly $\xi^{\prime}\left(q_{b+1}\right)-\xi^{\prime}\left(q_{b}\right)$.

Proof. By construction, when $p \in F, n_{p}$ is one of the numbers $m_{k}$, and then $n_{p}^{*}=n_{p}$, while when $p \notin F, n_{p}$ is one of the numbers $m_{k} / 2$ and then $n_{p}^{*}=2 n_{p}$. Therefore each number $n_{p}^{*}$ is one of the numbers $0, m_{1}, \ldots, m_{k}, 1$.

The proof of (14.376) is done by inspection. For example (the most delicate case) there are 3 values of $p$ such that $n_{p}^{*}=m_{s-1}$. There is one value in $J$ for which $n_{p}^{*}=2 n_{p}$, and $a_{p}=t\left(\xi^{\prime}(|u|)-\xi^{\prime}\left(q_{s-1}\right)\right)$. This corresponds to the
term $m_{s-1} / 2$ of the list (14.358). There is another value in $J$, the value $p=\tau$, this time corresponding to the term $m_{s-1}$ of that list, for which $a_{p}=t\left(\xi^{\prime}\left(q_{s}\right)-\xi^{\prime}(|u|)\right)$. Finally there is one value from the list (14.355), and for this value $a_{p}=(1-t)\left(\xi^{\prime}\left(q_{s}\right)-\xi^{\prime}\left(q_{s-1}\right)\right)$.

Let us now sketch the structure of the proof. The sequence ( $n_{p}^{*}$ ) need not be non-decreasing. We will show (through Hölder's inequality) that if we rearrange the operators $T_{n_{p}^{*}, a_{p}}$, applying first the one with the largest value of $n_{p}^{*}$ etc., we can only increase the resulting function. Gathering the operators $T_{m, v}$ with the same value of $m$ through (14.195) and (14.376) this amounts to using the sequence of operators $T_{m_{p}, \xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)}$, the ones that define $X_{0}$. In this manner we prove that $\mathrm{E} U_{0}^{1} \leq X_{0}$, and combining with (14.375) that $Y_{0} \leq 2 X_{0}$. Analysis of the cases of equality shows that there can be equality only when $s=1$ and $-q_{1} \leq u \leq 0$, a case that has been covered by another method in Proposition 14.8.3.

Let us now complete the details, and first look at the cases of equality (14.374). we may think of $U_{p+1}^{\ell}$ as

$$
\begin{equation*}
U_{p+1}^{\ell}=A_{p+1}\left(h+g_{0}^{1}+\cdots+g_{p}^{\ell}\right) \tag{14.377}
\end{equation*}
$$

where the function $A_{p+1}$ is obtained from the function log ch by application of operations of the type $T_{m, v}$, so is strictly convex by (14.198). Also $A_{p+1}(x)=$ $A_{p+1}(-x)$. To lighten notation we will write

$$
A=A_{p+1}
$$

Lemma 14.10.2. When $Y_{0}=\mathrm{E} U_{1}^{1}+\mathrm{E} U_{1}^{2}$, then for each $p$ we have

$$
\begin{equation*}
Y_{p}=U_{p}^{1}+U_{p}^{2} \tag{14.378}
\end{equation*}
$$

and when $p \notin F$ we have

$$
\begin{equation*}
\mathrm{E}_{p} \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right)=\left(\mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{1}\right)^{1 / 2}\left(\mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{2}\right)^{1 / 2} \tag{14.379}
\end{equation*}
$$

The equalities are everywhere.
Proof. It goes by (increasing) induction in $p$. Assuming (14.378) for $p$, we prove it for $p+1$. Suppose first that $p \in F$. We assume $n_{p} \neq 0$, leaving the easier case $n_{p}=0$ to the reader. From (14.372), we have

$$
Y_{p+1} \leq U_{p+1}^{1}+U_{p+1}^{2}
$$

and (14.373) implies

$$
\begin{aligned}
Y_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1} & \leq \frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right) \\
& =U_{p}^{1}+U_{p}^{2}=Y_{p}
\end{aligned}
$$

so that

$$
\mathrm{E}_{p} \exp n_{p} Y_{p+1}=\mathrm{E}_{p} \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right)
$$

Since $Y_{p+1} \leq U_{p+1}^{1}+U_{p+1}^{2}$, and hence $\exp n_{p} Y_{p+1} \leq \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right)$, this proves that $\exp n_{p} Y_{p+1}=\exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right)$ "almost surely for $\mathrm{E}_{p}$ "; but since both sides are continuous functions of $\left(g_{k}^{\ell}\right)_{k \leq p}$, there is true equality, so that $Y_{p+1}=U_{p+1}^{1}+U_{p+1}^{2}$.

Assume that now $p \notin F$. Then, using (14.372) in the first inequality and the first line of (14.374) in the second one,

$$
\begin{aligned}
Y_{p} & =\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1} \\
& \leq \frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p}\left(U_{p+1}^{1}+U_{p+1}^{2}\right) \\
& \leq \frac{1}{n_{p}} \log \left(\mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{1}\right)^{1 / 2}+\frac{1}{n_{p}} \log \left(\mathrm{E}_{p} \exp n_{p}^{*} U_{p+1}^{2}\right)^{1 / 2} \\
& =U_{p}^{1}+U_{p}^{2}=Y_{p}
\end{aligned}
$$

so the second inequality must be an equality, which proves (14.379); and we proceed similarly as before to obtain $Y_{p+1}=U_{p+1}^{1}+U_{p+1}^{2}$, which completes the proof of (14.378).
Let us make a simple observation. If a sum $w_{0}+\cdots+w_{p}$ of independent r.v.s is a.s. constant, each of these r.v.s must be a.s. constant. Since the pairs $\left(g_{p}^{1}, g_{p}^{2}\right)$ are independent as $p$ varies, when we have a relation such as

$$
g_{0}^{1}+\cdots+g_{p}^{1}=g_{0}^{2}+\cdots+g_{p}^{2} \quad \text { a.s }
$$

then $\sum_{p^{\prime} \leq p}\left(g_{p^{\prime}}^{1}-g_{p^{\prime}}^{2}\right)=0$ a.s., so that for each $p^{\prime} \leq p$ we have $g_{p^{\prime}}^{1}=g_{p^{\prime}}^{2}$ a.s. (To lighten notation, we will not indicate any more that the equalities between r.v.s $g_{p}^{\ell}$ are always understood a.s.) When we have a relation such as

$$
h+g_{0}^{1}+\cdots+g_{p}^{1}=-h-g_{0}^{2}-\cdots-g_{p}^{2}
$$

then we must have $g_{p^{\prime}}^{1}=-g_{p^{\prime}}^{2}$ for each $p^{\prime} \leq p$ (and this case is possible only when $h=0$ ).

Lemma 14.10.3. If $n_{p}>0, g_{p}^{1} \neq 0, p \notin F$ and (14.379) holds we have $g_{p}^{1}=g_{p}^{2}$ and

$$
\begin{equation*}
\forall p^{\prime} \leq p, g_{p^{\prime}}^{1}=g_{p^{\prime}}^{2} \tag{14.380}
\end{equation*}
$$

Proof. When (14.379) holds, we have (since $n^{*}=2 n_{p}$ because $p \notin F$ )

$$
\begin{align*}
& \mathrm{E} \exp n_{p}\left(A\left(x_{1}+g_{p}^{1}\right)+A\left(x_{2}+g_{p}^{2}\right)\right) \\
= & \left(\mathrm{E} \exp 2 n_{p} A\left(x_{1}+g_{p}^{1}\right)\right)^{1 / 2}\left(\mathrm{E} \exp 2 n_{p} A\left(x_{2}+g_{p}^{2}\right)\right)^{1 / 2} \tag{14.381}
\end{align*}
$$

for almost every (and hence for every) value of $x_{1}=h+g_{0}^{1}+\cdots+g_{p-1}^{1}$ and $x_{2}=h+g_{0}^{2}+\cdots+g_{p-1}^{2}$. When (14.381) holds, then the two random variables $\exp n_{p} A\left(x_{1}+g_{p}^{1}\right)$ and $\exp n_{p} A\left(x_{2}+g_{p}^{2}\right)$ must be proportional, that is, since $n_{p} \neq 0$, the r.v.s $A\left(x_{1}+g_{p}^{1}\right)-A\left(x_{2}+g_{p}^{2}\right)$ must be constant. We remember from (14.371) that there are 2 possible cases, $g_{p}^{2}= \pm g_{p}^{1}$. If $g_{p}^{2}=g_{p}^{1} \neq 0$, then the function $y \mapsto A\left(x_{1}+y\right)-A\left(x_{2}+y\right)$ must be constant, so that its derivative $A^{\prime}\left(x_{1}+y\right)-A^{\prime}\left(x_{2}+y\right)$ must be 0 . But since $A$ is strictly convex $A^{\prime}$ is strictly increasing, so we must have $x_{1}=x_{2}$, and (14.380) is proved in that case. If $g_{p}^{2}=-g_{p}^{1} \neq 0$, then the function

$$
y \mapsto A\left(x_{1}+y\right)-A\left(x_{2}-y\right)=A\left(x_{1}+y\right)-A\left(y-x_{2}\right)
$$

must be constant, so since $A$ is strictly convex we must have $x_{1}=-x_{2}$ i.e.

$$
h+g_{0}^{1}+\cdots+g_{p-1}^{1}=-h-g_{0}^{2}-\cdots-g_{p-1}^{2} .
$$

As already explained this implies that $g_{p^{\prime}}^{1}=-g_{p^{\prime}}^{2}$ for each $p^{\prime} \leq p$. This however is impossible because one of the pairs $\left(g_{n}^{1}, g_{n}^{2}\right)$ for $n \leq p-1$ is the pair $\left(Z_{0}^{1}, Z_{0}^{2}\right)=\left(\sqrt{1-t} z_{0}^{1}, \sqrt{1-t} z_{0}^{2}\right)$, and in that case we have $g_{n}^{1}=g_{n}^{2} \neq 0$.

Corollary 14.10.4. In the equality case $Y_{0}=2 X_{0}$ we have

$$
\begin{equation*}
n_{p}>0, \quad g_{p}^{1} \neq 0, \quad p \notin F \Rightarrow \forall p^{\prime} \leq p, \quad g_{p^{\prime}}^{1}=g_{p^{\prime}}^{2} . \tag{14.382}
\end{equation*}
$$

Proof. Combine Lemmas 14.10.2 and 14.10.3.
Lemma 14.10.5. If $a, a^{\prime} \geq 0$ and $m \geq m^{\prime}$, for any function $A$ and any $x$ we have

$$
\begin{equation*}
T_{m, a} \circ T_{m^{\prime}, a^{\prime}}(A)(x) \leq T_{m^{\prime}, a^{\prime}} \circ T_{m, a}(A)(x) . \tag{14.383}
\end{equation*}
$$

If $A$ is strictly convex, if $a, a^{\prime}>0$ and $m>m^{\prime}$, we cannot have equality in (14.383).

To express this in words, when we transpose two operators $T_{m, a}$ and $T_{m^{\prime}, a^{\prime}}$ to apply first the operator with the largest value of $m$ we can only increase the result of the application of these operators. The increase is strict when we operate on strictly convex functions and when the operators are not the identity.

Proof. Consider independent standard Gaussian r.v.s $g$ and $g^{\prime}$, and denote by E and $\mathrm{E}^{\prime}$ expectation in $g$ and $g^{\prime}$ respectively. Then

$$
\begin{aligned}
& T_{m, a} \circ T_{m^{\prime}, a^{\prime}}(A)(x)=\frac{1}{m} \log \mathrm{E} \exp \frac{m}{m^{\prime}} \log \mathrm{E}^{\prime} \exp m^{\prime} A\left(x+g \sqrt{a}+g^{\prime} \sqrt{a^{\prime}}\right), \\
& T_{m^{\prime}, a^{\prime}} \circ T_{m, a}(A)(x)=\frac{1}{m^{\prime}} \log \mathrm{E}^{\prime} \exp \frac{m^{\prime}}{m} \log \mathrm{E} \exp m A\left(x+g \sqrt{a}+g^{\prime} \sqrt{a^{\prime}}\right) .
\end{aligned}
$$

Let $\alpha=m / m^{\prime} \geq 1$ and $X=\exp m^{\prime} A\left(x+g \sqrt{a}+g^{\prime} \sqrt{a^{\prime}}\right)$, so

$$
\begin{aligned}
& T_{m, a} \circ T_{m^{\prime}, a^{\prime}}(A)(x)=\frac{1}{m} \log \mathrm{E} \exp \alpha \log \mathrm{E}^{\prime} X=\frac{1}{m} \log \mathrm{E}\left(\mathrm{E}^{\prime} X\right)^{\alpha}, \\
& T_{m^{\prime}, a^{\prime}} \circ T_{m, a}(A)(x)=\frac{1}{m^{\prime}} \log \mathrm{E}^{\prime} \exp \frac{1}{\alpha} \log \mathrm{E} X^{\alpha}=\frac{1}{m^{\prime}} \log \mathrm{E}^{\prime}\left(\mathrm{E} X^{\alpha}\right)^{1 / \alpha}
\end{aligned}
$$

and the required inequality is

$$
\left(\mathrm{E}\left(\mathrm{E}^{\prime} X\right)^{\alpha}\right)^{1 / \alpha} \leq \mathrm{E}^{\prime}\left(\mathrm{E} X^{\alpha}\right)^{1 / \alpha}
$$

or, equivalently,

$$
\begin{equation*}
\left\|\mathrm{E}^{\prime} X\right\|_{\alpha} \leq \mathrm{E}^{\prime}\|X\|_{\alpha} \tag{14.385}
\end{equation*}
$$

if one sets $\|Y\|_{\alpha}=\left(\mathrm{E} Y^{\alpha}\right)^{1 / \alpha}$. This holds true by convexity. Let us now analyze the case where there is equality in (14.385). First we find $Y$, depending on $g$ only, with

$$
\mathrm{E}\left(Y \mathrm{E}^{\prime} X\right)=\left\|\mathrm{E}^{\prime} X\right\|_{\alpha} ; \quad\|Y\|_{\alpha^{\prime}}=1
$$

where $1 / \alpha+1 / \alpha^{\prime}=1$. Then Hölder's inequality implies

$$
\begin{equation*}
\mathrm{E} Y X \leq\|Y\|_{\alpha^{\prime}}\|X\|_{\alpha}=\|X\|_{\alpha} \tag{14.386}
\end{equation*}
$$

and thus, using in the last equality that we assume equality in (14.385),

$$
\left\|\mathrm{E}^{\prime} X\right\|_{\alpha}=\mathrm{E}\left(Y \mathrm{E}^{\prime} X\right)=\mathrm{E}^{\prime} \mathrm{E} Y X \leq \mathrm{E}^{\prime}\|X\|_{\alpha}=\left\|\mathrm{E}^{\prime} X\right\|_{\alpha}
$$

so that we must have $\mathrm{E} Y X=\|X\|_{\alpha}$ for almost all $g^{\prime}$, and hence for all $g^{\prime}$. That is, we are in the equality case of Hölder's inequality (14.386).This is the case only if, as a function of $g, X$ is proportional to $Y$, i.e. $X=\lambda\left(g^{\prime}\right) Y$. Since $Y$ depends on $g$ only, taking logarithms and recalling the value of $X$, we see that for any given value of $x$ we must have a decomposition

$$
A\left(x+g \sqrt{a}+g^{\prime} \sqrt{a^{\prime}}\right)=B_{1}(g)+B_{2}\left(g^{\prime}\right) .
$$

This implies that the difference

$$
A\left(x+g \sqrt{a}+g^{\prime} \sqrt{a^{\prime}}\right)-A(x+g \sqrt{a})
$$

does not depend on $g$, and this is impossible since $A$ is strictly convex.
Lemma 14.10.6. We have $\mathrm{E} U_{1}^{1} \leq X_{0}$, and there can be equality only if the following occurs

$$
\begin{equation*}
0 \leq p<p^{\prime} \leq 2 k+4, \quad g_{p^{\prime}}^{1}, g_{p}^{1} \neq 0 \quad \Rightarrow \quad n_{p}^{*} \leq n_{p^{\prime}}^{*} \tag{14.387}
\end{equation*}
$$

Proof. Let us denote by $T_{p}$ the operator $T_{n_{p}^{*}, a_{p}}$. Starting with the function $A_{2 k+4}=\log \operatorname{ch} x$, we apply recursively the operators $T_{2 k+4}, \ldots, T_{1}$ in that order to obtain a function $A_{1}$ such that $U_{1}^{1}=A_{1}\left(h+g_{0}^{1}\right)$. Let us now consider a permutation $\pi$ of $\{1, \ldots, 2 k+4\}$ with the property that the sequence $\left(n_{\pi(p)}^{*}\right)$ is non-decreasing. As already explained, (14.376) and (14.195) imply that if
we apply to the function $B_{2 k+4}=\log$ ch the operators $T_{\pi(2 k+4)}, \ldots, T_{\pi(1)}$ we obtain a function $B_{1}(x)$ such that $X_{0}=\mathrm{E} B_{1}\left(h+g_{0}^{1}\right)$.

We can obtain the permutation $\pi$ as the composition of a sequence of transpositions of two consecutive elements, each transposition tending, as in (14.383), "to apply first the operator with the largest value of $n_{p}^{*}$." If we use (14.383) for each such transposition we see that $B_{1}(x) \leq A_{1}(x)$ for each $x$, and this proves that $\mathrm{E} U_{1}^{1} \leq X_{0}$. There can be equality only if we are in the equality case of (14.383) each time we perform a transposition. The operators are applied only to strictly convex functions (which obtained by applying operators of the type $T_{m, a}$ to the function $\log \mathrm{ch}$ ) so we can have equality only if we never have to perform a "non-trivial" transposition, that is, if the original list does not contain integers $p, p^{\prime}$ with $p<p^{\prime}, g_{p}^{1} \neq 0$, $g_{p^{\prime}}^{1} \neq 0$ and $n_{p}^{*}>n_{p^{\prime}}^{*}$.

In both (14.382) and (14.387) occurs the condition $g_{p}^{1} \neq 0$, and figuring out when this is the case helps to use these conditions.

Lemma 14.10.7. We have $g_{p}^{1} \neq 0$ unless $p=\tau$ and $|u|=q_{s}$.
Proof. Indeed, if $p \in I$, then $n_{p}=m_{j}^{*}$ with $j \leq k+1$ and $g_{p}^{1}=Z_{p}^{1}=\sqrt{1-t} z_{j}^{1}$ with $\mathrm{E}\left(z_{j}^{1}\right)^{2}=\xi^{\prime}\left(q_{j+1}\right)-\xi^{\prime}\left(q_{j}\right)>0$. When $p \in J$, then $n_{p}=m_{j}^{\prime}$ where $0 \leq j \leq k+2$ and $g_{p}^{1}=\sqrt{t} y_{p}^{1}$, with $\mathrm{E}\left(y_{p}^{1}\right)^{2}=\xi^{\prime}\left(\rho_{j+1}^{\prime}\right)-\xi^{\prime}\left(\rho_{j}^{\prime}\right)$. This can be 0 only if $\rho_{j}^{\prime}=\rho_{j+1}^{\prime}$. By (14.287), (14.357) and (14.359) this can happen only when $j=s$ i.e. $p=\tau$, and then only if $|u|=q_{s}$.

Before we prove Proposition 14.8.6 we make two observations that will be used many times during its proof. We recall that $r \geq 1$ and $s \geq 1$.

Lemma 14.10.8. There exists $p(J) \in J$ with

$$
\begin{equation*}
n_{p(J)}=m_{s-1} / 2, p(J) \notin F, g_{p(J)}^{1}=\eta g_{p(J)}^{2} \neq 0 . \tag{14.388}
\end{equation*}
$$

There exists $p(I) \in I$ such that

$$
\begin{equation*}
n_{p(I)}=m_{r-1} / 2, p(I) \notin F, g_{p(I)}^{1}=g_{p(I)}^{2} \neq 0 . \tag{14.389}
\end{equation*}
$$

Proof. The existence of $p(J)$ follows from (14.358). Since $n_{p(J)}=m_{s-1} / 2=$ $m_{s-1}^{\prime}$, the definition (14.366) of $F_{J}$ shows that $p(J) \notin F_{J}=F \cap F \cap J$ so that $p(J) \notin F$. Then (14.369) implies $g_{p(J)}^{1}=\eta g_{p(J)}^{2}$ and these variables are not zero by Lemma 14.10 .7 since $n_{p(J)} \neq \tau$ by definition of $\tau$. The other case is similar.

Proof of Proposition 14.8.6. We have seen that (14.308) holds when $Y_{0}<2 X_{0}$. Let us investigate the possibility of the equality case $Y_{0}=2 X_{0}$, with the aim of showing that it cannot occur when $t>0, u<q_{r-1}$ or $u>q_{r+1}$ unless $r=1$ and $|u| \leq q_{1}$.

The method of proof is to combine conditions (14.382) and (14.387) to obtain our conclusions.

First, we prove that we cannot have $u<-q_{1}$. In that case we have $\eta=-1$ and $|u|>q_{1}$ so (14.357) shows that $s \geq 2$, so $s-1 \geq 1$ and therefore $m_{s-1}>0$ and $n_{p(J)}=m_{s-1} / 2>0$. Using (14.388) we observe that the choice $p=p^{\prime}=p(J)$ contradicts (14.382). Thus we cannot have $u<-q_{1}$.

Next, we consider the case where $-q_{1} \leq u<0$, so $\eta=-1,0<|u| \leq q_{1}$ and $s=1$. We prove that then $r=1$. Assume for contradiction that $r \geq 2$, so that then $m_{r-1}>0$. Consider the smallest element $p^{\prime}$ of $J$, so that $n_{p^{\prime}}=$ $0<m_{r-1} / 2=n_{p(I)}$ and thus $p^{\prime}<p(I)$. Also, $g_{p^{\prime}}^{2}=-g_{p^{\prime}}^{1}$ by (14.370) and $g_{p^{\prime}}^{1} \neq 0$ since $p^{\prime} \neq \tau$. The choice of $p^{\prime}$ and $p=p(I)$ then contradicts (14.382). We have ruled out this case.

In the remainder of the proof we assume $u \geq 0$. Then we always have that $g_{p}^{1}=g_{p}^{2}$ if $p \notin F$. If $p \in F$ then $g_{p}^{1}$ and $g_{p}^{2}$ are independent.

Let us recall the element $\tau$ of $J$ such that $n_{\tau}=m_{s-1}$, so that $\tau \in F_{J} \subset F$ and consequently $n_{\tau}^{*}=n_{\tau}$.

Let us examine the case $u<q_{r-1}$, so since $u>q_{s-1}$ by (14.357) we have $s \leq r-1$. Since $p=p(I) \notin F$ by (14.389) we have $n_{p}^{*}=2 n_{p}=m_{r-1}$. Therefore

$$
n_{\tau}^{*}=n_{\tau}=m_{s-1}<m_{s} \leq m_{r-1}=n_{p}^{*}
$$

Let us assume first that $u<q_{s}$, so that $g_{\tau}^{1} \neq 0$. Then (14.387) (used for $p^{\prime}=\tau$ ) shows that $\tau \leq p$. But since $g_{\tau}^{1}$ and $g_{\tau}^{2}$ are independent and $g_{\tau}^{1} \neq 0$ they are not equal, and (14.382) cannot hold. Next, let us assume that $u=q_{s}$. Since we assume $u<q_{r-1}$ then $s<r-1$. We consider $p^{\prime} \in J$ with $n_{p^{\prime}}=m_{s}<m_{r-1}$, so again $g_{p^{\prime}}^{1} \neq 0$ and

$$
n_{p^{\prime}}^{*}=n_{p^{\prime}}=m_{s}<m_{r-1}=n_{p}^{*}
$$

and we argue as before using $p^{\prime}$ instead of $\tau$.
Finally we examine the case where $u>q_{r+1}$, so since $u \leq q_{s}$ by (14.357) we have $s>r+1$ and thus $s-1 \geq r+1$. We consider $p=p(J)$, so that $p \notin F$ and consequently $n_{p}^{*}=2 n_{p}=m_{s-1}$. Consider $p^{\prime} \in I$ with $n_{p^{\prime}}=m_{r}$. Then

$$
n_{p}^{*}=m_{s-1} \geq m_{r+1}>m_{r}=n_{p^{\prime}}=n_{p^{\prime}}^{*}
$$

Since $g_{p}^{1}$ and $g_{p^{\prime}}^{1}$ are $\neq 0$ (because $p \neq \tau$ and $p^{\prime} \neq \tau$ ), (14.387) implies $p^{\prime}<p$. Since $p \notin F$ this contradicts (14.382) because $g_{p^{\prime}}^{1}$ and $g_{p^{\prime}}^{2}$ are independent and not 0 .

In conclusion (14.308) holds unless $Y_{0}=2 X_{0}$. Provided that $t>0, u<$ $q_{r-1}$ or $u>q_{r+1}$, we have shown that then we must have $-q_{1} \leq u<0$ and $r=1$. But in that case we have proved (14.308) in Proposition 14.8.3.

Proof of Proposition 14.8.7. We use again the bound (14.300) when $\kappa=$ $k+1$ and $n_{p}=m_{p}^{*}$, where $m_{p}^{*}$ is the sequence (14.291). In that case $g_{p}^{\ell}=$ $Z_{p}^{\ell}=z_{p}^{\ell}$. The bound (14.300) then reads $\Psi^{*}(0, u) \leq 2 \log 2+Y_{0}-\lambda u$. The case $\lambda=0$ witnesses the inequality $\Psi^{*}(0, u) \leq 2 \psi(0)$. To improve on this, it suffices to prove that

$$
\begin{equation*}
\left.\frac{\partial Y_{0}}{\partial \lambda}\right|_{\lambda=0} \neq u \tag{14.390}
\end{equation*}
$$

and this is true because (14.177) used for $\tau=r$ and (14.222) prove that the left-hand side of $(14.390)$ is $q_{r}$.

### 14.11 Parisi Measures

Let us consider a function $\xi$ that satisfies (14.101) (although some of the results we will prove do not use these conditions). Given a sequence m

$$
\begin{equation*}
m_{0}=0<m_{1}<\ldots<m_{k}<m_{k+1}=1 \tag{14.391}
\end{equation*}
$$

and a sequence $\mathbf{q}$

$$
\begin{equation*}
q_{0}=0 \leq q_{1} \leq \ldots \leq q_{k+1} \leq 1=q_{k+2} \tag{14.392}
\end{equation*}
$$

consider the probability measure $\mu$ that is sum of the point masses $m_{p}-m_{p-1}$ put at the points $q_{p}, 1 \leq p \leq k+1$. As we already explained, the quantity $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ of (14.89) depends only on the function $x(q)$ such that $x(q)=m_{p}$ for $q_{p} \leq q<q_{p+1}$, so that it depends only on $\mu$. Thinking of $h$ as fixed once and for all, we denote this quantity by $\mathcal{P}(\xi, \mu)$.

We shall prove that this definition of $\mathcal{P}(\xi, \mu)$ can be "smoothly" extended to any probability measure $\mu$ on $[0,1]$, and that, quite remarkably, the measure $\mu$ that minimizes $\mathcal{P}(\xi, \mu)$ is (in some sense) "the law of the overlaps $R_{1,2}$ ".

The results of this section are simple consequences of a technical lemma. We fix the sequence (14.391) and numbers $w_{1} \leq w_{2} \leq \ldots \leq w_{k+2}$, and we define the random function

$$
F_{k+2}\left(w_{1}, \ldots, w_{k+2}\right)=\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq k+1} z_{p} \sqrt{w_{p+1}-w_{p}}\right)
$$

where $w_{0}=0$, and where the $z_{p}$ are independent standard Gaussian r.v.s. For $1 \leq p \leq k+1$ we then define recursively the random functions

$$
F_{p}\left(w_{1}, \ldots, w_{k+2}\right)=\frac{1}{m_{p}} \log \mathrm{E}_{p} \exp m_{p} F_{p+1}\left(w_{1}, \ldots, w_{k+2}\right)
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $\left(z_{\ell}\right)_{\ell \geq p}$. We then define

$$
\begin{equation*}
F_{0}\left(w_{1}, \ldots, w_{k+2}\right)=\mathrm{E} F_{1}\left(w_{1}, \ldots, w_{k+2}\right) . \tag{14.393}
\end{equation*}
$$

Lemma 14.11.1. We have

$$
\begin{equation*}
\frac{\partial F_{0}}{\partial w_{k+2}}=\frac{1}{2} \tag{14.394}
\end{equation*}
$$

and for each $1 \leq r \leq k+1$ we have

$$
\begin{equation*}
-\frac{1}{2}\left(m_{r}-m_{r-1}\right) \leq \frac{\partial F_{0}}{\partial w_{r}} \leq 0 \tag{14.395}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\sum_{1 \leq p, r \leq k+1}\left|\frac{\partial^{2} F_{0}}{\partial w_{p} \partial w_{r}}\right| \leq L \tag{14.396}
\end{equation*}
$$

The notable fact is that the bound (14.396) holds independently of the value of $k$.

Proof. We observe that, since $m_{k+1}=1$,
$F_{k+1}\left(w_{1}, \ldots, w_{k+2}\right)=\frac{1}{2}\left(w_{k+2}-w_{k+1}\right)+\log \operatorname{ch}\left(h+\sum_{0 \leq p \leq k} z_{p} \sqrt{w_{p+1}-w_{p}}\right)$,
so that (14.394) is obvious.
For $\alpha=\left(j_{1}, \ldots, j_{k}\right) \in \mathbb{N}^{* k}$ and $0 \leq p \leq k$ consider independent standard normal r.v.s $z_{p, \alpha}=z_{p, j_{1}, \ldots, j_{p}}$. Let us set

$$
\zeta_{\alpha}=h+\sum_{0 \leq p \leq k} z_{p, \alpha} \sqrt{w_{p+1}-w_{p}}
$$

and use Theorem 14.2.1 to see that when the weights $v_{\alpha}$ form a PoissonDirichlet cascade associated with the sequence $m_{1}, \ldots, m_{k}$, we have

$$
\begin{equation*}
F_{0}\left(w_{1}, \ldots, w_{p+2}\right)=\frac{1}{2}\left(w_{k+2}-w_{k+1}\right)+\mathrm{E} \log \sum_{\alpha} v_{\alpha} \operatorname{ch} \zeta_{\alpha} . \tag{14.397}
\end{equation*}
$$

To prove (14.395), let us first assume that $1 \leq r \leq k$. Let us define $g_{\alpha}=$ $\sum_{0 \leq p \leq k} z_{p, \alpha} \sqrt{w_{p+1}-w_{p}}$, so that $\zeta_{\alpha}=h+g_{\alpha}$ and let us further define

$$
g_{\alpha}^{\prime}:=\frac{\partial g_{\alpha}}{\partial w_{r}}=-\frac{z_{r, \alpha}}{2 \sqrt{w_{r+1}-w_{r}}}+\frac{z_{r-1, \alpha}}{2 \sqrt{w_{r}-w_{r-1}}}
$$

so that from (14.397) and the definition of $\zeta_{\alpha}$ we get

$$
\begin{equation*}
\frac{\partial F_{0}}{\partial w_{r}}=\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} g_{\alpha}^{\prime} \operatorname{sh}\left(h+g_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(h+g_{\alpha}\right)} . \tag{14.398}
\end{equation*}
$$

Since $\mathrm{E} z_{p, \alpha} z_{r, \gamma}=0$ unless $r=p$ we have

$$
\mathrm{E} g_{\alpha}^{\prime} g_{\gamma}=\frac{1}{2}\left(-\mathrm{E} z_{r, \alpha} z_{r, \gamma}+\mathrm{E} z_{r-1, \alpha} z_{r-1, \gamma}\right)
$$

and since $\mathrm{E} z_{r, \alpha} z_{r, \gamma}=0$ if $(\alpha, \gamma) \leq r$ and $=1$ if $(\alpha, \gamma)>r$ we have

$$
\begin{equation*}
\mathrm{E} g_{\alpha}^{\prime} g_{\gamma}=\frac{1}{2} \text { if }(\alpha, \gamma)=r ; \quad \mathrm{E} g_{\alpha}^{\prime} g_{\gamma}=0 \text { otherwise } \tag{14.399}
\end{equation*}
$$

and integration by parts in (14.398) yields

$$
\begin{equation*}
\frac{\partial F_{0}}{\partial w_{r}}=-\frac{1}{2} \mathrm{E} \frac{\sum_{(\alpha, \gamma)=r} v_{\alpha} v_{\gamma} \operatorname{sh} \zeta_{\alpha} \operatorname{sh} \zeta_{\gamma}}{\left(\sum_{\alpha} v_{\alpha} \operatorname{ch} \zeta_{\alpha}\right)^{2}} \tag{14.400}
\end{equation*}
$$

When $r=k+1$, we have

$$
\begin{equation*}
\frac{\partial F_{0}}{\partial w_{r}}=-\frac{1}{2}+\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} g_{\alpha}^{\prime} \operatorname{sh}\left(h+g_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(h+g_{\alpha}\right)} \tag{14.401}
\end{equation*}
$$

and

$$
g_{\alpha}^{\prime}=\frac{\partial g_{\alpha}}{\partial w_{r}}=\frac{z_{k, \alpha}}{2 \sqrt{w_{r}-w_{r-1}}} .
$$

Then (14.399) still holds true, and since $(\alpha, \alpha)=r+1$ and therefore $\mathrm{E} g_{\alpha} g_{\alpha}^{\prime}=$ $1 / 2$ we see as previously that (14.400) still holds. Taking $U(\alpha)=\operatorname{th} \zeta_{\alpha}$ and $F(\alpha)=\log \operatorname{ch} \zeta_{\alpha}$ this yields, using the notation (14.17)

$$
\mathrm{E} \frac{\sum_{(\alpha, \gamma)=r} v_{\alpha} v_{\gamma} \operatorname{sh} \zeta_{\alpha} \operatorname{sh} \zeta_{\gamma}}{\left(\sum_{\alpha} v_{\alpha} \operatorname{ch} \zeta_{\alpha}\right)^{2}}=\mathrm{E}\left\langle\mathbf{1}_{\{(\alpha, \gamma)=r\}} U(\alpha) U(\gamma)\right\rangle
$$

and (14.400) and (14.37) imply (14.395) (since $\left|U_{k+1}\right| \leq 1$ ).
To prove (14.396) we differentiate (14.400) again. Assuming $p \neq r$, we find, after integration by parts,

$$
\begin{aligned}
\frac{\partial^{2} F_{0}}{\partial w_{p} \partial w_{r}} & =2 \mathrm{E} \frac{\sum_{(\alpha, \gamma)=r,(\alpha, \delta)=p} v_{\alpha} v_{\gamma} v_{\delta} \operatorname{ch} \zeta_{\alpha} \operatorname{sh} \zeta_{\gamma} \operatorname{sh} \zeta_{\delta}}{\left(\sum_{\alpha} v_{\alpha} \operatorname{ch} \zeta_{\alpha}\right)^{3}} \\
& -\frac{3}{2} \mathrm{E} \frac{\left(\sum_{(\alpha, \gamma)=r} v_{\alpha} v_{\gamma} \operatorname{sh} \zeta_{\alpha} \operatorname{sh} \zeta_{\gamma}\right)\left(\sum_{(\alpha, \gamma)=p} v_{\alpha} v_{\gamma} \operatorname{sh} \zeta_{\alpha} \operatorname{sh} \zeta_{\gamma}\right)}{\left(\sum_{\alpha} v_{\alpha} \operatorname{ch} \zeta_{\alpha}\right)^{4}}
\end{aligned}
$$

and, defining $c_{\alpha}=v_{\alpha} \operatorname{ch} \zeta_{\alpha}$ (so that $v_{\alpha}\left|\operatorname{sh} \zeta_{\alpha}\right| \leq c_{\alpha}$ ) we get

$$
\begin{aligned}
\left|\frac{\partial^{2} F_{0}}{\partial w_{p} \partial w_{r}}\right| & \leq 2 \mathrm{E} \frac{\sum_{(\alpha, \gamma)=r,(\alpha, \delta)=p} c_{\alpha} c_{\gamma} c_{\delta}}{\left(\sum_{\alpha} c_{\alpha}\right)^{3}} \\
& +\frac{3}{2} \frac{\left(\sum_{(\alpha, \gamma)=r} c_{\alpha} c_{\gamma}\right)\left(\sum_{(\alpha, \gamma)=p} c_{\alpha} c_{\gamma}\right)}{\left(\sum_{\alpha} c_{\alpha}\right)^{4}}
\end{aligned}
$$

We claim that the sum over all the values of $p$ and $r$ with $r \neq p$ is $\leq 7 / 2$. For example, we have

$$
\begin{aligned}
\sum_{r, p}\left(\sum_{(\alpha, \gamma)=r} c_{\alpha} c_{\gamma}\right)\left(\sum_{\left(\alpha^{\prime}, \gamma^{\prime}\right)=p} c_{\alpha^{\prime}} c_{\gamma^{\prime}}\right) & \leq\left(\sum_{\alpha, \gamma} c_{\alpha} c_{\gamma}\right)\left(\sum_{\alpha^{\prime}, \gamma^{\prime}} c_{\alpha^{\prime}} c_{\gamma^{\prime}}\right) \\
& =\left(\sum_{\alpha} c_{\alpha}\right)^{4}
\end{aligned}
$$

We then show by a similar calculation that

$$
\left|\frac{\partial^{2} F_{0}}{\partial w_{p}^{2}}\right| \leq L\left(m_{p}-m_{p-1}\right)
$$

Given the sequences (14.391) and (14.392), consider the function $x(q)$ such that $x(q)=m_{p}$ for $q_{p} \leq q<q_{p+1}$, and $x(1)=1$. We consider two other sequences $\mathbf{m}^{\sim}, \mathbf{q}^{\sim}$ and the corresponding function $x^{\sim}(q)$.

## Theorem 14.11.2. (F. Guerra) We have

$$
\begin{equation*}
\left|\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-\mathcal{P}_{k^{\prime}}\left(\mathbf{m}^{\sim}, \mathbf{q}^{\sim}\right)\right| \leq \frac{1}{2} \xi^{\prime \prime}(1) \int_{0}^{1}\left|x(q)-x^{\sim}(q)\right| \mathrm{d} q \tag{14.402}
\end{equation*}
$$

Proof. We have already noticed that in the list $\mathbf{m}$ we can insert values "for which nothing happens" without changing the value of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. More specifically, if we insert a new element $m_{p}<m<m_{p+1}$ in the list $\mathbf{m}$, we simply repeat the element $q_{p+1}$ in the list $\mathbf{q}$. Thus we can insert in the sequence $\mathbf{m}$ the elements of $\mathbf{m}^{\sim}$ that it does not contain, and in the sequence $\mathbf{m}^{\sim}$ the elements of $\mathbf{m}$ it does not contain. Therefore we can assume that $\mathbf{m}=\mathbf{m}^{\sim}$. Recalling the function $F_{0}$ of (14.393) and the definition (14.89) of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ we observe that

$$
\begin{align*}
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) & =\log 2+F_{0}\left(\xi^{\prime}\left(q_{1}\right), \ldots, \xi^{\prime}\left(q_{k+1}\right), \xi^{\prime}(1)\right) \\
& +\frac{1}{2} \sum_{1 \leq p \leq k+1} \theta\left(q_{p}\right)\left(m_{p}-m_{p-1}\right)-\frac{1}{2} \theta(1) \tag{14.403}
\end{align*}
$$

For $1 \leq p \leq k+1$, let $q_{p, t}=t q_{p}+(1-t) q_{p}^{\sim}$, and denote by $\mathbf{q}_{t}$ the corresponding list. Let

$$
\begin{aligned}
\varphi(t) & =\mathcal{P}_{k}\left(\mathbf{m}, \mathbf{q}_{t}\right)=F_{0}\left(\xi^{\prime}\left(q_{1, t}\right), \ldots, \xi^{\prime}\left(q_{k+1, t}\right), \xi^{\prime}(1)\right) \\
& +\frac{1}{2} \sum_{1 \leq p \leq k+1} \theta\left(q_{p, t}\right)\left(m_{p}-m_{p-1}\right)-\frac{1}{2} \theta(1)
\end{aligned}
$$

Differentiating and recalling that $\theta^{\prime}(q)=q \xi^{\prime \prime}(q)$ we obtain

$$
\varphi^{\prime}(t)=\sum_{1 \leq p \leq k+1} \xi^{\prime \prime}\left(q_{p, t}\right)\left(q_{p}-q_{p}^{\sim}\right)\left(a_{p, t}+\frac{1}{2} q_{p, t}\left(m_{p}-m_{p-1}\right)\right)
$$

where

$$
a_{p, t}=\left.\frac{\partial F_{0}}{\partial w_{p}}\right|_{w_{1}=\xi^{\prime}\left(q_{1, t}\right), \ldots, w_{k+1}=\xi^{\prime}\left(q_{k+1, t}\right)} .
$$

Now, by (14.395), we have

$$
-\frac{1}{2}\left(m_{p}-m_{p-1}\right) \leq a_{p, t} \leq 0
$$

and since $\xi^{\prime \prime}\left(q_{p, t}\right) \leq \xi^{\prime \prime}(1)$ (because we assume $\xi^{(3)}(x) \geq 0$ for $x>0$ ) it follows that

$$
\left|\varphi^{\prime}(t)\right| \leq \frac{\xi^{\prime \prime}(1)}{2} \sum_{1 \leq p \leq k+1}\left|q_{p}-q_{p}^{\sim}\right|\left(m_{p}-m_{p-1}\right)
$$

So it suffices to prove that

$$
\sum_{1 \leq p \leq k+1}\left|q_{p}-q_{p}^{\sim}\right|\left(m_{p}-m_{p-1}\right) \leq \int_{0}^{1}\left|x(q)-x^{\sim}(q)\right| \mathrm{d} q
$$

The right-hand side is the area between the graphs of the functions $x$ and $x^{\sim}$. For each $1 \leq p \leq k+1$ the rectangle

$$
\left\{(x, y) ; \min \left(q_{p}, q_{p}^{\sim}\right)<x<\max \left(q_{p}, q_{p}^{\sim}\right) ; m_{p-1}<y<m_{p}\right\}
$$

is entirely contained between these graphs, its area is $\left(m_{p}-m_{p-1}\right)\left|q_{p}-q_{p}^{\sim}\right|$ and these rectangles are disjoint.

When the probability measure $\mu$ has all its mass concentrated at a finite number of points $q_{1}, \ldots, q_{k+1}$, we have defined $\mathcal{P}(\xi, \mu)$ as $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$, where for $1 \leq p \leq k+1, m_{p}=\mu\left(\left[0, q_{p}\right]\right)$. The function $x(q)$ is given in that case by $x(q)=\mu([0, q])$ for $0 \leq q \leq 1$. It follows from (14.403) that we can define $\mathcal{P}(\xi, \mu)$ for any probability measure on $[0,1]$ by

$$
\mathcal{P}(\xi, \mu)=\lim \left\{\mathcal{P}\left(\xi, \mu^{\prime}\right) ; \mu^{\prime} \rightarrow \mu\right\}
$$

where $\mu^{\prime}$ has its mass concentrated on a finite number of points and the convergence is for the weak topology on the space of probability measures on $[0,1]$. The map $\mu \mapsto \mathcal{P}(\xi, \mu)$ is then continuous for this weak topology.

We define

$$
\mathcal{P}(\xi)=\inf _{\mu} \mathcal{P}(\xi, \mu)=\inf _{k, \mathbf{m}, \mathbf{q}} \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) .
$$

It seems obvious that the probability measures $\mu$ for which $\mathcal{P}(\xi, \mu)=\mathcal{P}(\xi)$ will be of special interest.

Research Problem 14.11.3. (Level 2) Find useful conditions under which one can prove that there is a unique measure $\mu$ for which $\mathcal{P}(\xi, \mu)=\mathcal{P}(\xi)$.

Not knowing how to solve this nagging question, we find technically useful to consider only those $\mu$ for which $\mathcal{P}(\xi, \mu)=\mathcal{P}(\xi)$ that have an extra regularity condition.

Definition 14.11.4. We say that a probability measure $\mu$ is stationary if it has all its mass concentrated on a finite number of points and if we cannot decrease $\mathcal{P}(\xi, \mu)$ by changing the location of these points (and keeping their masses constant).

Definition 14.11.5. We say that a probability measure $\mu$ is a Parisi measure (corresponding to the function $\xi$ ) if the following two conditions hold:

$$
\begin{equation*}
\mathcal{P}(\xi, \mu)=\mathcal{P}(\xi) \tag{14.404}
\end{equation*}
$$

$\mu$ is the limit of a sequence $\left(\mu_{n}\right)$ of stationary measures.

It is an interesting technical question whether (14.405) is a consequence of (14.404). On the other hand, it is rather obvious that there exists at least one Parisi measure. Indeed, given $n \geq 0$, we find $k, \mathbf{m}, \mathbf{q}$ with $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \leq$ $\mathcal{P}(\xi)+2^{-n}$. Fixing $\mathbf{m}$ we then choose $\mathbf{q}$ to make $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ as small as possible, and obtain in this way a stationary measure $\mu_{n}$ with $\mathcal{P}\left(\xi, \mu_{n}\right) \leq \mathcal{P}(\xi)+2^{-n}$. The sequence ( $\mu_{n}$ ) has a converging subsequence, the limit of which is a Parisi measure.

We get now interested in Hamiltonians of the type

$$
\begin{equation*}
-H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})=\sum_{i \leq N} h_{i} \sigma_{i}+\sum_{p \geq 1} \frac{\beta_{p}}{N^{p-1 / 2}} \sum_{i_{1}, \ldots, i_{2 p}} g_{i_{1}, \ldots, i_{2 p}} \sigma_{i_{1}} \cdots \sigma_{i_{2 p}} \tag{14.406}
\end{equation*}
$$

where $\boldsymbol{\beta}=\left(\beta_{p}\right)_{p \geq 1}$, the summation is over $1 \leq i_{1}, \ldots, i_{2 p} \leq N$, and $g_{i_{1}, \ldots, i_{2 p}}$ are independent standard Gaussian r.v.s. In that case the function $\xi=\xi_{\boldsymbol{\beta}}$ is given by $\xi(x)=\sum_{p \geq 1} \beta_{p}^{2} x^{2 p}$. Consider $r \geq 1$ and define

$$
\beta_{p}(t)=\beta_{p} \text { if } p \neq r ; \beta_{r}(t)=\beta_{r}+t
$$

The corresponding function $\xi_{t}$ is given by

$$
\begin{equation*}
\xi_{t}(x)=\xi(x)+\left(2 \beta_{r} t+t^{2}\right) x^{2 r} \tag{14.407}
\end{equation*}
$$

and the function $\theta_{t}$ by

$$
\begin{equation*}
\theta_{t}(x)=\theta(x)+(2 r-1)\left(2 \beta_{r} t+t^{2}\right) x^{2 r} \tag{14.408}
\end{equation*}
$$

Theorem 14.11.6. The map $t \mapsto \mathcal{P}\left(\xi_{t}\right)$ is differentiable at $t=0$. Its derivative at $t=0$ is given by

$$
\beta_{r}\left(1-\int q^{2 r} \mathrm{~d} \mu(q)\right)
$$

where $\mu$ is any Parisi measure. Moreover, if $\mu$ is a Parisi measure, we have

$$
\begin{equation*}
\beta_{r} \neq 0 \Rightarrow \lim _{N \rightarrow \infty} \nu\left(R_{1,2}^{2 r}\right)=\int q^{2 r} \mathrm{~d} \mu(q) . \tag{14.409}
\end{equation*}
$$

In this statement, " $\mu$ a Parisi measure" refers to the case $t=0$, and $\nu\left(R_{1,2}^{2 r}\right)$ to the Hamiltonian (14.406).

It follows from (14.409) that if $\beta_{r} \neq 0$ whenever $r \geq 1$ (or at least sufficiently many values of $r$ ) then " $\mu$ is the limiting distribution of $\left|R_{1,2}\right|$ ", in the sense that for any continuous function $f$ on $[0,1]$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E}\left\langle f\left(\left|R_{1,2}\right|\right)\right\rangle=\int f(q) \mathrm{d} \mu(q) \tag{14.410}
\end{equation*}
$$

When the external field in (14.406) is 0 , the distribution of $R_{1,2}$ is symmetric around 0 . In Section 14.12 we will show that when the external field is not zero, the overlap $R_{1,2}$ is essentially $>0$, so that $\lim _{N \rightarrow \infty} \mathrm{E}\left\langle f\left(\left|R_{1,2}\right|\right)\right\rangle=$ $\lim _{N \rightarrow \infty} \mathrm{E}\left\langle f\left(R_{1,2}\right)\right\rangle$ and (14.410) proves that under the previous conditions, $\mu$ is indeed the limiting law of the overlap.

The proof of Theorem 14.11.6 is based on three simple lemmas.
Lemma 14.11.7. The function $t \mapsto \mathcal{P}\left(\xi_{t}\right)$ is convex.
Proof. Let

$$
p_{N}(t)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, \boldsymbol{\beta}(t)}(\boldsymbol{\sigma})\right) .
$$

Theorem 14.5.1 implies

$$
\begin{equation*}
\mathcal{P}\left(\xi_{t}\right)=\lim _{N \rightarrow \infty} p_{N}(t) \tag{14.411}
\end{equation*}
$$

The left-hand side is of the type

$$
p_{N}(t)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{1}(\boldsymbol{\sigma})+t H_{2}(\boldsymbol{\sigma})\right)
$$

where $H_{1}$ and $H_{2}$ are independent of $t$. It is thus a convex function of $t$ by Hölder's inequality (as we used so many times in Chapter 12).

The (excruciatingly painful) frustration is that this argument is very indirect. Moreover it applies only to the case where the function $\xi$ is of the type $\xi(x)=\sum_{p \geq 1} \beta_{p}^{2} x^{2 p}$, while one should certain expect that it holds true even if there are terms with odd exponent.

Research Problem 14.11.8. (Level $\geq 2$ ) Find a direct proof of Lemma 14.11.7 (i.e. not using Theorem 14.5.1).

Maybe we should emphasize here how little is known about the functional $\mathcal{P}(\xi)$. In particular, the author does not know the solution to the following.

Exercise 14.11.9. When $\xi(x)=\beta x^{2} / 2$, the case of the ordinary SK model (and in presence of an external field) find an analytical proof that when $\beta$ is small enough the Parisi measure is concentrated at one single point.

Lemma 14.11.10. There exists a number $A$ depending on $\boldsymbol{\beta}$ only with the following property. If $\mu$ is a probability measure that has all its mass concentrated on a finite set, the function

$$
\begin{equation*}
f_{\mu}(t)=\mathcal{P}\left(\xi_{t}, \mu\right) \tag{14.412}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\forall t,|t| \leq 1, \quad\left|f_{\mu}^{\prime \prime}(t)\right| \leq A \tag{14.413}
\end{equation*}
$$

Proof. The quantity $f_{\mu}(t)$ is given (for a certain $\mathbf{m}$ and $\mathbf{q}$ ) by the left-hand side of (14.403) for the function $\xi_{t}$ of (14.407) and the function $\theta_{t}$ of (14.408), so the result is an immediate consequence of (14.396).

We recall Definition 14.11.4.
Lemma 14.11.11. If $\mu$ is stationary, the function $f_{\mu}(t)$ of (14.412) satisfies

$$
\begin{equation*}
f_{\mu}^{\prime}(0)=\beta_{r}\left(1-\int q^{2 r} \mathrm{~d} \mu(q)\right) \tag{14.414}
\end{equation*}
$$

Proof. As in the previous lemma $f_{\mu}(t)$ is given by the right-hand side of (14.403) for the function $\xi_{t}$ of (14.407) and the function $\theta_{t}$ of (14.408). For $1 \leq p \leq k+1$ let

$$
a_{p}=\left.\frac{\partial F_{0}}{\partial w_{p}}\right|_{w_{1}=\xi^{\prime}\left(q_{1}\right), \ldots, w_{k+1}=\xi^{\prime}\left(q_{k+1}\right)} .
$$

Recalling (14.407) and (14.408) we obtain

$$
\left.\frac{\partial}{\partial t}\left(\xi_{t}^{\prime}\left(q_{p}\right)\right)\right|_{t=0}=2 \beta_{r}\left(2 r q_{p}^{2 r-1}\right) ;\left.\quad \frac{\partial}{\partial t}\left(\theta_{t}\left(q_{p}\right)\right)\right|_{t=0}=2 \beta_{r}(2 r-1) q_{p}^{2 r}
$$

Thus, recalling (14.394) it is straightforward that

$$
\begin{align*}
f_{\mu}^{\prime}(0) & =2 \beta_{r} \sum_{1 \leq p \leq k+1} q_{p}^{2 r-1}\left(2 r a_{p}+(2 r-1) \frac{q_{p}}{2}\left(m_{p}-m_{p-1}\right)\right) \\
& +\beta_{r}(2 r-(2 r-1))  \tag{14.415}\\
& =\beta_{r}\left(1+\sum_{1 \leq p \leq k+1} q_{p}^{2 r-1}\left(4 r a_{p}+(2 r-1) q_{p}\left(m_{p}-m_{p-1}\right)\right)\right)
\end{align*}
$$

On the other hand, since $\mu$ is stationary, we cannot decrease the right-hand side of (14.403) by a small variation of $q_{p}$, so that

$$
\xi^{\prime \prime}\left(q_{p}\right)\left(a_{p}+\frac{1}{2} q_{p}\left(m_{p}-m_{p-1}\right)\right)=0
$$

i.e.

$$
a_{p}=-\frac{1}{2} q_{p}\left(m_{p}-m_{p-1}\right)
$$

and substitution in (14.415) yields

$$
f_{\mu}^{\prime}(0)=\beta_{r}\left(1-\sum_{1 \leq p \leq k+1} q_{p}^{2 r}\left(m_{p}-m_{p-1}\right)\right)=\beta_{r}\left(1-\int q^{2 r} \mathrm{~d} \mu(q)\right)
$$

The properly amazing part of the previous argument is that the only information it uses about the function $F_{0}$ is in (14.394)!

Proof of Theorem 14.11.6. Consider a Parisi measure $\mu$. By definition (see (14.405)) it is the limit of a sequence $\left(\mu_{n}\right)$ of stationary measures. Now (14.413) implies that for each $t$,

$$
\begin{equation*}
\mathcal{P}\left(\xi_{t}\right) \leq \mathcal{P}\left(\xi_{t}, \mu_{n}\right)=f_{\mu_{n}}(t) \leq f_{\mu_{n}}(0)+t f_{\mu_{n}}^{\prime}(0)+\frac{t^{2} A}{2} \tag{14.416}
\end{equation*}
$$

Since $\mu_{n}$ is stationary, the value of $f_{\mu_{n}}^{\prime}(0)$ is given by (14.414) for $\mu_{n}$ rather then $\mu$. Letting $n \rightarrow \infty$ in (14.416), and recalling that $\lim _{n \rightarrow \infty} \mathcal{P}\left(\xi, \mu_{n}\right)=$ $\lim _{n \rightarrow \infty} f_{\mu_{n}}(0)=\mathcal{P}(\xi)$, we obtain

$$
\mathcal{P}\left(\xi_{t}\right) \leq \mathcal{P}(\xi)+t \beta_{r}\left(1-\int q^{2 r} \mathrm{~d} \mu(q)\right)+\frac{t^{2} A}{2}
$$

and since the function $f(t)=\mathcal{P}\left(\xi_{t}\right)$ is convex by Lemma 14.11 .7 this proves that $f$ is differentiable at $t=0$ and that $f^{\prime}(0)=\beta_{r}\left(1-\int q^{2 r} \mathrm{~d} \mu(q)\right)$. Moreover (14.411) and Griffiths' lemma imply

$$
f^{\prime}(0)=\lim _{N \rightarrow \infty} p_{N}^{\prime}(0)
$$

and

$$
\begin{aligned}
p_{N}^{\prime}(0) & =\frac{1}{N} \nu\left(\frac{1}{N^{r-1 / 2}} \sum_{i_{1}, \ldots, i_{2 r}} g_{i_{1}, \ldots, i_{2 r}} \sigma_{i_{1}} \cdots \sigma_{i_{2 r}}\right) \\
& =\beta_{r}\left(1-\nu\left(R_{1,2}^{2 r}\right)\right)
\end{aligned}
$$

by integration by parts as in Lemma 1.3.11.
Let us discuss the application of Theorem 14.11 .6 to the ordinary SK model beyond the AT line. From Theorem 13.3.1 and the Parisi formula (14.102) we know that the Parisi measure $\mu$ cannot be supported by one point. (Indeed, when the Parisi measure is supported at the point $q$, the value of $\mathcal{P}(\xi, \mu)$ is the right-hand side of (1.72) and is then $\geq \operatorname{SK}(\beta, h)$.) By (14.409) we know that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \nu\left(R_{1,2}^{2}\right)=\int x^{2} \mathrm{~d} \mu(x) \tag{14.417}
\end{equation*}
$$

Unfortunately, we do not see how to prove even that $\nu\left(\left(R_{1,2}-q\right)^{2}\right) \geq \delta>0$ for some $\delta$ independent of $N$. The situation improves if we assume that the external field $h$ is a Gaussian r.v. with positive variance. In that case we can extend Theorem 13.3.1 with the same proof "to the case $r=1 / 2$ " to obtain

$$
\lim _{N \rightarrow \infty} \nu\left(R_{1,2}\right)=\int x \mathrm{~d} \mu(x)
$$

which, when combined with (14.417) and the fact that $\mu$ is not concentrated at one point gives for large $N$ that $\nu\left(R_{1,2}^{2}\right)-\nu\left(R_{1,2}\right)^{2} \geq \delta>0$.

### 14.12 Positivity of the Overlap

When $h=0$, the Hamiltonian $H_{N, \boldsymbol{\beta}}$ of (14.405) is invariant under the symmetry $\boldsymbol{\sigma} \mapsto-\boldsymbol{\sigma}$; therefore (at given disorder) the law of the overlap $R_{1,2}$ in $[-1,1]$ is symmetric around 0 . In this section we prove that the situation changes dramatically when $\mathrm{E} h^{2}>0$. The overlap becomes $>0$.

Theorem 14.12.1. Consider the Gibbs measure $G_{N}$ relative to the Hamiltonian (14.406), and assume that $\mathrm{E} h^{2}>0$. Consider a Parisi measure $\mu$ relative to this Hamiltonian, and the smallest point $c$ in the support of $\mu$. Then $c>0$ and for any $c^{\prime}<c$, for some number $K$ independent of $N$ we have

$$
\begin{equation*}
\mathrm{E} G_{N}^{2}\left(\left\{R_{1,2} \leq c^{\prime}\right\}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{14.418}
\end{equation*}
$$

An important feature of this result is that it holds in complete generality. There is no need to make assumptions on the values of the coefficients $\beta_{p}$.

Theorem 14.12.1 is completely expected "on physical grounds" (i.e. by analogy with simpler models) but the proof is very far from being trivial.

A consequence of Theorem 14.12.1 is that, even though we do not know that the Parisi measure $\mu$ is unique, the smallest point $c$ of its support does not depend on $\mu$. It would be nice if in the left-hand side of (14.13) one could replace the set $\left\{R_{1,2}<c^{\prime}\right\}$ by the set $\left\{R_{1,2} \in A\right\}$ where $A$ is any compact set that does not intersect the support of the Parisi measure. Unfortunately, this seems to be wrong, see Problem 15.7.7.

Another consequence of Theorem 14.12.1 is the following.
Theorem 14.12.2. Consider the Hamiltonian (14.406). Assume that $\mathrm{E} h^{2}>$ 0 and that $\beta_{p} \neq 0$ for all $p \geq 1$. Then this Hamiltonian satisfies the extended Ghirlanda-Guerra identities. That is, given a continuous function $\psi$ on $\mathbb{R}$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{|f| \leq 1}\left|n \nu\left(\psi\left(R_{1, n+1}\right) f\right)-\nu\left(\psi\left(R_{1,2}\right)\right) \nu(f)-\sum_{2 \leq \ell \leq n} \nu\left(\psi\left(R_{1 \ell}\right) f\right)\right|=0 \tag{14.419}
\end{equation*}
$$

where the supremum is taken over all the functions $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$.
Proof. When $\psi(x)=x^{2 p}$ for $p \geq 1$, (14.419) follows from Theorem 14.11.6 (and more precisely the assertion about the differentiability of the map $t \mapsto$ $\mathcal{P}\left(\xi_{t}\right)$ at $t=0$ ) and Theorem 12.1.3 by integration by parts as in Theorem 12.1.10. By linearity the result also holds if $\psi$ is a polynomial in $x^{2}$. If $c$ is any positive number, any continuous function $\psi$ can be approximated uniformly well by polynomials in $x^{2}$ on the interval $[c, 1]$, and the result then follows from Theorem 14.12.1.

Theorem 14.12.1 does not play a big part in the picture that we try to outline in the next chapter. Its only purpose is to make certain statements more natural. These statements would remain striking even if we assumed that the overlap is positive (instead of deducing this from Theorem 14.12.1). The proof of this theorem does not involve any radically new idea, but rather a careful use of the tools we have already built. The reader who finds the remainder of this section too technical should simply move on to the next chapter.

We set $\xi(x)=\sum_{p \geq 1} \beta_{p} x^{2 p}, \theta(x)=x \xi^{\prime}(x)-\xi(x)$. To prove Theorem 14.12.1 we will show the following.

Proposition 14.12.3. If $c$ is as in Theorem 14.12.1, given $c^{\prime}<c$ there exists a number $\varepsilon^{*}>0$, depending only on $\boldsymbol{\beta}, h$ and $c$, such that if $u \leq c^{\prime}$ we have

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{1}\right)-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{2}\right)\right) \leq 2 \mathcal{P}(\xi, h)-\varepsilon^{*} \tag{14.420}
\end{equation*}
$$

The reader observes that here there is no Poisson-Dirichlet component and no $\alpha$ 's.

Proof of Theorem 14.12.1. By Theorem 14.5.1, for large $N$ we have $p_{N} \geq$ $\mathcal{P}(\xi, h)-\varepsilon^{*} / 4$, so that (14.420) implies

$$
\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{1}\right)-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{2}\right)\right) \leq 2 p_{N}-\frac{\varepsilon^{*}}{2}
$$

We then use concentration of measure as in Proposition 13.4.3 to deduce that with overwhelming probability

$$
\frac{1}{N} \log \sum_{R_{1,2}=u} \exp \left(-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{1}\right)-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{2}\right)\right) \leq \frac{2}{N} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})\right)-\frac{\varepsilon^{*}}{4}
$$

and thus

$$
G_{N}^{\otimes 2}\left(\left\{R_{1,2}=u\right\}\right) \leq \exp \left(-\frac{\varepsilon^{*} N}{4}\right)
$$

Consequently, for $u \leq c^{\prime}$ we have

$$
\mathrm{E}\left(G_{N}^{\otimes 2}\left(\left\{R_{1,2}=u\right\}\right)\right) \leq K \exp \left(-\frac{N}{K}\right)
$$

where $K$ depends only on $\boldsymbol{\beta}, h$ and $c^{\prime}$. This implies (14.418).
The main difficulty in the proof of Proposition 14.12 .3 is the case $u \leq 0$. Interestingly, in this case the arguments use no information about the Parisi measure $\mu$. It is for the case $0 \leq u<c^{\prime}<c$ that this information will be useful. The case $u \leq 0$ relies on the following.

Proposition 14.12.4. Consider a number $0 \leq v \leq 1$, integers $\tau \leq \kappa$, and numbers

$$
\begin{gather*}
0=\rho_{0} \leq \rho_{1} \leq \ldots \leq \rho_{\tau}=v \leq \rho_{\tau+1} \leq \ldots \leq \rho_{\kappa+1}=1  \tag{14.421}\\
0=n_{0} \leq n_{1} \leq \ldots \leq n_{\kappa}=1 \tag{14.422}
\end{gather*}
$$

For $0 \leq p \leq \kappa$, consider independent pairs of Gaussian r.v.s $\left(y_{p}^{1}, y_{p}^{2}\right)$ with

$$
\begin{equation*}
\mathrm{E}\left(y_{p}^{1}\right)^{2}=\mathrm{E}\left(y_{p}^{2}\right)^{2}=\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right) \tag{14.423}
\end{equation*}
$$

and

$$
y_{p}^{2}=-y_{p}^{1} \text { if } p<\tau ; \quad y_{p}^{1} \text { and } y_{p}^{2} \text { independent if } p \geq \tau .
$$

Then we have

$$
\begin{align*}
& \frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=-v} \exp \left(-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{1}\right)-H_{N, \boldsymbol{\beta}}\left(\boldsymbol{\sigma}^{2}\right)\right) \\
\leq & 2 \log 2+Y_{0}+\lambda v-2 \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
- & \sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \tag{14.424}
\end{align*}
$$

where $Y_{0}$ is computed as follows: starting with

$$
\begin{aligned}
Y_{\kappa+1} & =\log \left(\operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{1}\right) \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{2}\right) \operatorname{ch} \lambda\right. \\
& \left.+\operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{1}\right) \operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{2}\right) \operatorname{sh} \lambda\right),
\end{aligned}
$$

we define recursively

$$
\begin{equation*}
Y_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1} \tag{14.425}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $\left(y_{n}^{1}, y_{n}^{2}\right)$ for $n \geq p$. (Of course (14.425) means that $Y_{p}=\mathrm{E}_{p} Y_{p+1}$ if $n_{p}=0$ ).

Proof. This is a special case of Proposition 14.6 .3 when $Z_{p}^{1}=Z_{p}^{2}=0$ for each $p$ and $t=1$, with $v=-u$.

The reader observes that the meaning of the notation $v$ has changed compared with the beginning of this chapter (e.g. in (14.314)).

The strategy is to find sequences (14.421) and (14.422) such that the bound (14.424) proves (14.420). For this we will use sequences $\mathbf{m}$ and $\mathbf{q}$ that satisfy condition $\operatorname{MIN}(\varepsilon)$ of Definition 14.5.3 page 373 for $\varepsilon$ small enough.

There are two main steps in the proof, which are described in the next two results.

Proposition 14.12.5. There exists $\delta>0$ and $\varepsilon_{0}>0$, depending on $\boldsymbol{\beta}$ and $h$ only with the following property. Whenever we can find $k, \mathbf{m}, \mathbf{q}$ that satisfy condition $\operatorname{MIN}\left(\varepsilon_{0}\right)$ and that for a certain integer $s$ with $1 \leq s \leq k+1$, we have

$$
\begin{equation*}
m_{s-1} \leq \delta ; q_{s} \geq v-\delta \tag{14.426}
\end{equation*}
$$

then we can find the parameters in (14.424) so that the right-hand side is $\leq \mathcal{P}(\xi, h)-1 / M$.

Proposition 14.12.6. Consider $\delta$ as in Proposition 14.12.5. Then we can find $\varepsilon_{1}>0$ with the following property. Whenever we can find $k, \mathbf{m}, \mathbf{q}$ such
that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \leq \mathcal{P}(\xi, h)+\varepsilon_{1}$, and such that for some integer $s$ with $1 \leq s \leq$ $k+1$ we have

$$
\begin{equation*}
q_{s} \leq v-\delta ; \quad m_{s} \geq \delta, \tag{14.427}
\end{equation*}
$$

then we can find the parameters in (14.424) such that the right-hand side is $\leq \mathcal{P}(\xi, h)-1 / M$.

Proof of (14.420) for $u \leq 0$. Consider $v \geq 0$, and $\delta$ and $\varepsilon_{0}$ as in Proposition 14.12.5. Consider $k, \mathbf{m}, \mathbf{q}$ that satisfy $\operatorname{MIN}\left(\min \left(\varepsilon_{0}, \varepsilon_{1}\right)\right)$. Let $s$ be the largest integer $\leq k+1$ such that $m_{s-1} \leq \delta$. If $q_{s} \geq v-\delta$, we conclude with Proposition 14.12.5. Otherwise we have $q_{s} \leq v-\delta$. If $s=k+1$, then $m_{s}=m_{k+1}=1 \geq \delta$. If $s<k+1$ the definition of $s$ then shows that we have $m_{s} \geq \delta$, and we conclude with Proposition 14.12.6.

The basic idea of Proposition 14.12.5 is that the case $\delta>0$ very small should be a (very small!) perturbation of the case $\delta=0$, so that a suitably quantitative solution of the case $\delta=0$ should suffice. Of course, it will require work to prove estimates that do not depend on $k$, but we should be confident that this is possible since similar tasks has already been performed.

We first present the argument in the case where $\delta=0$, i.e. when

$$
\begin{equation*}
0 \leq v \leq q_{1} \tag{14.428}
\end{equation*}
$$

In that case we use Proposition 14.12 .4 with $\tau=1, \kappa=k+2$ and

$$
\begin{gather*}
0=\rho_{0} \leq \rho_{1}=v \leq \rho_{2}=q_{1} \leq \rho_{3}=q_{2} \leq \ldots \leq \rho_{k+3}=q_{k+2}=1  \tag{14.429}\\
n_{0}=0=n_{1} ; n_{p}=m_{p-1} \text { for } 2 \leq p \leq \kappa=k+2 . \tag{14.430}
\end{gather*}
$$

Let us denote by

$$
\alpha(\lambda) \text { the right-hand side of }(14.424),
$$

keeping implicit the dependence on the other parameters, and on $v$ in particular. As we have used many times, we have $\alpha(0)=2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. Also Lemma 14.6.5 shows that $0 \leq \alpha^{\prime \prime}(\lambda) \leq 1$, and thus

$$
\begin{equation*}
\inf _{\lambda} \alpha(\lambda) \leq \alpha(0)-\frac{\alpha^{\prime}(0)^{2}}{2} \tag{14.431}
\end{equation*}
$$

The strategy now is to try to bound from below $\beta(v):=\alpha^{\prime}(0)$. Let us recall the following construction (that is again essential throughout this section). Starting with the function $A_{k+2}(x)=\log \operatorname{ch} x$, we define recursively the functions $A_{p}(x)$ by (14.190) i.e.

$$
\begin{equation*}
A_{p}(x)=\frac{1}{m_{p}} \log \mathrm{E} \exp m_{p} A_{p+1}\left(x+z_{p}\right) \tag{14.432}
\end{equation*}
$$

where $z_{p}$ is a Gaussian r.v. with $\mathrm{E} z_{p}^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$.

We think of $Y_{0}$ as a function $Y_{0}(\lambda)$. This is exactly the function of Proposition 14.6.4 in the case $g_{p}^{\ell}=y_{p}^{\ell}$. Recalling the sequence $D_{p}$ of that Proposition, we then have $D_{k+3}(x)=\log \operatorname{ch} x=A_{k+2}(x)$, and we see from (14.430) by decreasing induction over $p$ that $D_{p}=A_{p-1}$ for $p \geq 2$. We then use (14.180) for $\tau=2$ to compute $Y_{0}^{\prime}(0)$, and since $D_{2}=A_{1}$ we get

$$
\begin{equation*}
\beta(v)=\mathrm{E}\left(A_{1}^{\prime}\left(h+y_{0}^{1}+y_{1}^{1}\right) A_{1}^{\prime}\left(h+y_{0}^{2}+y_{1}^{2}\right)\right)+v . \tag{14.433}
\end{equation*}
$$

We note that by construction the following relations hold:
$\mathrm{E}\left(y_{0}^{1}+y_{1}^{1}\right)^{2}=\mathrm{E}\left(y_{0}^{2}+y_{1}^{2}\right)^{2}=\xi^{\prime}\left(q_{1}\right) ; \mathrm{E}\left(y_{0}^{1}+y_{1}^{1}\right)\left(y_{0}^{2}+y_{1}^{2}\right)=-\mathrm{E}\left(y_{0}^{1}\right)^{2}=-\xi^{\prime}(v)$.
Let us first consider the case $\rho_{1}=v=0$. Then $y_{0}^{1}=y_{0}^{2}=0$ and $y_{1}^{1}$ and $y_{1}^{2}$ are independent with $\mathrm{E}\left(y_{1}^{1}\right)^{2}=\mathrm{E}\left(y_{1}^{2}\right)^{2}=\xi^{\prime}\left(q_{1}\right)=\mathrm{E} z_{1}^{2}$. Therefore

$$
A_{0}(x)=\mathrm{E} A_{1}\left(x+z_{1}\right)=\mathrm{E} A_{1}\left(x+y_{1}^{1}\right)=\mathrm{E} A_{1}\left(x+y_{1}^{2}\right)
$$

so that

$$
A_{0}^{\prime}(x)=\mathrm{E} A_{1}^{\prime}\left(x+y_{1}^{1}\right)=\mathrm{E} A_{1}^{\prime}\left(x+y_{1}^{2}\right)
$$

and taking first expectation in $y_{1}^{1}$ and $y_{1}^{2}$ we deduce from (14.433) that

$$
\begin{equation*}
\beta(0)=\mathrm{E} A_{0}^{\prime}(h)^{2} \tag{14.435}
\end{equation*}
$$

Throughout the section, we denote by $M$ a number that depends only on $\boldsymbol{\beta}$ and $h$, and thus need not be the same at each occurrence. Since $\mathrm{E} h^{2}>0$, we know from (14.274) and (14.435) that

$$
\begin{equation*}
\beta(0) \geq \frac{1}{M} \tag{14.436}
\end{equation*}
$$

Combining with (14.431) this implies

$$
\begin{equation*}
\inf _{\lambda} \alpha(\lambda) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{k})-\frac{1}{M^{\prime}} \tag{14.437}
\end{equation*}
$$

Thus, in the case $v=0$ we are in very good shape. To use the same idea when $v \neq 0$ we would like actually to prove that for all $0 \leq v \leq q_{1}$ we have

$$
\begin{equation*}
\beta(v) \geq \frac{1}{M} \tag{14.438}
\end{equation*}
$$

We will deduce this from (14.436) and comparison of $\beta(v)$ and $\beta(0)$ using Lemma 14.9.5. From (14.433) and (14.434) we obtain (as we have just used)

$$
\beta(0)=\mathrm{E} A_{1}^{\prime}\left(h+\chi_{1}\right) A_{1}^{\prime}\left(h+\chi_{2}\right),
$$

where $\chi_{1}$ and $\chi_{2}$ are independent Gaussian r.v.s with $\mathrm{E} \chi_{1}^{2}=\mathrm{E} \chi_{2}^{2}=\xi^{\prime}\left(q_{1}\right)=$ $\mathrm{E} z_{0}^{2}$, while

$$
\beta(v)=\mathrm{E} A_{1}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{1}^{\prime}\left(h+\chi_{2}^{\prime}\right)+v,
$$

where $\chi_{1}^{\prime}$ and $\chi_{2}^{\prime}$ are jointly Gaussian r.v.s with $\mathrm{E} \chi_{1}^{\prime 2}=\mathrm{E} \chi_{2}^{\prime 2}=\xi^{\prime}\left(q_{1}\right)$ and $\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}=-\xi^{\prime}(v)$. Thus Lemma 14.9.5 implies

$$
\begin{equation*}
\beta(v) \geq \beta(0)+v-\xi^{\prime}(v) \mathrm{E} A_{1}^{\prime \prime}\left(h+z_{0}\right)^{2} \tag{14.439}
\end{equation*}
$$

and since $\xi^{\prime}(v) \leq v \xi^{\prime \prime}(v) \leq v \xi^{\prime \prime}\left(q_{1}\right)$,

$$
\begin{equation*}
\beta(v) \geq \beta(0)+v\left(1-\xi^{\prime \prime}\left(q_{1}\right) \mathrm{E} A_{1}^{\prime \prime}\left(h+z_{0}\right)^{2}\right) \tag{14.440}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\varepsilon=\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-\mathcal{P}(\xi, h) \tag{14.441}
\end{equation*}
$$

We appeal to $(14.283)$ for $r=1$ to obtain

$$
\begin{equation*}
\xi^{\prime \prime}\left(q_{1}\right)\left(-\xi^{\prime \prime}\left(q_{1}\right) U^{\prime \prime}(0)-1\right) \leq M \varepsilon^{1 / 6} \tag{14.442}
\end{equation*}
$$

where, using (14.248),

$$
\begin{equation*}
U^{\prime \prime}(0)=-\mathrm{E} A_{1}^{\prime \prime}\left(h+z_{0}\right)^{2} \tag{14.443}
\end{equation*}
$$

Now we deduce from Lemma 14.7.15 page 411 that $q_{1} \geq 1 / M$ and thus $\xi^{\prime \prime}\left(q_{1}\right) \geq 1 / M$. Therefore (14.442) implies

$$
-\xi^{\prime \prime}\left(q_{1}\right) U^{\prime \prime}(0)-1 \leq M \varepsilon^{1 / 6}
$$

and, combining with (14.443),

$$
\xi^{\prime \prime}\left(q_{1}\right) \mathrm{E} A_{1}^{\prime \prime}\left(h+z_{0}\right)^{2} \leq 1+M \varepsilon^{1 / 6},
$$

so that (14.440) yields

$$
\beta(v) \geq \beta(0)-M \varepsilon^{1 / 6} \geq \frac{1}{M}-M \varepsilon^{1 / 6}
$$

So, if $\varepsilon$ is small enough, we have $\beta(v) \geq 1 / M$ for all $v \leq q_{1}$ and we conclude as in the case $v=0$ with (14.437). This finishes the proof when (14.428) holds, i.e. $0 \leq v \leq q_{1}$.

Before we start the proof of Proposition 14.12.5 let us make a general observation. To keep the notation manageable it is very desirable to assume that $v=q_{a}$ for a certain integer $a$. We have explained why this is possible, as we can insert any element we wish in the list q. Of course, when using consequences of relation (14.424) as in (14.222) and (14.283) we will not be able to use the value $r=a$.

Let us now start the proof of Proposition 14.12.5. It is unfortunately necessary in the argument to distinguish whether $q_{s} \geq v$ or $q_{s} \leq v$. We consider first the case $q_{s} \leq v$ (which is the most difficult). So we assume that for a certain number $\delta>0$ (that will not depend on $N$ and will be very small) and a certain integer $s$ with $1 \leq s \leq k+1$ we have

$$
\begin{equation*}
m_{s-1} \leq \delta ; v-\delta \leq q_{s} \leq v \tag{14.444}
\end{equation*}
$$

As previously explained, we may assume without loss of generality that $v=q_{a}$ for a certain integer $a$, so that

$$
\begin{equation*}
v-\delta \leq q_{s} \leq \ldots \leq q_{a}=v \leq q_{a+1} \leq \ldots \leq q_{k+2}=1 \tag{14.445}
\end{equation*}
$$

We define $\tau=1$,

$$
\begin{equation*}
\rho_{0}=0, \quad \rho_{1}=v=q_{a}, \quad \rho_{2}=q_{a+1}, \quad \ldots, \quad \rho_{\kappa+1}=q_{k+2}=1 \tag{14.446}
\end{equation*}
$$

where $\kappa=k+2-a$. We define

$$
\begin{equation*}
n_{0}=0, \quad n_{1}=m_{a}, \quad n_{2}=m_{a+1}, \quad \ldots, \quad n_{\kappa}=m_{k+1}=1 . \tag{14.447}
\end{equation*}
$$

We denote by $\alpha(\lambda)$ the right-hand side of (14.424), keeping the dependence on $N$ implicit. The first goal is the following.

Lemma 14.12.7. We have

$$
\begin{equation*}
\alpha(0) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})+M \delta . \tag{14.448}
\end{equation*}
$$

Proof. First, we observe that

$$
\begin{align*}
\sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) & =\sum_{a \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& =\sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)-C \tag{14.449}
\end{align*}
$$

where

$$
\begin{aligned}
C & =\sum_{1 \leq p<a} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& =\sum_{1 \leq p \leq s-1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)+\sum_{s \leq p<a} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) .
\end{aligned}
$$

Since $m_{p} \leq \delta$ for $p \leq s-1$ and $m_{p} \leq 1$ for $p \geq s$ we get

$$
C \leq \delta \theta\left(q_{s}\right)+\theta\left(q_{a}\right)-\theta\left(q_{s}\right) \leq M \delta,
$$

using that $q_{a}-q_{s}=v-q_{s} \leq \delta$ by (14.444). Combining with (14.449) we obtain

$$
\begin{equation*}
\sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \geq \sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)-M \delta \tag{14.450}
\end{equation*}
$$

Next, when $\lambda=0$, copying the proof of (14.184) we get that

$$
Y_{0}=\mathrm{E} A_{a}\left(h+y_{0}^{1}\right)+\mathrm{E} A_{a}\left(h+y_{0}^{2}\right)=2 \mathrm{E} A_{a}\left(h+y_{0}^{1}\right),
$$

because $y_{0}^{2}=-y_{0}^{1}$. Now $\mathrm{E}\left(y_{0}^{1}\right)^{2}=\xi^{\prime}\left(\rho_{1}\right)-\xi^{\prime}(0)=\xi^{\prime}\left(q_{a}\right)$, so that $y_{1}^{1}$ and $\sum_{0 \leq p<a} z_{p}$ have the same distribution, and therefore

$$
\begin{equation*}
Y_{0}=2 \mathrm{E} A_{a}\left(h+\sum_{0 \leq p<a} z_{p}\right) . \tag{14.451}
\end{equation*}
$$

On the other hand, Jensen's inequality implies

$$
\mathrm{E} \exp m X \geq \exp m \mathbf{E} X
$$

and consequently (14.432) entails that $A_{p}(x) \geq \mathrm{E} A_{p+1}\left(x+z_{p}\right)$. Iteration of this relation yields

$$
\mathrm{E} A_{0}(h) \geq \mathrm{E} A_{a}\left(h+\sum_{0 \leq p<a} z_{p}\right)
$$

and (14.451) implies that $Y_{0} \leq 2 \mathrm{E} A_{0}(h)$. Using the definition (14.89) of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ completes the proof.

The next goal is to bound $\alpha^{\prime}(0)$ from below. Proposition 14.6.4 (and specifically (14.180)) implies

$$
\begin{equation*}
\alpha^{\prime}(0)=\mathrm{E}\left(A_{a}^{\prime}\left(h+y_{0}^{1}\right) A_{a}^{\prime}\left(h+y_{0}^{2}\right)\right)+v \tag{14.452}
\end{equation*}
$$

where $y_{0}^{2}=-y_{0}^{1}, \mathrm{E}\left(y_{0}^{1}\right)^{2}=\xi^{\prime}(v)$. Consider two independent Gaussian r.v.s $\chi_{1}^{\prime}$ and $\chi_{2}^{\prime}$ with $\mathrm{E}\left(\chi_{1}^{\prime}\right)^{2}=\mathrm{E}\left(\chi_{2}^{\prime}\right)^{2}=\xi^{\prime}(v)$. It then follows from Lemma 14.9.5 (used for $\chi_{1}=y_{0}^{1}, \chi_{2}=y_{0}^{2}$ ), and since $\left|\mathrm{E} \chi_{1} \chi_{2}-\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}\right|=\xi^{\prime}(v)$ that
$\mathrm{E}\left(A_{a}^{\prime}\left(h+y_{0}^{1}\right) A_{a}^{\prime}\left(h+y_{0}^{2}\right)\right) \geq \mathrm{E}\left(A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)\right)-\xi^{\prime}(v) \mathrm{E} A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2}$,
where $\chi$ is standard Gaussian. Since $\xi^{\prime}(v) \leq v \xi^{\prime \prime}(v)$, combining with (14.452) yields

$$
\begin{equation*}
\alpha^{\prime}(0) \geq \mathrm{E}\left(A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)\right)+v\left(1-\xi^{\prime \prime}(v) \mathrm{E} A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2}\right) \tag{14.453}
\end{equation*}
$$

Lemma 14.12.8. There exists a number $M$ depending on $\boldsymbol{\beta}$ and $h$ only such that

$$
\begin{equation*}
\mathrm{E}\left(A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)\right) \geq \frac{1}{M} . \tag{14.454}
\end{equation*}
$$

Proof. It follows from (14.274) that

$$
\begin{equation*}
A_{a}^{\prime \prime}(x) \geq \frac{1}{M \operatorname{ch}^{2} x} \tag{14.455}
\end{equation*}
$$

where $M$ depends on $\boldsymbol{\beta}$ only. Defining the function

$$
A_{*}(x)=\mathrm{E} A_{a}\left(x+\chi_{1}^{\prime}\right),
$$

we then have, using (14.281) in the second inequality,

$$
\begin{equation*}
A_{*}^{\prime \prime}(x)=\mathrm{E} A_{a}^{\prime \prime}\left(x+\chi_{1}^{\prime}\right) \geq \mathrm{E} \frac{1}{M \operatorname{ch}^{2}\left(x+\chi_{1}^{\prime}\right)} \geq \frac{1}{M^{\prime} \operatorname{ch}^{2} x} \tag{14.456}
\end{equation*}
$$

Since $A_{a}(x)=A_{a}(-x)$, we have $A_{*}^{\prime}(0)=0$, and (14.456) implies

$$
\begin{equation*}
\left|A_{*}^{\prime}(x)\right| \geq \frac{1}{M}|\operatorname{th} x| \tag{14.457}
\end{equation*}
$$

so that

$$
\mathrm{E} A_{*}^{\prime}(h)^{2} \geq \frac{1}{M}
$$

But

$$
\mathrm{E} A_{*}^{\prime}(h)^{2}=\mathrm{E}\left(A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)\right) .
$$

Let us remark for further use that arguing as in (14.457) one obtains that for each $p$ one has

$$
\begin{equation*}
\left|A_{p}^{\prime}(x)\right| \geq \frac{1}{M}|\operatorname{th} x| . \tag{14.458}
\end{equation*}
$$

To use (14.453) the next task is to bound from above the quantity

$$
\xi^{\prime \prime}(v) \mathrm{E} A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2}
$$

The starting point of the proof is that (14.283) yields

$$
\begin{equation*}
\xi^{\prime \prime}\left(q_{s}\right)\left(-\xi^{\prime \prime}\left(q_{s}\right) U^{\prime \prime}(0)-1\right) \leq M \varepsilon^{1 / 6} \tag{14.459}
\end{equation*}
$$

where, using (14.248) and setting $\zeta_{p}=h+\sum_{0 \leq n<p} z_{n}$,

$$
\begin{equation*}
U^{\prime \prime}(0)=-\mathrm{E}\left(W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}\right) \tag{14.460}
\end{equation*}
$$

for

$$
W_{p}=\exp m_{p}\left(A_{p+1}\left(\zeta_{p+1}\right)-A_{p}\left(\zeta_{p}\right)\right)
$$

By (14.222) we have $q_{1}=\mathrm{E} A_{1}^{\prime}\left(\zeta_{1}\right)^{2}$, and (14.458) implies that $q_{1} \geq 1 / M$, so that $q_{s} \geq q_{1} \geq 1 / M$ and $\xi^{\prime \prime}\left(q_{s}\right) \geq 1 / M$. Therefore (14.459) and (14.460) imply

$$
\begin{equation*}
\xi^{\prime \prime}\left(q_{s}\right) \mathrm{E}\left(W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}\right) \leq 1+M \varepsilon^{1 / 6} \tag{14.461}
\end{equation*}
$$

Lemma 14.12.9. Assuming (14.444) there exists $\delta_{0}>0$ depending only on $\boldsymbol{\beta}$ and $h$ such that when $\delta \leq \delta_{0}$ we have

$$
\begin{equation*}
\xi^{\prime \prime}(v) \mathrm{E} A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2} \leq \xi^{\prime \prime}\left(q_{s}\right) \mathrm{E}\left(W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}\right)+M \sqrt{\delta} \tag{14.462}
\end{equation*}
$$

Accepting this for the moment we see that combining with (14.454), (14.461) and (14.453) implies

$$
\begin{equation*}
\alpha^{\prime}(0) \geq \frac{1}{M}-M \varepsilon^{1 / 6}-M \sqrt{\delta} \tag{14.463}
\end{equation*}
$$

Proof of Proposition 14.12.5. First we complete the proof in the case where $q_{s} \leq v$. Let us denote by $M_{1}$ the constant of (14.448) and (14.463), and without loss of generality assume that $M_{1} \geq 1$. Let us set $\delta=1 / 16 M_{1}^{4}$. Then if $\varepsilon \leq \varepsilon_{1}=\left(1 / 4 M_{1}^{2}\right)^{6},(14.463)$ implies

$$
\alpha^{\prime}(0) \geq \frac{1}{M_{1}}-\frac{M_{1}}{4 M_{1}^{2}}-\frac{M_{1}}{4 M_{1}^{2}}=\frac{1}{2 M_{1}}
$$

and combining with (14.431) and (14.448) yields

$$
\inf _{\lambda} \alpha(\lambda) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})+M_{1} \delta-\frac{1}{8 M_{1}^{2}} \leq 2 \mathcal{P}(\xi, h)-\frac{1}{16 M_{1}^{2}}
$$

and this completes the proof in the case where $q_{s} \leq v$.
It remains to prove the result when $q_{s}>v=q_{a}$. Then (14.444) holds for $s^{\prime}=a+1$, so that without loss of generality we may assume $s=a+1$. We define

$$
0=\rho_{0} \leq \rho_{1}=v=q_{a} \leq \rho_{2}=q_{a+1} \leq \ldots \leq \rho_{\kappa+1}=q_{k+2}
$$

where $\kappa=k+1-a$, and

$$
\begin{equation*}
n_{0}=0, \quad n_{1}=0, \quad n_{2}=m_{a+1}, \quad \ldots, \quad n_{\kappa}=m_{k+1}=1 \tag{14.464}
\end{equation*}
$$

The difference between (14.464) and (14.447) is that now $n_{1}=0$. Rather than (14.452) we find

$$
\begin{equation*}
\alpha^{\prime}(0)=\mathrm{E}\left(A_{a+1}^{\prime}\left(h+y_{0}^{1}+y_{1}^{1}\right) A_{a+1}^{\prime}\left(h+y_{0}^{2}+y_{1}^{2}\right)\right)+v . \tag{14.465}
\end{equation*}
$$

Consider two independent Gaussian r.v.s $\chi_{1}^{\prime}$ and $\chi_{2}^{\prime}$ with $\mathrm{E}\left(\chi_{1}^{\prime}\right)^{2}=\mathrm{E}\left(\chi_{2}^{\prime}\right)^{2}=$ $\xi^{\prime}\left(q_{a+1}\right)$. We use Lemma 14.9.5 with $\chi_{1}=y_{0}^{1}+y_{1}^{1}, \chi_{2}=y_{0}^{2}+y_{1}^{2}$, so that $\mathrm{E} \chi_{1} \chi_{2}=\mathrm{E} y_{0}^{1} y_{0}^{2}=-\mathrm{E}\left(y_{0}^{1}\right)^{2}=-\xi^{\prime}(v)$ and $\mathrm{E} \chi_{1}^{\prime} \chi_{2}^{\prime}=0$. We get

$$
\begin{aligned}
\mathrm{E}\left(A_{a+1}^{\prime}\left(h+y_{0}^{1}+y_{1}^{1}\right) A_{a+1}^{\prime}\left(h+y_{0}^{2}+y_{1}^{2}\right)\right) & \geq \mathrm{E}\left(A_{a+1}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a+1}^{\prime}\left(h+\chi_{2}^{\prime}\right)\right) \\
& -\xi^{\prime}(v) \mathrm{E} A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2}
\end{aligned}
$$

where $\chi$ is standard Gaussian. Then to finish the argument as previously it suffices to show that

$$
\begin{equation*}
\xi^{\prime \prime}(v) \mathrm{E} A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2} \leq 1+M \delta+M \varepsilon^{1 / 6} \tag{14.466}
\end{equation*}
$$

Using (14.459) for $a+1$ rather than $s$, instead of (14.461) we reach

$$
\xi^{\prime \prime}\left(q_{a+1}\right) \mathrm{E}\left(W_{1} \cdots W_{a} A_{a+1}^{\prime \prime}\left(\zeta_{a+1}\right)^{2}\right) \leq 1+M \varepsilon^{1 / 6}
$$

This implies (14.466) since $\xi^{\prime \prime}\left(q_{a+1}\right) \geq \xi^{\prime \prime}(v)$ because $q_{a+1} \geq v$, since (as in (14.469)) $\mathrm{E}\left|W_{1} \cdots W_{a}-1\right| \leq M \delta$ and since $\mathrm{E} A_{a+1}^{\prime \prime}\left(\zeta_{a+1}\right)^{2}=\mathrm{E} A_{a+1}^{\prime \prime}(h+$ $\left.\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2}$.

Proof of Lemma 14.12.9. Using (14.204) in the case $A=A_{p+1}$ and $m=m_{p}$ we get

$$
A_{p}^{\prime \prime}(x) \geq \mathrm{E}_{p}\left(\exp m_{p}\left(A_{p+1}\left(x+z_{p}\right)-A_{p}(x)\right) A_{p+1}^{\prime \prime}\left(x+z_{p}\right)\right)
$$

where as usual $\mathrm{E}_{p}$ denotes expectation in the r.v.s $z_{n}$ for $n \geq p$. This implies

$$
A_{p}^{\prime \prime}\left(\zeta_{p}\right) \geq \mathrm{E}_{p}\left(W_{p} A_{p+1}^{\prime \prime}\left(\zeta_{p+1}\right)\right)
$$

and since $W_{p}$ does not depend on the r.v.s $z_{n}$ for $n \geq p$ this inequality can be iterated to give

$$
\begin{equation*}
A_{s}^{\prime \prime}\left(\zeta_{s}\right) \geq \mathrm{E}_{s}\left(W_{s} \cdots W_{a-1} A_{a}^{\prime \prime}\left(\zeta_{a}\right)\right) \tag{14.467}
\end{equation*}
$$

We shall prove that

$$
\begin{equation*}
\mathrm{E}\left|W_{s} \cdots W_{a-1}-1\right| \leq M \sqrt{\delta} \tag{14.468}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left|W_{1} \cdots W_{s-1}-1\right| \leq M \delta \tag{14.469}
\end{equation*}
$$

Now, since $0 \leq A_{a}^{\prime \prime} \leq 1$,

$$
\begin{align*}
\left|\mathrm{E}_{s}\left(W_{s} \cdots W_{a-1} A_{a}^{\prime \prime}\left(\zeta_{a}\right)\right)-A_{a}^{\prime \prime}\left(\zeta_{a}\right)\right| & \leq \mathrm{E}_{s}\left(\left|W_{s} \cdots W_{a-1} A_{a}^{\prime \prime}\left(\zeta_{a}\right)-A_{a}^{\prime \prime}\left(\zeta_{a}\right)\right|\right) \\
& \leq \mathrm{E}_{s}\left(\left|W_{s} \cdots W_{a-1}-1\right|\right) \tag{14.470}
\end{align*}
$$

Combining with (14.467), and letting $Y=\mathrm{E}_{s}\left(\left|W_{s} \cdots W_{a-1}-1\right|\right)$ yields

$$
A_{s}^{\prime \prime}\left(\zeta_{s}\right) \geq \mathrm{E}_{s} A_{a}^{\prime \prime}\left(\zeta_{a}\right)-Y
$$

so that

$$
A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2} \geq\left(\mathrm{E}_{s} A_{a}^{\prime \prime}\left(\zeta_{a}\right)\right)^{2}-2 Y
$$

and, taking expectation and using (14.468),

$$
\begin{equation*}
\mathrm{E} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2} \geq \mathrm{E}\left(\mathrm{E}_{s} A_{a}^{\prime \prime}\left(\zeta_{a}\right)\right)^{2}-M \sqrt{\delta} . \tag{14.471}
\end{equation*}
$$

Now, by (14.272) we get

$$
\begin{equation*}
\left|A_{a}^{\prime \prime}\left(\zeta_{a}\right)-A_{a}^{\prime \prime}\left(\zeta_{s}\right)\right| \leq 5\left|\zeta_{a}-\zeta_{s}\right| \tag{14.472}
\end{equation*}
$$

and

$$
\zeta_{a}-\zeta_{s}=\sum_{s \leq n<a} z_{n}
$$

so that $\mathrm{E}_{s}\left(\zeta_{a}-\zeta_{s}\right)^{2}=\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{s}\right)$. Now, since $q_{a} \geq q_{s} \geq q_{a}-\delta$, we have $\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{s}\right) \leq \xi^{\prime \prime}(1)\left(q_{a}-q_{s}\right) \leq M \delta$, and finally

$$
\begin{equation*}
\mathrm{E}_{s}\left(\zeta_{a}-\zeta_{s}\right)^{2} \leq M \delta \tag{14.473}
\end{equation*}
$$

Therefore (14.472) implies that

$$
\mathrm{E}_{s} A_{a}^{\prime \prime}\left(\zeta_{s}\right) \geq A_{a}^{\prime \prime}\left(\zeta_{a}\right)-M \sqrt{\delta}
$$

and, taking square and expectation, (14.471) entails

$$
\mathrm{E} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2} \geq \mathrm{E} A_{a}^{\prime \prime}\left(\zeta_{s}\right)^{2}-M \sqrt{\delta}
$$

Using again (14.472) and (14.473) we get

$$
\mathrm{E} A_{a}^{\prime \prime}\left(\zeta_{s}\right)^{2} \geq \mathrm{E} A_{a}^{\prime \prime}\left(\zeta_{a}\right)^{2}-M \sqrt{\delta}
$$

and finally

$$
\begin{equation*}
\mathrm{E} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2} \geq \mathrm{E} A_{a}^{\prime \prime}\left(\zeta_{a}\right)^{2}-M \sqrt{\delta} \tag{14.474}
\end{equation*}
$$

Moreover by the same argument as in (14.470), (14.469) implies

$$
\mathrm{E}\left(W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}\right) \geq \mathrm{E} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}-M \delta
$$

and combining with (14.474),
$\mathrm{E}\left(W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}\right) \geq \mathrm{E} A_{a}^{\prime \prime}\left(\zeta_{a}\right)^{2}-M \sqrt{\delta}=\mathrm{E} A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2}-M \sqrt{\delta}$.
Since $\xi^{\prime \prime}(v) \leq \xi^{\prime \prime}\left(q_{s}\right)+M \delta$ (because $q_{s} \geq v-\delta$ ) this proves (14.462).
We turn to the proof of (14.469). The basic reason why this is true is that $m_{p} \leq \delta$ for $p \leq s-1$ so that each factor $W_{p}$ is very close to 1 . We have

$$
\begin{equation*}
W_{1} \cdots W_{s-1}=\exp S \tag{14.475}
\end{equation*}
$$

where

$$
S:=m_{s-1} A_{s}\left(\zeta_{s}\right)+\sum_{1 \leq p \leq s-1}\left(m_{p-1}-m_{p}\right) A_{p}\left(\zeta_{p}\right)
$$

Now, (14.197) and Hölder's inequality imply

$$
\exp 4 B(x, v, m) \leq(\mathrm{E} \exp A(x+g \sqrt{v}))^{4} \leq \mathrm{E} \exp 4 A(x+g \sqrt{v})
$$

and iteration of this inequality shows that

$$
\mathrm{E} \exp 4 A_{p}\left(\zeta_{p}\right) \leq M
$$

Since $m_{s-1}+\sum_{1 \leq p \leq s-1}\left|m_{p-1}-m_{p}\right| \leq 2 m_{s-1} \leq 2 \delta$ and $\mathrm{E} A_{p}\left(\zeta_{p}\right)^{4} \leq M$ we get

$$
\mathrm{E} S^{2} \leq \delta M
$$

We also have $A_{p} \geq 0$. Using simply that

$$
\frac{m_{s-1}}{2}+\sum_{1 \leq p \leq s-1} \frac{\left|m_{p-1}-m_{p}\right|}{2} \leq m_{s-1} \leq 1
$$

and Hölder's inequality

$$
\begin{equation*}
\mathrm{E} \exp 2|S| \leq\left(\mathrm{E} \exp 4 A_{s}\left(\zeta_{s}\right)\right)^{m_{s-1} / 2} \prod_{1 \leq p \leq s-1}\left(\mathrm{E} \exp 4 A_{s}\left(\zeta_{s}\right)\right)^{\left|m_{p-1}-m_{p}\right| / 2} \tag{14.476}
\end{equation*}
$$

we obtain that $\mathrm{E} \exp 2|S| \leq M$. Using the inequality

$$
\begin{equation*}
\mathrm{E}|\exp S-1| \leq \mathrm{E}|S| \exp |S| \leq\left(\mathrm{E} S^{2}\right)^{1 / 2}(\mathrm{E} \exp 2|S|)^{1 / 2} \tag{14.477}
\end{equation*}
$$

we have proved (14.469), and we turn to the proof of (14.468). We write

$$
\begin{equation*}
W_{s} \cdots W_{a-1}=\exp S^{*} \tag{14.478}
\end{equation*}
$$

where

$$
\begin{align*}
S^{*} & :=m_{a-1} A_{a}\left(\zeta_{a}\right)-m_{s} A_{s}\left(\zeta_{s}\right)+\sum_{s+1 \leq p \leq a-1}\left(m_{p-1}-m_{p}\right) A_{p}\left(\zeta_{p}\right)  \tag{14.479}\\
& =-m_{s}\left(A_{s}\left(\zeta_{s}\right)-A_{a}\left(\zeta_{a}\right)\right)+\sum_{s+1 \leq p \leq a-1}\left(m_{p-1}-m_{p}\right)\left(A_{p}\left(\zeta_{p}\right)-A_{a}\left(\zeta_{a}\right)\right) .
\end{align*}
$$

The reason why $S^{*}$ is close to 0 is that the terms $A_{p}\left(\zeta_{p}\right)-A_{a}\left(\zeta_{a}\right)$ are small. Indeed, iteration of (14.273) shows that for $s \leq p \leq a$ we have

$$
A_{a}(x) \leq A_{p}(x) \leq A_{a}(x)+\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{p}\right)
$$

Since $v=q_{a} \geq q_{p} \geq q_{a}-\delta=v-\delta$ for $s \leq p \leq a$, we have $0 \leq q_{a}-q_{p} \leq \delta$ and $\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{p}\right) \leq M \delta$, so that

$$
\left|A_{p}(x)-A_{a}(x)\right| \leq M \delta .
$$

Since $\left|A_{a}^{\prime}\right| \leq 1$, we have

$$
\begin{align*}
\left|A_{p}\left(\zeta_{p}\right)-A_{a}\left(\zeta_{a}\right)\right| & \leq\left|A_{p}\left(\zeta_{p}\right)-A_{a}\left(\zeta_{p}\right)\right|+\left|A_{a}\left(\zeta_{p}\right)-A_{a}\left(\zeta_{a}\right)\right| \\
& \leq M \delta+\left|\zeta_{p}-\zeta_{a}\right| \tag{14.480}
\end{align*}
$$

Now,

$$
\zeta_{a}-\zeta_{p}=\sum_{p \leq n<a} z_{n}
$$

so that

$$
\begin{equation*}
\mathrm{E}\left(\zeta_{a}-\zeta_{p}\right)^{2}=\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{p}\right) \leq M \delta . \tag{14.481}
\end{equation*}
$$

Therefore $\mathrm{E}\left(A_{p}\left(\zeta_{p}\right)-A_{a}\left(\zeta_{a}\right)\right)^{4} \leq M \delta^{2}$ and since

$$
\begin{equation*}
\left|m_{s}\right|+\sum_{s+1 \leq p \leq a-1}\left|m_{p-1}-m_{p}\right| \leq 2 \tag{14.482}
\end{equation*}
$$

we get that $\mathrm{E} S^{* 2} \leq M \delta$. Denoting by $M_{3}$ the constant in (14.480) and (14.481) we get

$$
\mathrm{E} \exp 4\left|A_{p}\left(\zeta_{p}\right)-A_{p}\left(\zeta_{a}\right)\right| \leq \exp \left(4 M_{3} \delta+4|g|\right),
$$

where $g$ is a Gaussian r.v. with

$$
\mathrm{E} g^{2} \leq M_{3} \delta
$$

Consequently, if $M_{3} \delta \leq 1$ we get $\mathrm{E} \exp 4\left|A_{p}\left(\zeta_{p}\right)-A_{p}\left(\zeta_{a}\right)\right| \leq L$. It then follows from (14.479), (14.482) and Hölder's inequality as in (14.476) that $\mathrm{E} \exp 2\left|S^{*}\right| \leq L$. The conclusion then follows from (14.477).

Let us now describe the approach to Proposition 14.12.6. We choose the parameters in Proposition 14.12 .4 as follows. We take $\lambda=0$. As we just explained, without loss of generality we may assume that $v=q_{a}$ for a certain integer $a$. We then choose $\kappa=k+1, \rho_{p}=q_{p}, \tau=a, n_{p}=m_{p}$ if $p \geq a$ and $n_{p}=m_{p} / 2$ if $p<a$. The key point is as follows.

Lemma 14.12.10. Under the conditions of Proposition 14.12.6 the quantity $Y_{0}$ in the right-hand side of (14.424) satisfies

$$
\begin{equation*}
Y_{0} \leq 2 \mathrm{E} A_{0}(h)-\frac{1}{M}, \tag{14.483}
\end{equation*}
$$

where $M$ depends only on $\delta, \boldsymbol{\beta}$ and $h$.
Proof of Proposition 14.12.6. Recalling the identity

$$
\begin{aligned}
& -2 \sum_{p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right)-\sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
= & -\sum_{p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
\end{aligned}
$$

Proposition 14.12.6 then follows from (14.483).
We will obtain (14.483) by improving upon the argument by which we have proved in the previous chapter that $Y_{0} \leq 2 A_{0}(h)$. For convenience we reproduce this argument now.

Proceeding e.g as in (14.184) independence yields

$$
Y_{a}=A_{a}\left(h+\sum_{0 \leq p<a} y_{p}^{1}\right)+A_{a}\left(h+\sum_{0 \leq p<a} y_{p}^{2}\right) .
$$

Now we prove that if $p \leq a$ we have

$$
Y_{p} \leq A_{p}\left(h+\sum_{0 \leq r<p} y_{r}^{1}\right)+A_{p}\left(h+\sum_{0 \leq r<p} y_{r}^{2}\right)
$$

The proof is by decreasing induction over $p$. For the induction step from $p+1$ to $p$ we write, using the induction hypothesis in the first line and then the Cauchy-Schwarz inequality:

$$
\begin{align*}
& \mathrm{E}_{p} \exp n_{p} Y_{p+1} \\
\leq & \mathrm{E}_{p} \exp \frac{m_{p}}{2}\left(A_{p+1}\left(h+\sum_{0 \leq r \leq p} y_{r}^{1}\right)+A_{p+1}\left(h+\sum_{0 \leq r \leq p} y_{r}^{2}\right)\right) \\
\leq & \prod_{j=1,2}\left(\mathrm{E}_{p} \exp m_{p} A_{p+1}\left(h+\sum_{0 \leq r \leq p} y_{p}^{j}\right)\right)^{1 / 2} . \tag{14.484}
\end{align*}
$$

Now, since $y_{p}^{1}$ and $y_{p}^{2}$ are distributed like $z_{p}$ for $j=1,2$, by definition of $A_{p}$ we have

$$
\mathrm{E}_{p} \exp m_{p} A_{p+1}\left(h+\sum_{0 \leq r \leq p} y_{r}^{j}\right)=\exp m_{p} A_{p}\left(h+\sum_{0 \leq r<p} y_{r}^{j}\right)
$$

and taking logarithms in (14.484) completes the induction step. In this manner, we prove that

$$
\begin{equation*}
Y_{0} \leq 2 \mathrm{E} A_{0}(h) \tag{14.485}
\end{equation*}
$$

Since $y_{2}^{2}=-y_{2}^{1}$, we expect however that when $h \neq 0$, there cannot be equality in (14.484). We also expect that the small differences between the two sides of (14.484) keep accumulating over the values of $p$. To prove this we will require non-trivial estimates that do not depend on how many times we use the Cauchy-Schwarz inequality. A very important point is that we want that the accumulated small differences add to a quantity that is bounded below, depending only on $\boldsymbol{\beta}$ and $h$. There is equality in (14.484) when $m_{p}=0$, so that to bound from below these differences we need to bound $m_{p}$ from below. There is also equality in (14.484) when $y_{p}^{1}=0$, so that we can expect the difference between the two sides of (14.484) to be somewhat proportional to $\mathrm{E}\left(y_{p}^{1}\right)^{2}$. To have a chance to succeed we then need to control from below the sum of these quantiles for values of $m_{p}$ (with $p \leq a$ ) that are not too small. This control is provided by condition (14.427). This concludes our scheme of proof of Lemma 14.12.10, and we start the real proof.

Finding estimates that properly quantify the difference between the two sides of (14.484) is a nice exercise in elementary analysis. We state the main estimate first.

Proposition 14.12.11. Consider a function $A(x)$, and assume that

$$
\begin{equation*}
A(x)=A(-x) ; \quad\left|A^{\prime}\right| \leq 1 ; \quad A^{\prime \prime}(x) \leq 1 \tag{14.486}
\end{equation*}
$$

and that, for a certain number $C$

$$
\begin{equation*}
A^{\prime \prime}(x) \geq \frac{1}{C \operatorname{ch}^{2} x} \tag{14.487}
\end{equation*}
$$

Then, if $0<m \leq 1,0 \leq w \leq 10^{-2}, 0 \leq \alpha \leq 1$ and $z$ is standard Gaussian, we have, for any numbers $x_{1}, x_{2}$

$$
\begin{align*}
& \frac{2}{m} \log \mathrm{E} \exp \frac{m}{2}\left(A\left(x_{1}+z \sqrt{w}\right)+A\left(x_{2}+z \sqrt{w}\right)\right. \\
& \left.-\frac{\alpha\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4}\left(x_{1}+z \sqrt{w}\right) \operatorname{ch}^{4}\left(x_{2}+z \sqrt{w}\right)}\right) \\
\leq & \frac{1}{m} \log \mathrm{E} \exp m A\left(x_{1}+z \sqrt{w}\right)+\frac{1}{m} \log \mathrm{E} \exp m A\left(x_{2}+z \sqrt{w}\right) \\
- & \left(\alpha(1-L w)+\frac{m w}{L C^{2}}\right) \frac{\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}} \tag{14.488}
\end{align*}
$$

To understand this statement one should first consider the case $\alpha=0$. In that case we get a quantitative improvement in the use of the Cauchy-Schwarz inequality. This improvement is quantified by the term

$$
\frac{m w}{L C^{2}} \frac{\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}} .
$$

When $\alpha \neq 0$, the term

$$
\alpha \frac{\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}}
$$

represents how much we have improved on the Cauchy-Schwarz inequality in the previous steps. Most of this improvement is preserved in the new step (as is shown by the term $\alpha(1-L w)$ ), while some new improvement is gained (as is shown by the term $m w / L C^{2}$ ). That the improvements on the CauchySchwarz inequality keep accumulating over the steps (at least for small $\alpha$ ) is testified by the fact that

$$
\begin{equation*}
\alpha \leq \frac{m}{2 L^{2} C^{2}} \Rightarrow \alpha(1-L w)+\frac{m w}{L C^{2}} \geq \alpha+\frac{m w}{2 L C^{2}} \tag{14.489}
\end{equation*}
$$

Proof of Lemma 14.12.10. Let us denote by $L_{0}$ the number of (14.488). We may and do assume that $L_{0} \geq 1$. Since we can always insert new elements in the list $\mathbf{q}$, we may assume without loss of generality that

$$
\begin{equation*}
\forall p, \quad \xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) \leq \frac{1}{10^{2} L_{0}} \tag{14.490}
\end{equation*}
$$

Let us define the function

$$
Y_{a}\left(x_{1}, x_{2}\right)=A_{a}\left(x_{1}\right)+A_{a}\left(x_{2}\right)
$$

and, recursively, for $1 \leq p<a$

$$
Y_{p}\left(x_{1}, x_{2}\right)=\frac{2}{m_{p}} \log \mathrm{E} \exp \frac{m_{p}}{2} Y_{p+1}\left(x_{1}+y_{p}^{1}, x_{2}+y_{p}^{2}\right)
$$

and finally $Y_{0}\left(x_{1}, x_{2}\right)=\mathrm{E} Y_{1}\left(x_{1}+y_{0}^{1}, x_{2}+y_{0}^{2}\right)$. It should be obvious that

$$
\begin{equation*}
Y_{0}=\mathrm{E} Y_{0}(h, h) \tag{14.491}
\end{equation*}
$$

We proved in Lemma 14.7.16 that there exists a constant $C$, depending on $\boldsymbol{\beta}$ only, such that

$$
\begin{equation*}
\forall p, \quad A_{p}^{\prime \prime}(x) \geq \frac{1}{C \operatorname{ch}^{2} x} \tag{14.492}
\end{equation*}
$$

We prove that for $s \leq p \leq a$ we have

$$
\begin{equation*}
Y_{p}\left(x_{1}, x_{2}\right) \leq A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)-\alpha_{p} \frac{\left(x_{1}+x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}} \tag{14.493}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{p}=\delta \min \left(\frac{1}{2 L_{0}^{2} C^{2}}, \frac{\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{p}\right)}{2 L_{0} C^{2}}\right) \tag{14.494}
\end{equation*}
$$

The proof is by decreasing induction over $p$. This is true for $p=a$. For the induction from $p+1$ to $p$, we observe that

$$
A_{p+1}\left(x_{2}+y_{p}^{2}\right)=A_{p+1}\left(x_{2}-y_{p}^{1}\right)=A_{p+1}\left(-x_{2}+y_{p}^{1}\right)
$$

We use (14.488) with $-x_{2}$ instead of $x_{2}$, and with

$$
\begin{equation*}
A=A_{p+1}, \quad \alpha=\alpha_{p+1}, \quad m=m_{p}, \quad w=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) . \tag{14.495}
\end{equation*}
$$

Since $m_{p} \geq m_{s} \geq \delta$ we obtain

$$
\begin{equation*}
Y_{p}\left(x_{1}, x_{2}\right) \leq A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)-\alpha^{\prime} \frac{\left(x_{1}+x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}} \tag{14.496}
\end{equation*}
$$

for

$$
\begin{equation*}
\alpha^{\prime}=\alpha_{p+1}\left(1-L_{0} w\right)+\frac{\delta w}{L_{0} C^{2}}=\alpha_{p+1}+w\left(\frac{\delta}{L_{0} C^{2}}-\alpha_{p+1} L_{0}\right) \tag{14.497}
\end{equation*}
$$

Since $\alpha_{p+1} \leq \delta / 2 L_{0}^{2} C^{2}$, we have

$$
\alpha^{\prime} \geq \alpha_{p+1}+\frac{w \delta}{2 L_{0} C^{2}}
$$

and thus, recalling the definition (14.495) of $w$ we obtain

$$
\begin{aligned}
\alpha^{\prime} & \geq \alpha_{p+1}+\delta \frac{\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)}{2 L_{0} C^{2}} \\
& =\delta \min \left(\frac{1}{2 L_{0} C^{2}}, \frac{\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{p+1}\right)}{2 L_{0} C^{2}}\right)+\delta \frac{\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right)}{2 L_{0} C^{2}} \\
& \geq \delta \min \left(\frac{1}{2 L_{0} C^{2}}, \frac{\xi^{\prime}\left(q_{a}\right)-\xi^{\prime}\left(q_{p}\right)}{2 L_{0} C^{2}}\right)=\alpha_{p} .
\end{aligned}
$$

This proves that (14.493) holds for $p \geq s$ for the value of $\alpha_{p}$ given by (14.494). Since $\delta>0$ depends only on $\boldsymbol{\beta}$ and $h$, and since $q_{s} \leq q_{a}-\delta$, we have $\alpha_{s} \geq 1 / M$ (where $M$ depends only on $\boldsymbol{\beta}$ and $h$ ). Next, we prove that for $p \leq s$, (14.493) holds for

$$
\begin{equation*}
\alpha_{p}=\alpha_{s} \exp \left(-2 L_{0}\left(\xi^{\prime}\left(q_{s}\right)-\xi^{\prime}\left(q_{p}\right)\right)\right) . \tag{14.498}
\end{equation*}
$$

This is true for $p=s$, and the proof is again by decreasing induction over $p$. We use (14.488) as before, but since we no longer control $m_{p}$ from below, instead of (14.497) we may only assert that

$$
\begin{equation*}
\alpha^{\prime} \geq \alpha_{p+1}\left(1-L_{0} w\right) \geq \alpha_{p+1} \exp \left(-2 L_{0} w\right) \tag{14.499}
\end{equation*}
$$

because $w=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right) \leq 1 / 2 L_{0}$ by (14.490) and since $1-x \geq \exp (-2 x)$ for $x \leq 1 / 2$. Using again the value of $w,(14.499)$ completes the proof that (14.493) holds for the value (14.498). Taking $p=0$, we have shown that

$$
Y_{0}\left(x_{1}, x_{2}\right) \leq A_{0}\left(x_{1}\right)+A_{0}\left(x_{2}\right)-\frac{1}{M} \frac{\left(x_{1}+x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}}
$$

so that if $E h^{2}>0$

$$
Y_{0}=\mathrm{E} Y_{0}(h, h) \leq 2 \mathrm{E} A_{0}(h)-\frac{1}{M} .
$$

Let us observe the following simple fact. Since $(\log \operatorname{ch} x)^{\prime \prime}=1 / \operatorname{ch}^{2} x \leq 1$ we have

$$
\log \operatorname{ch}\left(x_{1}+x\right) \leq \log \operatorname{ch} x_{1}+x \operatorname{th} x_{1}+\frac{x^{2}}{2}
$$

and thus

$$
\begin{equation*}
\operatorname{ch}\left(x_{1}+x\right) \leq \operatorname{ch} x_{1} \exp \left(x \operatorname{th} x_{1}+\frac{x^{2}}{2}\right) \tag{14.500}
\end{equation*}
$$

We turn to the proof of Proposition 14.12.11. We first consider the case $\alpha=0$, where this proposition improves upon the Cauchy-Schwarz inequality.

For $j=1,2$ let us set

$$
X_{j}=\exp \frac{m}{2} A\left(x_{j}+z \sqrt{w}\right) ; \quad b_{j}=\left(\mathrm{E} X_{j}^{2}\right)^{1 / 2}
$$

and let us further set

$$
b=\mathrm{E} X_{1} X_{2} .
$$

We assume without loss of generality that $x_{1} \geq x_{2}$. The starting point of the proof is the identity

$$
\begin{equation*}
b_{1}^{2} b_{2}^{2}-b^{2}=b_{2}^{2} \mathrm{E}\left(X_{1}-\frac{b}{b_{2}^{2}} X_{2}\right)^{2} \tag{14.501}
\end{equation*}
$$

and we try to find a lower bound for the right-hand side. Consider the function

$$
f(t)=\frac{1}{2}\left(A\left(x_{1}+t\right)-A\left(x_{2}+t\right)\right)
$$

so that

$$
2 f^{\prime}(t)=A^{\prime}\left(x_{1}+t\right)-A^{\prime}\left(x_{2}+t\right)=\int_{x_{2}+t}^{x_{1}+t} A^{\prime \prime}(s) \mathrm{d} s \geq \frac{1}{C} \int_{x_{2}+t}^{x_{1}+t} \frac{\mathrm{~d} s}{\operatorname{ch}^{2} s} .
$$

Now, for $|t| \leq 1$ we have, using (14.500) in the last inequality,

$$
\begin{aligned}
x_{2}+t \leq s \leq x_{1}+t \Rightarrow \operatorname{ch} s & \leq \max \left(\operatorname{ch}\left(x_{1}+t\right), \operatorname{ch}\left(x_{2}+t\right)\right) \\
& \leq \operatorname{ch}\left(x_{1}+t\right) \operatorname{ch}\left(x_{2}+t\right) \\
& \leq L \operatorname{ch} x_{1} \operatorname{ch} x_{2},
\end{aligned}
$$

and thus

$$
\begin{equation*}
|t| \leq 1 \quad \Rightarrow \quad f^{\prime}(t) \geq \frac{x_{1}-x_{2}}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}} \tag{14.502}
\end{equation*}
$$

so that if $0 \leq t_{0} \leq 1$,

$$
\begin{align*}
t_{0} \leq t \leq 1 & \Rightarrow f(t) \geq f\left(t_{0}\right) \geq f(0)+\frac{t_{0}\left(x_{1}-x_{2}\right)}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}}  \tag{14.503}\\
-1 \leq t \leq-t_{0} & \Rightarrow f(t) \leq f\left(-t_{0}\right) \leq f(0)-\frac{t_{0}\left(x_{1}-x_{2}\right)}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}} .
\end{align*}
$$

Let us assume for definiteness that $\exp m f(0) \geq b / b_{2}^{2}$. (The case where the reverse inequality holds is similar.) We observe that $X_{1}=X_{2} \exp m f(z \sqrt{w})$, and that since $w \leq 1$ we have

$$
\frac{1}{2} \leq z \leq 1 \Rightarrow \frac{\sqrt{w}}{2} \leq z \sqrt{w} \leq 1
$$

So it follows from (14.503) used for $t_{0}=\sqrt{w} / 2$ and $t=z \sqrt{w}$ that, using the inequality $\exp x \geq 1+x$ in the second line and that $\exp m f(0) \geq b / b_{2}^{2}$ in the third line,

$$
\begin{aligned}
\frac{1}{2} \leq z \leq 1 \Rightarrow X_{1} & \geq X_{2} \exp \left(m f(0)+m \sqrt{w} \frac{x_{1}-x_{2}}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}}\right) \\
& \geq X_{2}\left(1+\frac{m \sqrt{w}\left(x_{1}-x_{2}\right)}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}}\right) \exp m f(0) \\
& \geq X_{2}\left(1+\frac{m \sqrt{w}\left(x_{1}-x_{2}\right)}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}}\right) \frac{b}{b_{2}^{2}}
\end{aligned}
$$

Therefore

$$
\frac{1}{2} \leq z \leq 1 \quad \Rightarrow \quad X_{1}-\frac{b}{b_{2}^{2}} X_{2} \geq \frac{m \sqrt{w}\left(x_{1}-x_{2}\right)}{L C \operatorname{ch}^{2} x_{1} \operatorname{ch}^{2} x_{2}} \frac{b}{b_{2}^{2}} X_{2}
$$

and thus

$$
\begin{equation*}
\mathrm{E}\left(X_{1}-\frac{b}{b_{2}^{2}} X_{2}\right)^{2} \geq \frac{b^{2}}{b_{2}^{4}} \frac{m^{2} w\left(x_{2}-x_{1}\right)^{2}}{L C^{2} \operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}} \mathrm{E}\left(\mathbf{1}_{\{1 / 2 \leq z \leq 1\}} X_{2}^{2}\right) . \tag{14.504}
\end{equation*}
$$

Let us assume for the moment that we know that

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\{1 / 2 \leq z \leq 1\}} X_{2}^{2}\right) \geq \frac{1}{L} \mathrm{E} X_{2}^{2}=\frac{1}{L} b_{2}^{2} . \tag{14.505}
\end{equation*}
$$

Then, combining (14.501) and (14.504) yields

$$
b_{1}^{2} b_{2}^{2} \geq b^{2}\left(1+\frac{m^{2} w\left(x_{2}-x_{1}\right)^{2}}{L C^{2} \operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}}\right) .
$$

Since $\log (1+y) \geq y / 2$ for $0 \leq y \leq 1$, taking logarithms and dividing by $m$ implies (14.488) when $\alpha=0$.

To prove (14.505) we simply use that, since $\left|A^{\prime}\right| \leq 1$ and $\left|A^{\prime \prime}\right| \leq 1$, we have

$$
\left|A\left(x_{2}+z \sqrt{w}\right)-A\left(x_{2}\right)\right| \leq|z| \sqrt{w}+\frac{z^{2} w}{2}
$$

so that

$$
X_{2}^{2}=\exp m A\left(x_{2}+z \sqrt{w}\right) \leq \exp m A\left(x_{2}\right) \exp \left(2|z| \sqrt{w}+z^{2} w\right)
$$

and

$$
\mathbf{1}_{\{1 / 2 \leq z \leq 1\}} X_{2}^{2} \geq \frac{1}{L} \exp m A\left(x_{2}\right) \mathbf{1}_{\{1 / 2 \leq z \leq 1\}}
$$

Taking expectation, and since $w \leq 10^{-2}$, we obtain respectively

$$
\mathrm{E} X_{2}^{2} \leq L \exp m A\left(x_{2}\right)
$$

and

$$
\mathrm{E}\left(\mathbf{1}_{\{1 / 2 \leq z \leq 1\}} X_{2}^{2}\right) \geq \frac{1}{L} \exp m A\left(x_{2}\right)
$$

To complete the proof of Proposition 14.12.11, the major step is as follows.
Lemma 14.12.12. Consider a function $B(x)$ with $\left|B^{\prime}\right| \leq 1,\left|B^{\prime \prime}\right| \leq 1$. Consider a number $0 \leq w \leq 10^{-2}$. Then if $0<\gamma \leq 5$ and $|d| \leq 8$ we have, for $m \leq 1$

$$
\begin{align*}
& \frac{1}{m} \log \mathrm{E} \exp m\left(B(z \sqrt{w})-\gamma \exp \left(d z \sqrt{w}-4 z^{2} w\right)\right) \\
\leq & \frac{1}{m} \log \mathrm{E} \exp m B(z \sqrt{w})-\gamma(1-L w) \tag{14.506}
\end{align*}
$$

Proof of Proposition 14.12.11. The inequality (14.500) implies

$$
\operatorname{ch}^{4}\left(x_{1}+x\right) \operatorname{ch}^{4}\left(x_{2}+x\right) \leq \operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2} \exp \left(4 x\left(\operatorname{th} x_{1}+\operatorname{th} x_{2}\right)+4 x^{2}\right)
$$

so that if set

$$
d=-4\left(\operatorname{th} x_{1}+\operatorname{th} x_{2}\right) ; \quad \gamma=\frac{\alpha\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4} x_{1} \operatorname{ch}^{4} x_{2}}
$$

then

$$
-\frac{\alpha\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4}\left(x_{1}+z \sqrt{w}\right) \operatorname{ch}^{4}\left(x_{2}+z \sqrt{w}\right)} \leq-\gamma \exp \left(d z \sqrt{w}-4 z^{2} w\right)
$$

and therefore setting

$$
B(x)=\frac{1}{2}\left(A\left(x_{1}+x\right)+A\left(x_{2}+x\right)\right)
$$

we get

$$
\begin{align*}
& \frac{1}{m} \log \mathrm{E} \exp \frac{m}{2}\left(A\left(x_{1}+z \sqrt{w}\right)+A\left(x_{2}+z \sqrt{w}\right)\right. \\
& \left.-\frac{\alpha\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4}\left(x_{1}+z \sqrt{w}\right) \mathrm{ch}^{4}\left(x_{2}+z \sqrt{w}\right)}\right)  \tag{14.507}\\
& \leq \frac{1}{m} \log \mathrm{E} \exp m\left(B(z \sqrt{w})-\frac{\gamma}{2} \exp \left(d z \sqrt{w}-4 z^{2} w\right)\right) .
\end{align*}
$$

Trivial bounds show that $\gamma \leq 10$. Using (14.506) for $\gamma / 2$ rather than $\gamma$, we obtain

$$
\begin{aligned}
& \frac{2}{m} \log \mathrm{E} \exp m\left(B(z \sqrt{w})-\frac{\gamma}{2} \exp \left(d z \sqrt{w}-4 z^{2} w\right)\right) \\
\leq & \frac{2}{m} \log \mathrm{E} \exp m B(z \sqrt{w})-\gamma(1-L w),
\end{aligned}
$$

and combining with (14.507) and recalling the definition of $B$, we get

$$
\begin{aligned}
& \frac{2}{m} \log \mathrm{E} \exp \frac{m}{2}\left(A\left(x_{1}+z \sqrt{w}\right)+A\left(x_{2}+z \sqrt{w}\right)\right. \\
& \left.-\frac{\alpha\left(x_{1}-x_{2}\right)^{2}}{\operatorname{ch}^{4}\left(x_{1}+z \sqrt{w}\right) \operatorname{ch}^{4}\left(x_{2}+z \sqrt{w}\right)}\right) \\
\leq & \frac{2}{m} \log \mathrm{E} \exp \frac{m}{2}\left(A\left(x_{1}+z \sqrt{w}\right)+A\left(x_{2}+z \sqrt{w}\right)\right)-\gamma(1-L w) .
\end{aligned}
$$

Combining with the case $\alpha=0$ of (14.488) (that we previously proved) we have finished the proof of Proposition 14.12.11.

Proof of Lemma 14.12.12. We first reduce to the case $d=0$ by considering for $0 \leq t \leq d$ the function

$$
\varphi(t)=\frac{1}{m} \log \mathrm{E} V(t)
$$

where

$$
V(t)=\exp m\left(B(z \sqrt{w})-\gamma \exp \left(t z \sqrt{w}-4 z^{2} w\right)\right)
$$

The goal is to prove that

$$
\begin{equation*}
\left|\varphi^{\prime}(t)\right| \leq L w \gamma \tag{14.508}
\end{equation*}
$$

We compute $\varphi^{\prime}(t)$,

$$
\begin{equation*}
\varphi^{\prime}(t)=\frac{\gamma}{\mathrm{E} V(t)} \mathrm{E}\left(-z \sqrt{w} \exp \left(t z \sqrt{w}-4 z^{2} w\right) V(t)\right) \tag{14.509}
\end{equation*}
$$

and we integrate by parts in $z$,

$$
\begin{equation*}
\mathrm{E}\left(-z \sqrt{w} \exp \left(t z \sqrt{w}-4 z^{2} w\right) V(t)\right)=\mathrm{E}(D V(t)) \tag{14.510}
\end{equation*}
$$

where

$$
\begin{aligned}
& D=\exp \left(t z \sqrt{w}-4 z^{2} w\right) \\
& \times\left(-t w+8 z w^{3 / 2}+m \gamma\left(t w-8 z w^{3 / 2}\right) \exp \left(t z \sqrt{w}-4 z^{2} w\right)-m w B^{\prime}(z \sqrt{w})\right)
\end{aligned}
$$

This looks intractable, but we notice that for $z^{2} w \leq 1$, since $0 \leq t \leq d \leq 8$ we have

$$
\left|t w-8 z w^{3 / 2}\right| \leq L w ; \exp \left(t z \sqrt{w}-4 z^{2} w\right) \leq L
$$

and therefore

$$
z^{2} w \leq 1 \Rightarrow|D| \leq L w
$$

Since, recalling (14.509) and (14.510)

$$
\varphi^{\prime}(t)=\frac{\gamma}{\mathrm{E} V(t)} \mathrm{E}(D V(t))
$$

we then get

$$
\begin{equation*}
\left|\varphi^{\prime}(t)\right| \leq L \gamma w+\frac{\gamma}{\mathrm{E} V(t)} \mathrm{E}\left(\mathbf{1}_{\left\{z^{2} w \geq 1\right\}} D V(t)\right) \tag{14.511}
\end{equation*}
$$

We use Hölder's inequality to obtain

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{1}_{\left\{z^{2} w \geq 1\right\}} D V(t)\right) \leq \mathrm{P}\left(|z| \geq \frac{1}{\sqrt{w}}\right)^{1 / 2}\left(\mathrm{E} D^{4}\right)^{1 / 4}\left(\mathrm{E} V(t)^{4}\right)^{1 / 4} \tag{14.512}
\end{equation*}
$$

Using that $\left|B^{\prime}\right| \leq 1$ in the second inequality we deduce

$$
V(t) \leq \exp m B(z \sqrt{w}) \leq \exp m(B(0)+|z| \sqrt{w})
$$

and since $w \leq 1$ we obtain

$$
\left(\mathrm{E} V(t)^{4}\right)^{1 / 4} \leq L \exp m B(0)
$$

We note also that, when $|z| \leq 1$, and since $w \leq 1$ we have $z^{2} w \leq 1$, so that since $\left|B^{\prime}\right| \leq 1$ we have $B(z \sqrt{w}) \geq B(0)-L$ and therefore since $\gamma \leq 5$ we have $V(t) \geq(\exp m B(0)) / L$. Consequently,

$$
\mathrm{E} V(t) \geq \mathrm{E}\left(\mathbf{1}_{\{|z| \leq 1\}} V(t)\right) \geq \frac{1}{L} \exp m B(0)
$$

We observe that

$$
D=D^{*}\left(-t w+8 z w^{3 / 2}+m \gamma\left(t w-8 z w^{3 / 2}\right) D^{*}-m w B^{\prime}(z \sqrt{w})\right)
$$

where $D^{*}=\exp \left(t z \sqrt{w}-4 z^{2} w\right)$. Since $w \leq 10^{-2}$ we have $\mathrm{E} D^{* 10} \leq L$. Moreover

$$
|D| \leq L D^{*}(1+|z|)\left(1+D^{*}\right)
$$

so that using Hölder's inequality again we get $\mathrm{E} D^{4} \leq L$. Since $\mathrm{P}(|z| \geq$ $1 / \sqrt{w}) \leq 2 \exp (-1 / 2 w) \leq L w^{2}$, combining these estimates with (14.511) we have proved (14.508). Thus

$$
\begin{equation*}
\varphi(d) \leq \varphi(0)+L \gamma w \tag{14.513}
\end{equation*}
$$

i.e.

$$
\begin{align*}
& \frac{1}{m} \log \mathrm{E} \exp m\left(B(z \sqrt{w})-\gamma \exp \left(d z \sqrt{w}-4 z^{2} w\right)\right) \\
\leq & \frac{1}{m} \log \mathrm{E} \exp m\left(B(z \sqrt{w})-\gamma \exp \left(-4 z^{2} w\right)\right)+L \gamma w . \tag{14.514}
\end{align*}
$$

We now consider the function

$$
\psi(t)=\frac{1}{m} \log \mathrm{E} \exp m\left(B(z \sqrt{w})-\gamma \exp \left(-t z^{2} w\right)\right)
$$

and we proceed very much as above to prove that

$$
\psi(4) \leq \psi(0)+L \gamma w=-\gamma+L \gamma w+\frac{1}{m} \log \mathrm{E} \exp m B(z \sqrt{w})
$$

which, when combined with (14.512) completes the proof.
It remains now (in the unlikely event that any reader has resisted up to this point) to prove (14.420) in the case where $0 \leq u \leq c^{\prime}$. Rather than Proposition 14.12.4 we use another special case of Proposition 14.6.3. Consider

$$
0=\rho_{0} \leq \rho_{1}=u \leq \rho_{2} \leq \ldots \leq \rho_{\kappa+1}=1
$$

and $n_{0}, \ldots, n_{\kappa}$ as in (14.422). Consider independent pairs $\left(y_{p}^{1}, y_{p}^{2}\right)$ of Gaussian r.v.s as in (14.423), but now with

$$
y_{0}^{2}=y_{0}^{1} ; y_{p}^{1} \text { and } y_{p}^{2} \text { are independent if } p \geq 1
$$

Then the bound (14.424) holds for $v=-u$.
The point $c$ is the smallest point of the support of the Parisi measure $\mu$, and by definition $\mu$ is the limit of a sequence of stationary measures $\mu_{n}$ such that $\mathcal{P}\left(\xi, \mu_{n}\right) \rightarrow \mathcal{P}(\xi)$. If $c_{1}$ is a given point with $c^{\prime}<c_{1}<c$, given any $\varepsilon>0$, for large $n$ we have $\mu_{n}\left(\left[-1, c_{1}\right]\right)<\varepsilon$ and $\mathcal{P}\left(\xi, \mu_{n}\right) \leq \mathcal{P}(\xi)+\varepsilon$. By definition of stationarity, the measure $\mu_{n}$ corresponds to $k, \mathbf{m}$ and $\mathbf{q}$ that satisfy condition $\operatorname{MIN}(\varepsilon)$. Consider the smallest $s \leq k+2$ for which $c_{1}<q_{s}$. Then $\mu_{n}\left(\left[-1, c_{1}\right]\right)<\varepsilon=m_{s-1}$, so that

$$
m_{s-1} \leq \varepsilon
$$

This condition implies in turn as in (14.469) that

$$
\begin{equation*}
\mathrm{E}\left|W_{1} \cdots W_{s-1}-1\right| \leq M \varepsilon \tag{14.515}
\end{equation*}
$$

We define $\kappa=k+3-s$ and

$$
0=\rho_{0} \leq \rho_{1}=u \leq \rho_{2}=q_{s} \leq \ldots \leq \rho_{\kappa+1}=q_{k+2}=1
$$

With these choices consider the right-hand side of (14.424) as a function $\alpha(\lambda)$. As in Lemma 14.12.7 this implies

$$
\begin{equation*}
\alpha(0) \leq 2 \mathcal{P}(\xi, h)+M \varepsilon . \tag{14.516}
\end{equation*}
$$

Lemma 14.12.13. If $\chi$ denotes a Gaussian r.v. with $\mathrm{E} \chi^{2}=\xi^{\prime}\left(q_{s}\right)$, then we have

$$
\begin{align*}
& \left|q_{s}-\mathrm{E} A_{s}^{\prime}(h+\chi)^{2}\right| \leq M \varepsilon  \tag{14.517}\\
& \xi^{\prime \prime}\left(q_{s}\right) \mathrm{E} A_{s}^{\prime \prime}(h+\chi)^{2} \leq 1+M \varepsilon^{1 / 6} \tag{14.518}
\end{align*}
$$

Proof. To prove (14.517) we combine (14.515) with (14.222), and to prove (14.518) we combine it with (14.461) (that remains true with the same proof).

Proposition 14.6.4 (and specifically (14.180)) implies

$$
\begin{equation*}
\alpha^{\prime}(0)=\mathrm{E} A_{a}^{\prime}\left(h+\chi_{1}\right) A_{a}^{\prime}\left(h+\chi_{2}\right)-u \tag{14.519}
\end{equation*}
$$

where $\mathrm{E} \chi_{1}^{2}=\mathrm{E} \chi_{2}^{2}=\xi^{\prime}\left(q_{s}\right)$ and $\mathrm{E} \chi_{1} \chi_{2}=\xi^{\prime}(u)$. The key point is the following:

Lemma 14.12.14. There exists a number $\gamma>0$ depending only on $\xi, h, c$ and $c^{\prime}$ such that

$$
\begin{equation*}
\mathrm{E} A_{s}^{\prime}(h+\chi)^{2} \leq \mathrm{E} A_{s}^{\prime}\left(h+\chi_{1}\right) A_{s}^{\prime}\left(h+\chi_{2}\right)+\left(\xi^{\prime}\left(q_{s}\right)-\xi^{\prime}(u)\right) \mathrm{E} A_{s}^{\prime \prime}(h+\chi)^{2}-\gamma \tag{14.520}
\end{equation*}
$$

Let us accept this for a moment and finish the proof of Theorem 14.12.1. Since $\xi^{\prime}\left(q_{s}\right)-\xi^{\prime}(u) \leq \xi^{\prime \prime}\left(q_{s}\right)\left(q_{s}-u\right)$, combining (14.520) with (14.518) yields

$$
\mathrm{E} A_{s}^{\prime}(h+\chi)^{2} \leq \mathrm{E} A_{s}^{\prime}\left(h+\chi_{1}\right) A_{s}^{\prime}\left(h+\chi_{2}\right)+q_{s}-u-\gamma+M \varepsilon^{1 / 6}
$$

It then follows from (14.519) and (14.517) that

$$
\alpha^{\prime}(0) \geq \gamma+E A_{s}^{\prime}(h+\chi)^{2}-q_{s}-M \varepsilon^{1 / 6} \geq \gamma-M \varepsilon^{1 / 6}-M \varepsilon
$$

so that when $\varepsilon$ is small enough we have $\alpha^{\prime}(0) \geq \gamma / 2$, and (14.420) then follows from (14.431) and (14.516) when $\varepsilon$ is small enough.
Proof of Lemma 14.12.14. We revisit the proof of Lemma 14.9.5. This proof used the Cauchy-Schwarz inequality, in a case where there cannot be equality because the function $A_{s}^{\prime \prime}$ is not constant, which follows from (14.274) and the fact that

$$
\int_{0}^{\infty} A_{s}^{\prime \prime}(x) \mathrm{d} x \leq 1
$$

since $A_{s}^{\prime}(x) \leq 1$. The fact that the "non equality" is uniform over all parameters involved requires only straightforward but tedious estimates, starting with the identity (14.501).

The proof of Lemma 14.12 .14 raises the question of how one could control the higher derivatives of the functions $A_{p}$. For example, is it true that $A_{p}^{(3)}(x)>0$ for $x>0$ ?

### 14.13 Notes and Comments

The possible relevance of Poisson-Dirichlet cascades to the SK model was put forward in particular in [16] and in [11]. However Guerra's original proof of Theorem 14.4.3 [49] does not use Poisson-Dirichlet cascades, and is entirely written using the recursive construction of the r.v.s $F_{p}$. This is also the case of the author's original proof of (14.93). We have chosen here to use PoissonDirichlet cascades, despite the fact that the proof is then quite longer, because they allow to bring forward simple principles such as Lemma 14.4.1, and since they seem to be intrinsically relevant. It is however remarkable that Guerra's original scheme is somewhat more powerful than the use of Poisson-Dirichlet cascades. This is apparent when one studies the setting of Section 12.5, and is explained in detail in [111], but much remains to be understood.

Research Problem 14.13.1. Given $a<0$, compute (at least for $p$ even)

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N a} \log \mathrm{E} Z_{N}^{a} \tag{14.521}
\end{equation*}
$$

where $Z_{N}$ is the partition function corresponding to the Hamiltonian (14.57).

When $a \geq 0$, the limit (14.521) is computed in [111]. When $a \geq 1$, this limit is given by a "replica-symmetric formula" similar to (1.395). The key argument towards this result is given in Section 12.5.

The results of Section 14.3 have been discovered by analyzing what makes the calculations of Guerra work when they are written in terms of PoissonDirichlet cascades. Of course direct probabilistic proofs can be found, but it is interesting to note that these results do not seem to have been identified earlier. Section 14.11 follows the presentation of D. Panchenko [69] of the results of [109].

## 15. The Parisi Solution

### 15.1 Introduction

The Parisi formula that we proved in the previous chapter is only the tip of the iceberg. Underneath lies a very beautiful structure, that we call the Parisi Solution. This structure is only partially understood at the rigorous level. In this chapter we describe it at the heuristic level, and we rigorously prove that significant parts of it indeed hold true. As we pointed out, it is not necessary to have mastered all the material of the previous chapter to enjoy the present one. It probably suffices to have a fair understanding of Sections 14.2 to 14.6.

### 15.2 Ghirlanda-Guerra Identities and Poisson Dirichlet Cascades

In this section we explore a fundamental relationship between the GhirlandaGuerra identities and Poisson-Dirichlet cascades of Section 14.2. We consider a Poisson-Dirichlet cascade associated to a sequence $0<m_{1}<\ldots<m_{k}<1$. Let us think of the weights $\left(v_{\alpha}\right)$ as defining a random probability measure $G$ on $A=\mathbb{N}^{* k}$; for a function $h$ of "replicas" $\alpha^{1}, \ldots, \alpha^{n} \in A$ we define

$$
\begin{equation*}
\langle h\rangle=\sum_{\alpha^{1}, \ldots, \alpha^{n}} v_{\alpha^{1}} \cdots v_{\alpha^{n}} h\left(\alpha^{1}, \ldots, \alpha^{n}\right) . \tag{15.1}
\end{equation*}
$$

That is, each variable $\alpha^{\ell}$ is integrated independently according to $G$. We write $\nu(h)=\mathrm{E}\langle h\rangle$. For $\alpha, \gamma \in A$ we recall that we denote $(\alpha, \gamma)$ "the first coordinate on which the sequences $\alpha$ and $\gamma$ differ", see (14.36).

Theorem 15.2.1. (Ghirlanda-Guerra identities for Poisson-Dirichlet cascades) Consider a function $h$ of $\alpha^{1}, \ldots, \alpha^{n}$ that depends on $\alpha^{1}, \ldots, \alpha^{n}$ only through the integers $\left(\alpha^{\ell}, \alpha^{\ell^{\prime}}\right)$ for $1 \leq \ell<\ell^{\prime} \leq n$. Then for each $1 \leq r \leq k+1$ we have

$$
\begin{align*}
\nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{n+1}\right)=r\right\}} h\right) & =\frac{1}{n} \nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{2}\right)=r\right\}}\right) \nu(h) \\
& +\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{\ell}\right)=r\right\}} h\right) . \tag{15.2}
\end{align*}
$$

For the proof, we fix $1 \leq r \leq k+1$ once and for all, and we consider independent standard Gaussian r.v.s $\left(g_{j_{1}, \ldots, j_{r}}\right)$ for $j_{1}, \ldots, j_{r} \in \mathbb{N}^{*}$, and for $\alpha=\left(j_{1}, \ldots, j_{k}\right) \in A$ we write $g_{\alpha}=g_{j_{1}, \ldots, j_{r}}$. Thus $g_{\alpha}$ depends only on $\alpha \mid r=$ $\left(j_{1}, \ldots, j_{r}\right)$.

Lemma 15.2.2. For each $t$ we have

$$
\begin{equation*}
\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} g_{\alpha}^{2} \exp t g_{\alpha}}{\sum_{\alpha} v_{\alpha} \exp t g_{\alpha}}-\left(\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} g_{\alpha} \exp t g_{\alpha}}{\sum_{\alpha} v_{\alpha} \exp t g_{\alpha}}\right)^{2}=1 \tag{15.3}
\end{equation*}
$$

Proof. Let us recall the following elementary fact (A.6): if $g$ is a standard Gaussian r.v. and $a<1 / 2$ we have

$$
\begin{equation*}
\mathrm{E} \exp \left(a g^{2}+b g\right)=\frac{1}{\sqrt{1-2 a}} \exp \frac{b^{2}}{2(1-2 a)} \tag{15.4}
\end{equation*}
$$

Consider $s<1 / 2$. Using (14.8) for the function $F\left(x_{1}, \ldots, x_{k}\right)=\exp \left(s x_{r}^{2}+\right.$ $t x_{r}$ ) entails

$$
\begin{align*}
\mathrm{E} \log \sum_{\alpha} v_{\alpha} \exp \left(s g_{\alpha}^{2}+t g_{\alpha}\right) & =\frac{1}{m_{r}} \log \mathrm{E} \exp \left(m_{r} s g^{2}+m_{r} t g\right)  \tag{15.5}\\
& =\frac{m_{r} t^{2}}{2\left(1-2 m_{r} s\right)}-\frac{1}{2 m_{r}} \log \left(1-2 m_{r} s\right)
\end{align*}
$$

using (15.4) in the second line. Taking $s=0$ and differentiating in $t$ gives

$$
\begin{equation*}
\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} g_{\alpha} \exp t g_{\alpha}}{\sum_{\alpha} v_{\alpha} \exp t g_{\alpha}}=m_{r} t \tag{15.6}
\end{equation*}
$$

Differentiating in $s$ at $s=0$ gives

$$
\mathrm{E} \frac{\sum_{\alpha} v_{\alpha} g_{\alpha}^{2} \exp t g_{\alpha}}{\sum_{\alpha} v_{\alpha} \exp t g_{\alpha}}=m_{r}^{2} t^{2}+1
$$

This proves the result.
Let us define

$$
v_{\alpha, t}=\frac{v_{\alpha} \exp t g_{\alpha}}{\sum_{\gamma \in A} v_{\gamma} \exp t g_{\gamma}}
$$

and define $\langle\cdot\rangle_{t}$ as $\langle\cdot\rangle$ in (15.1), but with $v_{\alpha, t}$ instead of $v_{\alpha}$. If $h^{\prime}$ is a (possibly random) function on $A^{n}$, we then write $\nu_{t}\left(h^{\prime}\right)=\mathrm{E}\left\langle h^{\prime}\right\rangle_{t}$, where the expectation $E$ is as always over all sources of randomness. Then (15.3) means that if the (random) function $u: A \rightarrow \mathbb{R}$ is given by $u(\alpha)=g_{\alpha}$, we have

$$
\nu_{t}\left(u^{2}\right)-\nu_{t}(u)^{2}=\nu_{t}\left(\left(u-\nu_{t}(u)\right)^{2}\right)=\nu_{t}\left(\left(u-m_{r} t\right)^{2}\right)=1
$$

using that $\nu_{t}(u)=m_{r} t$ by (15.6).

Therefore, if $h: A^{n} \rightarrow \mathbb{R}$ is such that $|h| \leq 1$, and if $u^{1}\left(\alpha^{1}, \ldots, \alpha^{n}\right)=$ $u\left(\alpha^{1}\right)=g_{\alpha^{1}}$, then

$$
\begin{align*}
\left|\nu_{t}\left(u^{1} h\right)-m_{r} t \nu_{t}(h)\right| & =\left|\nu_{t}\left(\left(u^{1}-m_{r} t\right) h\right)\right| \leq \nu_{t}\left(\left|u-m_{r} t\right|\right) \\
& \leq \nu_{t}\left(\left(u-m_{r} t\right)^{2}\right)^{1 / 2} \leq 1 \tag{15.7}
\end{align*}
$$

On the other hand, we have

$$
\begin{equation*}
\nu_{t}\left(u^{1} h\right)=\mathrm{E} \frac{\sum_{\alpha^{1}, \ldots, \alpha^{n}} g_{\alpha^{1}} h\left(\alpha^{1}, \ldots, \alpha^{n}\right) v_{\alpha^{1}} \cdots v_{\alpha^{n}} \exp t\left(g_{\alpha^{1}}+\cdots+g_{\alpha^{n}}\right)}{\left(\sum_{\gamma} v_{\gamma} \exp t g_{\gamma}\right)^{n}} \tag{15.8}
\end{equation*}
$$

Now

$$
\mathrm{E} g_{\alpha^{1}} g_{\alpha^{\ell}}=1 \quad \text { if }\left(\alpha^{1}, \alpha^{\ell}\right)>r
$$

and is 0 otherwise. Integration by parts of (15.8) in the r.v.s $g_{\alpha^{1}}$ gives

$$
\nu_{t}\left(u^{1} h\right)=t\left(\nu_{t}(h)+\sum_{2 \leq \ell \leq n} \nu_{t}\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{\ell}\right)>r\right\}} h\right)-n \nu_{t}\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{n+1}\right)>r\right\}} h\right)\right),
$$

and combining with (15.7) yields

$$
\begin{equation*}
t\left(\left(1-m_{r}\right) \nu_{t}(h)+\sum_{2 \leq \ell \leq n} \nu_{t}\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{\ell}\right)>r\right\}} h\right)-n \nu_{t}\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{n+1}\right)>r\right\}} h\right)\right)=\mathcal{R} \tag{15.9}
\end{equation*}
$$

where $|\mathcal{R}| \leq 1$.

Lemma 15.2.3. If $h$ depends on $\alpha^{1}, \ldots, \alpha^{n}$ only through the quantities $\left(\alpha^{\ell}, \alpha^{\ell^{\prime}}\right)$ for $1 \leq \ell<\ell^{\prime} \leq n$, then $\nu_{t}(h)=\nu(h)$.

Proof of Theorem 15.2.1. Combining (15.9) with Lemma 15.2.3 we obtain

$$
t\left(\left(1-m_{r}\right) \nu(h)+\sum_{2 \leq \ell \leq n} \nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{\ell}\right)>r\right\}} h\right)-n \nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{n+1}\right)>r\right\}} h\right)\right)=\mathcal{R}
$$

where $|\mathcal{R}| \leq 1$. Letting $t \rightarrow \infty$ yields

$$
n \nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{n+1}\right)>r\right\}} h\right)=\left(1-m_{r}\right) \nu(h)+\sum_{2 \leq \ell \leq n} \nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{\ell}\right)>r\right\}} h\right) .
$$

We write the same relation for $r-1$ instead of $r$. Subtraction and the fact that from (14.39) we have $m_{r}-m_{r-1}=\nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{2}\right)=r\right\}}\right)$ complete the proof of (15.2).
Proof of Lemma 15.2.3. The principle of the proof is to show that there is a (random) permutation $\sigma$ of $A$ with the following properties:

The sequence $\left(v_{\sigma(\alpha), t}\right)_{\alpha}$ is distributed like the sequence $\left(v_{\alpha}\right)_{\alpha}$.

$$
\begin{equation*}
\forall \alpha, \gamma \in A, \quad(\sigma(\alpha), \sigma(\gamma))=(\alpha, \gamma) \tag{15.10}
\end{equation*}
$$

It then follows from (15.11) that, since $h$ depends on $\alpha^{1}, \ldots, \alpha^{n}$ only through the quantities $\left(\alpha^{\ell}, \alpha^{\ell^{\prime}}\right)$, we have

$$
\begin{equation*}
h\left(\alpha^{1}, \ldots, \alpha^{n}\right)=h\left(\sigma\left(\alpha^{1}\right), \ldots, \sigma\left(\alpha^{n}\right)\right) . \tag{15.12}
\end{equation*}
$$

Therefore, using (15.12) in the third line and (15.10) in the last line,

$$
\begin{aligned}
\nu_{t}(h) & =\mathrm{E} \sum_{\alpha^{1}, \ldots, \alpha^{n}} v_{\alpha^{1}, t} \cdots v_{\alpha^{n}, t} h\left(\alpha^{1}, \ldots, \alpha^{n}\right) \\
& =\mathrm{E} \sum_{\alpha^{1}, \ldots, \alpha^{n}} v_{\sigma\left(\alpha^{1}\right), t} \cdots v_{\sigma\left(\alpha^{n}\right), t} h\left(\sigma\left(\alpha^{1}\right), \ldots, \sigma\left(\alpha^{n}\right)\right) \\
& =\mathrm{E} \sum_{\alpha^{1}, \ldots, \alpha^{n}} v_{\sigma\left(\alpha^{1}\right), t} \cdots v_{\sigma\left(\alpha^{n}\right), t} h\left(\alpha^{1}, \ldots, \alpha^{n}\right) \\
& =\nu(h) .
\end{aligned}
$$

We turn to the construction of $\sigma$. Recalling the notation

$$
u_{\alpha}^{*}=u_{\alpha \mid 1} u_{\alpha \mid 2} \cdots u_{\alpha \mid k-1} u_{\alpha}=u_{j_{1}} u_{j_{1} j_{2}} \cdots u_{j_{1} \ldots j_{k}}
$$

of (14.1) we first notice that

$$
\begin{equation*}
v_{\alpha, t}=\frac{u_{\alpha}^{*} \exp t g_{\alpha}}{\sum u_{\gamma}^{*} \exp t g_{\gamma}} . \tag{15.13}
\end{equation*}
$$

Next, it follows from Corollary 13.1.2 that for each $j_{1}, \ldots, j_{r-1}$ there is a permutation $\theta_{j_{1}, \ldots, j_{r-1}}$ of $\mathbb{N}^{*}$ such that the sequence

$$
\left(u_{j_{1} \ldots j_{r-1} \theta_{j_{1}, \ldots, j_{r-1}}(j)} \exp t g_{j_{1}, \ldots, j_{r-1}, \theta_{j_{1}}, \ldots, j_{r-1}}(j)\right)_{j \geq 1}
$$

has the same distribution as the sequence

$$
\left(c u_{j_{1} \ldots j_{r-1} j}\right)_{j \geq 1}
$$

where $c=\left(\mathrm{E} \exp t m_{r} g\right)^{1 / m_{r}}$, for a standard Gaussian r.v. $g$. Moreover the randomness of $\theta_{j_{1}, \ldots, j_{r-1}}$ depends only on the randomness of the variables $u_{j_{1}, \ldots, j_{r-1} j}$. Let us then define

$$
\sigma(\alpha)=\sigma\left(\left(j_{1}, \ldots, j_{k}\right)\right)=\left(j_{1}, j_{2}, \ldots, j_{r-1}, \theta_{j_{1}, \ldots, j_{r-1}}\left(j_{r}\right), j_{r+1}, \ldots, j_{k}\right)
$$

We first show that the family $\left(u_{\sigma(\alpha)}^{*} \exp t g_{\sigma(\alpha)}\right)_{\alpha}$ is distributed like the family $\left(c u_{\alpha}^{*}\right)_{\alpha}$. First we note that by definition of $g_{\alpha}=g_{j_{1}, \ldots, j_{r}}$ we have

$$
g_{\sigma(\alpha)}=g_{j_{1}, \ldots, j_{r-1}, \theta_{j_{1}, \ldots, j_{r-1}}\left(j_{r}\right)} .
$$

Now, since

$$
u_{\alpha}^{*}=u_{j_{1}} u_{j_{1} j_{2}} \cdots u_{j_{1} j_{2} \ldots j_{k}}
$$

we have

$$
c^{-1} u_{\sigma(\alpha)}^{*} \exp t g_{\sigma(\alpha)}=u_{j_{1}}^{\prime} u_{j_{1} j_{2}}^{\prime} \cdots u_{j_{1} j_{2} \ldots j_{k}}^{\prime},
$$

where, for $p<r$,

$$
u_{j_{1} \ldots j_{p}}^{\prime}=u_{j_{1} \ldots j_{p}}
$$

where

$$
u_{j_{1} \ldots j_{r}}^{\prime}=c^{-1} u_{j_{1} \ldots j_{r-1} \theta_{j_{1}, \ldots, j_{r-1}}\left(j_{r}\right)} \exp t g_{j_{1}, \ldots, j_{r-1}, \theta_{j_{1}, \ldots, j_{r-1}}\left(j_{r}\right)},
$$

and where, for $p>r$,

$$
u_{j_{1} \ldots j_{p}}^{\prime}=u_{j_{1} \ldots j_{r-1}} \theta_{j_{1}, \ldots, j_{r-1}}\left(j_{r}\right) j_{r+1} \ldots j_{p}
$$

The collection of sequences $u_{j_{1} \ldots j_{p}}^{\prime}$ is distributed like the collection of sequences $u_{j_{1} \ldots j_{p}}$, and therefore the family $\left(c^{-1} u_{\sigma(\alpha)}^{*} \exp t g_{\sigma(\alpha)}\right)_{\alpha}$ is distributed like the family $\left(u_{\alpha}^{*}\right)_{\alpha}$. Consequently by (15.13) the family $\left(v_{\sigma(\alpha), t}\right)_{\alpha}$ is distributed like the family $\left(v_{\alpha}\right)_{\alpha}$. It remains to prove (15.11); this follows from the fact that for any $s$, the first $s$ components of $\sigma(\alpha)$ are determined by the first $s$ components $j_{1}, \ldots, j_{s}$ of $\alpha$ (and conversely).

We end up this section by a kind of converse to Theorem 15.2.1 in the case $k=1$ which is of fundamental importance. In this setting, quantities $\mathbf{1}_{\left\{\alpha^{\ell}=\alpha^{\left.\ell^{\prime}\right\}}\right.}$ play the rôle of the overlaps. So, to lighten notation we write

$$
R_{\ell, \ell^{\prime}}=\mathbf{1}_{\left\{\alpha^{\ell}=\alpha^{\ell^{\prime}}\right\}}=\mathbf{1}_{\left\{\left(\alpha^{\ell}, \alpha^{\ell^{\prime}}\right)=2\right\}},
$$

so that (15.2) implies that

$$
\begin{equation*}
\nu\left(R_{1, n+1} h\right)=\frac{1}{n} \nu\left(R_{1,2}\right) \nu(h)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(R_{1, \ell} h\right) . \tag{15.14}
\end{equation*}
$$

Of special interest is the function $h$ defined as follows. Consider integers $n_{1}, \ldots, n_{k}$ and $n=\sum_{s \leq k} n_{s}$. Consider a partition of $\{1, \ldots, n\}$ into sets $I_{1}, \ldots, I_{k}$ with $\operatorname{card} I_{s}=n_{s}$. We define $h=h\left(\alpha^{1}, \ldots, \alpha^{n}\right)=1$ if

$$
\forall s \leq k, \quad \ell, \ell^{\prime} \in I_{s} \quad \Rightarrow \quad \alpha^{\ell}=\alpha^{\ell^{\prime}}
$$

and we define $h=0$ otherwise. If we define $h_{s}$ by

$$
\begin{equation*}
h_{s}=1 \text { if } \alpha^{\ell}=\alpha^{\ell^{\prime}} \text { for all } \ell, \ell^{\prime} \in I_{s} \text {, and } h_{s}=0 \text { otherwise, } \tag{15.15}
\end{equation*}
$$

then $\left\langle h_{s}\right\rangle=\sum_{\alpha} v_{\alpha}^{n_{s}}$, and $h=\prod_{s \leq k} h_{s}$, so that by independence between replicas,

$$
\langle h\rangle=\prod_{s \leq k}\left\langle h_{s}\right\rangle=\prod_{s \leq k} \sum_{\alpha} v_{\alpha}^{n_{s}}
$$

and

$$
\nu(h)=\mathrm{E} \prod_{s \leq k} \sum_{\alpha} v_{\alpha}^{n_{s}} .
$$

The sequence $\left(v_{\alpha}\right)$ has a Poisson-Dirichlet distribution; let us call $m$ its parameter. We define

$$
\begin{equation*}
S^{(m)}\left(n_{1}, \ldots, n_{k}\right)=\mathrm{E} \prod_{s \leq k} \sum_{\alpha} v_{\alpha}^{n_{s}} \tag{15.16}
\end{equation*}
$$

so that

$$
\begin{equation*}
\nu(h)=S^{(m)}\left(n_{1}, \ldots, n_{k}\right) \tag{15.17}
\end{equation*}
$$

We observe that by (13.17) we have

$$
\begin{equation*}
\nu\left(R_{1,2}\right)=\mathrm{E} \sum_{\alpha} v_{\alpha}^{2}=1-m \tag{15.18}
\end{equation*}
$$

and our goal is now to apply (15.14) to the function $h$. We compute the various terms. We recall (15.15). Assuming without loss of generality that $1 \in I_{1}$, then

$$
R_{1, n+1} h_{1}=h_{1}^{\prime}
$$

where $h_{1}^{\prime}=1$ if $\alpha^{\ell}=\alpha^{\ell^{\prime}}$ for each $\ell, \ell^{\prime} \in I_{1} \cup\{n+1\}$ and $h_{1}^{\prime}=0$ otherwise. That is, the function $R_{1, n+1} h_{1}$ has the same structure as the function $h_{1}$ except that we have replaced $n_{1}$ by $n_{1}+1$. Thus by (15.17) we get

$$
\nu\left(R_{1, n+1} h\right)=S^{(m)}\left(n_{1}+1, n_{2}, \ldots, n_{k}\right) .
$$

Assuming that $\ell \in I_{s}$ with $s \geq 2$, we have $R_{1, \ell} h_{1} h_{s}=1$ if $\alpha^{\ell}=\alpha^{\ell^{\prime}}$ for $\ell, \ell^{\prime} \in I_{1} \cup I_{s}$ and $R_{1, \ell} h_{1} h_{s}=0$ otherwise. In words, multiplying $h$ by $R_{1, \ell}$ amounts to merge the sets $I_{1}$ and $I_{s}$. Therefore by (15.17) we get

$$
\nu\left(R_{1, \ell} h\right)=S^{(m)}\left(n_{2}, \ldots, n_{s-1}, n_{s}+n_{1}, n_{s+1}, \ldots, n_{k}\right) .
$$

Of course if $\ell \in I_{1}$ we have $R_{1, \ell} h=h$, so that $\nu\left(R_{1, \ell} h\right)=S^{(m)}\left(n_{1}, \ldots, n_{k}\right)$. Consequently (15.14) implies that

$$
\begin{align*}
& S^{(m)}\left(n_{1}+1, n_{2}, \ldots, n_{k}\right) \\
= & \frac{n_{1}-m}{n} S^{(m)}\left(n_{1}, \ldots, n_{k}\right) \\
+ & \sum_{2 \leq s \leq k} \frac{n_{s}}{n} S^{(m)}\left(n_{2}, \ldots, n_{s-1}, n_{s}+n_{1}, n_{s+1}, \ldots, n_{k}\right) . \tag{15.19}
\end{align*}
$$

The terms in the right-hand side are in a sense simpler than the term in the left-hand side. We have either decreased $k$ or decreased $\sum_{s \leq k} n_{s}$. We observe that since $\sum_{\alpha} v_{\alpha}=1$, we have

$$
\begin{equation*}
S^{(m)}\left(1, n_{2}, \ldots, n_{k}\right)=S^{(m)}\left(n_{2}, \ldots, n_{k}\right) \tag{15.20}
\end{equation*}
$$

so that when $n_{1}=1$, the relation (15.19) is simply

$$
\begin{align*}
S^{(m)}\left(2, n_{2}, \ldots, n_{k}\right) & =\frac{1-m}{n} S^{(m)}\left(n_{2}, \ldots, n_{k}\right)  \tag{15.21}\\
& +\sum_{2 \leq s \leq k} \frac{n_{s}}{n} S^{(m)}\left(n_{2}, \ldots, n_{s-1}, n_{s}+1, n_{s+1}, \ldots, n_{k}\right)
\end{align*}
$$

In this manner, the relations (15.19) and (15.21) completely determine the numbers $S^{(m)}\left(n_{1}, \ldots, n_{k}\right)$ for $n_{1}, \ldots, n_{k} \geq 2$.

Let us now consider for each $N$ a non-increasing random sequence $\left(w_{\alpha, N}\right)_{\alpha \geq 1}$. We assume $w_{\alpha, N} \geq 0$, and that $\sum_{\alpha} w_{\alpha, N} \leq 1$. We do NOT assume that $\sum_{\alpha} w_{\alpha, N}=1$. Given integers $n_{1}, \ldots, n_{k} \geq 2$ we define

$$
S_{N}\left(n_{1}, \ldots, n_{k}\right)=\mathrm{E} \prod_{s \leq k} \sum_{\alpha} w_{\alpha, N}^{n_{s}} .
$$

The reader has observed that we consider the numbers $S_{N}\left(n_{1}, \ldots, n_{k}\right)$ only for $n_{1}, \ldots, n_{k} \geq 2$. We further define

$$
\mathcal{S}=\left\{\left(x_{\alpha}\right)_{\alpha \geq 1}, x_{\alpha} \geq 0, \sum_{\alpha} x_{\alpha} \leq 1,\left(x_{\alpha}\right) \text { non-increasing }\right\} .
$$

Proposition 15.2.4. Let us assume that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} S_{N}(2)=\lim _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha} w_{\alpha, N}^{2}=1-m \tag{15.22}
\end{equation*}
$$

that whenever $n_{1}, n_{2}, \ldots, n_{k} \geq 2$,

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \left\lvert\, S_{N}\left(n_{1}+1, n_{2}, \ldots, n_{k}\right)-\frac{n_{1}-m}{n} S_{N}\left(n_{1}, \ldots, n_{k}\right)\right. \\
- & \left.\sum_{2 \leq s \leq k} \frac{n_{s}}{n} S_{N}\left(n_{2}, \ldots, n_{s-1}, n_{s}+n_{1}, n_{s+1}, \ldots, n_{k}\right) \right\rvert\,=0 \tag{15.23}
\end{align*}
$$

and whenever $n_{2}, \ldots, n_{k} \geq 2$,

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \left\lvert\, S_{N}\left(2, n_{2}, \ldots, n_{k}\right)-\frac{1-m}{n} S_{N}\left(n_{2}, \ldots, n_{k}\right)\right. \\
- & \left.\sum_{2 \leq s \leq k} \frac{n_{s}}{n} S_{N}\left(n_{2}, \ldots, n_{s-1}, n_{s}+1, n_{s+1}, \ldots, n_{k}\right) \right\rvert\,=0 . \tag{15.24}
\end{align*}
$$

Then the limiting law of the sequence $\left(w_{\alpha, N}\right)_{\alpha \geq 1}$ in $\mathcal{S}$ is the Poisson-Dirichlet distribution $\Lambda_{m}$. In particular we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sum_{\alpha} w_{\alpha, N}=1 \tag{15.25}
\end{equation*}
$$

Proof. For each integers $n_{1} \geq 2, \ldots, n_{k} \geq 2$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} S_{N}\left(n_{1}, \ldots, n_{k}\right)=S^{(m)}\left(n_{1}, \ldots, n_{k}\right) \tag{15.26}
\end{equation*}
$$

This is because asymptotically the numbers $S_{N}\left(n_{1}, \ldots, n_{k}\right)$ satisfy the relations (15.19) and (15.21), (as is shown by (15.23) and (15.24)), and that these relations determine these numbers. Formally, it is straightforward to prove (15.26) by induction over $k+n_{1}+\cdots+n_{k}$. The use of (15.22) is to start the induction by proving (15.26) when $k=1$ and $n_{1}=2$. Given $\mathbf{n}=\left(n_{1}, \ldots, n_{k}\right)$, with $n_{1}, \ldots, n_{k} \geq 2$, let us consider the function $f_{\mathbf{n}}: \mathcal{S} \rightarrow \mathbb{R}$ given by

$$
f_{\mathbf{n}}(\mathbf{x})=\prod_{s \leq k} \sum_{\alpha} x_{\alpha}^{n_{s}}
$$

where $\mathbf{x}=\left(x_{\alpha}\right)_{\alpha \geq 1}$ denotes the generic point of $\mathcal{S}$. First we prove that the function $f_{\mathbf{n}}$ is continuous on $\mathcal{S}$ when $\mathcal{S}$ is considered with its natural topology (the weakest that makes all the maps $\mathbf{x} \mapsto x_{\gamma}$ continuous). It suffices to consider the case where $f_{\mathbf{n}}(\mathbf{x})=\sum_{\alpha \geq 1} x_{\alpha}^{n}$ for some $n \geq 2$. We note that the sequence $\mathbf{x}=\left(x_{\alpha}\right)_{\alpha \geq 1}$ is non-increasing and that $\sum_{\alpha \geq 1} x_{\alpha} \leq 1$. Thus, for each $p$ we have $p x_{p} \leq \sum_{\alpha \leq p} x_{\alpha} \leq 1$, so that $x_{p} \leq 1 / p$. Therefore

$$
\sum_{\alpha \geq p} x_{\alpha}^{n} \leq p^{-(n-1)} \sum_{\alpha \geq p} x_{\alpha} \leq p^{-n+1}
$$

Thus

$$
\left|\sum_{\alpha} x_{\alpha}^{n}-\sum_{\alpha<p} x_{\alpha}^{n}\right| \leq p^{-n+1}
$$

and $f_{\mathbf{n}}$ is the uniform limit as $p \rightarrow \infty$ of the functions $\mathbf{x} \mapsto \sum_{\alpha<p} x_{\alpha}^{n}$ which are continuous, so it is continuous.

Taking a subsequence if necessary, let us denote by $\mu$ the limiting law in $\mathcal{S}$ of $\left(w_{\alpha, N}\right)_{\alpha \geq 1}$, so that, since the function $f_{\mathbf{n}}$ is continuous,

$$
\int f_{\mathbf{n}}(\mathbf{x}) \mathrm{d} \mu(\mathbf{x})=\lim _{N \rightarrow \infty} S_{N}\left(n_{1}, \ldots, n_{k}\right)
$$

Thus it follows from (15.26) that

$$
\begin{equation*}
\int f_{\mathbf{n}}(\mathbf{x}) \mathrm{d} \mu(\mathbf{x})=\int f_{\mathbf{n}}(\mathbf{x}) \mathrm{d} \Lambda_{m}(\mathbf{x}) \tag{15.27}
\end{equation*}
$$

and all that is left to prove is that this implies that $\mu=\Lambda_{m}$. As a first step we prove the following

$$
\begin{equation*}
\forall \mathbf{x}, \mathbf{y} \in \mathcal{S}, \quad \mathbf{x} \neq \mathbf{y} \Rightarrow \exists n \geq 2, \quad \sum_{\alpha \geq 1} x_{\alpha}^{n} \neq \sum_{\alpha \geq 1} y_{\alpha}^{n} \tag{15.28}
\end{equation*}
$$

We proceed by contradiction. Assuming

$$
\begin{equation*}
\forall n \geq 2, \quad \sum_{\alpha \geq 1} x_{\alpha}^{n}=\sum_{\alpha \geq 1} y_{\alpha}^{n} \tag{15.29}
\end{equation*}
$$

we first see that if $\varphi$ is a polynomial

$$
\begin{equation*}
\sum_{\alpha \geq 1} x_{\alpha}^{2} \varphi\left(x_{\alpha}\right)=\sum_{\alpha \geq 1} y_{\alpha}^{2} \varphi\left(y_{\alpha}\right) \tag{15.30}
\end{equation*}
$$

This remains true by approximation if $\varphi$ is any continuous function and therefore if $\varphi$ is the pointwise limit of a sequence of continuous functions. In particular

$$
\begin{equation*}
\forall t, \quad \sum_{\alpha \geq 1} x_{\alpha}^{2} \mathbf{1}_{\left\{x_{\alpha} \geq t\right\}}=\sum_{\alpha \geq 1} y_{\alpha}^{2} \mathbf{1}_{\left\{y_{\alpha} \geq t\right\}} \tag{15.31}
\end{equation*}
$$

Assume if possible that $\mathbf{x} \neq \mathbf{y}$. Let $\gamma \geq 1$ be the smallest value of $\alpha$ for which $x_{\alpha} \neq y_{\alpha}$, and assume without loss of generality that $x_{\gamma}>y_{\gamma}$. Then

$$
\sum_{\alpha \geq 1} x_{\alpha}^{2} \mathbf{1}_{\left\{x_{\alpha} \geq x_{\gamma}\right\}} \geq \sum_{\alpha \leq \gamma} x_{\alpha}^{2}>\sum_{\alpha<\gamma} x_{\alpha}^{2}=\sum_{\alpha<\gamma} y_{\alpha}^{2}=\sum_{\alpha \geq 1} y_{\alpha}^{2} \mathbf{1}_{\left\{y_{\alpha} \geq x_{\gamma}\right\}}
$$

and thus (15.31) fails. This proves (15.28).
In particular the family $f_{\mathbf{n}}$ "separates $\mathcal{S}$ " in the sense that if $\mathbf{x} \neq \mathbf{y}$ then $f_{\mathbf{n}}(\mathbf{x}) \neq f_{\mathbf{n}}(\mathbf{y})$ for some $\mathbf{n}$. Since the product of two functions of the type $f_{\mathbf{n}}$ is still of the same type the collection of functions of the form

$$
\begin{equation*}
c_{0}+\sum_{\ell} c_{\ell} f_{\mathbf{n}_{\ell}} \tag{15.32}
\end{equation*}
$$

(where $\sum_{\ell}$ is a finite sum of such terms) is an algebra $\mathcal{A}$ of continuous functions on $\mathcal{S}$ that separates $\mathcal{S}$. By the Stone-Weierstrass theorem, this algebra is uniformly dense in the set of continuous functions on $\mathcal{S}$. By (15.27) $\int \psi(\mathbf{x}) \mathrm{d} \mu(\mathbf{x})=\int \psi(\mathbf{x}) \mathrm{d} \Lambda_{m}(\mathbf{x})$ whenever $\psi \in \mathcal{A}$ so that $\mu=\Lambda_{m}$.

### 15.3 The Baffioni-Rosati Theorem

Consider the set $\mathcal{C}$ of all sequences $\mathbf{x}=\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime}}$ with $\left|x_{\ell, \ell^{\prime}}\right| \leq 1$, provided with the natural (product) topology. Assuming all limits exist, given a spin system, a fundamental object is the probability measure $\mu^{*}$ on $\mathcal{C}$ such that given a continuous function $f$ on $\mathcal{C}$, which depends only on finitely many variables $x_{\ell, \ell^{\prime}}$, we have

$$
\begin{equation*}
\int f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x})=\lim _{N \rightarrow \infty} \nu\left(f\left(\left(R_{\ell, \ell^{\prime}}\right)\right)\right) \tag{15.33}
\end{equation*}
$$

Equivalently, the measure $\mu^{*}$ is defined by the fact that for each $n$ and each continuous function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$, writing $\mathbf{x}_{n}=\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$, we have

$$
\int f^{*}\left(\mathbf{x}_{n}\right) \mathrm{d} \mu^{*}(\mathbf{x})=\lim _{N \rightarrow \infty} \nu\left(f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)\right)
$$

Thus, $\mu^{*}$ is the "limiting law in $\mathcal{C}$ of the family $\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime}}$ ". We will first explain the importance of $\mu^{*}$. The point is (even though this is absolutely not intuitive the first time one thinks about it) that $\mu^{*}$ carries considerable information (at least "in the limit") about Gibbs' measure.

A first fundamental fact is that (at least for Hamiltonians of the type (14.406)),

$$
\begin{equation*}
\mu^{*} \text { determines } \lim _{N \rightarrow \infty} \frac{1}{N} \mathrm{E} \log Z_{N} \tag{15.34}
\end{equation*}
$$

This, of course, would be really useful if we knew how to compute $\mu^{*}$, a question related to Research Problem 15.3.7 below. Until this is the case, there is little point to give a formal version of (15.34) in a book, so we will simply sketch that main ideas.

Consider a family $(A(\boldsymbol{\sigma}))$ of Gaussian r.v.s, that is independent of the disorder of the spin system. Let us assume that for $\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \in \Sigma_{N}$, we have, for a certain function $\eta$

$$
\begin{equation*}
\mathrm{E} A\left(\boldsymbol{\sigma}^{1}\right) A\left(\boldsymbol{\sigma}^{2}\right)=\eta\left(R_{1,2}\right) \tag{15.35}
\end{equation*}
$$

Consider also a bounded and continuous function $V$, and the r.v. $U=$ $\langle V(A(\boldsymbol{\sigma}))\rangle$. We claim that, in the limit $N \rightarrow \infty, \mu^{*}$ determines the law of $U$. To see this, it suffices to show that, in the limit, $\mu^{*}$ determines the moments of $U$. Denoting by $\mathrm{E}_{0}$ expectation in the r.v.s $A(\boldsymbol{\sigma})$, we have

$$
\begin{equation*}
\mathrm{E} U^{k}=\nu\left(W\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{k}\right)\right) \tag{15.36}
\end{equation*}
$$

where

$$
W\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{k}\right):=\mathrm{E}_{0} V\left(A\left(\boldsymbol{\sigma}^{1}\right)\right) \cdots V\left(A\left(\boldsymbol{\sigma}^{k}\right)\right)
$$

The quantity depends only on the correlations of the r.v.s $A\left(\boldsymbol{\sigma}^{1}\right), \ldots, A\left(\boldsymbol{\sigma}^{k}\right)$, and by (15.35) it is a continuous function of the overlaps $R_{\ell, \ell^{\prime}}$ for $1 \leq \ell<$ $\ell^{\prime} \leq k$, i.e.

$$
W\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=f\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)
$$

so that $\mu^{*}$ determines $\lim _{N \rightarrow \infty} \mathrm{E} U^{k}$. Assuming we consider only reasonable functions $V$ (i.e. that do not grow too fast), a truncation argument will show that $\mu^{*}$ determines

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E} \log \langle V(A(\boldsymbol{\sigma}))\rangle \tag{15.37}
\end{equation*}
$$

The approach of Proposition 1.6.8, and in particular (1.172) and (1.174), then allows one to compute $\lim _{N \rightarrow \infty} N^{-1} \log Z_{N}$ by estimating two quantities of the type (15.37), and this concludes our scheme of proof of (15.34).

To explain the importance of $\mu$ i n a different direction, consider at a given disorder $n$ replicas $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}$, that is, $n$ configurations taken at random according to the Gibbs measure. If we understand for each $n$ the joint law
under Gibbs' measure of the overlaps $\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$, we might argue that we understand very well Gibbs' measure "in bulk" (remember that $1-R_{\ell, \ell^{\prime}}$ is twice the Hamming distance of $\boldsymbol{\sigma}^{\ell}, \boldsymbol{\sigma}^{\ell^{\prime}}$ ). We understand this joint law as soon as we understand the Gibbs averages of all the polynomials in the overlaps $R_{\ell, \ell^{\prime}}$. These are random quantities. We understand their randomness as soon as we understand their joint law, i.e. as soon as we can compute the expectation of any polynomial in these random Gibbs' averages. But using replicas, such an expectation is the expectation of the Gibbs' average of a (bigger) polynomial in the overlaps, and in the limit is determined by $\mu^{*}$.

Definition 15.3.1. A probability measure $\mu^{*}$ on $\mathcal{C}$ is symmetric if, given any continuous function $f$ on $\mathcal{C}$, and any permutation $\tau$ of $\mathbb{N}^{*}$, we have

$$
\int f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x})=\int f(\tau(\mathbf{x})) \mathrm{d} \mu^{*}(\mathbf{x})
$$

where $\tau(\mathbf{x})=\left(x_{\tau(\ell), \tau\left(\ell^{\prime}\right)}\right)_{1 \leq \ell<\ell^{\prime}}$.
It should be obvious that the measure $\mu^{*}$ given by (15.33) is symmetric. In the literature about infinite random arrays, "symmetric" is sometimes called "weakly exchangeable".

Definition 15.3.2. We say that the symmetric measure $\mu^{*}$ on $\mathcal{C}$ is ultrametric if

$$
\begin{equation*}
\mu^{*}\left(\left\{x_{1,3} \geq \min \left(x_{1,2}, x_{2,3}\right)\right\}\right)=1 . \tag{15.38}
\end{equation*}
$$

An equivalent definition is to require that for each a we have

$$
\begin{equation*}
\mu^{*}\left(\left\{x_{1,2} \geq a, x_{2,3} \geq a, x_{1,3}<a\right\}\right)=0 \tag{15.39}
\end{equation*}
$$

Conjecture 15.3.3. Under very general conditions the measure $\mu^{*}$ given by (15.33) (exists and) is ultrametric.

We don't know what the general conditions should be; it would be mighty nice to prove this conjecture for the Hamiltonian (14.55) (or even for the SK model).

Definition 15.3.4. A probability measure $\mu^{*}$ on $\mathcal{C}$ satisfies the GhirlandaGuerra identities if given any number $n$, any continuous function $f$ on $\mathcal{C}$ that depends only on $x_{\ell, \ell^{\prime}}$ for $1 \leq \ell<\ell^{\prime} \leq n$, any continuous function $\varphi$ on $\mathbb{R}$, we have

$$
\begin{align*}
\int \varphi\left(x_{1, n+1}\right) f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x}) & =\frac{1}{n} \int \varphi\left(x_{1, n+1}\right) \mathrm{d} \mu^{*}(\mathbf{x}) \int f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x}) \\
& +\frac{1}{n} \sum_{2 \leq \ell \leq n} \int \varphi\left(x_{1, \ell}\right) f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x}) \tag{15.40}
\end{align*}
$$

Exercise 15.3.5. Consider a continuous map $\psi$ from $[-1,1]$ to itself, and the map $\Psi$ form $\mathcal{C}$ to itself given by $\Psi(\mathbf{x})=\left(\psi\left(x_{\ell, \ell^{\prime}}\right)\right)_{\ell<\ell^{\prime}}$ for $\mathbf{x}=\left(x_{\ell, \ell^{\prime}}\right)_{\ell<\ell^{\prime}}$. When $\mu^{*}$ is a probability measure on $\mathcal{C}$ that satisfies the Ghirlanda-Guerra identities, prove that the image of $\mu^{*}$ under $\Psi$ also satisfies these inequalities.

Theorem 15.3.6. Consider a probability measure $\mu$ on $[0,1]$. Then there exists a unique probability measure $\mu^{*}$ on $\mathcal{C}$ with the following properties: $\mu^{*}$ is symmetric, ultrametric, satisfies the Ghirlanda-Guerra identities, and for each continuous function $\varphi$ on $\mathbb{R}$ we have

$$
\begin{equation*}
\int \varphi\left(x_{1,2}\right) \mathrm{d} \mu^{*}(\mathbf{x})=\int \varphi(x) \mathrm{d} \mu(x) \tag{15.41}
\end{equation*}
$$

This theorem gives its name to the present section, although F. Baffioni and F. Rosati [15] prove only the uniqueness part.

The vision of the physicists is as follows. The measure $\mu^{*}$ given by (15.33) exists and satisfies the properties of Theorem 15.3.6: it is symmetric, ultrametric and satisfies the Ghirlanda-Guerra identities. By construction it satisfies (15.41) where $\mu$ is the "limiting law of the overlap", i.e. $\int \varphi(x) \mathrm{d} \mu(x)=\lim _{N \rightarrow \infty} \nu\left(\varphi\left(R_{1,2}\right)\right.$ ). Therefore the measure $\mu$ (which is the Parisi measure) completely determines $\mu^{*}$ (which itself encompasses "all" the information about Gibbs' measure). That is, the entire system is parameterized by $\mu$ (or equivalently, since physicists like to think of the function $\mu([0, t])$ rather than of $\mu$ the entire system is parameterized by a single function.)

The work of Chapter 12 makes it reasonable to believe that (at least in some sense) the measure $\mu^{*}$ of (15.33) satisfies the Ghirlanda-Guerra identities, a point that we will explore further in Section 15.4. The really missing part in the picture is the fact that $\mu^{*}$ is ultrametric. G. Parisi pointed out that it might well be that the Ghirlanda-Guerra identities themselves imply ultrametricity. Before formally stating the corresponding question, let us observe that since $R_{\ell, \ell^{\prime}}=\boldsymbol{\sigma}_{\ell} \cdot \boldsymbol{\sigma}_{\ell^{\prime}} / N$, the matrix $\left(R_{\ell, \ell^{\prime}}\right)_{\ell, \ell^{\prime} \geq 1}$ is positive definite. Let us define the subset $\mathcal{C}^{+}$of $\mathcal{C}$ consisting of the sequences ( $x_{\ell, \ell^{\prime}}$ ) with the following property: the symmetric matrix $\left(q_{\ell, \ell^{\prime}}\right)$ given by $q_{\ell, \ell}=1$ and $q_{\ell, \ell^{\prime}}=x_{\ell, \ell^{\prime}}$ for $\ell<\ell^{\prime}$ is positive definite. Then we know that $\mu^{*}\left(\mathcal{C}^{+}\right)=1$.

Research Problem 15.3.7. (Level 3) Consider a probability measure $\mu^{*}$ on $\mathcal{C}^{+}$. Assume that $\mu^{*}$ is symmetric and satisfies the Ghirlanda-Guerra identities. Does it follow that $\mu^{*}$ is ultrametric?

Arguably, this is one of the most important problems left today in the theory of spin glasses. A positive solution, combined with (15.34) would let us extend the Parisi formula (14.102) to the case where the Hamiltonian (14.55) contains terms "with odd values of $p$ ". (The arguments to prove the formal version of (15.34) yielding this result are not trivial, but there seems to be
no point to write them down now, since the expected difficulty of Problem 15.3.7 is several orders of magnitude higher.) More importantly, a positive solution would provide very solid ground to assert that "the Parisi solution is universal". Let us also observe that the construction of Exercise 15.3.5 implies that one cannot completely dispense in Problem 15.3.7 with the hypothesis that $\mu^{*}\left(\mathcal{C}^{+}\right)=1$.

We turn to the proof of Theorem 15.3.6. We will first prove the existence of $\mu^{*}$. We will assume that $\mu$ is carried by a finite set. Since any measure on $[0,1]$ is a limit of measures carried by a finite set, the general case is then obtained through a limiting argument. This argument is absolutely straightforward, and better left to the reader. We assume that there exists $q_{1}<\ldots<q_{k+1}$ such that for $1 \leq r \leq k+1$ we have

$$
\mu\left(\left\{q_{r}\right\}\right)=m_{r}-m_{r-1},
$$

where $0=m_{0}<m_{1}<\ldots<m_{k}<1=m_{k+1}$. We will use a Poisson-Dirichlet cascade $\left(v_{\alpha}\right)$ of parameters $m_{1}, \ldots, m_{k}$, so $\alpha \in A=\mathbb{N}^{* k}$. For $\alpha^{1}, \alpha^{2} \in A$, let us recall the notation $\left(\alpha^{1}, \alpha^{2}\right)$ of (14.36), which denotes "the first coordinate on which $\alpha^{1}$ and $\alpha^{2}$ differ" so $q_{\left(\alpha^{1}, \alpha^{2}\right)}$ is the number $q_{r}$ for $r=\left(\alpha^{1}, \alpha^{2}\right)$. It helps to think of the points of $A$ as being configurations. The (random) weights $v_{\alpha}$ define "Gibbs' measure $G$ " on $A$. We then define "the overlap of two configurations $\alpha$ and $\gamma$ " by

$$
\begin{equation*}
q_{\alpha, \gamma}=q_{(\alpha, \gamma)} \tag{15.42}
\end{equation*}
$$

Consider an i.i.d. sequence $\left(\alpha^{\ell}\right)_{\ell \geq 1}$ on $A$, that is distributed like $G$. We define

$$
\begin{equation*}
\text { " } \mu^{*} \text { is the law of the sequence }\left(R_{\ell, \ell^{\prime}}\right)=\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime}} \text { " . } \tag{15.43}
\end{equation*}
$$

In other words, we define $\mu^{*}$ by the formula

$$
\begin{equation*}
\int f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x})=\mathrm{E} \sum_{\alpha^{1}, \ldots, \alpha^{n} \in A} v_{\alpha^{1}} \cdots v_{\alpha^{n}} f\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{\ell, \ell^{\prime}}\right), \tag{15.44}
\end{equation*}
$$

whenever the continuous function $f$ on $\mathcal{C}$ depends only upon the variables $\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$.

We note that $\mu^{*}$ is obviously symmetric by construction. It is also true by construction that $\mu^{*}$ is ultrametric. To see this we observe that

$$
\left(\alpha^{1}, \alpha^{3}\right) \geq \min \left(\left(\alpha^{1}, \alpha^{2}\right),\left(\alpha^{2}, \alpha^{3}\right)\right)
$$

This is because for $j<\min \left(\left(\alpha^{1}, \alpha^{2}\right),\left(\alpha^{2}, \alpha^{3}\right)\right)$ the $j$-th coordinate of $\alpha^{1}$ is the same as the $j$-th coordinate of $\alpha^{2}$, which is the same as the $j$-th coordinate of $\alpha^{3}$; so the $j$-th coordinates of $\alpha^{1}$ and $\alpha^{3}$ are the same and thus $j<\left(\alpha^{1}, \alpha^{3}\right)$. Consequently, since the sequence $\left(q_{r}\right)$ is increasing we have

$$
\begin{equation*}
q_{\alpha^{1}, \alpha^{3}} \geq \min \left(q_{\alpha^{1}, \alpha^{2}}, q_{\alpha^{2}, \alpha^{3}}\right) \tag{15.45}
\end{equation*}
$$

and (15.43) shows that $\mu^{*}$ is supported by the set $\left\{x_{1,3} \geq \min \left(x_{1,2}, x_{2,3}\right)\right\}$, which proves (15.38).

Next we prove (15.41). Using (15.44) for $n=2$ shows that when $\varphi$ is a continuous function on $\mathbb{R}$ then

$$
\begin{align*}
\int \varphi\left(x_{1,2}\right) \mathrm{d} \mu^{*}(\mathbf{x}) & =\mathrm{E} \sum_{\alpha^{1}, \alpha^{2} \in A} v_{\alpha^{1}} v_{\alpha^{2}} \varphi\left(q_{\alpha^{1}, \alpha^{2}}\right) \\
& =\sum_{1 \leq r \leq k+1} \varphi\left(q_{r}\right) \mathrm{E} \sum_{\left(\alpha^{1}, \alpha^{2}\right)=r} v_{\alpha^{1}} v_{\alpha^{2}} . \tag{15.46}
\end{align*}
$$

Now we use (14.38) for $F=0$ to see that

$$
\begin{equation*}
\mathrm{E} \sum_{\left(\alpha^{1}, \alpha^{2}\right)=r} v_{\alpha^{1}} v_{\alpha^{2}}=m_{r}-m_{r-1} \tag{15.47}
\end{equation*}
$$

and thus (15.46) implies

$$
\int \varphi\left(x_{1,2}\right) \mathrm{d} \mu^{*}(\mathbf{x})=\sum_{1 \leq r \leq k+1}\left(m_{r}-m_{r-1}\right) \varphi\left(q_{r}\right)=\int \varphi(x) \mathrm{d} \mu(x)
$$

It remains to prove that $\mu^{*}$ satisfies the Ghirlanda-Guerra identities, which we will deduce from (15.2). Let us note that from (15.47) we have $\nu\left(\mathbf{1}_{\left\{\left(\alpha^{1}, \alpha^{2}\right)=r\right\}}\right)=m_{r}-m_{r-1}$. To prove that (15.2) implies (15.40) we observe that (15.44) means

$$
\int f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x})=\nu(h)
$$

where the function $h$ is given by

$$
h\left(\alpha^{1}, \ldots, \alpha^{n}\right)=f\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) .
$$

This function depends on $\alpha^{1}, \ldots, \alpha^{n}$ only through the numbers ( $\alpha^{\ell}, \alpha^{\ell^{\prime}}$ ). In a similar manner, when $\varphi$ is a continuous function on $\mathbb{R}$, then

$$
\int \varphi\left(x_{1, \ell}\right) f(\mathbf{x}) \mathrm{d} \mu^{*}(\mathbf{x})=\nu\left(\varphi\left(q_{\alpha^{1}, \alpha^{\ell}}\right) h\right)
$$

where $h$ is as above, so that (15.40) is equivalent to

$$
\nu\left(\varphi\left(q_{\alpha^{1}, \alpha^{n+1}}\right) h\right)=\frac{1}{n} \nu\left(\varphi\left(q_{\alpha^{1}, \alpha^{2}}\right)\right) \nu(h)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(\varphi\left(q_{\alpha^{1}, \alpha^{\ell}}\right) h\right),
$$

an obvious consequence of (15.2).
Exercise 15.3.8. Prove that the measure $\mu^{*}$ constructed in the proof of Theorem 15.3.6 satisfies $\mu^{*}\left(\mathcal{C}^{+}\right)=1$, where $\mathcal{C}^{+}$is defined in page 486.

We have proved the "existence part" of Theorem 15.3.6, and we turn to the "uniqueness part".

Consider a number $0 \leq a \leq 1$, and the subset $S_{a}$ of $[0,1]^{2}$ given by

$$
S_{a}=U_{a} \cup V_{a}^{1} \cup V_{a}^{2}
$$

where

$$
\begin{aligned}
U_{a} & =\left\{(x, y) \in[0,1]^{2} ; x=y \leq a\right\} \\
V_{a}^{1} & =\left\{(x, y) \in[0,1]^{2} ; a=x<y\right\} \\
V_{a}^{2} & =\left\{(x, y) \in[0,1]^{2} ; a=y<x\right\} .
\end{aligned}
$$

An alternate definition of $S_{a}$ is

$$
\begin{equation*}
S_{a}=\left\{(x, y) \in[0,1]^{2} ; a \geq \min (x, y) ; x \geq \min (a, y) ; y \geq \min (a, x)\right\} \tag{15.48}
\end{equation*}
$$

The equivalence of these two definitions is elementary and left to the reader. The idea of the set $S_{a}$ is as follows. Suppose that $x_{1,2}, x_{1,3}, x_{2,3}$ satisfy the "ultrametricity condition"

$$
x_{\ell_{1}, \ell_{3}} \geq \min \left(x_{\ell_{1}, \ell_{2}}, x_{\ell_{2}, \ell_{3}}\right)
$$

whenever $\left\{\ell_{1}, \ell_{2}, \ell_{3}\right\}=\{1,2,3\}$ and the numbers $\ell_{1}, \ell_{2}, \ell_{3}$ are different of each other (and using the convention that $x_{\ell_{1}, \ell_{2}}=x_{\ell_{2}, \ell_{1}}$ when $\ell_{1}>\ell_{2}$ ). Then it is straightforward to see that if we know that $x_{2,3}=a$, we have $\left(x_{1,2}, x_{1,3}\right) \in S_{a}$. Indeed if $x_{1,2} \leq a$ then $a \geq x_{1,2} \geq \min \left(x_{1,3}, x_{2,3}\right)=\min \left(x_{1,3}, a\right)$ so that $x_{1,3} \leq x_{1,2}$ and by symmetry $x_{1,2}=x_{1,3}$; while if $x_{1,2} \geq a$ then $a=x_{2,3} \geq$ $\min \left(x_{1,2}, x_{1,3}\right)$ so that $x_{1,3} \leq a$, and since $x_{1,3} \geq \min \left(x_{1,2}, x_{2,3}\right)=a$ we have $x_{1,3}=a$.

Lemma 15.3.9. Consider a probability measure $\eta$ on $[0,1]^{2}$ and denote its marginals $\eta_{1}$ and $\eta_{2}$. Then, if $\eta$ is supported by $S_{a}$, it is the only probability measure supported by $S_{a}$ with marginals $\eta_{1}$ and $\eta_{2}$.

Proof. We prove that this result holds for positive measures that do not need to be probabilities. First we observe that the result is obvious when $\eta$ is supported by $U_{a}$. Next, the map $(x, y) \mapsto y$ from $\left.\left.[0,1] \times\right] a, 1\right] \cap S_{a}=V_{a}^{1}$ to $] a, 1]$ is one to one, so that $\eta_{2}$ determines the restriction $\eta_{2}^{*}$ of $\eta$ to $V_{a}^{1}$. Similarly, $\eta_{1}$ determines the restriction $\eta_{1}^{*}$ of $\eta$ to $V_{a}^{2}$. Then $\eta-\eta_{1}^{*}-\eta_{2}^{*}$ is supported by $U_{a}$, so it is determined by its marginals, and hence by $\eta_{1}$ and $\eta_{2}$.

Consider a finite set $B$ of pairs $\left(\ell, \ell^{\prime}\right), 1 \leq \ell<\ell^{\prime}$. We write

$$
\mathcal{C}_{B}=\left\{\mathbf{y}=\left(y_{\ell, \ell^{\prime}}\right)_{\left(\ell, \ell^{\prime}\right) \in B}\right\} .
$$

There is a canonical map $\mathcal{C} \rightarrow \mathcal{C}_{B}$ that associates $\mathbf{y}=\left(x_{\ell, \ell^{\prime}}\right)_{\left(\ell, \ell^{\prime}\right) \in B}$ to $\mathbf{x}=$ $\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime}}$. We denote by $\mu_{B}^{*}$ the image of $\mu^{*}$ under this map. Let

$$
B(n)=\left\{\left(\ell, \ell^{\prime}\right) ; 1 \leq \ell \leq \ell^{\prime} \leq n\right\} .
$$

We will prove by induction over $n$ that $\mu_{B(n)}^{*}$ is completely determined by the conditions of Theorem 15.3.6 (this proves the uniqueness of $\mu^{*}$ ). For $n=2$, this follows from (15.41).

Assuming that $\mu_{B(n)}^{*}$ is determined by the conditions of Theorem 15.3.6, we show that this is also the case of $\mu_{B(n+1)}^{*}$. For $\ell \leq n$ we consider

$$
B(n, \ell)=B(n) \cup\{(1, n+1), \ldots,(\ell, n+1)\}
$$

so that $B(n, n)=B(n+1)$. We will prove by induction on $\ell$ that $\mu_{B(n, \ell)}^{*}$ is determined by the conditions of Theorem 15.3.6. For $\ell=1$, we will use the Ghirlanda-Guerra identities (and this is the only step where these will be used). We simply notice that writing (15.40) for $\mu^{*}$ implies that whenever $f$ is a function of $\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$ we have

$$
\begin{align*}
\int \varphi\left(x_{1, n+1}\right) f(\mathbf{x}) \mathrm{d} \mu_{B(n, 1)}^{*}(\mathbf{x}) & =\frac{1}{n} \int \varphi\left(x_{1, n+1}\right) \mathrm{d} \mu^{*}(\mathbf{x}) \int f(\mathbf{x}) \mathrm{d} \mu_{B(n)}^{*}(\mathbf{x}) \\
& +\frac{1}{n} \sum_{2 \leq \ell \leq n} \int \varphi\left(x_{1, \ell}\right) f(\mathbf{x}) \mathrm{d} \mu_{B(n)}^{*}(\mathbf{x}) . \tag{15.49}
\end{align*}
$$

Using symmetry and (15.41) we obtain

$$
\int \varphi\left(x_{1, n+1}\right) \mathrm{d} \mu^{*}(\mathbf{x})=\int \varphi(x) \mathrm{d} \mu(x)
$$

so that since by the induction hypothesis $\mu_{B(n)}^{*}$ is uniquely determined by the conditions of Theorem 15.3.6, so is the right-hand side of (15.49) and hence, so is the left-hand side. As $f$ is any function of $\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell, \ell^{\prime} \leq n}$ this shows that $\mu_{B(n, 1)}^{*}$ is determined.

Assuming that $\ell<n$ and $\mu_{B(n, \ell)}^{*}$ is determined, we will show that symmetry and ultrametricity imply that $\mu_{B(n, \ell+1)}^{*}$ is determined. Let

$$
\begin{aligned}
& B_{1}=B(n, \ell)=B(n, \ell+1) \backslash\{(\ell+1, n+1)\} \\
& B_{2}=B(n, \ell+1) \backslash\{(\ell, n+1)\} \\
& B=B(n, \ell-1)=B_{1} \cap B_{2} .
\end{aligned}
$$

Let

$$
S=\left\{\mathbf{x} \in \mathcal{C}_{B(n, \ell+1)} ;\left(x_{\ell, n+1}, x_{\ell+1, n+1}\right) \in S_{x_{\ell, \ell+1}}\right\},
$$

where the set $S_{a}$ is given by (15.48). It follows from symmetry and ultrametricity that

$$
\begin{equation*}
\mu_{B(n, \ell+1)}^{*}(S)=1 \tag{15.50}
\end{equation*}
$$

Consider the projection $\pi_{1}$ of $\mathcal{C}_{B(n, \ell+1)}$ on $\mathcal{C}_{B_{1}}$ (resp. $\pi_{2}$ on $\mathcal{C}_{B_{2}}$ ), which is obtained by forgetting the coordinate $x_{\ell+1, n+1}$ (resp. $x_{\ell, n+1}$ ). The image $\mu_{1}$ of $\mu_{B(n, \ell+1)}^{*}$ under $\pi_{1}$ is $\mu_{B(n, \ell)}^{*}$, and by the induction hypothesis it is uniquely determined. The image $\mu_{2}$ of $\mu_{B(n, \ell+1)}^{*}$ under $\pi_{2}$ is obtained from $\mu_{1}=\mu_{B(n, \ell)}^{*}$ by exchanging the labels $\ell$ and $\ell+1$, so, by symmetry, it is uniquely determined. The remainder of the proof consists in showing that (15.50) together with the fact that $\mu_{1}$ and $\mu_{2}$ are determined implies that $\mu_{B(n, \ell+1)}^{*}$ is determined. (This completes the proof that $\mu_{B(n, \ell+1)}^{*}$ is determined when $\mu_{B(n, \ell)}^{*}$ is determined, therefore $\mu_{B(n, n)}^{*}=\mu_{B(n+1)}^{*}$ is determined).

Let us write $\mathbf{y}$ the generic point of $\mathcal{C}_{B}$, and

$$
\mathbf{x}=\left(\mathbf{y}, x_{\ell, n+1}, x_{\ell+1, n+1}\right)
$$

the generic point of $\mathcal{C}_{B(n, \ell+1)}$. Since the projection of $\mu_{B(n, \ell+1)}^{*}$ on $\mathcal{C}_{B}$ is $\mu_{B}^{*}$, there exists a family $\mu_{\mathbf{y}}$ of probability measures on $[0,1]^{2}$ such that for any continuous function, and hence any Borel function $f$ we have

$$
\begin{align*}
& \int f(\mathbf{x}) \mathrm{d} \mu_{B(n, \ell+1)}^{*}(\mathbf{x}) \\
= & \int\left(\int f\left(\mathbf{y}, x_{\ell, n+1}, x_{\ell+1, n+1}\right) \mathrm{d} \mu_{\mathbf{y}}\left(x_{\ell, n+1}, x_{\ell+1, n+1}\right)\right) \mathrm{d} \mu_{B}^{*}(\mathbf{y}) . \tag{15.51}
\end{align*}
$$

Using this for $f=\mathbf{1}_{S}$, (15.50) implies that $\mu_{\mathbf{y}}\left(S_{x_{\ell, \ell+1}}\right)=1$ ( $\mu_{B}^{*}$ a.e.). Using (15.51) when $f(\mathbf{x})$ does not depend on $x_{1, \ell+1}$, and since $\mu_{1}$ is determined shows that ( $\mu_{B}^{*}$ a.e.) the first marginal of $\mu_{\mathbf{y}}$ is determined and similarly for the second marginal. Therefore by Lemma 15.3 .9 the probability $\mu_{\mathbf{y}}$ is $\left(\mu_{B}^{*}\right.$ a.e.) determined. This finishes the proof of the uniqueness part of Theorem 15.3.6.

It is worth to point out that (at least when $\mu$ has no atoms) Theorem 15.3.6 can be deduced from the case where $\mu$ is uniform (by applying a suitable transformation to each coordinate of $\mathcal{C}$ ). In some sense, "the measure $\mu^{*}$ is unique", and can be considered as a fundamental object worth studying in detail.

### 15.4 Generic Sequences and Pure States

In this section we prove that in certain rather general situations "the system decomposes in pure states". That is, the configuration space can be written, in a somewhat canonical manner, as the union of pieces "without structure". It somewhat clarifies the situation to spell the conditions under which we can prove this. Consider, for each $N$ a random probability measure $G_{N}$ on $\Sigma_{N}$ (that will be the Gibbs measure associated to a certain Hamiltonian). We denote by $\langle\cdot\rangle$ an average for $G_{N}$. In this notation, the choice of the sequence $\left(G_{N}\right)$ remains implicit.

Definition 15.4.1. We say that the sequence $\left(G_{N}\right)$ satisfies the extended Ghirlanda-Guerra identities if for each $n$ and each continuous function $\psi$ on $\mathbb{R}$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{f}\left|n \mathrm{E}\left\langle\psi\left(R_{1, n+1}\right) f\right\rangle-\mathrm{E}\left\langle\psi\left(R_{1,2}\right)\right\rangle \mathrm{E}\langle f\rangle-\sum_{2 \leq \ell \leq n} \mathrm{E}\left\langle\psi\left(R_{1, \ell}\right) f\right\rangle\right|=0, \tag{15.52}
\end{equation*}
$$

where the supremum is taken over all (non random) functions $f$ on $\Sigma_{N}^{n}$ with $|f| \leq 1$.

The only consequence of (15.52) we will ever use is as follows. Given a continuous function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$, if we define

$$
f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right),
$$

then for any continuous function $\psi$ on $\mathbb{R}$ we have

$$
\lim _{N \rightarrow \infty}\left|n \mathbf{E}\left\langle\psi\left(R_{1, n+1}\right) f\right\rangle-\mathbf{E}\left\langle\psi\left(R_{1,2}\right)\right\rangle \mathrm{E}\langle f\rangle-\sum_{2 \leq \ell \leq n} \mathrm{E}\left\langle\psi\left(R_{1, \ell}\right) f\right\rangle\right|=0
$$

The reason for the formally stronger formulation (15.52) is simply that it follows naturally from our arguments.

Definition 15.4.2. We say that a sequence $\left(G_{N}\right)$ of random probability measures on $\Sigma_{N}$ has a Parisi measure $\mu$ if $\mu$ is a probability measure on $[0,1]$ such that for any continuous function $\varphi$ on $[-1,1]$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E}\left\langle\varphi\left(R_{1,2}\right)\right\rangle=\int \varphi(x) \mathrm{d} \mu(x) . \tag{15.53}
\end{equation*}
$$

Proposition 15.4.3. Consider a sequence $\boldsymbol{\beta}$ with $\beta_{p} \neq 0$ for each $p \geq 1$, and the corresponding Hamiltonian $H_{N, \boldsymbol{\beta}}$ of (14.406). Assume that E $h^{2}>0$. Then the sequence $\left(G_{N}\right)$ of Gibbs' measures corresponding to this Hamiltonian satisfies the extended Ghirlanda-Guerra identities and has a Parisi measure.

Proof. The validity of the extended Guirlanda-Guerra identities is proved in 14.12.2. The existence of the Parisi measure follows from Theorem 14.11.6 (using Theorem 14.12.1 as in the proof of Theorem 14.12.2).

It is very difficult to explicitly compute "the" Parisi measure of a given Hamiltonian $H_{N, \boldsymbol{\beta}}$. According to the work of physicists (see the diagrams in [62], pp. 42-43) it seems that usually the Parisi measure has a positive mass at the largest point $q^{*}$ of its support. This, combined with Proposition 15.4.3 shows that the hypotheses of our next theorem are very reasonable.

Theorem 15.4.4. Consider a sequence $\left(G_{N}\right)$ of random measures on $\Sigma_{N}$. Assume that it satisfies the extended Ghirlanda-Guerra identities and that it has a Parisi measure $\mu$. Assume that for a certain number $q^{*}$ we have $\mu\left(\left[0, q^{*}\right]\right)=1$ and $\mu\left(\left\{q^{*}\right\}\right)=a>0$. Then we can find disjoint (random) sets $\left(A_{\alpha}\right)_{\alpha \geq 1}$ of $\Sigma_{N}$ with the following properties

The sequence $\left(G_{N}\left(A_{\alpha}\right)\right)_{\alpha \geq 1}$ has in the limit $N \rightarrow \infty$ a Poisson-Dirichlet distribution $\Lambda_{1-a}$.

Given any $\delta>0$, there exists $N_{\delta}$ such that if $N \geq N_{\delta}$ the following holds true

$$
\begin{equation*}
\forall \alpha \geq 1, \quad \int_{A_{\alpha}^{2}}\left|R_{1,2}-q^{*}\right| \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{2}\right) \leq \delta G_{N}\left(A_{\alpha}\right)^{2} \tag{15.55}
\end{equation*}
$$

Although this might not be immediately obvious, the heuristic picture is as follows. With probability close to 1 , the configuration space $\Sigma_{N}$ is nearly the union of sets $\left(A_{\alpha}\right)_{\alpha \geq 1}$ on each of which the overlap is nearly $q^{*}$. Moreover, the overlap of two configurations is nearly $q^{*}$ essentially only when these two configurations belong to the same $A_{\alpha}$. The sets $\left(A_{\alpha}\right)$ are the "pure states". They have, in a sense, no structure. The overlap is constant $\left(=q^{*}\right)$ on them. The overlap of two configurations in two different pure states is $<q^{*}$.

Let us detail this still at the heuristic level. The theorem does not say that $\Sigma_{N}=\bigcup_{\alpha \geq 1} A_{\alpha}$. However it follows from (15.54) that

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \mathrm{E} G_{N}\left(\bigcup_{\alpha \geq 1} A_{\alpha}\right)=\lim _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha \geq 1} G_{N}\left(A_{\alpha}\right)=1  \tag{15.56}\\
& \lim _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha \geq 1} G_{N}\left(A_{\alpha}\right)^{2}=a \tag{15.57}
\end{align*}
$$

For large $N,(15.56)$ shows that with probability close to 1 , the sets $A_{\alpha}$ nearly exhaust $\Sigma_{N}$.

By (15.55) the overlap of two configurations in the same set $A_{\alpha}$ is nearly $q^{*}$. So it is approximately true that

$$
\begin{equation*}
\bigcup_{\alpha} A_{\alpha}^{2} \subset\left\{R_{1,2} \simeq q^{*}\right\} \tag{15.58}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathrm{E} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2} \leq \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \simeq q^{*}\right\}\right) \tag{15.59}
\end{equation*}
$$

The left-hand side is nearly $a$ by (15.57), and the right-hand side is about $\mu\left(\left\{q^{*}\right\}\right)=a$, so the sets (15.58) are nearly equal.

It is not difficult to prove rigorously that condition (15.55) implies that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha \geq 1} G_{N}\left(A_{\alpha}\right)^{2} \leq \mu\left(\left\{q^{*}\right\}\right) \tag{15.60}
\end{equation*}
$$

so that the sets $A_{\alpha}$ cannot be "macroscopic" (i.e. of size remaining roughly independent of $N$ ) unless $\mu\left(\left\{q^{*}\right\}\right)=a>0$. This condition is necessary in order for the "pure states picture" to hold. An example is constructed in [110] (for the spherical model) of a specific sequence $\boldsymbol{\beta}$ for which $\mu\left(\left\{q^{*}\right\}\right)=0$. This proves that the physicist's "pure states picture" is at best true in a "generic" way (but not for every single $\boldsymbol{\beta}$ ).

Theorem 15.4.4 relies on the following deterministic result.
Theorem 15.4.5. Given $\delta>0$, there exists $\varepsilon>0$ with the following property. Consider a probability measure $\pi$ on the unit ball $B$ of a Hilbert space. Assume that for a certain number $q^{*} \geq 0$ we have

$$
\begin{equation*}
\pi^{\otimes 2}\left(\left\{(x, y) \in B \times B ; x \cdot y \geq q^{*}+\varepsilon\right\}\right) \leq \varepsilon \tag{15.61}
\end{equation*}
$$

Then we can find disjoint sets $A_{1}, \ldots, A_{r}$ with the following property

$$
\begin{array}{r}
\forall \alpha \leq r, \quad \int_{x, y \in A_{\alpha}}\left|x \cdot y-q^{*}\right| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq \delta \pi\left(A_{\alpha}\right)^{2} \\
\pi^{\otimes 2}\left(\left\{(x, y) ;\left|x \cdot y-q^{*}\right| \leq \varepsilon\right\} \backslash \bigcup_{\alpha \leq r} A_{\alpha}^{2}\right) \leq \delta . \tag{15.63}
\end{array}
$$

Two points in the same set $A_{\alpha}$ typically have nearly a dot product $q^{*}$ by (15.62), while (15.63) asserts that when two points have a dot product nearly $q^{*}$, it is essentially because they belong to the same set $A_{\alpha}$. The theorem does not say in any sense that the union of the sets $A_{\alpha}$ nearly exhausts $\pi$. This certainly does not follow from the hypotheses (e.g. if $\pi$ is concentrated at 0 ). we shall prove Theorem 15.4.5 in Section 15.9.

We start with the proof of Theorem 15.4.4. The overall idea is to use Theorem 15.4.5 at a given disorder and then to use Proposition 15.2.4 to prove (15.54). (A remarkable feature of the proof is the rather indirect way we obtain (15.56).)

Since $\mu$ is a Parisi measure for the sequence $\left(G_{N}\right)$, by definition, for a continuous function $\varphi$ on $[-1,1]$ we have

$$
\lim _{N \rightarrow \infty} \mathrm{E}\left\langle\varphi\left(R_{1,2}\right)\right\rangle=\int \varphi(x) \mathrm{d} \mu(x) .
$$

When $I$ is a closed subset of $\mathbb{R}$, and $\varphi \geq 0, \varphi=1$ on $I$, then

$$
\limsup _{N \rightarrow \infty} \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \in I\right\}\right) \leq \lim _{N \rightarrow \infty} \mathrm{E}\left\langle\varphi\left(R_{1,2}\right)\right\rangle=\int \varphi(x) \mathrm{d} \mu(x)
$$

and consequently

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \in I\right\}\right) \leq \mu(I) \tag{15.64}
\end{equation*}
$$

Similarly, if $J$ is an open subset of $\mathbb{R}$, then

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \in J\right\}\right) \geq \mu(J) \tag{15.65}
\end{equation*}
$$

For $\delta=2^{-n}$, consider $\varepsilon_{n}$ as provided by Theorem 15.4.5. Using (15.64) for $I=\left[q^{*}+\varepsilon_{n}, \infty[\right.$ and (15.65) for $J=] q-\varepsilon_{n}, \infty\left[\right.$ we find an integer $N_{n}$ such that

$$
\begin{align*}
& N \geq N_{n} \Rightarrow \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \geq q^{*}+\varepsilon_{n}\right\}\right) \leq 2^{-n} \varepsilon_{n}  \tag{15.66}\\
& N \geq N_{n} \Rightarrow \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \geq q^{*}-\varepsilon_{n}\right\}\right) \geq a-2^{-n} \tag{15.67}
\end{align*}
$$

Without loss of generality we may assume that the sequence $\left(N_{n}\right)$ increases.
For $N \geq N_{1}$, we consider the event

$$
\Omega_{N}: \quad G_{N}^{\otimes 2}\left(\left\{R_{1,2} \geq q^{*}+\varepsilon_{n}\right\}\right) \leq \varepsilon_{n}
$$

where $n$ is the unique integer for which $N_{n} \leq N<N_{n+1}$. From (15.66) we see that $\mathrm{P}\left(\Omega_{N}\right) \geq 1-2^{-n}$.

When $\Omega_{N}$ does not occur, we define $A_{\alpha}=\emptyset$ for each $\alpha$. When $\Omega_{N}$ occurs, we apply Theorem 15.4.5 to $G_{N}$ (after rescaling by a factor $\sqrt{N}$ ) to obtain disjoint subsets $A_{1}, \ldots, A_{r}$ of $\Sigma_{N}$ such that

$$
\begin{align*}
\forall \alpha \leq r, & \int_{A_{\alpha}^{2}}\left|R_{1,2}-q^{*}\right| \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{2}\right) \leq 2^{-n} G_{N}\left(A_{\alpha}\right)^{2}  \tag{15.68}\\
& G_{N}^{\otimes 2}\left(\left\{\left|R_{1,2}-q^{*}\right| \leq \varepsilon_{n}\right\} \backslash \bigcup_{\alpha \leq r} A_{\alpha}^{2}\right) \leq 2^{-n} \tag{15.69}
\end{align*}
$$

We define $A_{\alpha}=\emptyset$ for $\alpha>r$. We then relabel if necessary the sets $A_{\alpha}$ to ensure that the sequence $\left(G_{N}\left(A_{\alpha}\right)\right)_{\alpha \geq 1}$ is non-increasing. This completes the construction. The number $r$ of sets that have been constructed is random (depends on the realization of the Gibbs measure) and depends on $N$.

Given $\delta>0$, consider $n$ with $\delta>2^{-n}$. Then (15.55) holds for $N \geq N_{n}$. So, to complete the proof it remains to establish (15.54).

Consider the function $U_{1,2}=U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ defined as

$$
\begin{equation*}
U_{1,2}=\mathbf{1}_{\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in \bigcup_{\alpha} A_{\alpha}^{2}\right\}}, \tag{15.70}
\end{equation*}
$$

i.e. $U_{1,2}=1$ if $\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}$ both belong to one of the sets $A_{\alpha}$, and $U_{1,2}=0$ otherwise. The next lemma provides a quantitative version of the fact that $U_{1,2} \simeq \mathbf{1}_{\left\{R_{1,2}=q^{*}\right\}}$.

Lemma 15.4.6. Consider numbers $\gamma>\gamma^{\prime}>0$ and a continuous function $\varphi:[-1,1] \rightarrow[0,1]$ such that

$$
x<q^{*}-\gamma \Rightarrow \varphi(x)=0 ; \quad x>q^{*}-\gamma^{\prime} \Rightarrow \varphi(x)=1 .
$$

Then

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \mathrm{E}\langle | U_{1,2}-\varphi\left(R_{1,2}\right)| \rangle \leq \mu\left(\left[q^{*}-\gamma, q^{*}[) .\right.\right. \tag{15.71}
\end{equation*}
$$

Proof. If $U_{1,2}-\varphi\left(R_{1,2}\right) \neq 0$, there are two possibilities. Either $U_{1,2}=1$ and $\varphi\left(R_{1,2}\right)<1$ (so that $R_{1,2}<q^{*}-\gamma^{\prime}$ ) or else $U_{1,2}=0$ and $\varphi\left(R_{1,2}\right)>0$ (so that $R_{1,2} \geq q^{*}-\gamma$ ). Thus

$$
\begin{equation*}
\left\{U_{1,2} \neq \varphi\left(R_{1,2}\right)\right\} \subset V_{1} \cup V_{2} \tag{15.72}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{1}=\left\{U_{1,2}=1, R_{1,2} \leq q^{*}-\gamma^{\prime}\right\} \\
& V_{2}=\left\{U_{1,2}=0, R_{1,2} \geq q^{*}-\gamma\right\} .
\end{aligned}
$$

Now, consider an integer $n \geq 1$ and observe that

$$
\begin{equation*}
V_{2}=\left\{R_{1,2} \geq q^{*}-\gamma\right\} \backslash \bigcup_{\alpha} A_{\alpha}^{2} \subset V_{3} \cup V_{4} \tag{15.73}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{3}=\left\{R_{1,2} \geq q^{*}-\gamma\right\} \backslash\left\{R_{1,2} \geq q^{*}-\varepsilon_{n}\right\} \\
& V_{4}=\left\{R_{1,2} \geq q^{*}-\varepsilon_{n}\right\} \backslash \bigcup_{\alpha} A_{\alpha}^{2} .
\end{aligned}
$$

Since $\left|U_{1,2}-\varphi\left(R_{1,2}\right)\right| \leq 1$, we deduce from (15.72) and (15.73) that

$$
\begin{equation*}
\mathrm{E}\langle | U_{1,2}-\varphi\left(R_{1,2}\right)| \rangle \leq \mathrm{E} G_{N}^{\otimes 2}\left(V_{1}\right)+\mathrm{E} G_{N}^{\otimes 2}\left(V_{3}\right)+\mathrm{E} G_{N}^{\otimes 2}\left(V_{4}\right) . \tag{15.74}
\end{equation*}
$$

By (15.69) we have $G_{N}^{\otimes 2}\left(V_{4}\right) \leq 2^{-n}$ when $N \geq N_{n}$ and $\Omega_{N}$ occurs. Moreover $\mathrm{P}\left(\Omega_{N}\right) \geq 1-2^{-n}$ so that $\mathrm{E} G_{N}^{\otimes 2}\left(V_{4}\right) \leq 2^{-n+1}$ and

$$
\begin{equation*}
\underset{N}{\limsup } \mathrm{E} G_{N}^{\otimes 2}\left(V_{4}\right) \leq 2^{-n+1} . \tag{15.75}
\end{equation*}
$$

By (15.68), for $N \geq N_{n}$ and any $\alpha$, Markov's inequality implies

$$
G_{N}^{\otimes 2}\left(A_{\alpha}^{2} \cap\left\{R_{1,2} \leq q^{*}-\gamma^{\prime}\right\}\right) \leq \frac{2^{-n}}{\gamma^{\prime}} G_{N}^{\otimes 2}\left(A_{\alpha}^{2}\right)
$$

and thus

$$
G_{N}^{\otimes 2}\left(V_{1}\right)=G_{N}^{\otimes 2}\left(\bigcup_{\alpha \geq 1} A_{\alpha}^{2} \cap\left\{R_{1,2} \leq q^{*}-\gamma^{\prime}\right\}\right) \leq \frac{2^{-n}}{\gamma^{\prime}} \sum_{\alpha \geq 1} G_{N}^{\otimes 2}\left(A_{\alpha}^{2}\right) \leq \frac{2^{-n}}{\gamma^{\prime}},
$$

which shows that

$$
\begin{equation*}
\limsup _{N} \mathrm{E} G_{N}^{\otimes 2}\left(V_{1}\right) \leq \frac{2^{-n}}{\gamma^{\prime}} . \tag{15.76}
\end{equation*}
$$

Finally, for $N \geq N_{n}$, using (15.67) in the second line,

$$
\begin{aligned}
\mathrm{E} G_{N}^{\otimes 2}\left(V_{3}\right) & =\mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \geq q^{*}-\gamma\right\}\right)-\mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \geq q^{*}-\varepsilon_{n}\right\}\right) \\
& \leq \mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \geq q^{*}-\gamma\right\}\right)-a+2^{-n}
\end{aligned}
$$

and using (15.64),

$$
\limsup _{N \rightarrow \infty} \mathrm{E} G_{N}^{\otimes 2}\left(V_{3}\right) \leq \mu\left(\left[q^{*}-\gamma, \infty[)-a+2^{-n}\right.\right.
$$

Combining with (15.76), (15.74) and (15.66) we obtain

$$
\limsup _{N} \mathrm{E}\langle | U_{1,2}-\varphi\left(R_{1,2}\right)| \rangle \leq 2^{-n+1}+\frac{2^{-n}}{\gamma^{\prime}}+2^{-n}+\mu\left(\left[q^{*}-\gamma, \infty[)-a\right.\right.
$$

Since $\mu\left(\left[q^{*}-\gamma, \infty[)-a=\mu\left(\left[q^{*}-\gamma, q^{*}[)\right.\right.\right.\right.$ and $n$ is arbitrary the result follows.

Corollary 15.4.7. We have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2}=a \tag{15.77}
\end{equation*}
$$

Proof. We have

$$
\left|\left\langle U_{1,2}\right\rangle-\left\langle\varphi\left(R_{1,2}\right)\right\rangle\right| \leq\langle | U_{1,2}-\varphi\left(R_{1,2}\right)| \rangle
$$

and $\left\langle U_{1,2}\right\rangle=\sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2}$. Thus

$$
\sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2} \geq\left\langle\varphi\left(R_{1,2}\right)\right\rangle-\langle | U_{1,2}-\varphi\left(R_{1,2}\right)| \rangle
$$

Taking expectation and using (15.53) and (15.71) yields

$$
\begin{align*}
\liminf _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2} & \geq \int \varphi(x) \mathrm{d} \mu(x)-\mu\left(\left[q^{*}-\gamma, q^{*}[)\right.\right. \\
& \geq a-\mu\left(\left[q^{*}-\gamma, q^{*}[)\right.\right. \tag{15.78}
\end{align*}
$$

In a similar manner, and since $\varphi(x)=0$ for $x \leq q^{*}-\gamma$,

$$
\begin{align*}
\limsup _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2} & \leq \int \varphi(x) \mathrm{d} \mu(x)+\mu\left(\left[q^{*}-\gamma, q^{*}[)\right.\right. \\
& \leq a+2 \mu\left(\left[q^{*}-\gamma, q^{*}[)\right.\right. \tag{15.79}
\end{align*}
$$

Since $\gamma$ is arbitrary, we have

$$
\limsup _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2} \leq a \leq \liminf _{N \rightarrow \infty} \mathrm{E} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{2}
$$

which proves (15.77).
The sequence $w_{\alpha, N}=G_{N}\left(A_{\alpha}\right)$ satisfies (15.22) for $m=1-a$. In order to be able to use Proposition 15.2.4, we now try to prove the relations (15.23) and (15.24) for

$$
\begin{equation*}
S_{N}\left(n_{1}, \ldots, n_{k}\right)=\mathrm{E} \prod_{s \leq k} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{s}} \tag{15.80}
\end{equation*}
$$

We recall the function $U_{1,2}=U\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)$ of (15.70), and for $\ell<\ell^{\prime}$ we write $U_{\ell, \ell^{\prime}}=U\left(\boldsymbol{\sigma}^{\ell}, \boldsymbol{\sigma}^{\ell^{\prime}}\right)$.

Lemma 15.4.8. Consider a function $f^{*}$ on $[-1,1]^{n(n-1) / 2}$ and assume that for a certain number $B$ we have

$$
\begin{equation*}
\left|f^{*}\left(\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)-f^{*}\left(\left(y_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)\right| \leq B \sum_{1 \leq \ell<\ell^{\prime} \leq n}\left|x_{\ell, \ell^{\prime}}-y_{\ell, \ell^{\prime}}\right| \tag{15.81}
\end{equation*}
$$

Define

$$
\begin{equation*}
f=f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=f^{*}\left(\left(U_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) . \tag{15.82}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|n \mathrm{E}\left\langle U_{1, n+1} f\right\rangle-\mathrm{E}\left\langle U_{1,2}\right\rangle \mathrm{E}\langle f\rangle-\sum_{2 \leq \ell \leq n} \mathrm{E}\left\langle U_{1, \ell} f\right\rangle\right|=0 . \tag{15.83}
\end{equation*}
$$

Proof. The proof relies on the extended Ghirlanda-Guerra identities, but we cannot use them for the function $f$ of (15.82) because this function is random. We consider a continuous function $\varphi$ on $[0,1]$ and we define

$$
f^{\sim}=f^{\sim}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=f^{*}\left(\left(\varphi\left(R_{\ell, \ell^{\prime}}\right)\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) .
$$

The extended Ghirlanda-Guerra identities imply

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mid n \mathrm{E}\left\langle\varphi\left(R_{1, n+1}\right) f^{\sim}\right\rangle-\mathrm{E}\left\langle\varphi\left(R_{1,2}\right\rangle \mathrm{E}\left\langle f^{\sim}\right\rangle-\sum_{2 \leq \ell \leq n} \mathrm{E}\left\langle\varphi\left(R_{1, \ell}\right) f^{\sim}\right\rangle\right|=0 \tag{15.84}
\end{equation*}
$$

By (15.81) we have

$$
\left|f^{\sim}-f\right| \leq B \sum_{1 \leq \ell<\ell^{\prime} \leq n}\left|\varphi\left(R_{\ell, \ell^{\prime}}\right)-U_{\ell, \ell^{\prime}}\right|,
$$

so that

$$
\mathrm{E}\langle | f^{\sim}-f| \rangle \leq n^{2} B \mathrm{E}\langle | \varphi\left(R_{1,2}\right)-U_{1,2}| \rangle .
$$

Thus, if we choose $\varphi$ as in Lemma 15.4.6, (15.84) together with (15.71) imply (15.83) since $\gamma^{\prime}$ is arbitrary.

We now finish the proof of Theorem 15.4.4 by proving (15.54). Let us consider integers $n_{1}, \ldots, n_{k} \geq 2$ and $n=n_{1}+\cdots+n_{k}$ and decompose the set $\{1, \ldots, n\}$ as a union of $k$ disjoint sets $I_{1}, \ldots, I_{k}$ with $1 \in I_{1}$, and $\operatorname{card} I_{s}=n_{s}$. We write $\prod_{\ell, \ell^{\prime} \in I_{s}}$ for the product over all choices of $\ell, \ell^{\prime} \in I_{s}$ with $\ell<\ell^{\prime}$. We define

$$
\begin{equation*}
f=f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=\prod_{1 \leq s \leq k} \prod_{\ell, \ell^{\prime} \in I_{s}} U_{\ell, \ell^{\prime}} \tag{15.85}
\end{equation*}
$$

so this is of the type (15.82) (for $\left.f^{*}\left(\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)=\prod_{s \leq k} \prod_{\ell, \ell^{\prime} \in I_{s}} x_{\ell, \ell^{\prime}}\right)$.
We observe that

$$
\prod_{\ell, \ell^{\prime} \in I_{s}} U_{\ell, \ell^{\prime}}=1 \quad \Leftrightarrow \quad \exists \alpha, \forall \ell \in I_{s}, \sigma^{\ell} \in A_{\alpha}
$$

and thus, since the sets $A_{\alpha}$ are disjoint,

$$
\begin{equation*}
\left\langle\prod_{\ell, \ell^{\prime} \in I_{s}} U_{\ell, \ell^{\prime}}\right\rangle=\sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{s}} . \tag{15.86}
\end{equation*}
$$

By independence of the replicas this gives

$$
\begin{equation*}
\langle f\rangle=\prod_{s \leq k}\left\langle\prod_{\ell, \ell^{\prime} \in I_{s}} U_{\ell, \ell^{\prime}}\right\rangle=\prod_{s \leq k} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{s}} \tag{15.87}
\end{equation*}
$$

Next, we define $I_{1}^{\prime}=I_{1} \cup\{n+1\}$ and $I_{s}^{\prime}=I_{s}$ for $2 \leq s \leq k$. Then

$$
U_{1, n+1} f=1 \quad \Leftrightarrow \quad \forall s \leq k, \exists \alpha, \forall \ell \in I_{s}^{\prime}, \boldsymbol{\sigma}^{\ell} \in A_{\alpha}
$$

and thus

$$
\begin{equation*}
\left\langle U_{1, n+1} f\right\rangle=\sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{1}+1} \prod_{2 \leq s \leq k} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{s}} . \tag{15.88}
\end{equation*}
$$

Finally we study $U_{1, \ell} f$. If $\ell \in I_{1}$, then $U_{1, \ell} f=f$. If $\ell \in I_{r}$ for $r \geq 2$, let us define $I_{s}^{\prime}=I_{s}$ for $2 \leq s \leq k, s \neq r$ and $I_{r}^{\prime}=I_{1} \cup I_{s}$. Then

$$
U_{1, \ell} f=1 \Leftrightarrow \forall s, 2 \leq s \leq k, \exists \alpha, \forall \ell^{\prime} \in I_{s}^{\prime}, \sigma^{\ell^{\prime}} \in A_{\alpha}
$$

and thus

$$
\begin{equation*}
\left\langle U_{1, \ell} f\right\rangle=\prod_{2 \leq s \leq k} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{s}^{\prime}} \tag{15.89}
\end{equation*}
$$

where $n_{s}^{\prime}=n_{s}$ if $s \neq r$ and $n_{r}^{\prime}=n_{r}+n_{1}$.

Now we remember that (15.77) means that $\lim _{N \rightarrow \infty} \mathrm{E}\left\langle U_{1,2}\right\rangle=a$ and using (15.87) to (15.89) we see that (15.83) implies (15.23) for $m=1-a$.

Let us finally consider integers $n_{2}, \ldots, n_{k} \geq 2$ and define (instead of (15.85))

$$
f=\prod_{2 \leq s \leq k} \prod_{\ell, \ell^{\prime} \in I_{s}} U_{\ell, \ell^{\prime}}
$$

so that

$$
\langle f\rangle=\prod_{2 \leq s \leq k} \sum_{\alpha} G_{N}\left(A_{\alpha}\right)^{n_{s}} .
$$

It is obvious that (15.88) and (15.89) still hold true, so (15.83) implies now (15.24). We can then appeal to Proposition 15.2 .4 to obtain (15.54) and conclude the proof of Theorem 15.4.4.

### 15.5 Determinators; Panchenko's Invariance Theorem

Let us consider a sequence $\left(G_{N}\right)$ of random measures on $\Sigma_{N}$. Let us recall the set $\mathcal{C}$ of Section 15.3. Let us denote by $\mu_{N}^{*}$ "the law in $\mathcal{C}$ of the sequence ( $R_{\ell, \ell^{\prime}}$ )", that is, the probability measure on $\mathcal{C}$ such that if $f^{*}$ is a continuous function on $\mathcal{C}$ that depend only on finitely many of the coordinates $x_{\ell, \ell^{\prime}}$, then

$$
\begin{equation*}
\int f^{*}(\mathbf{x}) \mathrm{d} \mu_{N}^{*}(\mathbf{x})=\mathrm{E}\left\langle f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{\ell<\ell^{\prime}}\right)\right\rangle \tag{15.90}
\end{equation*}
$$

where $\langle\cdot\rangle$ denotes an average for $G_{N}$. In this section we return to the problem of studying the limit $\mu^{*}=\lim _{N \rightarrow \infty} \mu_{N}^{*}$. (Of course, the limit might not exist, in which case we simply take the limit along a subsequence). The fundamental importance of $\mu^{*}$ has been explained in Section 15.3. In this section we prove, in the setting of Theorem 15.4.4, that the measure $\mu^{*}$ can be computed through a relatively simple object that we call a determinator (as it determines all the possible measures $\mu^{*}$ ). We then prove the remarkable fact that the extended Ghirlanda-Guerra identities imply a strong invariance property of the determinator. This is the cornerstone of Panchenko's partial solution of Conjecture 15.3.3 that we will present in the next section.

The basic idea of this construction is that as far as the overlaps are concerned, each of the sets $\left(A_{\alpha}\right)_{\alpha \leq r}$ (constructed in Theorem 15.4.4) can (in the limit $N \rightarrow \infty$ ) be replaced by a single point, its barycentre

$$
\begin{equation*}
\boldsymbol{\sigma}_{\alpha}=\frac{1}{G_{N}\left(A_{\alpha}\right)} \int_{A_{\alpha}} \boldsymbol{\sigma} \mathrm{d} G_{N}(\boldsymbol{\sigma}) \tag{15.91}
\end{equation*}
$$

For $\alpha, \gamma \leq r$, let us define

$$
\begin{equation*}
q_{\alpha, \gamma}=\frac{\boldsymbol{\sigma}_{\alpha} \cdot \boldsymbol{\sigma}_{\gamma}}{N} \tag{15.92}
\end{equation*}
$$

The essential fact (that is not yet proved) is that the overlap of a configuration in $A_{\alpha}$ and a configuration in $A_{\gamma}$ is basically $q_{\alpha, \gamma}$. Therefore we should expect that the data of the weights $w_{\alpha}=G_{N}\left(A_{\alpha}\right)$ and the numbers $q_{\alpha, \gamma}$ suffices to nearly compute $\mu_{N}^{*}$.

We explain this now. Let us denote by $\mathcal{Q}$ the set of $\mathbb{N}^{*} \times \mathbb{N}^{*}$ symmetric positive definite matrices $\left(q_{\alpha, \gamma}\right)$ with $\left|q_{\alpha, \gamma}\right| \leq 1$. We provide $\mathcal{Q}$ with the topology induced by $[-1,1]^{\mathbb{N}^{*}} \times \mathbb{N}^{*}$, for which it is a compact set. We recall that we denote by $\mathcal{S}$ the set of non-negative, non-increasing sequences with sum at most 1. Consider

$$
\begin{equation*}
\rho=\left(\left(w_{\alpha}\right)_{\alpha \geq 1},\left(q_{\alpha, \gamma}\right)\right) \in \mathcal{S} \times \mathcal{Q} . \tag{15.93}
\end{equation*}
$$

We should think of $1,2, \ldots$ as configurations, the weight of configuration $\alpha$ being $w_{\alpha}$. (The sum of the weights need not be one.) Given $\rho$, if $f=$ $f\left(\alpha^{1}, \ldots, \alpha^{n}\right)$ is a function of $n$ configurations we define

$$
\begin{equation*}
\langle f\rangle_{\rho}=\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} f\left(\alpha^{1}, \ldots, \alpha^{n}\right) . \tag{15.94}
\end{equation*}
$$

This definition requires caution, since, when $\sum w_{\alpha}<1$, we do not get the same expression whether we think of $f$ as a function of $n$ or $(n+1)$ configurations. This is not a real problem because we will be interested only "in the case where $\sum w_{\alpha} \rightarrow 1 "$ and soon only in the case where $\sum w_{\alpha}=1$. So, rather than being pedantic and denoting the left-hand side of (15.94) as $\langle f\rangle_{n, \rho}$ (to indicate the dependence on $\rho$ ) let us accept that the value of $n$ actually used will be obvious from the context.

In the expression (15.93) we should think of $q_{\alpha, \gamma}$ as the overlap of configurations $\alpha$ and $\gamma$. Given a function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$ and given $\rho$, we define the function $f$ of $n$ configurations by

$$
\begin{equation*}
f\left(\alpha^{1}, \ldots, \alpha^{n}\right)=f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \tag{15.95}
\end{equation*}
$$

so that

$$
\begin{equation*}
\langle f\rangle_{\rho}=\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) . \tag{15.96}
\end{equation*}
$$

The notation (15.95), (15.96) is used throughout the entire section.
Let us recall that we assume the hypotheses of Theorem 15.4.4, and consider the random element $\rho_{N}$ of $\mathcal{S} \times \mathcal{Q}$, given by

$$
\begin{align*}
& w_{\alpha}=G_{N}\left(A_{\alpha}\right) \text { if } \alpha \leq r ; \quad w_{\alpha}=0 \text { if } \alpha>r  \tag{15.97}\\
& q_{\alpha, \gamma}=\frac{\boldsymbol{\sigma}_{\alpha} \cdot \boldsymbol{\sigma}_{\gamma}}{N} \text { if } \alpha, \gamma \leq r ; q_{\alpha, \gamma}=0 \text { otherwise. } \tag{15.98}
\end{align*}
$$

Again, the idea is that from $\rho_{N}$ one can nearly compute $\mu_{N}^{*}$, as the next lemma shows.

Lemma 15.5.1. Consider a continuous function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$, and define a function $f^{\sim}$ of $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}$ by

$$
\begin{equation*}
f^{\sim}=f^{\sim}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) . \tag{15.99}
\end{equation*}
$$

Then we have (recalling (15.95) and (15.96))

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|\mathrm{E}\left\langle f^{\sim}\right\rangle-\mathrm{E}\langle f\rangle_{\rho_{N}}\right|=0 \tag{15.100}
\end{equation*}
$$

Proof. Let $D_{n} \subset \Sigma_{N}^{n}$ be the set

$$
\forall \ell \leq n, \quad \sigma^{\ell} \in \bigcup_{\alpha \leq r} A_{\alpha}
$$

Since

$$
G_{N}^{\otimes n}\left(D_{n}\right)=G_{N}^{n}\left(\bigcup_{\alpha \leq r} A_{\alpha}\right)
$$

it follows from (15.56) that $\mathrm{E} G_{N}^{\otimes n}\left(D_{n}\right) \rightarrow 1$ so to prove (15.100) it suffices to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E}\left|\left\langle f^{\sim} \mathbf{1}_{D_{n}}\right\rangle-\langle f\rangle_{\rho_{N}}\right|=0 \tag{15.101}
\end{equation*}
$$

Now

$$
\left\langle f^{\sim} \mathbf{1}_{D_{n}}\right\rangle=\sum_{\alpha^{1}, \ldots, \alpha^{n} \leq r} \int_{A_{\alpha^{1}} \times \cdots \times A_{\alpha^{n}}} f^{\sim} \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{n}\right)
$$

and, by (15.97) and (15.98)

$$
\langle f\rangle_{\rho_{N}}=\sum_{\alpha^{1}, \ldots, \alpha^{n} \leq r} G_{N}\left(A_{\alpha^{1}}\right) \cdots G_{N}\left(A_{\alpha^{n}}\right) f\left(\alpha^{1}, \ldots, \alpha^{n}\right) .
$$

Thus

$$
\begin{align*}
& \left|\left\langle f^{\sim} \mathbf{1}_{D_{n}}\right\rangle-\langle f\rangle_{\rho_{N}}\right|  \tag{15.102}\\
\leq & \sum_{\alpha^{1}, \ldots, \alpha^{n} \leq r} \int_{A_{\alpha^{1}} \times \cdots \times A_{\alpha^{n}}}\left|f^{\sim}-f\left(\alpha^{1}, \ldots, \alpha^{n}\right)\right| \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \cdots \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{n}\right) .
\end{align*}
$$

To prove (15.101), by approximation we may assume that for a constant $B$ we have

$$
\left|f^{*}\left(\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)-f^{*}\left(\left(y_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)\right| \leq B \sum_{1 \leq \ell<\ell^{\prime} \leq n}\left|x_{\ell, \ell^{\prime}}-y_{\ell, \ell^{\prime}}\right|
$$

so that, since

$$
f^{\sim}=f\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) ; \quad f\left(\alpha^{1}, \ldots, \alpha^{n}\right)=f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)
$$

and since

$$
R_{\ell, \ell^{\prime}}=\frac{\boldsymbol{\sigma}^{\ell} \cdot \boldsymbol{\sigma}^{\ell^{\prime}}}{N} ; \quad q_{\alpha, \gamma}=\frac{\boldsymbol{\sigma}_{\alpha} \cdot \boldsymbol{\sigma}_{\gamma}}{N}
$$

we deduce from (15.102) that

$$
\begin{align*}
& \left|\left\langle f \boldsymbol{1}_{D_{n}}\right\rangle-\langle f\rangle_{\rho_{N}}\right|  \tag{15.103}\\
\leq & B \sum_{1 \leq \ell<\ell^{\prime} \leq n} \sum_{\alpha^{\ell}, \alpha^{\ell^{\prime}} \leq r} \int_{A_{\alpha^{\ell}} \times A_{\alpha^{\ell^{\prime}}}}\left|\frac{\boldsymbol{\sigma}^{\ell} \cdot \boldsymbol{\sigma}^{\ell^{\prime}}}{N}-\frac{\boldsymbol{\sigma}_{\alpha^{\ell}} \cdot \boldsymbol{\sigma}_{\alpha^{\prime}}}{N}\right| \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{\ell}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{\ell^{\prime}}\right) \\
= & B \frac{n(n-1)}{2} \sum_{\alpha, \gamma \leq r} \int_{A_{\alpha} \times A_{\gamma}}\left|\frac{\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}}{N}-\frac{\boldsymbol{\sigma}_{\alpha} \cdot \boldsymbol{\sigma}_{\gamma}}{N}\right| \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{2}\right) .
\end{align*}
$$

It is a consequence of (15.55) and a general theorem about Hilbert space (Proposition 15.9.12 below) that

$$
\int_{A_{\alpha} \times A_{\gamma}}\left|\frac{\boldsymbol{\sigma}^{1} \cdot \boldsymbol{\sigma}^{2}}{N}-\frac{\boldsymbol{\sigma}_{\alpha} \cdot \boldsymbol{\sigma}_{\gamma}}{N}\right| \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{2}\right) \leq 8 \sqrt{\delta} G_{N}\left(A_{\alpha}\right) G_{N}\left(A_{\gamma}\right)
$$

Since (15.55) holds for $N \geq N_{\delta}$, we get from (15.103) that then

$$
\left|\left\langle f^{\sim} \mathbf{1}_{D_{n}}\right\rangle-\langle f\rangle_{\rho_{N}}\right| \leq 4 \sqrt{\delta} B n^{2} .
$$

Since $\delta$ is arbitrary this proves (15.101) and finishes the proof.
Given a probability measure $\lambda$ on $\mathcal{S} \times \mathcal{Q}$ and a function $\psi(\rho)$ on $\mathcal{S} \times \mathcal{Q}$, we write

$$
\begin{equation*}
\mathrm{E}_{\lambda} \psi(\rho)=\int \psi(\rho) \mathrm{d} \lambda(\rho), \tag{15.104}
\end{equation*}
$$

that is, we think of $\rho$ as a random element of law $\lambda$. In particular, if $f^{*}$ is a function on $\mathbb{R}^{n(n-1) / 2}$, and recalling (15.96), we have

$$
\begin{equation*}
\mathrm{E}_{\lambda}\langle f\rangle_{\rho}=\int\langle f\rangle_{\rho} \mathrm{d} \lambda(\rho) \tag{15.105}
\end{equation*}
$$

We denote by $\lambda_{N}$ the law of the element $\rho_{N}$ defined by (15.97) and (15.98), so that

$$
\begin{equation*}
\mathrm{E}\langle f\rangle_{\rho_{N}}=\mathrm{E}_{\lambda_{N}}\langle f\rangle_{\rho} \tag{15.106}
\end{equation*}
$$

Since we should think of $q_{\alpha, \gamma}$ as the overlap of the configurations $\alpha$ and $\gamma$, it is natural to use the same notation

$$
R_{\ell, \ell^{\prime}}=q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}},
$$

as in the case of the overlap of spin configuration, so that we can write (15.95) as $f\left(\alpha^{1}, \ldots, \alpha^{n}\right)=f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)$ and we may use notation such as $\left\langle\varphi\left(R_{1, n+1}\right) f\right\rangle_{\rho}$ to mean

$$
\sum_{\alpha^{1}, \ldots, \alpha^{n+1}} w_{\alpha^{1}} \cdots w_{\alpha^{n+1}} \varphi\left(q_{\alpha^{1}, \alpha^{n+1}}\right) f\left(\alpha^{1}, \ldots, \alpha^{n}\right)
$$

We now come to the main point: the limiting law $\lambda$ of $\lambda_{N}$ allows for the computation of the limit $\mu^{*}$ of $\mu_{N}$, and inherits the nice properties of the sequence $\left(G_{N}\right)$.

Proposition 15.5.2. Assume that (along a subsequence if necessary) the sequence $\left(\lambda_{N}\right)$ converges weakly to a probability measure $\lambda$ on $\mathcal{S} \times \mathcal{Q}$. Then the following hold, where we recall the notation (15.95).

1. For every continuous function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E}\langle f\rangle_{\rho_{N}}=\lim _{N \rightarrow \infty} \mathrm{E}_{\lambda_{N}}\langle f\rangle_{\rho}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho} \tag{15.107}
\end{equation*}
$$

(where the limit is taken along the same subsequence).
2. For every bounded Borel function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$ and every bounded Borel function $\varphi$ on $[-1,1]$ we have

$$
\begin{align*}
\mathrm{E}_{\lambda}\left\langle\varphi\left(R_{1, n+1}\right) f\right\rangle_{\rho} & =\frac{1}{n} \mathrm{E}_{\lambda}\left\langle\varphi\left(R_{1,2}\right)\right\rangle_{\rho} \mathrm{E}_{\lambda}\langle f\rangle_{\rho} \\
& +\frac{1}{n} \sum_{2 \leq \ell \leq n} \mathrm{E}_{\lambda}\left\langle\varphi\left(R_{1, \ell}\right) f\right\rangle_{\rho} \tag{15.108}
\end{align*}
$$

3. For each bounded Borel function $\varphi$ on $[-1,1]$ we have

$$
\begin{equation*}
\mathrm{E}_{\lambda}\left\langle\varphi\left(R_{1,2}\right)\right\rangle_{\rho}=\int \varphi(x) \mathrm{d} \mu(x) \tag{15.109}
\end{equation*}
$$

where we recall that $\mu$ denotes the Parisi measure of the sequence $\left(G_{N}\right)$.
4. Moreover

Under $\lambda$ the sequence $\left(w_{\alpha}\right)$ has a Poisson-Dirichlet distribution $\Lambda_{1-a}$.
5. Finally, $\lambda$ a.s. we have

$$
\begin{equation*}
\forall \alpha, \quad q_{\alpha, \alpha}=q^{*} ; \quad \alpha \neq \gamma \Rightarrow q_{\alpha, \gamma}<q^{*} . \tag{15.111}
\end{equation*}
$$

Combining (15.90), (15.100) and (15.107) we observe that if $\lambda$ is as in Proposition 15.5.2 we can compute $\mu^{*}=\lim _{N} \mu_{N}^{*}$ by the following formula, where $\mathbf{x}_{n}=\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$, and where $f^{*}$ is a continuous function on $\mathbb{R}^{n(n-1) / 2}$ :

$$
\begin{equation*}
\int f^{*}\left(\mathbf{x}_{n}\right) \mathrm{d} \mu^{*}(\mathbf{x})=\mathrm{E}_{\lambda}\langle f\rangle_{\rho} \tag{15.112}
\end{equation*}
$$

Let us also observe that this formula determines a unique symmetric probability measure $\mu^{*}$ on $\mathcal{C}$.

In words one could say that " $\mu^{*}$ is the law of $\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime}} \in \mathcal{C}$ under $\lambda$." (One should observe that the law of $\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime}} \in \mathcal{C}$ under $\lambda$ is automatically a symmetric measure.) Condition (15.108) simply says that $\mu^{*}$ satisfies the extended Ghirlanda-Guerra identities, while condition (15.109) asserts that its 1-dimensional marginals are equal to $\mu$.

In particular the probability measures $\lambda$ on $\mathcal{S} \times \mathcal{Q}$ determine in this manner all possible measures $\mu^{*}$. This motivates the following definition, where we recall that $\mathcal{S}_{1}$ is the subset of $\mathcal{S}$ consisting of sequences that sum to 1 .

Definition 15.5.3. $A$ determinator is a probability measure on $\mathcal{S}_{1} \times \mathcal{Q}$.
Let us remind the reader that it is a central problem to decide whether the measure $\mu^{*}$ of (15.92) is ultrametric (in the sense of Definition 15.3.2). When $\mu^{*}$ arises from a sequence $\left(G_{N}\right)$ that satisfies the conditions of Theorem 15.4.4, this question can be decided by studying the determinators that satisfy properties $(15.108)$ to $(15.111)$. We will return to this topic after the proof.
Proof of Proposition 15.5.2. The (small) difficulty in proving (15.107) is that the map $\rho \mapsto\langle f\rangle_{\rho}$ is not continuous in general on $\mathcal{S} \times \mathcal{Q}$. Given an integer $s$, let us define

$$
\langle f\rangle_{\rho, s}=\sum_{\alpha^{1}, \ldots, \alpha^{n} \leq s} w_{\alpha^{1}} \cdots w_{\alpha^{n}} f\left(\alpha^{1}, \ldots, \alpha^{n}\right) .
$$

The sum above is finite, so the map $\rho \mapsto\langle f\rangle_{\rho, s}$ is continuous. The basic idea is that this map approximates well the map $\rho \mapsto\langle f\rangle_{\rho}$ at every point of $\mathcal{S}_{1} \times \mathcal{Q}$. Assuming without loss of generality that $|f| \leq 1$, we then have

$$
\begin{equation*}
\left|\langle f\rangle_{\rho, s}-\langle f\rangle_{\rho}\right| \leq \sum w_{\alpha^{1}} \cdots w_{\alpha^{n}} \tag{15.113}
\end{equation*}
$$

where the sum is over all the choices of $\alpha^{1}, \ldots, \alpha^{n}$ with $\max \left\{\alpha^{\ell}, \ell \leq n\right\}>s$. This sum is

$$
\left(\sum_{\alpha \geq 1} w_{\alpha}\right)^{n}-\left(\sum_{\alpha \leq s} w_{\alpha}\right)^{n}
$$

so that

$$
\begin{equation*}
\left|\langle f\rangle_{\rho, s}-\langle f\rangle_{\rho}\right| \leq 1-\left(\sum_{\alpha \leq s} w_{\alpha}\right)^{n} \tag{15.114}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\left|\mathrm{E}\langle f\rangle_{\rho_{N}, s}-\mathrm{E}\langle f\rangle_{\rho_{N}}\right| \leq 1-\mathrm{E}\left(\sum_{\alpha \leq s} G_{N}\left(A_{\alpha}\right)\right)^{n} \tag{15.115}
\end{equation*}
$$

We know that the sequence $\left(G_{N}\left(A_{\alpha}\right)\right)$ has in the limit a Poisson-Dirichlet distribution $\Lambda_{1-a}$. This implies 4), and (15.115) implies

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left|\mathrm{E}\langle f\rangle_{\rho_{N}, s}-\mathrm{E}\langle f\rangle_{\rho_{N}}\right| \leq 1-b_{s, n} \tag{15.116}
\end{equation*}
$$

where

$$
b_{s, n}=\mathrm{E}\left(\sum_{\alpha \leq s} v_{\alpha}\right)^{n}
$$

for $\left(v_{\alpha}\right)$ being a Poisson-Dirichlet distribution $\Lambda_{1-a}$. Also, from (15.114) and (15.110) we obtain

$$
\begin{equation*}
\left|\mathrm{E}_{\lambda}\langle f\rangle_{\rho, s}-\mathrm{E}_{\lambda}\langle f\rangle_{\rho}\right| \leq 1-b_{s, n} \tag{15.117}
\end{equation*}
$$

Now the function $\rho \mapsto\langle f\rangle_{\rho, s}$ is continuous on $\mathcal{S} \times \mathcal{Q}$, so

$$
\lim _{N \rightarrow \infty} \mathrm{E}\langle f\rangle_{\rho_{N}, s}=\lim _{N \rightarrow \infty} \mathrm{E}_{\lambda_{N}}\langle f\rangle_{\rho, s}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho, s}
$$

because $\lambda_{N}$ converges weakly to $\lambda$.
Combining with (15.116) and (15.117) we get

$$
\limsup _{N \rightarrow \infty}\left|\mathrm{E}\langle f\rangle_{\rho_{N}}-\mathrm{E}_{\lambda}\langle f\rangle_{\rho}\right| \leq 2\left(1-b_{n, s}\right)
$$

for each $s$, and since $\lim _{s \rightarrow \infty} b_{n, s}=1$, this proves (15.107).
When $f^{*}$ and $\varphi$ are continuous functions, we see from (15.100) and (15.107) that (15.108) and (15.109) follow respectively from the fact that the sequence $\left(G_{N}\right)$ satisfies the extended Ghirlanda-Guerra identities and has $\mu$ as Parisi measure. The case where $f^{*}$ and $\varphi$ are Borel functions follows by approximation.

It remains to prove (15.111). We recall that given $\delta>0$, (15.55) holds for $N \geq N_{\delta}$. This inequality, together with Jensen's inequality and the fact that $\int_{A_{\alpha}^{2}} R_{1,2} \mathrm{~d} G_{N}\left(\boldsymbol{\sigma}^{1}\right) \mathrm{d} G_{N}\left(\boldsymbol{\sigma}^{2}\right)=\left\|\boldsymbol{\sigma}_{\alpha}\right\|^{2} / N$ implies

$$
G_{N}\left(A_{\alpha}\right) \neq 0 \Rightarrow\left|\frac{\left\|\boldsymbol{\sigma}_{\alpha}\right\|^{2}}{N}-q^{*}\right| \leq \delta
$$

Recalling (15.97) and (15.98), the element $\rho_{N}$ satisfies

$$
\alpha \leq r \Rightarrow q_{\alpha, \alpha}=\frac{\left\|\boldsymbol{\sigma}_{\alpha}\right\|^{2}}{N} \geq q^{*}-\delta
$$

Consider a continuous function $\varphi:[-1,1] \rightarrow[0,1]$, and assume that $\varphi=1$ in a neighborhood of $q^{*}$, i.e. $\varphi(q)=1$ if $\left|q-q^{*}\right| \leq \delta$ for some $\delta>0$. Then, for $N \geq N_{\delta}$ and any given number $s$ not depending on $N$, the element $\rho_{N}$ satisfies

$$
\begin{equation*}
\sum_{\alpha \leq s} w_{\alpha}^{2} \varphi\left(q_{\alpha, \alpha}\right)=\sum_{\alpha \leq s} w_{\alpha}^{2}=\sum_{\alpha \leq s} G_{N}\left(A_{\alpha}\right)^{2} \tag{15.118}
\end{equation*}
$$

so that, using the notation (15.104)

$$
\begin{equation*}
\mathrm{E}_{\lambda_{N}} \sum_{\alpha \leq s} w_{\alpha}^{2} \varphi\left(q_{\alpha, \alpha}\right)=\mathrm{E} \sum_{\alpha \leq s} G_{N}\left(A_{\alpha}\right)^{2} \tag{15.119}
\end{equation*}
$$

Since the left-hand side of (15.118) is a continuous function of $\rho$, taking the limit $N \rightarrow \infty$ in (15.119) we have

$$
\begin{equation*}
\mathrm{E}_{\lambda} \sum_{\alpha \leq s} w_{\alpha}^{2} \varphi\left(q_{\alpha, \alpha}\right)=\mathrm{E} \sum_{\alpha \leq s} v_{\alpha}^{2} \tag{15.120}
\end{equation*}
$$

where $\left(v_{\alpha}\right)$ is a sequence with distribution $\Lambda_{1-a}$, and letting $s \rightarrow \infty$

$$
\mathrm{E}_{\lambda} \sum_{\alpha} w_{\alpha}^{2} \varphi\left(q_{\alpha, \alpha}\right)=a
$$

This is true for any continuous function $\varphi$ that is equal to 1 in a neighborhood of $q^{*}$, so, taking limits, this is true also if $\varphi=\mathbf{1}_{\left\{x=q^{*}\right\}}$. Thus

$$
\begin{equation*}
\mathrm{E}_{\lambda} \sum_{\alpha} w_{\alpha}^{2} \mathbf{1}_{\left\{q_{\alpha, \alpha}=q^{*}\right\}}=a=\mathrm{E}_{\lambda} \sum_{\alpha} w_{\alpha}^{2} \tag{15.121}
\end{equation*}
$$

using (15.110). Since $w_{\alpha}>0 \lambda$-a.s. this proves $q_{\alpha, \alpha}=q^{*} \lambda$-a.s.
Now (15.109) implies that

$$
\mathrm{E}_{\lambda} \sum_{\alpha, \gamma} w_{\alpha} w_{\gamma} \mathbf{1}_{\left\{q_{\alpha, \gamma} \geq q^{*}\right\}}=\mathrm{E}_{\lambda}\left\langle\mathbf{1}_{\left\{R_{1,2} \geq q^{*}\right\}}\right\rangle_{\rho}=\mu\left(\left[q^{*}, \infty[)=a .\right.\right.
$$

Comparing with (15.121) yields

$$
\mathrm{E}_{\lambda} \sum_{\alpha \neq \gamma} w_{\alpha} w_{\gamma} \mathbf{1}_{\left\{q_{\alpha, \gamma} \geq q^{*}\right\}}=0
$$

and this proves that $\lambda$ a.s. if $\alpha \neq \gamma$ we have $q_{\alpha, \gamma}<q^{*}$.
Quite naturally, we will say that a determinator $\lambda$ satisfies the extended Ghirlanda-Guerra identities if (15.108) holds; and that it has $\mu$ as Parisi measure if (15.109) holds.

Definition 15.5.4. We say that a determinator $\lambda$ is ultrametric if $\lambda$ a.s. we have

$$
\begin{equation*}
\forall \alpha, \gamma, \delta \quad q_{\alpha, \delta} \geq \min \left(q_{\alpha, \gamma}, q_{\gamma, \delta}\right) . \tag{15.122}
\end{equation*}
$$

Lemma 15.5.5. The determinator $\lambda$ is ultrametric if and only if the symmetric probability measure $\mu^{*}$ on $\mathcal{C}$ defined by (15.112) is ultrametric in the sense of Definition 15.3.2.

Proof. Since (15.112) holds for continuous functions, it also holds for

$$
f^{*}(\mathbf{x})=\mathbf{1}_{\left\{x_{1,3}<\min \left(x_{1,2}, x_{2,3}\right)\right\}}
$$

and by Definition 15.3.2, $\mu^{*}$ is ultrametric if and only if $\int f^{*}(x) \mathrm{d} \mu^{*}(x)=0$. Now when

$$
0=\mathrm{E}_{\lambda}\langle f\rangle_{\rho}=\mathrm{E}_{\lambda} \sum_{\alpha, \gamma, \delta} w_{\alpha} w_{\gamma} w_{\delta} \mathbf{1}_{\left\{q_{\alpha, \gamma}<\min \left(q_{\alpha, \gamma}, q_{\gamma, \delta}\right)\right\}}
$$

and since $w_{\alpha} w_{\gamma} w_{\delta}>0 \lambda$ a.s., this implies that (15.122) holds $\lambda$ a.s. The converse is obvious.

Conjecture 15.5.6. A determinator that satisfies the conditions of Proposition 15.5.2 is ultrametric.

This of course would lend great support to Conjecture 15.3.3. In the next section we shall prove that the answer is positive if one moreover assumes that the Parisi measure has a finite support. The remainder of the present section is devoted to a truly remarkable technical result of D. Panchenko that will be the key for this.

Consider independent Bernoulli r.v.s $\left(\eta_{\alpha}\right)_{\alpha \geq 1}$ (i.e. $\eta_{\alpha}= \pm 1$ with probability $1 / 2)$. Given $t \in \mathbb{R}$ and

$$
\rho=\left(\left(w_{\alpha}\right)_{\alpha \geq 1},\left(q_{\alpha, \gamma}\right)\right) \in \mathcal{S} \times \mathcal{Q}
$$

let us define

$$
\begin{equation*}
w_{\alpha, t}=\frac{w_{\alpha} \exp t \eta_{\alpha}}{\sum_{\gamma} w_{\gamma} \exp t \eta_{\gamma}} . \tag{15.123}
\end{equation*}
$$

For a function $f=f\left(\alpha^{1}, \ldots, \alpha^{n}\right)$ of $n$ configurations (that might be random) let us define

$$
\begin{equation*}
\langle f\rangle_{\rho, t}=\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}, t} \cdots w_{\alpha^{n}, t} f . \tag{15.124}
\end{equation*}
$$

Theorem 15.5.7. (Panchenko's invariance theorem [71], [75]) Consider a determinator $\lambda$ that satisfies the extended Ghirlanda-Guerra identities. Assume moreover that (15.111) holds $\lambda$ a.e. for a certain number $q^{*}$. Then, if $f^{*}$ is a continuous function on $\mathbb{R}^{n(n-1) / 2}$, recalling the notation (15.95) we have

$$
\begin{equation*}
\forall t ; \mathrm{E}_{\lambda}\langle f\rangle_{\rho}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho, t}=\mathrm{E} \int\langle f\rangle_{\rho, t} \mathrm{~d} \lambda(\rho), \tag{15.125}
\end{equation*}
$$

where E denotes of course expectation in the r.v.s $\eta_{\alpha}$.

Proof. Consider the function

$$
\psi(t)=\mathrm{EE}_{\lambda}\langle f\rangle_{\rho, t} .
$$

We will show that

$$
\begin{equation*}
\left|\psi^{(s)}(t)\right| \leq 2^{s} n(n+1) \cdots(n+s-1) \sup |f| \tag{15.126}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall s \geq 1, \quad \psi^{(s)}(0)=0 \tag{15.127}
\end{equation*}
$$

We now complete the proof as follows. Assuming that for some $t_{0}$ we have

$$
\begin{equation*}
\psi\left(t_{0}\right)=\psi(0) ; \forall s \geq 1, \psi^{(s)}\left(t_{0}\right)=0 \tag{15.128}
\end{equation*}
$$

we prove that this holds for each $t$ with $\left|t-t_{0}\right|<1 / 2$. Since this holds for $t_{0}=0$ by (15.127) this completes the proof. To prove (15.128) we simply use that by Taylor's formula for each integers $s \geq 0$ and $k \geq 1$ we have

$$
\left|\psi^{(s)}(t)-\psi^{(s)}\left(t_{0}\right)\right| \leq\left|t-t_{0}\right|^{k} \sup _{u} \frac{\left|\psi^{(s+k)}(u)\right|}{k!}
$$

and as $k \rightarrow \infty$ when $\left|t-t_{0}\right|<1 / 2$ the right-hand side goes to zero by (15.126).
We now turn to the proof of (15.126) and (15.127). To lighten notation we write $\nu_{t}(f)$ rather than $\mathrm{EE}_{\lambda}\langle f\rangle_{\rho, t}$ and $\nu(f)$ rather than $\nu_{0}(f)$.

For any $n \geq 0$ and $\ell \geq 1$ we define the number $c(\ell, n)$ as follows

$$
c(\ell, n)=1 \quad \text { if } \ell \leq n ; \quad c(n+1, n)=-n ; \quad c(\ell, n)=0 \text { if } \ell \geq n+2
$$

so that

$$
\begin{equation*}
\sum_{\ell \geq 1} c(\ell, n)=0 ; \quad \sum_{\ell \geq 1}|c(\ell, n)|=2 n . \tag{15.129}
\end{equation*}
$$

We consider the quantity

$$
\begin{equation*}
D_{n}=\sum_{\ell} c(\ell, n) \eta_{\alpha^{\ell}} \tag{15.130}
\end{equation*}
$$

This is a random function of the $n+1$ configurations $\alpha^{1}, \ldots, \alpha^{n+1}$. If $h=$ $h\left(\alpha^{1}, \ldots, \alpha^{n}\right)$ is a function of $n$ configurations (that might also depend on the r.v. $\eta_{\alpha}$ ) we have the identity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\nu_{t}(h)\right)=\nu_{t}\left(h D_{n}\right) . \tag{15.131}
\end{equation*}
$$

To see this we write the explicit value $\langle h\rangle_{\rho, t}$ :

$$
\begin{aligned}
\langle h\rangle_{\rho(t)} & =\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}, t} \cdots w_{\alpha^{n}, t} h\left(\alpha^{1}, \ldots, \alpha^{n}\right) \\
& =\frac{\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} \exp \left(t \sum_{\ell \leq n} \eta_{\alpha^{\ell}}\right) h\left(\alpha^{1}, \ldots, \alpha^{n}\right)}{\left(\sum_{\alpha} w_{\alpha} \exp t \eta_{\alpha}\right)^{n}},
\end{aligned}
$$

and thus (differentiating and repeating the previous step in the reverse order)

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\langle h\rangle_{\rho(t)}=\left\langle h D_{n}\right\rangle_{\rho(t)}
$$

from which (15.131) follows by taking expectation.
Iteration of the formula (15.131) yields the relation

$$
\begin{equation*}
\psi^{(s)}(t)=\nu_{t}\left(f D_{n} \cdots D_{n+s-1}\right) . \tag{15.132}
\end{equation*}
$$

Since $\left|D_{n}\right| \leq 2 n$ by (15.130) and (15.132) we obtain (15.126), and we turn to the proof of (15.127). First we compute $\psi^{(s)}(0)$, by substitution of the value (15.130) in (15.132). To lighten notation we write

$$
\begin{equation*}
\varepsilon_{\ell}=\eta_{\alpha^{\ell}} \tag{15.133}
\end{equation*}
$$

which is a random function of the $\ell^{\text {th }}$ configuration. Thus

$$
\psi^{(s)}(0)=\nu\left(f \sum_{\ell_{1}, \ldots, \ell_{n}} c\left(\ell_{1}, n\right) \cdots c\left(\ell_{s}, n+s-1\right) \varepsilon_{\ell_{1}} \cdots \varepsilon_{\ell_{s}}\right) .
$$

Now $\nu(h)=\mathrm{EE}_{\lambda}\langle h\rangle_{\rho}$, and since $\rho$ does not depend on the r.v. $\eta_{\alpha}$ we have $\nu(h)=\mathrm{E}_{\lambda}\langle\mathrm{E} h\rangle_{\rho}=\nu(\mathrm{E} h)$, and this shows that

$$
\begin{equation*}
\psi^{(s)}(0)=\nu\left(f \sum_{\ell_{1}, \ldots, \ell_{s}} c\left(\ell_{1}, n\right) \cdots c\left(\ell_{s}, n+s-1\right) A\left(\ell_{1}, \ldots, \ell_{s}\right)\right) \tag{15.134}
\end{equation*}
$$

where

$$
\begin{equation*}
A\left(\ell_{1}, \ldots, \ell_{s}\right):=\mathrm{E}_{\ell_{1}} \cdots \varepsilon_{\ell_{s}} \tag{15.135}
\end{equation*}
$$

is a function of the configurations $\alpha^{1}, \ldots, \alpha^{s}$. By parity (i.e. changing each $\eta_{\alpha}$ in $-\eta_{\alpha}$ does not change the law of this family) we see that $A\left(\ell_{1}, \ldots, \ell_{s}\right)=0$ when $s$ is odd, so to prove that $\psi^{(s)}(0)=0$ we only have to consider the case where $s$ is even.

If we think of $\alpha^{1}, \ldots, \alpha^{s}$ as fixed, each of the r.v.s $\varepsilon_{\ell_{1}}, \ldots, \varepsilon_{\ell_{k}}$ is one of the independent Bernoulli r.v.s $\eta_{\alpha}$. Then $A\left(\ell_{1}, \ldots, \ell_{s}\right)=1$ if each of the r.v.s $\eta_{\alpha}$ that occurs at least one time in the product $\varepsilon_{\ell_{1}}, \ldots, \varepsilon_{\ell_{k}}$ occurs an even number of times in this product, and $A\left(\ell_{1}, \ldots, \ell_{s}\right)=0$ otherwise. It does not seem easy to use this fact directly, but it is what motivates the next step of the proof; this step establishes an explicit formula for $A\left(\ell_{1}, \ldots, \ell_{s}\right)$ using a kind of expansion. To prepare for this we observe that there exist integers $w(i), i=1,3, \ldots$ such that whenever $p$ is an odd integer, we have

$$
\begin{equation*}
\sum_{i \leq p, i \text { odd }} w(i)\binom{p}{i}=1 \tag{15.136}
\end{equation*}
$$

These integers are constructed recursively, setting $w(1)=1$ and, setting for $p$ odd

$$
w(p+2)=1-\sum_{i \leq p, i \text { odd }} w(i)\binom{p+2}{i}
$$

For a subset $I$ of $\{1, \ldots, s\}$, we define

$$
w^{\prime}(I)=w(\operatorname{card} I-1)
$$

if $\operatorname{card} I$ is even, and $w^{\prime}(I)=0$ if $\operatorname{card} I$ is odd. For a subset $I$ of $\{1, \ldots, s\}$, we also define

$$
\begin{equation*}
a\left(I, \ell_{1}, \ldots, \ell_{s}\right)=1 \quad \text { if } \quad \forall i, j \in I, \quad \alpha^{\ell_{i}}=\alpha^{\ell_{j}} \tag{15.137}
\end{equation*}
$$

and $a\left(I, \ell_{1}, \ldots, \ell_{s}\right)=0$ otherwise. This is a function of the configurations $\alpha^{1}, \ldots, \alpha^{s}$. Thus if $a\left(I, \ell_{1}, \ldots, \ell_{s}\right)=1$ then $\varepsilon_{\ell_{i}}=\varepsilon_{\ell_{j}}$ for $i, j \in I$ and if $\operatorname{card} I$ is even we have $\prod_{i \in I} \varepsilon_{\ell_{i}}=1$. Let us also note that the value of $a\left(I, \ell_{1}, \ldots, \ell_{s}\right)$ does not depend on $\ell_{i}$ for $i \notin I$. We claim that

$$
\begin{equation*}
A\left(\ell_{1}, \ldots, \ell_{s}\right)=\sum w^{\prime}(I) a\left(I, \ell_{1}, \ldots, \ell_{s}\right) \mathrm{E} \prod_{i \notin I} \varepsilon_{\ell_{i}} \tag{15.138}
\end{equation*}
$$

where the summation is over all subsets $I$ of $\{1, \ldots, s\}$ with card $I \geq 2$, card $I$ even and $1 \in I$. To prove this, let us consider

$$
I_{0}=\left\{i \leq s ; \alpha^{\ell_{i}}=\alpha^{\ell_{1}}\right\}
$$

so that when $1 \in I$ we have $a\left(I, \ell_{1}, \ldots, \ell_{s}\right)=1$ if $I \subset I_{0}$ and $a\left(I, \ell_{1}, \ldots, \ell_{s}\right)=$ 0 otherwise. Also, when $I \subset I_{0}$ and card $I$ is even, then $\prod_{i \in I} \varepsilon_{\ell_{i}}=\varepsilon_{\ell_{1}}^{\operatorname{card} I}=1$ since card $I$ is even and $\varepsilon_{\ell_{1}}= \pm 1$, and thus

$$
\mathrm{E} \prod_{i \notin I} \varepsilon_{\ell_{i}}=\mathrm{E} \prod_{i \notin I} \varepsilon_{\ell_{i}} \prod_{i \in I} \varepsilon_{\ell_{i}}=\mathrm{E} \prod_{i \leq s} \varepsilon_{\ell_{i}}=A\left(\ell_{1}, \ldots, \ell_{s}\right)
$$

Therefore the right-hand side of $(15.138)$ is

$$
A\left(\ell_{1}, \ldots, \ell_{s}\right) \sum_{I \subset I_{0}} w^{\prime}(I)
$$

where the summation is as in (15.138), i.e. $1 \in I$ and $\operatorname{card} I$ is even. The set $I$ is determined by a subset of $I_{0} \backslash\{1\}$ of cardinality $i=\operatorname{card} I-1$. Thus, if $s^{\prime}=\operatorname{card} I_{0}$ we have

$$
\sum_{I} w^{\prime}(I)=\sum_{i \text { odd, } i \leq s^{\prime}-1} w(i)\binom{s^{\prime}-1}{i}=1
$$

by (15.136), and this proves (15.138).
Recalling that $A\left(\ell_{1}, \ldots, \ell_{s}\right)=\mathrm{E} \varepsilon_{\ell_{1}} \cdots \varepsilon_{\ell_{s}}$, we observe that the quantity $\mathrm{E} \prod_{i \notin I} \varepsilon_{\ell_{i}}$ is of the same nature, but with a product of fewer quantities $\varepsilon_{\ell_{s}}$. Therefore we can iterate the procedure (15.138) to find an expansion

$$
A\left(\ell_{1}, \ldots, \ell_{s}\right)=\sum w\left(I_{1}, \ldots, I_{r}\right) \prod_{j \leq r} a\left(I_{j}, \ell_{1}, \ldots, \ell_{s}\right)
$$

where $w\left(I_{1}, \ldots, I_{r}\right)$ is a number, and where the summation is over all partitions of $\{1, \ldots, s\}$ into sets $I_{1}, \ldots, I_{r}$ with card $I_{j}$ even. Recalling (15.134), to prove that $\psi^{(s)}(0)=0$ it suffices to prove that for each partition $I_{1}, \ldots, I_{r}$ of $\{1, \ldots, s\}$ as above we have

$$
\begin{equation*}
\nu\left(f \sum_{\ell_{1}, \ldots, \ell_{s}} c\left(\ell_{1}, n\right) \cdots c\left(\ell_{s}, n+s-1\right) \prod_{j \leq r} a\left(I_{j}, \ell_{1}, \ldots, \ell_{s}\right)\right)=0 \tag{15.139}
\end{equation*}
$$

We need to prove (15.139) only when $\operatorname{card} I_{j}$ is even for each $j$, but will prove it for any partition $I_{1}, \ldots, I_{r}$ of $\{1, \ldots, s\}$ with $\operatorname{card} I_{j} \geq 1$. When $\operatorname{card} I=1$, we define $a\left(I, \ell_{1}, \ldots, \ell_{s}\right)=1$. Without loss of generality we can assume that $s \in I_{1}$.

We first consider the case where $\operatorname{card} I_{1}=1$. In that case, $a\left(I_{1}, \ell_{1}, \ldots, \ell_{s}\right)=$ 1 does not depend on $\ell_{s}$ and since $s \notin I_{j}$ for $j \geq 2, a\left(I_{j}, \ell_{1}, \ldots, \ell_{s}\right)$ does not depend on $\ell_{s}$ either. So in (15.139) the sum $\sum_{\ell_{s}} c\left(\ell_{s}, n+s-1\right)$ factors out, and this sum is 0 . In particular (15.139) holds when $s=1$.

We consider then the case where $\operatorname{card} I_{1} \geq 2$, and we consider an element $s^{\prime}<s$ of $I_{1}$. We define $I_{1}^{\prime}=I_{1} \backslash\{s\}$ and $I_{j}^{\prime}=I_{j}$ for $j \geq 2$. We observe the identity

$$
\begin{equation*}
a\left(I_{1}, \ell_{1}, \ldots, \ell_{s}\right)=a\left(I_{1}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right) V\left(\ell_{s^{\prime}}, \ell_{s}\right), \tag{15.140}
\end{equation*}
$$

where $V\left(\ell_{s^{\prime}}, \ell_{s}\right)=1$ if $\alpha^{\ell_{s^{\prime}}}=\alpha^{\ell_{s}}$ and $V\left(\ell_{s^{\prime}}, \ell_{s}\right)=0$ otherwise. Also, for $2 \leq j \leq r$ we have $s \notin I_{j}$, so

$$
\begin{equation*}
a\left(I_{j}, \ell_{1}, \ldots, \ell_{s}\right)=a\left(I_{j}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right) \tag{15.141}
\end{equation*}
$$

The only values of $\ell_{1}, \ldots, \ell_{s-1}$ that matter in the summations are those $\leq n+s-1$. We fix such values and we intend to prove that

$$
\begin{align*}
& \nu\left(f \sum_{\ell_{s}} c\left(\ell_{s}, n+s-1\right) \prod_{j \leq r} a\left(I_{j}, \ell_{1}, \ldots, \ell_{s}\right)\right) \\
= & b \nu\left(f \prod_{j \leq r} a\left(I_{j}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right)\right) \tag{15.142}
\end{align*}
$$

where $b$ is a quantity that does not depend on $\ell_{1}, \ldots, \ell_{s-1}$. This equality shows that the left-hand side of $(15.139)$ is

$$
b \nu\left(f \sum_{\ell_{1}, \ldots, \ell_{s-1}} c\left(\ell_{1}, n\right) \cdots c\left(\ell_{s}, n+s-2\right) \prod_{j \leq r} a\left(I_{j}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right)\right) .
$$

This proves (15.139) by induction over $s$.

We turn to the proof of (15.142). This proof relies on the extended Ghirlanda-Guerra identities, that we reformulate now for this purpose. Let us define $R_{\ell, \ell}=q^{*}$. Then we can rewrite (15.108) as

$$
\sum_{1 \leq \ell \leq n} \nu\left(\varphi\left(R_{1, \ell}\right) f\right)-n \nu\left(f \varphi\left(R_{1, n+1}\right)\right)=b \nu(f)
$$

where $b=\varphi\left(q^{*}\right)-\nu\left(\varphi\left(R_{1,2}\right)\right)$ does not depend on $f$. Recalling the definition of $c(\ell, n)$ this means that

$$
\begin{equation*}
\nu\left(f \sum_{\ell} c(\ell, n) \varphi\left(R_{1, \ell}\right)\right)=b \nu(f) \tag{15.143}
\end{equation*}
$$

and more generally by symmetry among sites, if $p \leq n$,

$$
\begin{equation*}
\nu\left(f \sum_{\ell} c(\ell, n) \varphi\left(R_{p, \ell}\right)\right)=b \nu(f) \tag{15.144}
\end{equation*}
$$

Using (15.140) and (15.141) the left-hand side of (15.142) is

$$
\begin{equation*}
\nu\left(f \sum_{\ell} c(\ell, n+s-1) V\left(\ell_{s^{\prime}}, \ell\right) \prod_{j \leq p} a\left(I_{j}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right)\right) \tag{15.145}
\end{equation*}
$$

We aim to deduce (15.142) from (15.144). We write (15.144) as follows. When $f^{\sim}$ is a continuous function on $\mathbb{R}^{m(m-1) / 2}$, and if we define

$$
\begin{equation*}
f^{\prime}\left(\alpha^{1}, \ldots, \alpha^{m}\right)=f^{\sim}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq m}\right) \tag{15.146}
\end{equation*}
$$

then whenever $p \leq m$ we have

$$
\begin{equation*}
\nu\left(f^{\prime} \sum_{\ell} c(\ell, m) \varphi\left(R_{p, \ell}\right)\right)=b \nu\left(f^{\prime}\right) \tag{15.147}
\end{equation*}
$$

where $b$ depends on $\varphi$ only. This equality also holds if $\varphi$ and $f^{\sim}$ are Borel functions. We choose $\varphi(x)=\mathbf{1}_{\left\{x \geq q^{*}\right\}}, m=n+s-1, p=\ell_{s^{\prime}}$. For $j \leq p$, we define

$$
f_{j}^{\sim}\left(\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq m}\right)=\prod_{\ell<\ell^{\prime}, \ell, \ell^{\prime} \in I_{j}} \mathbf{1}_{\left\{x_{\ell, \ell^{\prime}} \geq q^{*}\right\}}
$$

and we define

$$
f^{\sim}=f^{*} \prod_{j \leq p} f_{j}^{\sim}
$$

and $f^{\prime}$ by (15.146), so that $f^{\prime}=f \prod_{j \leq p} f_{j}$ where

$$
f_{j}\left(\alpha^{1}, \ldots, \alpha^{m}\right)=\prod_{\ell<\ell^{\prime}, \ell, \ell^{\prime} \in I_{j}} \mathbf{1}_{\left\{R_{\ell, \ell^{\prime}} \geq q^{*}\right\}}
$$

Using (15.147) for this choice of $f^{\prime}$ yields

$$
\begin{equation*}
\nu\left(f \prod_{j \leq p} f_{j} \sum_{\ell} c(\ell, m) \varphi\left(R_{p, \ell}\right)\right)=b \nu\left(f \prod_{j \leq r} f_{j}\right) . \tag{15.148}
\end{equation*}
$$

Now, $\lambda$ a.s. we have

$$
\alpha=\gamma \quad \Leftrightarrow \quad q_{\alpha, \gamma}=q^{*}
$$

so that

$$
\alpha^{p}=\alpha^{\ell} \quad \Leftrightarrow \quad R_{p, \ell} \geq q^{*},
$$

and hence

$$
\begin{align*}
\varphi\left(R_{p, \ell}\right) & =V(p, \ell)  \tag{15.149}\\
f_{j} & =a\left(I_{j}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right), \tag{15.150}
\end{align*}
$$

so that we can replace $\varphi\left(R_{p, \ell}\right)$ by $V(p, \ell)$ and $f_{j}$ by $a\left(I_{j}^{\prime}, \ell_{1}, \ldots, \ell_{s-1}\right)$ in (15.148) to obtain that the quantity (15.145) is equal to the right-hand side of (15.142).

It is important to stress the very beautiful idea of Theorem 15.5.7. The natural approach is, instead of defining $\eta_{\alpha}$ as Bernoulli r.v.s, to use independent standard Gaussian r.v.s. In that case it is much easier to prove that $\psi^{(s)}(0)=0$; but one does not know how to control the size of $\psi^{(s)}(t)$.

Here is a simple but important fact.
Lemma 15.5.8. If a determinator $\lambda$ satisfies the extended Ghirlanda-Guerra identities, under $\lambda$ the sequence $\left(w_{\alpha}\right)$ has a Poisson-Dirichlet distribution $\Lambda_{m}$ where $m=1-\mathrm{E}_{\lambda} \sum_{\alpha \geq 1} w_{\alpha}^{2}$.
Proof. Condition (15.160) means that $\lambda$ a.s. we have $q_{\alpha, \gamma} \geq q_{1} \Leftrightarrow \alpha=\gamma$.
As we have already used in Section 14.3 the extended Ghirlanda-Guerra identities determine the quantities $\mathrm{E}_{\lambda} \prod_{s \leq k} \sum_{\alpha \geq 1} w_{\alpha}^{n_{s}}$, which in turn determines the law of the quantities $\left(w_{\alpha}\right)$ as is shown in Proposition 15.2.4.

We now turn to a striking consequence of Theorem 15.5.7. Consider an independent sequence of r.v.s $\zeta_{\alpha}$ with $\mathrm{P}\left(\zeta_{a}=1\right)=1 / 2$ and $\mathrm{P}\left(\zeta_{a}=0\right)=1 / 2$, and, given $\rho=\left(\left(w_{\alpha}\right),\left(q_{\alpha, \gamma}\right)\right) \in \mathcal{S} \times \mathcal{Q}$, let us define

$$
w_{\alpha}^{\prime}=\frac{\zeta_{\alpha} w_{\alpha}}{\sum_{\gamma} \zeta_{\gamma} w_{\gamma}}
$$

The denominator is a.s. not zero because Lemma 15.5.8 implies that infinitely many of the weights $w_{\gamma}$ are not zero. In words, we simply delete at random one half of the terms $w_{\alpha}$ and we renormalize. For a function $f$ of $n$ configurations, we define

$$
\langle f\rangle_{\rho}^{\prime}=\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{\prime} \cdots w_{\alpha^{n}}^{\prime} f
$$

Proposition 15.5.9. (D Panchenko [75]) Consider a determinator $\lambda$ that satisfies the extended Ghirlanda-Guerra identities. Assume moreover that (15.111) holds $\lambda$ a.e. for a certain number $q^{*}$. Then, if $f^{*}$ is a continuous function on $\mathbb{R}^{n(n-1) / 2}$, recalling the notation (15.95) we have

$$
\begin{equation*}
\mathrm{E}_{\lambda}\langle f\rangle_{\rho}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho}^{\prime}=\mathrm{E} \int\langle f\rangle_{\rho}^{\prime} \mathrm{d} \lambda(\rho) \tag{15.151}
\end{equation*}
$$

Proof. It is a simple matter to deduce this from Theorem 15.5.7 simply by letting $t \rightarrow \infty$. The details are left to the reader.

An important property of Theorem 15.5.7 is that it can be iterated. Consider independent Bernoulli r.v.s $\eta_{\alpha, \ell}$. Given

$$
\rho=\left(\left(w_{\alpha}\right),\left(q_{\alpha, \gamma}\right)\right) \in \mathcal{S} \times \mathcal{Q}
$$

let us define

$$
\begin{equation*}
w_{\alpha}^{s}=\frac{w_{\alpha} \exp \sum_{\ell \leq s} \eta_{\alpha, \ell}}{\sum_{\gamma} w_{\gamma} \exp \sum_{\ell \leq s} \eta_{\gamma, \ell}} \tag{15.152}
\end{equation*}
$$

Theorem 15.5.10. Consider a determinator $\lambda$ that satisfies the extended Ghirlanda-Guerra identities. Assume moreover that (15.111) holds $\lambda$ a.e. for a certain number $q^{*}$. Then for each Borel function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$, recalling the notation (15.95), for each integer s we have

$$
\begin{equation*}
\mathrm{E}_{\lambda}\langle f\rangle_{\rho}=\mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{s} \cdots w_{\alpha^{n}}^{s} f \tag{15.153}
\end{equation*}
$$

Proof. It suffices to prove (15.153) when $f^{*}$ is continuous. The proof is by induction on $s$. For $s=1$ this is a consequence of Theorem 15.5.7 used for $t=1$. We now perform the induction step from $s$ to $s+1$. Given $\rho \in \mathcal{S} \times \mathcal{Q}$ and the r.v.s $\eta_{\alpha, \ell}$ for $\alpha \geq 1$ and $\ell \leq s$, let us consider a permutation $\tau$ of $\mathbb{N}^{*}$ such that the sequence $w_{\tau(\alpha)}^{s}$ is not decreasing, and

$$
\rho^{*}:=\left(\left(w_{\tau(\alpha)}^{s}\right),\left(q_{\tau(\alpha), \tau(\gamma)}\right)\right) \in \mathcal{S} \times \mathcal{Q}
$$

When $f^{*}$ is a continuous function on $\mathbb{R}^{n(n-1) / 2}$, recalling the notation (15.95), we have by definition

$$
\begin{align*}
\langle f\rangle_{\rho^{*}} & =\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\tau\left(\alpha^{1}\right)}^{s} \cdots w_{\tau\left(\alpha^{n}\right)}^{s} f^{*}\left(\left(q_{\tau\left(\alpha^{\ell}\right), \tau\left(\alpha^{\left.\ell^{\prime}\right)}\right.}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \\
& =\sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{s} \cdots w_{\alpha^{n}}^{s} f\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \tag{15.154}
\end{align*}
$$

and combining with the induction hypothesis (15.153) we get

$$
\begin{equation*}
\mathrm{EE}_{\lambda}\langle f\rangle_{\rho^{*}}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho} \tag{15.155}
\end{equation*}
$$

Let us now think of $\rho^{*}$ as a random element of $\mathcal{S} \times \mathcal{Q}$, that depends on $\rho$ (to which we think of as random element of $\mathcal{S} \times \mathcal{Q})$ and on the r.v.s $\left(\eta_{\alpha, \ell}\right)_{\alpha \geq 1, \ell \leq s}$. Let us denote by $\lambda^{*}$ the law of $\rho^{*}$. Thus, using the definition of $\lambda^{*}$ in the first equality and (15.155) in the second one, we get

$$
\begin{equation*}
\mathrm{E}_{\lambda^{*}}\langle f\rangle_{\rho}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho^{*}}=\mathrm{E}_{\lambda}\langle f\rangle_{\rho} \tag{15.156}
\end{equation*}
$$

This implies that $\lambda^{*}$ satisfies the extended Ghirlanda-Guerra identities, because $\lambda$ does. (In fact one can prove that $\lambda^{*}=\lambda$, see [71].) It should be clear by construction that (15.111) holds $\lambda^{*}$ a.e. Therefore we can use Theorem 15.5.7 for $\lambda^{*}$ and $t=1$. Thus, when $f^{*}$ is a continuous function on $\mathbb{R}^{n(n-1) / 2}$ and $\left(\eta_{\alpha}\right)_{\alpha \geq 1}$ are independent Bernoulli r.v.s (independent of everything else) we have

$$
\begin{align*}
& \mathrm{E}_{\lambda^{*}} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \\
= & \mathrm{E}_{\lambda^{*}} \sum_{\alpha^{1}, \ldots, \alpha^{n}} \frac{w_{\alpha^{1}} \cdots w_{\alpha^{n}} \exp \left(\sum_{\ell \leq n} \eta_{\alpha^{\ell}}\right)}{\left(\sum_{\gamma} w_{\gamma} \exp \left(\eta_{\gamma}\right)\right)^{n}} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) . \tag{15.157}
\end{align*}
$$

By definition of $\lambda^{*}$ (as being the law of $\rho^{*}$ ) this means that

$$
\begin{align*}
& \mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\tau\left(\alpha^{1}\right)}^{s} \cdots w_{\tau\left(\alpha^{n}\right)}^{s} f^{*}\left(\left(q_{\tau\left(\alpha^{\ell}\right), \tau\left(\alpha^{\left.\ell^{\prime}\right)}\right.}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)=  \tag{15.158}\\
& \mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} \frac{w_{\tau\left(\alpha^{1}\right)}^{s} \cdots w_{\tau\left(\alpha^{n}\right)}^{s} \exp \left(\sum_{\ell \leq n} \eta_{\alpha^{\ell}}\right)}{\left(\sum_{\gamma} w_{\gamma}^{s} \exp \left(\eta_{\gamma}\right)\right)^{n}} f^{*}\left(\left(q_{\tau\left(\alpha^{\ell}\right), \tau\left(\alpha^{\ell^{\prime}}\right)}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right),
\end{align*}
$$

and consequently

$$
\begin{align*}
& \mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{s} \cdots w_{\alpha^{n}}^{s} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)= \\
& \mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} \frac{w_{\alpha^{1}}^{s} \cdots w_{\alpha^{n}}^{s} \exp \left(\sum_{\ell \leq n} \eta_{\tau^{-1}\left(\alpha^{\ell}\right)}\right)}{\left(\sum_{\gamma} w_{\gamma}^{s} \exp \left(\eta_{\gamma}\right)\right)^{n}} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \\
= & \mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{*} \cdots w_{\alpha^{n}}^{*} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right), \tag{15.159}
\end{align*}
$$

where

$$
w_{\alpha}^{*}=\frac{1}{Z} w_{\alpha} \exp \left(\sum_{\ell \leq s} \eta_{\alpha, \ell}+\eta_{\tau^{-1}(\alpha)}\right)
$$

where $Z$ is the normalizing factor $\sum_{\gamma} w_{\gamma} \exp \left(\sum_{\ell \leq s} \eta_{\gamma, \ell}+\eta_{\tau^{-1}(\gamma)}\right)$. Given $\rho$ the permutation $\tau$ is determined by the r.v.s $\eta_{\alpha, \ell}$, and since the sequence $\left(\eta_{\alpha}\right)$ is independent of these we have, denoting by $\mathrm{E}^{\prime}$ expectation in the r.v.s $\eta_{\alpha}$ only,

$$
\begin{aligned}
& \mathrm{E}^{\prime} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{*} \cdots w_{\alpha^{n}}^{*} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \\
= & \mathrm{E}^{\prime} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{s+1} \cdots w_{\alpha^{n}}^{s+1} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right),
\end{aligned}
$$

so that (15.159) implies

$$
\mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{s} \cdots w_{\alpha^{n}}^{s} f=\mathrm{EE}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}}^{s+1} \cdots w_{\alpha^{n}}^{s+1} f
$$

and this concludes the induction.

### 15.6 Panchenko's Ultrametricity Theorem

In this section we prove the following, where we recall Definitions 15.5.3 and 15.5.4.

Theorem 15.6.1. Consider a determinator $\lambda$ that satisfies the extended Ghirlanda-Guerra identities. Assume that there is a finite set $F=\left\{q_{r}, \ldots, q_{1}\right\}$ with $q_{r}<\ldots<q_{1}$ such that $\lambda$ a.s. $q_{\alpha, \gamma} \in F$ for each $\alpha, \gamma$. Assume moreover that $\lambda$ a.s. we have

$$
\begin{equation*}
q_{\alpha, \alpha}=q_{1} ; \quad \alpha \neq \gamma \quad \Rightarrow \quad q_{\alpha, \gamma}<q_{1} . \tag{15.160}
\end{equation*}
$$

Then $\lambda$ is ultrametric.

We recall the set $\mathcal{C}$ of Section 15.3 and Definitions 15.4.1 and 15.3.2.

Corollary 15.6.2. Consider a sequence $\left(G_{N}\right)$ of random measures on $\Sigma_{N}$. Assume that it satisfies the extended Ghirlanda-Guerra identities, and that it has a Parisi measure $\mu$ with a finite support. Then for each continuous function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$ the limit

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathrm{E}\left\langle f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)\right\rangle \tag{15.161}
\end{equation*}
$$

exists. Moreover, setting $\mathbf{x}_{n}=\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$, the probability measure $\mu^{*}$ on $\mathcal{C}$ defined by

$$
\begin{equation*}
\int f^{*}\left(\mathbf{x}_{n}\right) \mathrm{d} \mu^{*}(\mathbf{x})=\lim _{N \rightarrow \infty} \mathrm{E}\left\langle f^{*}\left(\left(R_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)\right\rangle \tag{15.162}
\end{equation*}
$$

for every such function $f^{*}$ is ultrametric.

Proof. By hypothesis $\mu$ is supported by a finite set $\left\{q_{r}, \ldots, q_{1}\right\}$, with $q_{r}<\ldots<q_{1}$. Without loss of generality we may assume that $\mu\left(\left\{q_{1}\right\}\right)>0$. We consider a subsequence along which all the limits exist. We then use Theorem 15.4.4 and Proposition 15.5.2 to construct a determinator $\lambda$ that satisfies the extended Ghirlanda-Guerra identities, that has $\mu$ as a Parisi measure, and that satisfies (15.160). Since $\mu$ has a finite support, $\lambda$ is ultrametric by Theorem 15.6.1. By Lemma 15.5.5 the measure $\mu^{*}$ generated by $\lambda$ through (15.112) is ultrametric. It follows from (15.107) that it coincides with the measure $\mu^{*}$ given by (15.162), which is therefore ultrametric. Since $\mu^{*}$ also satisfies the extended Ghirlanda-Guerra identities, Theorem 14.4.4 shows that the measure $\mu^{*}$ is completely determined by $\mu$ so that it does not depend on the subsequence, and the limit exists.

Can we construct interesting sequences $\left(G_{N}\right)$ satisfying the conditions of Corollary 15.6.2 through Proposition 15.4.3? Equivalently, can we choose $\boldsymbol{\beta}$ such that the Hamiltonian (14.406) has a Parisi measure with finite support (not reduced to one or two points)? Since it is very difficult to compute the Parisi measure, the answer to this question is not known, but partial arguments given in [96] incline the author to believe that the answer is yes.

Research Problem 15.6.3. (Level 3) Find all the probability measures on $[0,1]$ that arise as a Parisi measure of a Hamiltonian (14.406).

Our proof of Theorem 15.6 .1 will use some elementary probabilistic estimates.

Proposition 15.6.4. Consider independent r.v.s $X, X_{1}, X_{2}, X_{3} \geq 0$, and assume that there is a number $M$ and a number $C$ with the following properties

$$
\begin{align*}
& \mathrm{P}\left(X+X_{1}+X_{2}+X_{3} \leq M\right) \geq \frac{1}{2}  \tag{15.163}\\
& \forall t>0, \quad \mathrm{P}(X \leq t M) \leq C t^{10} \tag{15.164}
\end{align*}
$$

Then we have

$$
\begin{equation*}
\mathrm{E} \prod_{\ell \leq 3} \frac{X_{\ell}}{X+X_{1}+X_{2}+X_{3}} \leq K(C) \prod_{\ell \leq 3} \mathrm{E} \frac{X_{\ell}}{X+X_{1}+X_{2}+X_{3}} \tag{15.165}
\end{equation*}
$$

where $K(C)$ depends on $C$ only.
Proof. First we note that

$$
\prod_{\ell \leq 3} \frac{X_{\ell}}{X+X_{1}+X_{2}+X_{3}} \leq \prod_{\ell \leq 3} \frac{X_{\ell}}{X+X_{\ell}}
$$

so that denoting by $\mathrm{E}_{0}$ expectation given $X$ we obtain

$$
\begin{equation*}
\mathrm{E}_{0} \prod_{\ell \leq 3} \frac{X_{\ell}}{X+X_{1}+X_{2}+X_{3}} \leq \prod_{\ell \leq 3} \mathrm{E}_{0} \frac{X_{\ell}}{X+X_{\ell}} \tag{15.166}
\end{equation*}
$$

Let us define the functions

$$
\varphi_{\ell}(x)=\mathrm{E} \frac{X_{\ell}}{x+X_{\ell}}
$$

so that taking expectation in (15.166) and using Hölder's inequality yields

$$
\begin{equation*}
A:=\mathrm{E} \prod_{\ell \leq 3} \frac{X_{\ell}}{X+X_{1}+X_{2}+X_{3}} \leq \mathrm{E} \prod_{\ell \leq 3} \varphi_{\ell}(X) \leq\left(\prod_{\ell \leq 3} \mathrm{E} \varphi_{\ell}(X)^{3}\right)^{1 / 3} \tag{15.167}
\end{equation*}
$$

Now we observe that the function $\varphi_{\ell}$ is decreasing, and that for $t<1$ we have

$$
\varphi_{\ell}(t x)=\mathrm{E}\left(\frac{X_{\ell}}{t x+X_{\ell}}\right) \leq \frac{1}{t} \mathrm{E}\left(\frac{X_{\ell}}{x+X_{\ell}}\right)=\frac{1}{t} \varphi_{\ell}(x) .
$$

Therefore using this for $x=M$ we get

$$
\varphi_{\ell}(X)=\varphi \ell\left(\frac{X}{M} M\right) \leq \varphi_{\ell}(M) \max \left(1, \frac{M}{X}\right)
$$

Thus using (15.164) for $t=\varphi_{\ell}(M) / u$ in the last inequality, for $u>\varphi_{\ell}(M)$ we have

$$
\mathrm{P}\left(\varphi_{\ell}(X)>u\right) \leq \mathrm{P}\left(\varphi_{\ell}(M) \frac{M}{X} \geq u\right)=\mathrm{P}\left(X \leq M \frac{\varphi_{\ell}(M)}{u}\right) \leq C\left(\frac{\varphi_{\ell}(M)}{u}\right)^{10}
$$

Therefore (A.28) implies

$$
\begin{align*}
\mathrm{E} \varphi_{\ell}(X)^{3} & =\int_{0}^{\infty} 3 t^{2} \mathrm{P}\left(\varphi_{\ell}(X) \geq t\right) \mathrm{d} t \\
& \leq \int_{0}^{\varphi_{\ell}(M)} 3 t^{2} \mathrm{~d} t+3 C \int_{\varphi_{\ell}(M)}^{\infty} t^{-8} \varphi_{\ell}(M)^{10} \mathrm{~d} t \\
& \leq K(C) \varphi_{\ell}(M)^{3} \tag{15.168}
\end{align*}
$$

and thus

$$
\begin{equation*}
A \leq K(C) \prod_{\ell \leq 3} \varphi_{\ell}(M) \tag{15.169}
\end{equation*}
$$

Next, consider

$$
\Omega=\left\{X+X_{2}+X_{3} \leq M\right\},
$$

so $\mathrm{P}(\Omega) \geq 1 / 2$ by (15.163). Using independence,

$$
\mathrm{E} \frac{X_{1}}{X+X_{1}+X_{2}+X_{3}} \geq \mathrm{E}\left(\mathbf{1}_{\Omega} \frac{X_{1}}{M+X_{1}}\right)=\mathrm{P}(\Omega) \mathrm{E} \frac{X_{1}}{M+X_{1}} \geq \frac{1}{2} \varphi_{1}(M),
$$

and similarly for $\ell=2,3$. Combining with (15.169) and recalling the value of $A$ proves the result.

Proposition 15.6.5. Consider $0<m<1$ and a r.v. $U \geq 0$ with $\mathrm{E} U^{m}<\infty$. Consider i.i.d. copies $\left(U_{k}\right)_{k \geq 1}$ of $U$ and define

$$
\begin{equation*}
S=\sum_{k \geq 1} k^{-1 / m} U_{k} . \tag{15.170}
\end{equation*}
$$

Then for $m^{\prime}<m$ we have

$$
\begin{equation*}
\left(\mathrm{E} S^{m^{\prime}}\right)^{1 / m^{\prime}} \leq K\left(m, m^{\prime}\right)\left(\mathrm{E} U^{m}\right)^{1 / m} \tag{15.171}
\end{equation*}
$$

where $K\left(m, m^{\prime}\right)$ depends only on $m$ and $m^{\prime}$.
Proof. By homogeneity we may assume that $\mathrm{E} U^{m}=1$. Let $Z_{k}=k^{-1 / m} U_{k}$, so

$$
\begin{align*}
\sum_{k \geq 1} \mathrm{P}\left(Z_{k}>t\right) & =\sum_{k \geq 1} \mathrm{P}\left(k^{-1 / m} U>t\right)=\sum_{k \geq 1} \mathrm{P}\left(\left(\frac{U}{t}\right)^{m} \geq k\right) \\
& \leq \int_{0}^{\infty} \mathrm{P}\left(\left(\frac{U}{t}\right)^{m} \geq x\right) \mathrm{d} x=\mathrm{E} \frac{U^{m}}{t^{m}}=\frac{1}{t^{m}} \tag{15.172}
\end{align*}
$$

For $r \in \mathbb{Z}$, define

$$
S_{r}=\sum\left\{Z_{k} ; 2^{r} \leq Z_{k} \leq 2^{r+1}\right\} \leq 2^{r+1} \operatorname{card}\left\{k ; Z_{k} \geq 2^{r}\right\}
$$

so that, since $n^{m^{\prime}} \leq n$ for any integer $n \geq 0$,

$$
S_{r}^{m^{\prime}} \leq\left(2^{r+1}\right)^{m^{\prime}} \operatorname{card}\left\{k ; Z_{k} \geq 2^{r}\right\}
$$

and using (15.172),

$$
\begin{align*}
\mathrm{E} S_{r}^{m^{\prime}} & \leq\left(2^{r+1}\right)^{m^{\prime}} \operatorname{Ecard}\left\{k ; Z_{k} \geq 2^{r}\right\} \\
& =\left(2^{r+1}\right)^{m^{\prime}} \sum_{k \geq 1} \mathrm{P}\left(Z_{k} \geq 2^{r}\right) \leq \frac{\left(2^{r+1}\right)^{m^{\prime}}}{2^{r m}} \tag{15.173}
\end{align*}
$$

and, similarly

$$
\mathrm{E} S_{r} \leq \frac{2^{r+1}}{2^{r m}}=2^{r(1-m)+1}
$$

Thus, if $T=\sum_{r \leq 0} S_{r}$, we have $\mathrm{E} T \leq K\left(m, m^{\prime}\right)$, and therefore since $T^{m^{\prime}} \leq$ $1+T$ we have $\mathrm{E} T^{m^{\prime}} \leq K\left(m, m^{\prime}\right)$. We then simply observe that $S=T+$ $\sum_{r \geq 1} S_{r}$, so that, since $m^{\prime}<1$, we have

$$
S^{m^{\prime}} \leq T^{m^{\prime}}+\sum_{r \geq 1} S_{r}^{m^{\prime}}
$$

we take expectation and we use (15.173).

Proposition 15.6.6. Consider $m<1$ and a r.v. $U \geq 0$ with $\mathrm{E} U^{m}<\infty$. Then for $v>0$ the r.v. $S$ of (15.170) satisfies

$$
\begin{equation*}
\mathrm{P}\left(S<v\left(\mathrm{E} U^{m}\right)^{1 / m}\right) \leq 3 \exp \left(-v^{-m}\right) . \tag{15.174}
\end{equation*}
$$

Proof. We write $b=\left(E U^{m}\right)^{1 / m}$, so that

$$
\begin{aligned}
\mathrm{P}(S<v b) & \leq \mathrm{P}\left(\forall k, k^{-1 / m} U_{k}<v b\right) \\
& =\prod_{k \geq 1}\left(1-\mathrm{P}\left(k^{-1 / m} U_{k} \geq v b\right)\right) \\
& \leq \exp \left(-\sum_{k \geq 1} \mathrm{P}\left(\left(\frac{U}{v b}\right)^{m} \geq k\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{k \geq 1} \mathrm{P}\left(\left(\frac{U}{v b}\right)^{m} \geq k\right) & \geq \int_{0}^{\infty} \mathrm{P}\left(\left(\frac{U}{v b}\right)^{m} \geq x\right) \mathrm{d} x-1 \\
& =\mathrm{E}\left(\frac{U}{v b}\right)^{m}-1=\frac{1}{v^{m}}-1
\end{aligned}
$$

and the proof is finished.

Proposition 15.6.7. Consider $0<m<1$ and a non-increasing enumeration $\left(u_{k}\right)_{k \geq 1}$ of the realization of a Poisson point process of intensity measure $x^{-m-1} \mathrm{~d} x$. Then a.s. we have

$$
\begin{equation*}
0<\inf _{k} k^{1 / m} u_{k} \leq \sup _{k} k^{1 / m} u_{k}<\infty . \tag{15.175}
\end{equation*}
$$

Proof. This is an easy consequence of the fact that a Poisson r.v. of large expectation is sharply concentrated around its expectation. The number $N_{r}$ of points of the Poisson point process that belong to the interval $\left[2^{-r}, 2^{-r+1}[\right.$ satisfies

$$
\mathrm{E} N_{r}=\int_{2^{-r}}^{2^{-r+1}} x^{-m-1} \mathrm{~d} x=\frac{1}{m}\left(\left(2^{-r+1}\right)^{-m}-\left(2^{-r}\right)^{-m}\right)=c_{m} 2^{r m}
$$

for a certain number $c_{m}$, and using (A.60) yields

$$
\sum_{r} \mathrm{P}\left(\left|N_{r}-\mathrm{E} N_{r}\right| \geq \mathrm{E} N_{r} / 2\right)<\infty
$$

and (15.175) holds true when $\left|N_{r}-\mathrm{E} N_{r}\right| \leq \mathrm{E} N_{r} / 2$ for all $r$ large enough.
The final ingredient of the proof of Theorem 15.6.1 is the following geometrical fact.

Proposition 15.6.8. Given number $\delta>0$, there exists a number $\varepsilon>0$ with the following property. Consider a probability $\pi$ on the unit ball of a Hilbert space. Assume that for a certain number $q \geq 0$ we have

$$
\begin{equation*}
\pi^{\otimes 2}(\{(x, y) ; x \cdot y \geq q+\varepsilon\}) \leq \varepsilon \tag{15.176}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\pi^{\otimes 3}(\{(x, y, z) ; x \cdot y \geq q-\varepsilon,|x \cdot z-y \cdot z| \geq \delta\}) \leq \delta \tag{15.177}
\end{equation*}
$$

Proof. This is an immediate consequence of Corollary 15.9.17 of Section 15.9.

We now start the proof of Theorem 15.6.1. Without loss of generality we may assume that

$$
\begin{equation*}
\forall p, 1 \leq p \leq r, \lambda\left(\left\{\exists \alpha, \gamma ; \quad q_{\alpha, \gamma}=q_{p}\right\}\right)>0 \tag{15.178}
\end{equation*}
$$

for otherwise we simply remove the "irrelevant values of $q_{p}$ ".
As a consequence of Proposition 15.6.7, given a number $\kappa>0$, there exists a number $K(\kappa)$ such that with probability $\geq 1-\kappa$ for all $\alpha$ we have

$$
\begin{equation*}
\frac{1}{K(\kappa)} \alpha^{-1 / m} \leq w_{\alpha} \leq K(\kappa) \alpha^{-1 / m} \tag{15.179}
\end{equation*}
$$

The central argument of the proof is as follows.
Lemma 15.6.9. Consider the set

$$
\begin{equation*}
W=\left\{\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) ; q_{\alpha_{1}, \alpha_{2}}=q_{2}, q_{\alpha_{1}, \alpha_{3}}<q_{2}, q_{\alpha_{2}, \alpha_{3}} \neq q_{\alpha_{1}, \alpha_{3}}\right\} \tag{15.180}
\end{equation*}
$$

Then $\lambda$ a.s. $W$ is empty.

Proof. Consider a r.v. $U \geq 0$ with $\mathrm{E} U^{m}<\infty$ and i.i.d. copies $\left(U_{\alpha}\right)_{\alpha \geq 1}$ of $U$. Through the proof we denote by $\mathrm{E}_{0}$ expectation in the randomness of the sequence $U_{\alpha}$ and $P_{0}$ the corresponding probability. Until the very end of the proof (where we will take expectation in the randomness of the sequence $\left(w_{\alpha}\right)$ ), all the estimates are done given a realization of the sequence $\left(w_{\alpha}\right)$; we assume that this given realization satisfies (15.179). Let

$$
Z=\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}
$$

so that $Z \leq K(\kappa) \sum_{\alpha \geq 1} \alpha^{-1 / m} U_{\alpha}$ by (15.179). Using (15.171) for $m^{\prime}=m / 2$ gives

$$
\begin{equation*}
\left(\mathrm{E}_{0} Z^{m^{\prime}}\right)^{1 / m^{\prime}} \leq K(m, \kappa)\left(\mathrm{E} U^{m}\right)^{1 / m} \tag{15.181}
\end{equation*}
$$

Here and in the sequel $K(m, \kappa)$ denotes a number depending only on $m$ and $\kappa$, that need not to be the same at each occurrence. Now (15.181) implies

$$
\begin{equation*}
\mathrm{P}_{0}(Z \leq M) \geq \frac{1}{2} \tag{15.182}
\end{equation*}
$$

where

$$
\begin{equation*}
M=K(m, \kappa)\left(\mathrm{E} U^{m}\right)^{1 / m} . \tag{15.183}
\end{equation*}
$$

Consider different indices $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and let

$$
X=\sum_{\alpha \neq \alpha_{1}, \alpha_{2}, \alpha_{3}} w_{\alpha} U_{\alpha} .
$$

If we remove the terms $w_{\alpha_{1}}, w_{\alpha_{2}}, w_{\alpha_{3}}$ from the sequence $\left(w_{\alpha}\right)$ and relabel the remaining terms as $\left(w_{\alpha}^{*}\right)_{\alpha \geq 1}$, we see from (15.179) that

$$
\begin{equation*}
\frac{1}{K^{\prime}(m, \kappa)} \alpha^{-1 / m} \leq w_{\alpha}^{*} \leq K^{\prime}(m, \kappa) \alpha^{-1 / m} \tag{15.184}
\end{equation*}
$$

Since the sequence $\left(U_{\alpha}\right)$ is i.i.d. in distribution we have

$$
X \stackrel{\mathcal{D}}{=} \sum_{\alpha} w_{\alpha}^{*} U_{\alpha}
$$

where the equality is in distribution. Therefore by (15.184) we have $\mathrm{P}_{0}(X \leq$ $u) \leq \mathrm{P}_{0}\left(X^{\prime} \leq u\right)$, where

$$
X^{\prime}=\frac{1}{K^{\prime}(m, \kappa)} \sum_{\alpha \geq 1} \alpha^{-1 / m} U_{\alpha} .
$$

Consequently if

$$
M^{\prime}=\frac{1}{K^{\prime}(m, \kappa)}\left(\mathrm{E} U^{m}\right)^{1 / m}
$$

by (15.174) we have

$$
\mathrm{P}_{0}\left(X \leq v M^{\prime}\right) \leq 3 \exp \left(-v^{-m}\right) \leq K(m) v^{10}
$$

and thus if $M$ is as in (15.183), for $t>0$ it holds

$$
\begin{equation*}
\mathrm{P}_{0}(X \leq t M) \leq K(m, \kappa) t^{10} \tag{15.185}
\end{equation*}
$$

For $\ell \leq 3$ let us set $X_{\ell}=w_{\alpha_{\ell}} U_{\alpha_{\ell}}$, so that

$$
Z=X+X_{1}+X_{2}+X_{3}
$$

Let us write

$$
w_{\alpha}^{\prime}=\frac{w_{\alpha} U_{\alpha}}{Z} ; \quad v_{\alpha}=\mathrm{E}_{0} w_{\alpha}^{\prime}
$$

where $\mathrm{E}_{0}$ denotes expectation in the randomness of the sequence $\left(U_{\alpha}\right)$ only. We observe that

$$
w_{\alpha_{\ell}}^{\prime}=\frac{X_{\ell}}{X+X_{1}+X_{2}+X_{3}} .
$$

Conditions (15.182) and (15.185) imply (15.163) and (15.164). Then (15.165) yields

$$
\begin{equation*}
\mathrm{E}_{0} w_{\alpha_{1}}^{\prime} w_{\alpha_{2}}^{\prime} w_{\alpha_{3}}^{\prime} \leq K_{0}(\kappa, m) v_{\alpha_{1}} v_{\alpha_{2}} v_{\alpha_{3}} \tag{15.186}
\end{equation*}
$$

The important fact here is that the constant $K_{0}(\kappa, m)$ does not depend on the r.v. $U$. The idea is now to consider $U_{\alpha}=\exp h_{\alpha}$ where $h_{\alpha}=\sum_{\ell \leq s} \eta_{\alpha, \ell}$ where $\left(\eta_{\alpha, \ell}\right)_{\alpha, \ell \geq 1}$ are independent Bernoulli r.v.s and $s$ a large enough integer to be determined later. The important point is that $\max _{\alpha} v_{\alpha}$ becomes small as $s$ becomes large. To see this we observe that by the choice of $U$

$$
v_{\alpha}=\mathrm{E}_{0} w_{\alpha} \frac{\exp h_{\alpha}}{Z}
$$

where $Z=\sum_{\gamma} w_{\gamma} \exp h_{\gamma}$. Now

$$
\left(\mathrm{E} \exp m h_{\alpha}\right)^{1 / m}=A^{s}
$$

where $A=(\operatorname{ch} m)^{1 / m}>1$ is independent of $s$. For large $s$ we have $A^{s / 2}=v A^{s}$ where $v=A^{-s / 2}$ is very small. By (15.179) and (15.174) it becomes very rare for large $s$ that $Z \leq A^{s / 2}$. By (A.19) (used for $s$ rather than $N$ ) we have $\mathrm{E} \exp \left(h_{\alpha}^{2} / s\right) \leq \sqrt{2}$ so that for large $s$ it is also very rare that $h_{\alpha} \geq(s / 4) \log A$. Thus the quantity $w_{\alpha} \exp h_{\alpha} / Z$ is very rarely $\geq A^{-s / 4}$, and since it is always $\leq 1$, its expectation becomes very small for large $s$. Recalling the constant $K_{0}(\kappa, m)$ of (15.186), let us consider $0<\delta<\kappa / K_{0}(\kappa, m)$, that is also small enough that

$$
\begin{equation*}
\delta<\min _{1 \leq p<r}\left|q_{p}-q_{p+1}\right| . \tag{15.187}
\end{equation*}
$$

Let us then consider $\varepsilon>0$ (with $\varepsilon<\delta$ ) that is provided by Proposition 15.6.8 for this value of $\delta$. Let us finally fix $s$ large enough (depending only on $m$ and $\kappa$ ) that $\max _{\alpha} v_{\alpha} \leq \varepsilon$. Since $\lambda$ a.s. we have $q_{\alpha, \gamma} \leq q_{2}$ for $\alpha \neq \gamma$, we see that

$$
\begin{equation*}
\sum\left\{v_{\alpha} v_{\gamma} ; q_{\alpha, \gamma}>q_{2}\right\}=\sum_{\alpha} v_{\alpha}^{2} \leq\left(\max _{\alpha} v_{\alpha}\right) \sum_{\alpha \geq 1} v_{\alpha} \leq \varepsilon . \tag{15.188}
\end{equation*}
$$

Since the matrix $\left(q_{\alpha, \gamma}\right)$ is positive definite, there exists a sequence $\left(x_{\alpha}\right)$ of points in a Hilbert space such that $q_{\alpha, \gamma}=x_{\alpha} \cdot x_{\gamma}$. Consider the probability measure $\pi=\sum_{\alpha \geq 1} v_{\alpha} \delta_{x_{\alpha}}$ on $H$. By (15.188) it satisfies (15.176) for $q=q_{2}$ and hence (15.177). Now, by (15.187) and since $q_{\alpha, \gamma} \in\left\{q_{r}, \ldots, q_{1}\right\}$, if $q_{\alpha_{2}, \alpha_{3}} \neq$ $q_{\alpha_{1}, \alpha_{3}}$ we have $\left|q_{\alpha_{1}, \alpha_{3}}-q_{\alpha_{2}, \alpha_{3}}\right| \geq \delta$, and (15.177) implies that

$$
\sum\left\{v_{\alpha_{1}} v_{\alpha_{2}} v_{\alpha_{3}} ;\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in W\right\} \leq \delta \leq \kappa / K_{0}(\kappa, m)
$$

and thus by (15.186),

$$
\begin{equation*}
\mathrm{E}_{0} \sum\left\{w_{\alpha_{1}}^{\prime} w_{\alpha_{2}}^{\prime} w_{\alpha_{3}}^{\prime} ;\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in W\right\} \leq \kappa \tag{15.189}
\end{equation*}
$$

This is true provided (15.179) holds for each $\alpha$, which occurs with $\lambda$ probability $\geq 1-\kappa$. Thus, taking expectation $E_{\lambda}$ in (15.189), we obtain

$$
\mathrm{EE}_{\lambda} \sum\left\{w_{\alpha_{1}}^{\prime} w_{\alpha_{2}}^{\prime} w_{\alpha_{3}}^{\prime} ;\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in W\right\} \leq 2 \kappa .
$$

Now we observe that by the choice of $U, w_{\alpha}^{\prime}$ is the quantity $w_{\alpha}^{s}$ of (15.152), and thus

$$
\begin{equation*}
\mathrm{EE}_{\lambda} \sum\left\{w_{\alpha_{1}}^{s} w_{\alpha_{2}}^{s} w_{\alpha_{3}}^{s} ;\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in W\right\} \leq 2 \kappa \tag{15.190}
\end{equation*}
$$

Consider now the function $f^{*}$ on $\mathbb{R}^{3}$ valued in $\{0,1\}$ such that

$$
f^{*}\left(x_{1,2}, x_{1,3}, x_{2,3}\right)=1 \quad \Leftrightarrow \quad x_{1,2}=q_{2}, \quad x_{1,3}<q_{2}, \quad x_{2,3} \neq x_{1,3} .
$$

Then use of (15.153) and (15.190) for this function show that

$$
\mathrm{E}_{\lambda} \sum\left\{w_{\alpha_{1}} w_{\alpha_{2}} w_{\alpha_{3}} ;\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in W\right\} \leq 2 \kappa
$$

and since $\kappa$ is arbitrary we have

$$
\mathrm{E}_{\lambda} \sum\left\{w_{\alpha_{1}} w_{\alpha_{2}} w_{\alpha_{3}} ;\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in W\right\}=0
$$

so that $W$ is empty $\lambda$ a.s.
Since $W$ is empty $\lambda$ a.s., $\lambda$ a.s. we have

$$
\begin{equation*}
q_{\alpha_{1}, \alpha_{2}}=q_{2}, \quad q_{\alpha_{1}, \alpha_{3}}<q_{2} \Rightarrow q_{\alpha_{2}, \alpha_{3}}=q_{\alpha_{1}, \alpha_{3}} . \tag{15.191}
\end{equation*}
$$

Lemma 15.6.10. When (15.191) occurs, the relation

$$
\begin{equation*}
\alpha \sim \gamma \quad \Leftrightarrow \quad q_{\alpha, \gamma} \geq q_{2} \tag{15.192}
\end{equation*}
$$

is an equivalence relation. Moreover, if $\alpha \sim \alpha^{\prime}, \gamma \sim \gamma^{\prime}$ but $\alpha \nsim \gamma$, then $q_{\alpha, \gamma}=q_{\alpha^{\prime}, \gamma^{\prime}}$.

Proof. First we have $\alpha \sim \alpha$ because $q_{\alpha, \alpha}=q_{1} \geq q_{2}$. Next, consider $\alpha_{1}, \alpha_{2}, \alpha_{3}$ with $\alpha_{1} \sim \alpha_{2}$ and $\alpha_{2} \sim \alpha_{3}$. If $q_{\alpha_{1}, \alpha_{2}}=q_{1}$, then by (15.160) we have $\alpha_{1}=\alpha_{2}$ and then $\alpha_{1} \sim \alpha_{3}$. Otherwise we have $\alpha_{1} \neq \alpha_{2}$, so $q_{\alpha_{1}, \alpha_{2}}=q_{2}$. Then we must have $q_{\alpha_{1}, \alpha_{3}} \geq q_{2}$, for otherwise (15.191) shows that $q_{\alpha_{2}, \alpha_{3}}=q_{\alpha_{1}, \alpha_{3}}<q_{2}$, and we cannot have $\alpha_{2} \sim \alpha_{3}$. Thus $\sim$ is an equivalence relation.

If $\alpha \sim \alpha^{\prime}$ and $\alpha \nsim \gamma$, then $q_{\alpha, \alpha^{\prime}} \geq q_{2}$ and $q_{\alpha, \gamma}<q_{2}$. If $\alpha=\alpha^{\prime}$, then $q_{\alpha^{\prime}, \gamma}=q_{\alpha, \gamma}$. Otherwise, $q_{\alpha, \alpha^{\prime}}=q_{2}$ and (15.191) shows that $q_{\alpha^{\prime}, \gamma}=q_{\alpha, \gamma}$. So always $q_{\alpha^{\prime}, \gamma}=q_{\alpha, \gamma}$. If now $\gamma \sim \gamma^{\prime}$, since $\alpha^{\prime} \nsim \gamma$ the previous argument shows that $q_{\alpha^{\prime}, \gamma}=q_{\alpha^{\prime}, \gamma^{\prime}}$, and thus $q_{\alpha, \gamma}=q_{\alpha^{\prime}, \gamma^{\prime}}$.

Let us enumerate the equivalence classes of the relation $\sim$ as $C_{1}, \ldots, C_{k}, \ldots$ (The notation is a little bit abusive because we have not proved yet that there is an infinite number of such equivalence classes.) We set

$$
\begin{equation*}
v_{k}=\sum_{\alpha \in C_{k}} w_{\alpha} \tag{15.193}
\end{equation*}
$$

and without loss of generality we may assume that the sequence $\left(v_{k}\right)$ is nonincreasing.

Lemma 15.6.11. The equivalence classes $C_{k}$ are infinite $\lambda$ a.s.

Proof. Let us define $q_{\alpha, \gamma}^{\prime}=\max \left(q_{3}, q_{\alpha, \gamma}\right)$, and let us define the measure $\mu^{\sim}$ on the set $\mathcal{C}$ as

$$
\begin{equation*}
" \text { the law of the element }\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}^{\prime}\right)_{1 \leq \ell<\ell^{\prime}} \in \mathcal{C} " . \tag{15.194}
\end{equation*}
$$

That is, for a function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$ we have, recalling the notation $\mathbf{x}_{n}=$ $\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}$,

$$
\int f^{*}\left(\mathbf{x}_{n}\right) \mathrm{d} \mu^{\sim}(\mathbf{x})=\mathrm{E}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} f^{*}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}^{\prime}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) .
$$

Let us consider the subset $\mathcal{C}^{\prime}$ of $\mathcal{C}$ that consists of the sequences $\mathbf{x}=\left(x_{\ell, \ell^{\prime}}\right)$ with the following properties

$$
\forall \ell<\ell^{\prime}, x_{\ell, \ell^{\prime}} \in\left\{q_{3}, q_{2}, q_{1}\right\}
$$

The relation $\ell \mathcal{R} \ell^{\prime} \Leftrightarrow x_{\ell, \ell^{\prime}} \geq q_{1}$ is an equivalence relation on $\mathbb{N}^{*}$
The relation $\ell \mathcal{R}^{\prime} \ell^{\prime} \Leftrightarrow x_{\ell, \ell^{\prime}} \geq q_{2}$ is an equivalence relation on $\mathbb{N}^{*}$

At least one of the equivalences classes for $\mathcal{R}^{\prime}$ contains only finitely many classes for $\mathcal{R}$.

When one of the classes $C_{k}$ is finite, and when at least one of the points $\alpha^{\ell}$ for $\ell \geq 1$ belongs to $C_{k}$ the sequence $\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}^{\prime}\right)_{1 \leq \ell<\ell^{\prime}}$ belongs to $\mathcal{C}^{\prime}$. This is because

$$
\ell \mathcal{R} \ell^{\prime} \Leftrightarrow \alpha^{\ell}=\alpha^{\ell^{\prime}}
$$

so that the set $\left\{\ell ; \alpha^{\ell} \in C_{k}\right\}$ is an equivalence class for $\mathcal{R}^{\prime}$, that contains only finitely many classes for $\mathcal{R}$. So, it suffices to prove that $\mu^{\sim}\left(\mathcal{C}^{\prime}\right)=0$.

It is obvious that $\mu^{\sim}$ is symmetric (in the sense of Definition 15.3.1). It is obvious that $\mu^{\sim}$ satisfies the extended Ghirlanda-Guerra identities (as in Definition 15.3.4), as this simply amounts to use (15.108) in the case where
the function depends on each $x_{\ell, \ell^{\prime}}$ only through $\max \left(x_{\ell, \ell^{\prime}}, q_{3}\right)$. Moreover, the numbers $q_{\alpha, \gamma}^{\prime}=\max \left(q_{3}, q_{\alpha, \gamma}\right)$ satisfy

$$
q_{\alpha, \delta}^{\prime} \geq \min \left(q_{\alpha, \gamma}^{\prime}, q_{\gamma, \delta}^{\prime}\right)
$$

and, as in the proof of Theorem 15.3.6 this shows that $\mu^{\sim}$ is ultrametric. The one dimensional marginal $\mu$ of $\mu^{\sim}$ is supported by the set $\left\{q_{3}, q_{2}, q_{1}\right\}$, and, by (15.178), it gives positive mass to each of these points.

Now comes the punch line. In the "existence part" of Theorem 15.3.6, we have used Poisson-Dirichlet cascades to construct a symmetric measure $\mu^{*}$ on $\mathcal{C}$, that satisfies the extended Ghirlanda-Guerra identities, and that has $\mu$ as one dimensional marginal. The "uniqueness part" of Theorem 15.3.6 proves that $\mu^{\sim}=\mu^{*}$, so it suffices to prove that $\mu^{*}\left(\mathcal{C}^{\prime}\right)=0$. This, however, is obvious by (15.43), since the weights $v_{\alpha}, \alpha \in A=\mathbb{N}^{* 3}$ are a.s. all $>0$ by construction, and since on $A$ all the equivalence classes of the relation

$$
\alpha \mathcal{R}^{\prime \prime} \gamma \Leftrightarrow q_{\alpha, \gamma} \geq q_{2} \Leftrightarrow(\alpha, \gamma) \geq 2
$$

are infinite, because they are exactly the sets $\left\{\left(j_{1}, j_{2}, j\right) ; j \in \mathbb{N}^{*}\right\}$ where $j_{1}$ and $j_{2}$ are given integers.

Let us define $\bar{q}_{k, k}=q_{2}$ and if $k \neq k^{\prime}$ let us define $\bar{q}_{k, k^{\prime}}=q_{\alpha, \gamma}$ where $\alpha \in C_{k}$ and $\gamma \in C_{k^{\prime}}$ (a quantity that does not depend on the choice of $\alpha$ and $\gamma$ by the second part of Lemma 15.6.10.)

Lemma 15.6.12. The matrix $\left(\bar{q}_{k, k^{\prime}}\right)$ is positive definite.

Proof. Since the matrix $\left(q_{\alpha, \gamma}\right)$ is positive definite, there exists vectors $\left(x_{\alpha}\right)_{\alpha \geq 1}$ in a Hilbert space such that $x_{\alpha} \cdot x_{\gamma}=q_{\alpha, \gamma}$. For each $k$ consider $(\alpha(k, i))_{i \geq 1}$ distinct points of $C_{k}$. Given $n$ consider $y_{k}=n^{-1} \sum_{i \leq n} x_{\alpha(k, i)}$ so $y_{k} \cdot y_{k^{\prime}}=\bar{q}_{k, k^{\prime}}$ if $k \neq k^{\prime}$ (since then $x_{\alpha} \cdot x_{\gamma}=\bar{q}_{k, k^{\prime}}$ for $\alpha \in C_{k}$ and $\gamma \in C_{k^{\prime}}$ ), while for $k=k^{\prime}$

$$
y_{k} \cdot y_{k}=q_{2}+\frac{1}{n}\left(q_{1}-q_{2}\right)
$$

since $x_{\alpha} \cdot x_{\alpha}=q_{1}$ and $x_{\alpha} \cdot x_{\gamma}=q_{2}$ for $\alpha \neq \gamma, \alpha, \gamma \in C_{k}$. Thus for each $n$ the $\operatorname{matrix}\left(\bar{q}_{k, k^{\prime}}+\left(q_{1}-q_{2}\right) / n \mathbf{1}_{\left\{k=k^{\prime}\right\}}\right)$ is positive definite.
Proof of Theorem 15.6.1. The proof is by induction over $r$. The case $r=2$ is obvious. The map

$$
\left(\left(w_{\alpha}\right)_{\alpha \geq 1},\left(q_{\alpha, \gamma}\right)\right) \mapsto\left(\left(v_{k}\right)_{k \geq 1},\left(\bar{q}_{k, k^{\prime}}\right)\right) \in \mathcal{S} \times \mathcal{Q}
$$

is well defined $\lambda$ a.s. Let us call $\lambda^{\prime}$ the image measure of $\lambda$, and observe that $\bar{q}_{k, k^{\prime}} \in\left\{q_{r}, \ldots, q_{2}\right\}$. For a function $f^{*}$ on $\mathbb{R}^{n(n-1) / 2}$ consider the function $\widehat{f}$ on $\mathbb{R}^{n(n-1) / 2}$ given by

$$
\widehat{f}\left(\left(x_{\ell, \ell^{\prime}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)=f^{*}\left(\left(\min \left(q_{2}, x_{\ell, \ell^{\prime}}\right)\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) .
$$

Then since for $\alpha \in C_{k}$ and $\gamma \in C_{k^{\prime}}$ we have $\bar{q}_{k, k^{\prime}}=\min \left(q_{2}, q_{\alpha, \gamma}\right)$, we see that

$$
\begin{aligned}
& \sum_{k^{1}, \ldots, k^{n}} v_{k^{1}} \cdots v_{k^{n}} f^{*}\left(\left(\bar{q}_{k^{\ell}, k^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \\
= & \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} \widehat{f}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right)
\end{aligned}
$$

and by definition of $\lambda^{\prime}$,

$$
\begin{aligned}
& \mathrm{E}_{\lambda^{\prime}} \sum_{k^{1}, \ldots, k^{n}} v_{k^{1}} \cdots v_{k^{n}} f^{*}\left(\left(\bar{q}_{k^{\ell}, k^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} \leq n}\right) \\
= & \mathrm{E}_{\lambda} \sum_{\alpha^{1}, \ldots, \alpha^{n}} w_{\alpha^{1}} \cdots w_{\alpha^{n}} \widehat{f}\left(\left(q_{\alpha^{\ell}, \alpha^{\ell^{\prime}}}\right)_{1 \leq \ell<\ell^{\prime} n}\right) .
\end{aligned}
$$

This identity should make it obvious that $\lambda^{\prime}$ satisfies the extended GhirlandaGuerra identities since this is the case for $\lambda$.

Finally, by construction we have $\bar{q}_{k, k}=q_{2}$ and $\bar{q}_{k, k^{\prime}}<q_{2}$ if $k \neq k^{\prime}$ (as is shown by the definition of the equivalence relation $\sim$ ).

This concludes the proof of the inductive step from $r-1$ to $r$ and of Theorem 15.6.1.

Remark 15.6.13. It is not difficult to see that Theorem 15.6.1 remains true without assuming condition (15.160). To see this one simply shows that the relation

$$
\alpha \sim \gamma \Leftrightarrow q_{\alpha, \gamma}=q_{1}
$$

is an equivalence relation (which is obvious of we think that there exist vectors $x_{\alpha}$ in Hilbert space with $q_{\alpha, \gamma}=x_{\alpha} \cdot x_{\gamma}$, since then $\alpha \sim \gamma$ if and only if $x_{\alpha}=x_{\gamma}$ ). One then "merges all the elements in an equivalence class" to obtain a new determinator $\lambda^{\prime}$ that satisfies (15.160), the extended GhirlandaGuerra identities and is ultrametric if and only if $\lambda$ is ultrametric.

### 15.7 Problems: Strong Ultrametricity and Chaos

It is quite natural to consider the following stronger version of the ultrametricity conjecture (Conjecture 15.3.3).

Conjecture 15.7.1. (Level 3) If $\varepsilon>0$, we have

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{R_{1,3}+\varepsilon \leq \min \left(R_{1,2}, R_{2,3}\right)\right\}}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{15.195}
\end{equation*}
$$

where $K$ is independent of $N$.

Given three numbers $u_{1,2}, u_{2,3}, u_{1,3}$, a natural approach to this conjecture is to try to find a bound for

$$
\begin{align*}
p_{N}\left(u_{1,2}, u_{2,3}, u_{1,3}\right) & :=\frac{1}{N} \mathrm{E} \log \sum \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)-H_{N}\left(\boldsymbol{\sigma}^{3}\right)\right. \\
& \left.+\sum_{i \leq N} \sum_{\ell \leq 3} h_{i} \sigma_{i}^{\ell}\right) \tag{15.196}
\end{align*}
$$

where the summation is over the set of triplets $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \boldsymbol{\sigma}^{3}\right)$ of configurations for which $R_{\ell, \ell^{\prime}}=u_{\ell, \ell^{\prime}}$ for $\ell, \ell^{\prime}=1,2,3, \ell \neq \ell^{\prime}$.
The most natural route is to copy the scheme of Lemma 14.6.1, and, since it requires no extra work, we will write this scheme in the greatest generality we can. Consider an integer $n$, and jointly Gaussian Hamiltonians $H_{1}, \ldots, H_{n}$ on $\Sigma_{N}$. We assume that for $\ell, \ell^{\prime} \leq n$ there is a convex function $\xi_{\ell, \ell^{\prime}}$ such that

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} H_{\ell}\left(\boldsymbol{\sigma}^{1}\right) H_{\ell^{\prime}}\left(\boldsymbol{\sigma}^{2}\right)=\xi_{\ell, \ell^{\prime}}\left(R_{1,2}\right) \tag{15.197}
\end{equation*}
$$

Consider numbers $\left(u_{\ell, \ell^{\prime}}\right)$ for $1 \leq \ell, \ell^{\prime} \leq n$ and assume

$$
u_{\ell, \ell}=1 ; \quad u_{\ell, \ell^{\prime}}=u_{\ell^{\prime}, \ell} .
$$

Consider the set $B$ of $n$-tuples of configurations $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)$ such that

$$
\forall \ell, \ell^{\prime} \leq n, \quad R_{\ell, \ell^{\prime}}=u_{\ell, \ell^{\prime}}
$$

We try to find an upper bound for

$$
\begin{equation*}
p_{N, B}=\frac{1}{N} \log \sum_{B} \exp \left(-\sum_{\ell \leq n} H_{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)-H_{0}\right) \tag{15.198}
\end{equation*}
$$

where $H_{0}=H_{0}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)$ is a random Hamiltonian probabilistically independent of $H_{1}, \ldots, H_{n}$. Consider a set $A$, and a Gaussian Hamiltonian $H\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right)$ where $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n} \in \Sigma_{N}$ and $\alpha \in A$. Let us assume that there exists numbers $q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\left(\ell, \ell^{\prime} \leq n, \alpha, \gamma \in A\right)$ such that, for any $\alpha, \gamma \in A$ and any $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n} \in \Sigma_{N}$ we have

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right) H\left(\boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n}, \gamma\right)=\sum_{\ell, \ell^{\prime} \leq n} R^{\ell, \ell^{\prime}} \xi_{\ell, \ell^{\prime}}^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right) \tag{15.199}
\end{equation*}
$$

where $R^{\ell, \ell^{\prime}}=N^{-1} \sum_{i \leq N} \sigma_{i}^{\ell} \tau_{i}^{\ell^{\prime}}$. Assume moreover that

$$
\begin{equation*}
\forall \ell, \ell^{\prime} \leq n, \forall \alpha \in A, q_{\alpha, \alpha}^{\ell, \ell^{\prime}}=u_{\ell, \ell^{\prime}} \tag{15.200}
\end{equation*}
$$

For $0 \leq s \leq 1$ consider the interpolating Hamiltonian

$$
\begin{aligned}
H_{s}\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right) & =\sqrt{s} \sum_{\ell \leq n} H_{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)+\sqrt{1-s} H\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right) \\
& +H_{0}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)
\end{aligned}
$$

Consider random weights $w_{\alpha}$ on $A$; we assume of course that the randomnesses of $H_{\ell}, H, H_{0}, w_{\alpha}$ are all independent of each other. Given a function $f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right)$ we define

$$
\left\langle f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right)\right\rangle_{s}=\frac{1}{Z_{s}} \sum_{\alpha, B} w_{\alpha} f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right) \exp \left(-H_{s}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right)\right)
$$

where $Z_{s}$ is the normalizing factor, and where the sum is over $\alpha \in A$ and all $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in B$.

Lemma 15.7.2. The function

$$
\varphi(s)=\frac{1}{N} \mathrm{E} \log \sum_{\alpha, B} w_{\alpha} \exp \left(-H_{s}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right)\right)
$$

satisfies

$$
\begin{equation*}
\varphi^{\prime}(s) \leq-\frac{1}{2} \sum_{\ell, \ell^{\prime} \leq n} \theta_{\ell, \ell^{\prime}}\left(u_{\ell, \ell^{\prime}}\right)+\frac{1}{2} \sum_{\ell, \ell^{\prime} \leq n} \mathrm{E}\left\langle\theta_{\ell, \ell^{\prime}}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)\right\rangle_{s} \tag{15.201}
\end{equation*}
$$

where $\theta_{\ell, \ell^{\prime}}(x)=x \xi_{\ell, \ell^{\prime}}^{\prime}(x)-\xi_{\ell, \ell^{\prime}}(x)$.
Proof. This is the same proof as in Lemma 14.6.1, although the greater generality makes the proof easier to write. Let us define

$$
\begin{aligned}
& U\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n}, \alpha, \gamma\right)= \\
& \frac{1}{2 N}\left(\mathrm{E}\left(\sum_{\ell \leq n} H_{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)\right)\left(\sum_{\ell \leq n} H_{\ell}\left(\boldsymbol{\tau}^{\ell}\right)\right)-\mathrm{E} H\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right) H\left(\boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n}, \gamma\right)\right)
\end{aligned}
$$

Use of (15.197) and (15.199) show that

$$
\begin{align*}
U\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n}, \alpha, \gamma\right) & =\frac{1}{2}\left(\sum_{\ell, \ell^{\prime}} \xi_{\ell, \ell^{\prime}}\left(R^{\ell, \ell^{\prime}}\right)-R^{\ell, \ell^{\prime}} \xi_{\ell, \ell^{\prime}}^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)\right) \\
& =-\frac{1}{2} \sum_{\ell, \ell^{\prime}} \theta_{\ell, \ell^{\prime}}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)+\frac{1}{2} \sum_{\ell, \ell^{\prime}} S_{\alpha, \gamma}^{\ell, \ell^{\prime}}, \quad \tag{15.202}
\end{align*}
$$

where

$$
S_{\alpha, \gamma}^{\ell, \ell^{\prime}}=\xi_{\ell, \ell^{\prime}}\left(R^{\ell, \ell^{\prime}}\right)-R^{\ell, \ell^{\prime}} \xi_{\ell, \ell^{\prime}}^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)+\theta_{\ell, \ell^{\prime}}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)
$$

The quantity $S_{\alpha, \gamma}^{\ell, \ell^{\prime}}$ has two remarkable properties:

$$
\begin{gather*}
S_{\alpha, \gamma}^{\ell, \ell^{\prime}} \geq 0  \tag{15.203}\\
\left(\boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n}\right)=\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in B, \gamma=\alpha \Rightarrow S_{\alpha, \gamma}^{\ell, \ell^{\prime}}=0 . \tag{15.204}
\end{gather*}
$$

This is because then $R^{\ell, \ell^{\prime}}=u_{\ell, \ell^{\prime}}=q_{\alpha, \gamma}^{\ell, \ell^{\prime}}$ by (15.200) and the definition of $B$. Now, differentiation in $s$ and integration by parts show that

$$
\begin{aligned}
\varphi^{\prime}(s) & =\mathrm{E}\left\langle U\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha, \alpha\right)\right\rangle_{s} \\
& -\mathrm{E}\left\langle U\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{n}, \alpha, \gamma\right)\right\rangle_{s}
\end{aligned}
$$

and (15.202), (15.203) and (15.204) imply the result.
Let us next consider an integer $\kappa$, and, for $0 \leq p \leq \kappa$ jointly Gaussian $n$ tuples $\left(y_{p}^{\ell}\right)_{\ell \leq n}$, such that, for certain numbers $\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\left(1 \leq p \leq \kappa+1 ; \ell, \ell^{\prime} \leq n\right)$ we have

$$
\begin{equation*}
\mathrm{E} y_{p}^{\ell} y_{p}^{\ell^{\prime}}=\xi_{\ell, \ell^{\prime}}^{\prime}\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\xi_{\ell, \ell^{\prime}}^{\prime}\left(\rho_{p}^{\ell, \ell^{\prime}}\right) \tag{15.205}
\end{equation*}
$$

Let us further assume that

$$
\begin{equation*}
\rho_{0}^{\ell, \ell^{\prime}}=0 ; \quad \rho_{\kappa+1}^{\ell, \ell^{\prime}}=u_{\ell, \ell^{\prime}} \tag{15.206}
\end{equation*}
$$

For $\alpha \in \mathbb{N}^{* \kappa}$ we define the $n$-tuples $\left(y_{i, p, \alpha}^{\ell}\right)_{\ell \leq n}$ as in (14.134) and we use the Hamiltonian

$$
H\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}, \alpha\right)=\sum_{\ell \leq n} \sum_{i \leq N} \sigma_{i}^{\ell}\left(\sum_{0 \leq p \leq \kappa} y_{i, p, \alpha}^{\ell}\right)
$$

so that (15.199) holds for $q_{\alpha, \gamma}^{\ell, \ell^{\prime}}=\rho_{(\alpha, \gamma)}^{\ell, \ell^{\prime}}$. Assume that the weights $\left(w_{\alpha}\right)$ form a Poisson-Dirichlet cascade associated to the sequence $0<n_{1}<\ldots<n_{\kappa-1}<$ $n_{\kappa}=1$ (and we will now denote these weights by $\left(v_{\alpha}\right)$ ). By (14.38) we have $\left\langle\mathrm{E} 1_{\{(\alpha, \gamma)=p\}}\right\rangle_{s}=n_{p}-n_{p-1}$ and (15.201) yields, using (15.200)

$$
\begin{aligned}
\varphi^{\prime}(s) & \leq-\frac{1}{2} \sum_{\ell, \ell^{\prime} \leq n} \theta\left(u_{\ell, \ell^{\prime}}\right)+\frac{1}{2} \sum_{\ell, \ell^{\prime} \leq n} \sum_{1 \leq p \leq \kappa} \theta_{\ell, \ell^{\prime}}\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\left(n_{p+1}-n_{p}\right) \\
& =-\frac{1}{2} \sum_{\ell, \ell^{\prime} \leq n} \sum_{1 \leq p \leq \kappa} n_{p}\left(\theta_{\ell, \ell^{\prime}}\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta_{\ell, \ell^{\prime}}\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)
\end{aligned}
$$

To bound $\varphi(0)$, let us assume that

$$
\begin{equation*}
H_{0}\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=\sum_{i \leq N} \sum_{\ell \leq n} h_{i}^{\ell} \sigma_{i}^{\ell} \tag{15.207}
\end{equation*}
$$

where $\left(h_{i}^{\ell}\right)_{\ell \leq n, i \leq N}$ are i.i.d. copies of a random $n$-tuple $\left(h^{1}, \ldots, h^{n}\right)$. Then, given numbers $\lambda_{\ell, \ell^{\prime}}$, and since $N R_{\ell, \ell^{\prime}}=\sum_{i \leq n} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}$, we have

$$
\begin{aligned}
\varphi(0) & =\frac{1}{N} \mathrm{E} \log \sum_{\alpha} v_{\alpha} \sum_{B} \exp \sum_{i \leq N}\left(\sum_{\ell \leq n} \sigma_{i}^{\ell}\left(h_{i}^{\ell}+\sum_{0 \leq p \leq \kappa} y_{i, p, \alpha}^{\ell}\right)\right. \\
& \left.+\sum_{1 \leq \ell, \ell^{\prime} \leq n} \lambda_{\ell, \ell^{\prime}} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}\right)-\sum_{1 \leq \ell<\ell^{\prime} \leq n} \lambda_{\ell, \ell^{\prime}} u_{\ell, \ell^{\prime}} .
\end{aligned}
$$

We bound this expression by replacing the sum over $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in B$ by the sum over all configurations; we transform it using Theorem 14.2.1 and we then decouples over the sites as in (14.141) to obtain the following, where we recall the notation $p_{N, B}$ of (15.198).

Theorem 15.7.3. Under the previous conditions we have

$$
\begin{align*}
p_{N, B} & \leq Y_{0}-\sum_{1 \leq \ell<\ell^{\prime} \leq n} \lambda_{\ell, \ell^{\prime}} u_{\ell, \ell^{\prime}} \\
& -\frac{1}{2} \sum_{\ell, \ell^{\prime} \leq n} \sum_{0 \leq p \leq \kappa} n_{p}\left(\theta_{\ell, \ell^{\prime}}\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta_{\ell, \ell^{\prime}}\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right), \tag{15.208}
\end{align*}
$$

where the quantity $Y_{0}$ is defined as follows. Starting with

$$
Y_{\kappa+1}=\log \sum_{\varepsilon_{1}, \ldots \varepsilon_{n}= \pm 1} \exp \left(\sum_{\ell \leq n} \varepsilon_{\ell}\left(h^{\ell}+\sum_{0 \leq p \leq \kappa} y_{p}^{\ell}\right)+\sum_{1 \leq \ell<\ell^{\prime} \leq n} \lambda_{\ell, \ell^{\prime}} \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)
$$

we define recursively

$$
\begin{equation*}
Y_{p}=\frac{1}{n_{p}} \log \mathrm{E}_{p} \exp n_{p} Y_{p+1} \tag{15.209}
\end{equation*}
$$

where $\mathrm{E}_{p}$ denotes expectation in the r.v.s $y_{n}^{\ell}$ for $n \geq p$ and we set $Y_{0}=\mathrm{E} Y_{1}$.

Research Problem 15.7.4. (Level 3) Is the bound (15.208) sharp? That is, is it true that, as $N \rightarrow \infty$, the limit of the left-hand side is the infimum of the right-hand side of $(15.208)$ over the choices of parameters?

If we assume (15.207), and that each function $\xi_{\ell, \ell}$ satisfies the conditions (14.101), then replacing in (15.198) the summation $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) \in B$ by the summation over all values of $\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)$, and using Theorem 14.5.1 we see that with obvious notation

$$
p_{N, B} \leq \sum_{\ell \leq n} \mathcal{P}\left(\xi_{\ell, \ell}, h^{\ell}\right)
$$

Research Problem 15.7.5. (Level 3) Given $\varepsilon>0$, does there exist a choice of parameters such that the right-hand side of (15.208) is $\leq \sum_{\ell \leq n} \mathcal{P}\left(\xi_{\ell, \ell}, h^{\ell}\right)+$ $\varepsilon$ ?

When $n=2, H_{1}=H_{2}$ and $h^{1}=h^{2}$, the answer is yes, a fact that played a fundamental part in the proof of Theorem 14.5.1. Following the same idea, the reader is strongly encouraged to solve the following very beautiful exercise.

Exercise 15.7.6. Assume that $n=3, H_{1}=H_{2}=H_{3}, h^{1}=h^{2}=h^{3}$, $u_{1,2}=u_{1,3}<u_{2,3}$. Prove that in this case, Problem 15.7.4 has a positive solution.

This unfortunately does not help towards Conjecture 15.7.1 since the relation $u_{1,2}=u_{1,3}<u_{2,3}$ is precisely the one allowed by ultrametricity.

If we have found the correct bound for $p_{N, B}$, we certainly expect that Problem 15.7.5 has a positive solution. On the other hand, it is probably too naive to expect that this problem will yield to direct attack (i.e. a simple method to choose the parameters). The reason is that a choice of parameters giving a good bound in (15.208) should be related to the structure of the Gibbs measure on $B$ with Hamiltonian

$$
\begin{equation*}
\sum_{\ell \leq n}\left(-H_{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)+\sum_{i \leq N} h_{i}^{\ell} \sigma_{i}^{\ell}\right) \tag{15.210}
\end{equation*}
$$

When $B$ is an "infinitesimally small" subset of $\Sigma_{N}^{n}$ one really see no reasons why the structure of the Gibbs measure on $B$ should be simply related to the structure of the Gibbs measure on the whole of $\Sigma_{N}^{n}$. Understanding what happens is possibly the main remaining open question for this class of models.

It must also be said that even when the ultrametricity condition is violated, say $u_{1,2}<u_{2,3}<u_{1,3}$ it is not absolutely certain (recalling (15.196)) that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} p_{N}\left(u_{1,2}, u_{2,3}, u_{3,1}\right)<3 \mathcal{P}(\xi, h) \tag{15.211}
\end{equation*}
$$

An example (albeit a rather special one and for a different model) is provided in [81]. Still, one might hope that $(15.210)$ holds "most of the time". Here is a much simpler question that would deserve to be completely clarified.

Research Problem 15.7.7. (Level $1^{+}$) Under the conditions of Theorem 14.5.1, prove the following is "typically true". If $\mu$ is a Parisi measure (as defined in the previous section) and if $u$ does not belong to the support of $\mu$ (i.e. $\mu(] u-\varepsilon, u+\varepsilon[)=0$ when $\varepsilon$ is small enough) then for $\varepsilon$ small enough we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \mathrm{E} \log \sum_{\left|R_{1,2}-u\right| \leq \varepsilon} \exp \left(-\sum_{\ell=1,2}\left(-H\left(\boldsymbol{\sigma}^{\ell}\right)+\sum_{i \leq N} h_{i} \sigma_{i}^{\ell}\right)\right)<2 \mathcal{P}(\xi, h) \tag{15.212}
\end{equation*}
$$

By "typically true" we mean that the set of parameters $\boldsymbol{\beta}$ for which this fails for the Hamiltonian (14.406) should be very small in some sense. On the other hand, we cannot expect that (15.212) will be true for all values of $\boldsymbol{\beta}$. This can be seen by considering the case of the Hamiltonian (14.406) when all the coefficients $\beta_{r}$ are zero, except for $r=p$ (a given large enough integer), and when there is no external field. In that case, it should become clear to the reader after studying the next chapter that, as $\beta_{p}$ grows from zero, the Parisi measure $\mu$ is first concentrated at zero, then, when $\beta_{p}$ crosses a certain value $\beta^{*}$ (and is not too large) the Parisi measure is concentrated at 0 and a point $q\left(\beta_{p}\right)$. Then (although the details have not been checked) it seems very likely that for $\beta_{p}=\beta^{*}$, the point $u=\lim _{\beta_{p} \rightarrow \beta_{+}^{*}} q\left(\beta_{p}\right)$ fails (15.212) (while the Parisi measure is concentrated at zero).

We now turn to the statement of another major open question, the socalled Chaos Problem, that we state in a very general form. Consider two Hamiltonians $H_{1}=H_{1, N}$ and $H_{2}=H_{2, N}$. Consider on $\Sigma_{N}^{2}$ the Hamiltonian

$$
\begin{equation*}
-H_{1}\left(\boldsymbol{\sigma}^{1}\right)-H_{2}\left(\boldsymbol{\sigma}^{2}\right) \tag{15.213}
\end{equation*}
$$

and $\langle\cdot\rangle$ an average for the corresponding Gibbs measure.
Definition 15.7.8. There is chaos between the Hamiltonians $H_{1}$ and $H_{2}$ when there exists a number $u$ (depending only on $H_{1}$ and $H_{2}$ ) such that

$$
\begin{equation*}
\forall \varepsilon>0, \quad \lim _{N \rightarrow \infty} \mathrm{E}\left\langle\mathbf{1}_{\left\{\left|R_{1,2}-u\right| \geq \varepsilon\right\}}\right\rangle=0 . \tag{15.214}
\end{equation*}
$$

In words "the overlap $R_{1,2}$ takes a unique value".
To discuss this idea, let us assume that each of the Hamiltonians $H_{\ell}$ is of the type (14.406). Each of these Hamiltonians then creates an intricate structure (that we have been studying in the present chapter). However the structures created by $H_{1}$ and $H_{2}$ are not well related. The "pure states" created by these two Hamiltonians are not "aligned" but rather in completely different directions.

A natural approach to the chaos problem would be to find bounds for

$$
p_{N, u}=\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(\sum_{\ell=1,2}-H_{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)+\sum_{i \leq N} h_{i}^{\ell} \sigma_{i}^{\ell}\right),
$$

and in particular to show that there exists a value $u_{0}$ such that for $u \neq u_{0}$ we have, for some $\varepsilon>0$ that

$$
p_{N, u}<\mathcal{P}\left(\xi_{1,1}, h^{1}\right)+\mathcal{P}\left(\xi_{2,2}, h^{2}\right)-\varepsilon .
$$

Of course, on has little chance to make this approach work unless on can first solve the corresponding case of Problem 15.7.5.

One might get the feeling that there should be chaos whenever the Parisi measures associated to $H_{1}$ and $H_{2}$ are "fundamentally different". Let us denote by $\mu_{1}$ and $\mu_{2}$ these Parisi measures.

Conjecture 15.7.9. (Level 3) There is chaos between $H_{1}$ and $H_{2}$ unless for a certain $t>0$ the restrictions of the Parisi measures $\mu_{1}$ and $\mu_{2}$ to a certain interval $[0, t]$ coincide, while $\mu_{1}([0, t])=\mu_{2}([0, t])>0$.

The reason why we state this conjecture in terms of Parisi measures is simply that so little is known about the way the Parisi measure depends on the parameters of the Hamiltonian. One of course would like to approach this conjecture through Theorem 15.7.3, but, as explained, this does not seem to be easy.

Research Problem 15.7.10. (Level 3) For the Hamiltonians of the type (14.406), is there a one to one correspondence between the Parisi measure and the parameters of the Hamiltonian? And can the condition of Conjecture 15.7.9 be satisfied unless the parameters of the two Hamiltonians are the same?

The following does not have any special consequence, but seems rather a curiosity.

Research Problem 15.7.11. Consider two Hamiltonians as in (15.213), and the function

$$
\psi(\lambda)=\lim _{N \rightarrow \infty} \frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \exp \left(-H_{1}\left(\boldsymbol{\sigma}^{1}\right)-H_{2}\left(\boldsymbol{\sigma}^{2}\right)-\lambda R_{1,2}\right) .
$$

If $\psi$ is differentiable at $\lambda=0$ then (it is an exercise to show that) there is chaos between the Hamiltonians $H_{1}$ and $H_{2}$. But can it ever happen that $\psi$ fails to be differentiable at some point $\lambda_{0} \neq 0$ ?

Since the author has already stuck his neck out so much by stating conjectures that are supported by little else than wishful thinking, there is really no reason to be shy any more. Consider two sequences $\boldsymbol{\beta}_{\ell}=\left(\beta_{\ell, p}\right)_{p \geq 1}, \ell=1,2$; consider a pair $\left(h^{1}, h^{2}\right)$ of r.v.s and i.i.d. copies $\left(h_{i}^{1}, h_{i}^{2}\right)_{i \leq N}$ of this pair. Consider the Hamiltonian

$$
\begin{equation*}
-H_{\ell}(\boldsymbol{\sigma})=\sum_{i \leq N} h_{i}^{\ell} \sigma_{i}+\sum_{p \geq 1} \frac{\beta_{\ell, p}}{N^{(p-1) / 2}} \sum_{i_{1}, \ldots, i_{p}} g_{i_{1}, \ldots, i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \tag{15.215}
\end{equation*}
$$

This is exactly the Hamiltonian (14.406), except that we "do not restrict the summation to even values of $p$ ".

Conjecture 15.7.12. (Level 3) (The Generalized Chaos conjecture for Ising spins) Assume it either of the following:

$$
\begin{equation*}
\boldsymbol{\beta}_{1} \neq \boldsymbol{\beta}_{2} \tag{15.216}
\end{equation*}
$$

or

$$
\begin{equation*}
\text { it is not true that } h^{1}=h^{2} \text { a.e. } \tag{15.217}
\end{equation*}
$$

Then there is chaos between the Hamiltonians $H_{1}$ and $H_{2}$.

The word 'chaos' reflects the idea that if we start with the Hamiltonian $H_{1}$ and make a change (however small) in one value of $\beta_{p}$ or in the external field, the structure of the Gibbs measure changes totally, in a chaotic rather than in a smooth way.

Let us point out that in the case where $\boldsymbol{\beta}_{1}=\boldsymbol{\beta}_{2}$ and (15.217) holds, while $h^{1}$ and $h^{2}$ have the same law then $H_{1}$ and $H_{2}$ have the same Parisi measure. The chaos is not created by a change of $\boldsymbol{\beta}$ but by a "change in the disorder of the external field".

Research Problem 15.7.13. (Level 1) When there are only terms for even $p$ in (15.215) for $H_{1}$ and $H_{2}$, prove that Conjecture 15.7.12 holds in the case where $\boldsymbol{\beta}_{1}=\boldsymbol{\beta}_{2}$ and $h^{1}$ and $h^{2}$ have the same distribution.

The reason that this is rated only level 1 is that in this case it is really easy to solve Problem 15.7.5. More hints about a possible scheme of proof will be given shortly.

In a direction similar to the case of Problem 15.7.13, S. Chatterjee considers in a recent paper [31] a more general situation of "Chaos in disorder". Let us consider two jointly Gaussian Hamiltonians $H_{1}$ and $H_{2}$, that have the same distribution, but that are correlated in such a manner that, for some $t \neq 1$ and a certain function $\xi$ we have

$$
\begin{equation*}
\mathrm{E} H_{1}\left(\boldsymbol{\sigma}^{1}\right) H_{2}\left(\boldsymbol{\sigma}^{2}\right)=t \xi\left(R_{1,2}\right), \tag{15.218}
\end{equation*}
$$

while

$$
\xi\left(R_{1,2}\right)=\mathrm{E} H_{1}\left(\boldsymbol{\sigma}^{1}\right) H_{1}\left(\boldsymbol{\sigma}^{2}\right)=\mathrm{E} H_{2}\left(\boldsymbol{\sigma}^{1}\right) H_{2}\left(\boldsymbol{\sigma}^{2}\right) .
$$

We also assume that the function $\xi$ satisfies the hypothesis of Theorem 14.5.1 (for otherwise our methods are currently powerless).

Research Problem 15.7.14. (Level 1+) Prove that there is chaos between the Hamiltonians $-H_{1}(\boldsymbol{\sigma})+h \sum_{i \leq N} \sigma_{i}$ and $-H_{2}(\boldsymbol{\sigma})+h \sum_{i \leq N} \sigma_{i}$.

One can also consider a situation with random external field, but the random external fields must have the same distribution to maintain the level 1 rating. This rating is intended modulo the ideas toward a solution that we explain now. First we explain why in the situation of Problem 15.7.14 it is not difficult to solve Problem 15.7.5. In that case, $n=2$, and we choose $\lambda_{1,2}=0$.

Given numbers $0=q_{0} \leq q_{1} \leq \ldots \leq q_{\kappa} \leq q_{\kappa+1}=1$ and $0=m_{0}<\ldots<$ $m_{\kappa} \leq 1$, and given an integer $\tau<\kappa$ let us then chose $\rho_{p}^{\ell, \ell^{\prime}}=q_{p}$ if either $p<\tau$ or $\ell=\ell^{\prime}$, and $\rho_{p}^{1,2}=\rho_{p}^{2,1}=q_{\tau}$ if $p \geq \tau$. Then if $p<\tau$ we have

$$
\sum_{\ell, \ell^{\prime} \leq 2}\left(\theta_{\ell, \ell^{\prime}}\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta_{\ell, \ell^{\prime}}\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)=2(1+t)\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

while if $p \geq \tau$ we have

$$
\sum_{\ell, \ell^{\prime} \leq 2}\left(\theta_{\ell, \ell^{\prime}}\left(\rho_{p+1}^{\ell, \ell^{\prime}}\right)-\theta_{\ell, \ell^{\prime}}\left(\rho_{p}^{\ell, \ell^{\prime}}\right)\right)=2\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

Let us also choose

$$
n_{p}=\frac{m_{p}}{t+1}
$$

if $p<\tau$ while $n_{p}=m_{p}$ otherwise. Then the last term in (15.208) is

$$
-\sum_{0 \leq p \leq \kappa} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

The variables $y_{p, \alpha}^{\ell}$ of $(15.208)$ satisfy $\mathrm{E}\left(y_{p, \alpha}^{1}\right)^{2}=\mathrm{E}\left(y_{p, \alpha}^{2}\right)^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$ and

$$
p<\tau \Rightarrow \mathrm{E} y_{p, \alpha}^{1} y_{p, \alpha}^{2}=t\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right) ; p \geq \tau \Rightarrow \mathrm{E} y_{p, \alpha}^{1} y_{p, \alpha}^{2}=0
$$

This suggests the following result to control the first term of the right-hand side of $(15.208)$, when we take $\lambda_{1,2}=0$.

Exercise 15.7.15. Consider two jointly Gaussian r.v.s $y_{1}$ and $y_{2}$ such that $\mathrm{E} y_{1}^{2}=\mathrm{E} y_{2}^{2}$ and $\mathrm{E} y_{1} y_{2}=t \mathrm{E} y_{1}^{2}$. Consider a function $F$ such that all the derivatives of $F$ are uniformly bounded. Then for any values of $x_{1}, x_{2}$ and $m>0$ we have

$$
\begin{equation*}
\frac{1+t}{m} \log \mathrm{E} \exp \frac{m}{1+t}\left(F\left(x_{1}+y_{1}\right)+F\left(x_{2}+y_{2}\right)\right) \leq \sum_{j=1,2} \frac{1}{m} \log \mathrm{E} \exp m F\left(x_{j}+y_{j}\right) . \tag{15.219}
\end{equation*}
$$

Hint: Consider the functions

$$
\begin{gathered}
\varphi(u)=\frac{1+t}{m} \log \mathrm{E} \exp \frac{m}{1+t}\left(F\left(x_{1}+\sqrt{u} y_{1}\right)+F\left(x_{2}+\sqrt{u} y_{2}\right)\right) \\
\varphi_{j}(u)=\frac{1}{m} \log \mathrm{E} \exp m F\left(x_{j}+\sqrt{u} y_{j}\right)
\end{gathered}
$$

Prove that $\varphi^{\prime}(0) \leq \varphi_{1}^{\prime}(0)+\varphi_{2}^{\prime}(0)$, and hence that $\varphi(u) \leq \varphi_{1}(u)+\varphi_{2}(u)+C u^{2}$, where $C$ depends only on $F$. Then observe that both sides of (15.219) can be obtained "by iterating the case where $\mathrm{E} y_{1}^{2}$ is very small".

Using independence for $p \geq \tau$ and Exercise 15.7.15 when $p<\tau$ we show recursively that the quantities $Y_{p}$ of (15.209) satisfy $Y_{p} \leq 2 X_{p}$ where

$$
X_{\kappa+1}=\log 2 \operatorname{ch}\left(h^{1}+\sum_{0 \leq p \leq \kappa} y_{p}^{1}\right)
$$

and where $X_{p}=m_{p}^{-1} \log \mathrm{E}_{p} \exp m_{p} X_{p+1}$. In this manner we show that for every $u \geq 0$ one has

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h) . \tag{15.220}
\end{equation*}
$$

Moreover in (15.219) there can be equality only when $x_{1}=x_{2}$. Let us denote by $c$ the smallest point of the support of the Parisi measure $\mu$ of $H_{1}$ or $H_{2}$. We expect that techniques similar to the ones presented at the end of Section 14.12 will allow to show that when $u>c$, there is inequality in (15.220) (even in the limit $N \rightarrow \infty$ ). (Of course the expression "we expect" means that the author has not checked in detail whether this can be actually done). We also expect that these techniques can show that this is also true for $u<-c$. After these steps, it remains only to understand the case where $|u| \leq c$. In that case one has to prove there is a unique value of $u$ for which one cannot get inequality in (15.220) by making a small variation of $\lambda$. We feel that we also have given arguments allowing to prove this.

### 15.8 The Aizenman-Sims-Starr Scheme

In this section we go back to the fundamental Problem 15.7.4. What could be the structure of the proof? We have to find a mechanism that would somehow produce the right parameters. As far as producing random weights, a Gibbs measure is certainly an intricate tool. In this line of thought, we must discuss a rather canonical scheme brought forward in [11].

Consider a Gaussian Hamiltonian $H$ on $\Sigma_{N}$ such that

$$
\begin{equation*}
\frac{1}{N} \mathrm{E} H\left(\boldsymbol{\sigma}^{1}\right) H\left(\boldsymbol{\sigma}^{2}\right)=\xi\left(R_{1,2}\right) \tag{15.221}
\end{equation*}
$$

for a convex function $\xi$. (In fact using the method of Theorem 14.4.4 it would suffice for some of the results of this section to assume that $\xi$ is convex on $\mathbb{R}^{+}$.) Consider a set $A$ and random weights $\left(w_{\alpha}\right)_{\alpha \in A}$. We consider two Gaussian Hamiltonians $H^{a}(\boldsymbol{\sigma}, \alpha), H^{b}(\alpha)$ which are independent of these random weights and we assume that for certain numbers $q_{\alpha, \gamma}$, for any values of $\alpha, \gamma, \boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ we have (recalling the notation $\theta(x)=x \xi^{\prime}(x)-\xi(x)$ )

$$
\begin{align*}
\frac{1}{N} \mathrm{E} H^{a}\left(\boldsymbol{\sigma}^{1}, \alpha\right) H^{a}\left(\boldsymbol{\sigma}^{2}, \gamma\right) & =R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right)  \tag{15.222}\\
\frac{1}{N} \mathrm{E} H^{b}(\alpha) H^{b}(\gamma) & =\theta\left(q_{\alpha, \gamma}\right)  \tag{15.223}\\
q_{\alpha, \alpha} & =1 \tag{15.224}
\end{align*}
$$

We consider yet another random Hamiltonian $H_{0}(\boldsymbol{\sigma})$. We assume that $H, H^{a}, H^{b}, H_{0}$ are independent of each other.

Proposition 15.8.1. We have

$$
\begin{align*}
& \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H(\boldsymbol{\sigma})-H_{0}(\boldsymbol{\sigma})\right)  \tag{15.225}\\
\leq & \mathrm{E} \log \sum_{\alpha, \boldsymbol{\sigma}} w_{\alpha} \exp \left(-H^{a}(\boldsymbol{\sigma}, \alpha)-H_{0}(\boldsymbol{\sigma})\right)-\mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \left(-H^{b}(\alpha)\right) .
\end{align*}
$$

Proof. Consider the Hamiltonian

$$
H_{s}(\boldsymbol{\sigma}, \alpha)=\sqrt{s}\left(H(\boldsymbol{\sigma})+H^{b}(\alpha)\right)-\sqrt{1-s} H^{a}(\boldsymbol{\sigma}, \alpha)+H_{0}(\boldsymbol{\sigma}),
$$

and let us denote by $\langle\cdot\rangle_{s}$ an average for the corresponding Gibbs measure. Let us denote

$$
\varphi(s)=\mathrm{E} \log \sum_{\alpha, \boldsymbol{\sigma}} w_{\alpha} \exp \left(-H_{s}(\boldsymbol{\sigma}, \alpha)\right) .
$$

Then differentiation and integration by parts show that

$$
\begin{aligned}
\varphi^{\prime}(s) & =\frac{1}{2}\left(\xi(1)+\theta(1)-\xi^{\prime}(1)\right)-\frac{1}{2}\left\langle\xi\left(R_{1,2}\right)-R_{1,2} \xi^{\prime}\left(q_{\alpha, \gamma}\right)+\theta\left(q_{\alpha, \gamma}\right)\right\rangle_{s} \\
& \leq 0
\end{aligned}
$$

because $\theta(1)=\xi^{\prime}(1)-\xi(1)$ and $\xi(x)-x \xi^{\prime}(q)+\theta(q) \geq 0$. Writing that $\varphi(1) \leq \varphi(0)$ means exactly (15.225).

The natural way to achieve (15.222) is to write

$$
\begin{equation*}
H^{a}(\boldsymbol{\sigma}, \alpha)=\sum_{i \leq N} \sigma_{i} z_{i, \alpha} \tag{15.226}
\end{equation*}
$$

where $\left(z_{i, \alpha}\right)_{i \leq N}$ are i.i.d. copies of a Gaussian family $\left(z_{\alpha}\right)$ that satisfies

$$
\begin{equation*}
\mathrm{E} z_{\alpha} z_{\gamma}=\xi^{\prime}\left(q_{\alpha, \gamma}\right) . \tag{15.227}
\end{equation*}
$$

It turns out that it is a good choice to assume that $H^{b}(\alpha)=\sqrt{N} \eta_{\alpha}$, where the jointly Gaussian r.v.s $\eta_{\alpha}$ satisfy

$$
\begin{equation*}
\mathrm{E} \eta_{\alpha} \eta_{\gamma}=\theta\left(q_{\alpha, \gamma}\right) \tag{15.228}
\end{equation*}
$$

So, in that case we get the bound

$$
\begin{align*}
p_{N} & :=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H(\boldsymbol{\sigma})+\sum_{i \leq N} h_{i} \sigma_{i}\right) \\
& \leq \frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\sigma_{1}, \ldots, \sigma_{N}= \pm 1} \exp \sum_{i \leq N} \sigma_{i}\left(z_{i, \alpha}+h_{i}\right) \\
& -\frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \sqrt{N} \eta_{\alpha} . \tag{15.229}
\end{align*}
$$

Let us also observe that it would not really matter if we had only approximate equality in (15.227), e.g. $\left|\mathrm{E} z_{\alpha} z_{\gamma}-\xi^{\prime}\left(q_{\alpha, \gamma}\right)\right| \leq \varepsilon$ and similarly in (15.228) as this would introduce only an error term $2 \varepsilon N$ in (15.225).

From now on we assume that the Hamiltonian $H$ is given by

$$
\begin{equation*}
-H(\boldsymbol{\sigma})=H_{N}(\boldsymbol{\sigma})=\sum_{p \geq 1} \frac{\beta_{p}}{N^{p-\frac{1}{2}}} \sum_{i_{1}, \ldots, i_{2 p} \leq N} g_{i_{1} \ldots i_{2 p}} \sigma_{i_{1}} \cdots \sigma_{i_{2 p}} \tag{15.230}
\end{equation*}
$$

Copying the argument of Theorem 1.3.9, we see that $p^{*}=\lim _{N} p_{N}$ exists, so that

$$
\begin{equation*}
p^{*} \leq \lim \inf B_{N}, \tag{15.231}
\end{equation*}
$$

where $B_{N}$ denotes the infimum of the right-hand side of (15.229) over all choices of parameters (that is, the set $A$, the random weights $\left(w_{\alpha}\right)$ and the numbers $\left.\left(q_{\alpha, \gamma}\right)\right)$.

The most interesting property of the bound (15.231) is that in this case it can be reversed. (Is is absolutely inessential in (15.230) to restrict the sum to even values of $p$. The only reason for doing this is that we know a bit more about the existence certain limits.)

Proposition 15.8.2. When the Hamiltonian $H$ is given by (15.230) then

$$
\begin{equation*}
\limsup _{N} B_{N} \leq p^{*} \tag{15.232}
\end{equation*}
$$

The proof is based on comparing the $(M+N)$-spin system with the $M$-spin system when $M$ is large and $N \ll M$. We perform the following decomposition, where we write $\boldsymbol{\sigma}=\left(\sigma_{i}\right)_{i \leq M+N}, \boldsymbol{\rho}=\left(\sigma_{i}\right)_{i \leq M}$

$$
\begin{equation*}
-H_{N+M}(\boldsymbol{\sigma})=-H^{*}(\boldsymbol{\rho})+\sum_{M<i \leq M+N} \sigma_{i} g_{i}(\boldsymbol{\rho})+g(\boldsymbol{\sigma}) . \tag{15.233}
\end{equation*}
$$

Here $H^{*}(\boldsymbol{\rho})$ is the sum of the terms in the right-hand side of (15.230) that do not contain $\sigma_{i}$ for $i>M$, i.e.

$$
\begin{equation*}
-H^{*}(\boldsymbol{\rho})=\sum_{p \geq 1} \frac{\beta_{p}}{(M+N)^{p-\frac{1}{2}}} \sum_{i_{1}, \ldots, i_{2 p} \leq M} g_{i_{1} \ldots i_{2 p}} \sigma_{i_{1}} \cdots \sigma_{i_{2 p}} . \tag{15.234}
\end{equation*}
$$

It is this Hamiltonian (after adding the external field) that will produce the weights $w_{\alpha}$. The term $\sigma_{i} g_{i}(\boldsymbol{\rho})$ in $(15.233)$ collects all the terms in the righthand side of (15.230) that contain $\sigma_{i}$ but not other $\sigma_{j}$ for $M<j \leq M+N$, and the term $g(\boldsymbol{\sigma})$ gathers the other terms, those that contain at least two factors $\sigma_{i}$ for $i>M$.

A first idea is that, when $N \ll M$, the term $g(\boldsymbol{\sigma})$ is "small compared to $\sqrt{N} "$. Indeed, among the $(M+N)^{2 p}$ choices of $i_{1}, \ldots, i_{2 p} \leq M+N$ there are at most $(2 p)^{2} N^{2}(M+N)^{2 p-2}$ choices where two of the indices are $>M$. Thus

$$
\begin{equation*}
\mathrm{E} g^{2}(\boldsymbol{\sigma}) \leq \sum_{p \geq 1} \beta_{p}^{2}(2 p)^{2} \frac{N^{2}(M+N)^{2 p-2}}{(M+N)^{2 p-1}} \leq \frac{N^{2}}{M+N} \sum_{p \geq 1} 4 \beta_{p}^{2} p^{2} \tag{15.235}
\end{equation*}
$$

The r.v. $g_{i}(\boldsymbol{\rho})$ are independent of each other and of $H^{*}$. If we keep in mind that there are $2 p$ ways one of the indexes $i_{1}, \ldots, i_{2 p}$ can be equal to $i$, we see that

$$
\begin{equation*}
\mathrm{E} g_{i}\left(\boldsymbol{\rho}^{1}\right) g_{i}\left(\boldsymbol{\rho}^{2}\right)=\sum_{p \geq 1} 2 p \beta_{p}^{2}\left(\frac{M}{M+N}\right)^{2 p-1} R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)^{2 p-1} \tag{15.236}
\end{equation*}
$$

where $R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)=M^{-1} \sum_{i \leq M} \sigma_{i}^{2} \sigma_{i}^{2}$. If we define

$$
\begin{equation*}
\xi(x)=\sum_{p \geq 1} \beta_{p}^{2} x^{2 p} \tag{15.237}
\end{equation*}
$$

then (15.233) almost means that $\mathrm{E} g_{i}\left(\boldsymbol{\rho}^{1}\right) g_{i}\left(\boldsymbol{\rho}^{2}\right)=\xi^{\prime}\left(R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)\right)$.
A basic observation is that we have the (obvious) identity

$$
\begin{align*}
& \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N+M}(\boldsymbol{\sigma})+\sum_{i \leq M+N} h_{i} \sigma_{i}\right)  \tag{15.238}\\
- & \log \sum_{\boldsymbol{\rho}} \exp \left(-H^{*}(\boldsymbol{\rho})+\sum_{i \leq M} h_{i} \sigma_{i}\right) \\
= & \log \left\langle\sum_{\sigma_{M+1}, \ldots, \sigma_{M+N}= \pm 1} \exp \left(\sum_{M<i \leq M+N} \sigma_{i}\left(g_{i}(\boldsymbol{\rho})+h_{i}\right)+g(\boldsymbol{\sigma})\right)\right\rangle,
\end{align*}
$$

where $\langle\cdot\rangle$ denotes an average for the Gibbs measure with Hamiltonian $-H(\boldsymbol{\rho})=-H^{*}(\boldsymbol{\rho})+\sum_{i \leq M} h_{i} \sigma_{i}$.

Let us write $A=\{-1,1\}^{M}$, and, for $\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2} \in A$, let us define

$$
q_{\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}}=R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right),
$$

so that (15.224) holds. Denoting by $w_{\alpha}$ the weight of $\alpha \in A$ for the Gibbs measure with Hamiltonian $-H(\boldsymbol{\rho})$, we write the right-hand side of (15.238) as

$$
\begin{equation*}
\log \sum_{A} w_{\alpha} \sum_{\sigma_{M+1}, \ldots, \sigma_{M+N}= \pm 1} \exp \left(\sum_{M<i \leq M+N} \sigma_{i}\left(z_{i, \alpha}+h_{i}\right)+g(\boldsymbol{\sigma})\right) \tag{15.239}
\end{equation*}
$$

where $z_{i, \alpha}=g_{i}(\boldsymbol{\rho})$ when $\alpha=\boldsymbol{\rho}$.
Let us now compare $-H^{*}(\boldsymbol{\rho})$ and

$$
-H_{M}(\boldsymbol{\rho})=\sum_{p \geq 1} \frac{\beta_{p}}{M^{p-\frac{1}{2}}} \sum_{i_{1}, \ldots, i_{2 p} \leq M} g_{i_{1} \ldots i_{2 p}} \sigma_{i_{1}} \cdots \sigma_{i_{2 p}} .
$$

If $g_{i_{1} \ldots i_{2 p}}^{\prime}$ denote now independent standard Gaussian r.v.s then in distribution we have

$$
\begin{equation*}
-H_{M}(\boldsymbol{\rho})=-H^{*}(\boldsymbol{\rho})-H^{\sim}(\boldsymbol{\rho}) \tag{15.240}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{\sim}(\boldsymbol{\rho})=\sum_{p \geq 1} \beta_{p}\left(\frac{1}{M^{2 p-1}}-\frac{1}{(N+M)^{2 p-1}}\right)^{1 / 2} \sum_{i_{1}, \ldots, i_{2 p} \leq M} g_{i_{1} \ldots i_{2 p}}^{\prime} \sigma_{i_{1}} \cdots \sigma_{i_{2 p}} \tag{15.241}
\end{equation*}
$$

Since when $N / M$ is small we have

$$
\frac{1}{M^{2 p-1}}-\frac{1}{(N+M)^{2 p-1}} \sim \frac{(2 p-1) N}{M^{2 p}}
$$

it is almost true that

$$
\begin{aligned}
\mathrm{E} H^{\sim}\left(\boldsymbol{\rho}^{1}\right) H^{\sim}\left(\boldsymbol{\rho}^{2}\right) & =N \sum_{p \geq 1}(2 p-1) \beta_{2 p}^{2} R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)^{2 p} \\
& =N \theta\left(R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)\right)
\end{aligned}
$$

Moreover, by (15.238) we have the identity

$$
\begin{align*}
& \mathrm{E} \log \sum_{\boldsymbol{\rho}} \exp \left(-H_{M}(\boldsymbol{\rho})+\sum_{i \leq M} h_{i} \sigma_{i}\right)-\mathrm{E} \log \sum_{\boldsymbol{\rho}} \exp \left(-H^{*}(\boldsymbol{\rho})+\sum_{i \leq M} h_{i} \sigma_{i}\right) \\
= & \mathrm{E} \log \left\langle\exp \left(-H^{\sim}(\boldsymbol{\rho})\right\rangle\right. \\
= & \mathrm{E} \log \sum_{\alpha \in A} w_{\alpha} \exp \sqrt{N} \eta_{\alpha}, \tag{15.242}
\end{align*}
$$

where if $\alpha=\boldsymbol{\rho}$ we write $\eta_{\alpha}=N^{-1 / 2} H^{\sim}(\boldsymbol{\rho})$. Combining (15.238), (15.239) and (15.242), we have obtained the identity

$$
\begin{align*}
& (N+M) p_{N+M}-M p_{M} \\
= & \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\sigma_{M+1}, \ldots, \sigma_{M+N}= \pm 1} \exp \left(\sum_{M<i \leq M+N} \sigma_{M+i}\left(z_{i, \alpha}+h_{i}\right)+g(\boldsymbol{\sigma})\right) \\
- & \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \sqrt{N} \eta_{\alpha} . \tag{15.243}
\end{align*}
$$

We now take $M$ large, and $N$ a small proportion of $M, N=\varepsilon M$, so the left-hand side is about $N p^{*}$. To finish the proof we shall show that when $\varepsilon$ is small the right-hand side is nearly $N B_{N}$. Besides the small error created by the term $g(\boldsymbol{\sigma})$, it is not exactly true that $\mathrm{E} z_{i, \alpha} z_{i, \gamma}=\xi^{\prime}\left(q_{\alpha, \gamma}\right)$ and $\mathrm{E} \eta_{\alpha} \eta_{\gamma}=$ $\theta\left(q_{\alpha, \gamma}\right)$. Let us examine what happens to the term E $\log \sum_{\alpha} w_{\alpha} \exp \sqrt{N} \eta_{\alpha}$ when replacing (keeping the notation $\alpha=\boldsymbol{\rho}$ )

$$
\eta_{\alpha}=N^{-1 / 2} H^{\sim}(\boldsymbol{\rho})
$$

by

$$
\eta_{\alpha}^{\prime}=\sum_{p \geq 1} \beta_{p} \frac{\sqrt{2 p-1}}{M^{p}} \sum_{i_{1}, \ldots, i_{2 p} \leq M} g_{i_{1} \ldots i_{2 p}} \sigma_{i_{1}} \cdots \sigma_{i_{2 p}}
$$

(so that it is exactly true that $\left.\mathrm{E} \eta_{\alpha}^{\prime} \eta_{\gamma}^{\prime}=\theta\left(q_{\alpha \gamma}\right)\right)$. For this we interpolate as usual. If $\left(\eta_{\alpha}^{*}\right)$ denotes an independent copy of $\left(\eta_{\alpha}^{\prime}\right)$, we consider the function

$$
\varphi(s)=\frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \sqrt{N}\left(\sqrt{s} \eta_{\alpha}+\sqrt{1-s} \eta_{\alpha}^{*}\right)
$$

and we show that

$$
\left|\varphi^{\prime}(s)\right| \leq \frac{1}{2} \sup _{\alpha, \gamma}\left|\mathrm{E} \eta_{\alpha} \eta_{\gamma}-\mathrm{E} \eta_{\alpha}^{*} \eta_{\gamma}^{*}\right|=\frac{1}{2} \sup _{\alpha, \gamma}\left|\mathrm{E} \eta_{\alpha} \eta_{\gamma}-\theta\left(q_{\alpha, \gamma}\right)\right|,
$$

and using (15.241) it is straightforward to see that this quantity goes to zero with $\varepsilon$. In this manner we prove that

$$
\mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \sqrt{N} \eta_{\alpha} \simeq \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \sqrt{N} \eta_{\alpha}^{\prime}
$$

where $\simeq$ means that the error is a proportion of $N$ that vanishes with $\varepsilon$. In a similar manner one proves that

$$
\begin{aligned}
& \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\sigma_{M+1}, \ldots, \sigma_{M+N}= \pm 1} \exp \left(\sum_{M<i \leq M+N} \sigma_{M+i}\left(z_{i, \alpha}+h_{i}\right)+g(\boldsymbol{\sigma})\right) \\
\simeq & \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\sigma_{M+1}, \ldots, \sigma_{M+N}= \pm 1} \exp \sum_{M<i \leq M+N} \sigma_{M+i}\left(z_{i, \alpha}^{\prime}+h_{i}\right) \\
= & \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\sigma_{1}, \ldots, \sigma_{N}= \pm 1} \exp \sum_{1 \leq i \leq N} \sigma_{i}\left(z_{i, \alpha}^{\prime}+h_{i}\right),
\end{aligned}
$$

where the jointly Gaussian r.v.s $z_{i, \alpha}^{\prime}$ satisfy $\mathrm{E} z_{i, \alpha}^{\prime} z_{i, \gamma}^{\prime}=\xi^{\prime}\left(q_{\alpha, \gamma}\right)$ and are independent as $i$ varies. Thus given any $\delta>0$ we can find $\varepsilon>0$ small enough that for large $N$ the right-hand side of (15.243) is $\geq N\left(B_{N}-\delta\right)$, and this completes the proof of Proposition 15.8.2.

While the A.S.S. scheme is completely natural and canonical, it seems very difficult to understand anything at all about the right-hand side of (15.229). For example, since we take expectation, its infimum over all parameters is the same whether we take random weights $w_{\alpha}$ or deterministic weights. It does not give a clue either as to why the infimum should be attained (at least under the condition (14.101)) for the very special structure brought forward by Theorem 14.5.1.

Let us now try to use the A.S.S. scheme in the setting of Conjecture 15.7.12. This will reveal why we study this scheme despite the shortcomings we just explained. We consider a pair $H_{1}, H_{2}$ of jointly Gaussian Hamiltonians such that for $\ell, \ell^{\prime}=1,2$ we have

$$
\frac{1}{N} \mathrm{E} H_{\ell}\left(\boldsymbol{\sigma}^{1}\right) H_{\ell^{\prime}}\left(\boldsymbol{\sigma}^{2}\right)=\xi_{\ell, \ell^{\prime}}\left(R_{1,2}\right)
$$

where the function $\xi_{\ell, \ell^{\prime}}$ is convex.

Proposition 15.8.3. Suppose we have a set A, and pairs of Gaussian r.v.s $\left(\zeta_{\alpha}^{1}, \zeta_{\alpha}^{2}\right)_{\alpha \in A},\left(\eta_{\alpha}^{1}, \eta_{\alpha}^{2}\right)_{\alpha \in A}$ with the following properties

$$
\begin{equation*}
\mathrm{E} \zeta_{\alpha}^{\ell} \zeta_{\gamma}^{\ell^{\prime}}=\xi_{\ell, \ell^{\prime}}^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right) ; \quad \mathrm{E} \eta_{\alpha}^{\ell} \eta_{\gamma}^{\ell^{\prime}}=\theta_{\ell, \ell^{\prime}}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right) \tag{15.244}
\end{equation*}
$$

where the numbers $q_{\alpha, \gamma}^{\ell, \ell^{\prime}}$ satisfy

$$
\begin{equation*}
q_{\alpha, \alpha}^{1,1}=q_{\alpha, \alpha}^{2,2}=1 ; \quad\left|q_{\alpha, \alpha}^{1,2}-u\right| \leq \varepsilon ; \quad\left|q_{\alpha, \alpha}^{2,1}-u\right| \leq \varepsilon . \tag{15.245}
\end{equation*}
$$

Consider independent copies $\left(\zeta_{i, \alpha}^{1}, \zeta_{i, \alpha}^{2}\right)_{\alpha}$ of the families $\left(\zeta_{\alpha}^{1}, \zeta_{\alpha}^{2}\right)$. Consider random weights $w_{\alpha}$ on $A$, that are independent of these r.v.s. Consider i.i.d. copies $\left(h_{i}^{1}, h_{i}^{2}\right)_{i \geq 1}$ of a pair $\left(h^{1}, h^{2}\right)$ of r.v.s, and assume that these are independent of all the other forms of randomness. Then, for each $\varepsilon$

$$
\begin{align*}
p_{N}(u, \varepsilon) & :=\frac{1}{N} \mathrm{E} \log \sum_{\left|R_{1,2}-u\right| \leq \varepsilon} \exp \left(\sum_{\ell=1,2}\left(-H_{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)+\sum_{i \leq N} h_{i}^{\ell} \sigma_{i}^{\ell}\right)\right) \\
& \leq C \varepsilon+\frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\left|R_{1,2}-u\right| \leq \varepsilon} \exp \left(\sum_{i \leq N} \sum_{\ell=1,2} \sigma_{i}^{\ell}\left(\zeta_{i, \alpha}^{\ell}+h_{i}^{\ell}\right)\right) \\
& -\frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \left(\sqrt{N}\left(\eta_{\alpha}^{1}+\eta_{\alpha}^{2}\right)\right) \tag{15.246}
\end{align*}
$$

where $C$ depends only on the functions $\xi_{\ell, \ell^{\prime}}$.
The ideas necessary to adapt the proof of (15.229) have been explained so many times that it seems appropriate to leave the proof to the reader. The term $C \varepsilon$ occurs from the fact that

$$
\left|\xi_{1,2}\left(R_{1,2}\right)-R_{1,2} \xi_{1,2}^{\prime}\left(q_{\alpha, \alpha}^{1,2}\right)-\theta_{1,2}\left(q_{\alpha, \alpha}^{1,2}\right)\right| \leq C \varepsilon
$$

when $\left|R_{1,2}-u\right| \leq \varepsilon$ and $\left|q_{\alpha, \alpha}^{1,2}-u\right| \leq \varepsilon$.
One would like of course to use the bound (15.246) to attack Conjecture 15.7.12. Unfortunately, the problem is (again) that one has no clue about how to choose the parameters in this bound. However we demonstrate in Theorem 15.8.4 below that the bound (15.246) is "a sharp bound". This implies that useful choices of parameters do exist, even though we do not know how to find them. (In contrast, we were not really sure that this was the case for the bound (15.208).)

Let us turn to the investigation of the converse of (15.246). We assume that both $H_{1}$ and $H_{2}$ are of the type (15.230), for possibly different values of the parameters. Recalling the definition of $p_{N}(u, \varepsilon)$ in (15.246) let

$$
\begin{equation*}
p^{*}(u)=\lim _{\varepsilon \rightarrow 0} \liminf _{N \rightarrow \infty} p_{N}(u, \varepsilon)=\inf _{\varepsilon>0} \liminf _{N \rightarrow \infty} p_{N}(u, \varepsilon) . \tag{15.247}
\end{equation*}
$$

The existence of the limit as $N \rightarrow \infty$ can be shown using the methods of [52], but this is really only a side story.

Theorem 15.8.4. (D. Panchenko [64]) Given $\varepsilon^{\prime}>0$, we can find $\varepsilon>0, N$ arbitrarily large, a set $A$, pairs of r.v.s $\left(\zeta_{\alpha}^{1}, \zeta_{\alpha}^{2}\right)_{\alpha \in A},\left(\eta_{\alpha}^{1}, \eta_{\alpha}^{2}\right)_{\alpha \in A}$ that satisfy (15.244) and (15.245), and weights $w_{\alpha}$ such that

$$
\begin{align*}
& \frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\left|R_{1,2}-u\right| \leq \varepsilon} \exp \left(\sum_{i \leq N} \sum_{\ell=1,2} \sigma_{i}^{\ell}\left(\zeta_{i, \alpha}^{\ell}+h_{i}^{\ell}\right)\right) \\
& -\frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \left(\sqrt{N}\left(\eta_{\alpha}^{1}+\eta_{\alpha}^{2}\right)\right) \leq p^{*}(u)+\varepsilon^{\prime} \tag{15.248}
\end{align*}
$$

It follows in particular that given $\varepsilon>0$ there exists a choice of the parameters for which the left-hand side is not larger than $\mathcal{P}\left(\xi_{1,1}, h^{1}\right)+\mathcal{P}\left(\xi_{2,2}, h^{2}\right)+\varepsilon$.

Research Problem 15.8.5. Find an explicit construction of parameters such that the left-hand side of (15.245) is not larger than $\mathcal{P}\left(\xi_{1,1}, h^{1}\right)+$ $\mathcal{P}\left(\xi_{2,2}, h^{2}\right)+\varepsilon$.

The proof of Theorem 15.8 .4 will make clear what is the difficulty: the weights are created by the restriction of the Gibbs' measure to a small set, and as already pointed out there seems to be no reason why the structure of this restriction should be simply related to the structure of the Gibbs measure itself.

To lighten notation let us now write

$$
p_{\ell}^{*}=\mathcal{P}\left(\xi_{\ell, \ell}, h^{\ell}\right) .
$$

To study the chaos problem we are particularly interested in the values of $u$ for which

$$
\begin{equation*}
p^{*}(u)=p_{1}^{*}+p_{2}^{*} . \tag{15.249}
\end{equation*}
$$

Indeed, if we can show that this inequality can occur for a unique value of $u$, using concentration of measure as in Proposition 13.4.3 this shows that there is chaos between the Hamiltonians $-H_{\ell}+\sum_{i \leq N} \sigma_{i} h_{i}^{\ell}$ for $\ell=1,2$.

In the case where $u$ is a candidate to satisfy (15.249) we can do better than (15.248).

Theorem 15.8.6. Assume that

$$
\forall \varepsilon>0, \quad \limsup _{N \rightarrow \infty} p_{N}(u, \varepsilon)=p_{1}^{*}+p_{2}^{*} .
$$

Then, given any $\varepsilon^{\prime}>0$, we can replace (15.248) by

$$
\begin{align*}
& \frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \sum_{\sigma_{i}^{\ell}= \pm 1} \exp \left(\sum_{i \leq N} \sum_{\ell=1,2} \sigma_{i}^{\ell}\left(\zeta_{i, \alpha}^{\ell}+h_{i}^{\ell}\right)\right) \\
& -\frac{1}{N} \mathrm{E} \log \sum_{\alpha} w_{\alpha} \exp \left(\sqrt{N}\left(\eta_{\alpha}^{1}+\eta_{\alpha}^{2}\right)\right) \leq p_{1}^{*}+p_{2}^{*}+\varepsilon^{\prime} \tag{15.250}
\end{align*}
$$

The difference with (15.248) is that the summation is now over all values of $\sigma_{i}^{\ell}= \pm 1$. The whole point of (15.250) is that $\left|E \zeta_{\alpha}^{1} \zeta_{\alpha}^{2}-\xi_{1,2}^{\prime}(u)\right| \leq \varepsilon$ and $\left|\mathrm{E} \eta_{\alpha}^{1} \eta_{\alpha}^{2}-\theta_{1,2}(u)\right| \leq \varepsilon$. We did succeed in creating a quantity that we can control while exhibiting this particular correlation structure. (The control of the correlation structure of these variables is precisely the main obstacle in using bounds such as that of Theorem 15.7.3.)

Proof of Theorem 15.8.4. Consider $\varepsilon_{1}>0$, and let $\varepsilon>0$ be small enough that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} p_{N}(u, \varepsilon)<p^{*}(u)+\varepsilon_{1}^{2} \tag{15.251}
\end{equation*}
$$

By definition of $p^{*}(u)$, we have $\liminf _{N \rightarrow \infty} p_{N}(u, \varepsilon) \geq p^{*}(u)$, so that for large $M$ we have $p_{M}(u, \varepsilon) \geq p^{*}(u)-\varepsilon_{1}^{2}$.

We can find $N_{1}$ arbitrarily large with $p_{N_{1}}(u, \varepsilon)<p^{*}(u)+\varepsilon_{1}^{2}$. Let us decompose $N_{1}=N+M$ where $N \simeq \varepsilon_{1} M$. Then, since $M \leq N_{1} \leq 2 N / \varepsilon_{1}$ we have

$$
\begin{align*}
N_{1} p_{N_{1}}(u, \varepsilon)-M p_{M}(u, \varepsilon) & \leq N_{1}\left(p^{*}(u)+\varepsilon_{1}^{2}\right)-M\left(p^{*}(u)-\varepsilon_{1}^{2}\right) \\
& =N p^{*}(u)+\left(N_{1}+M\right) \varepsilon_{1}^{2} \\
& \leq N p^{*}(u)+4 N \varepsilon_{1} \tag{15.252}
\end{align*}
$$

Let us define the Hamiltonians $H_{\ell}^{*}$ for $\ell=1,2$ as in (15.234) and let

$$
A=\left\{\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right) \in \Sigma_{M}^{2} ;\left|R\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)-u\right|<\varepsilon\right\} .
$$

The weights $w_{\alpha}$ are produced by the Gibbs measure on $A$ with Hamiltonian

$$
\begin{equation*}
-H\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)=-H_{1}^{*}\left(\boldsymbol{\rho}^{1}\right)-H_{2}^{*}\left(\boldsymbol{\rho}^{2}\right)+\sum_{i \leq M}\left(h_{i}^{1} \sigma_{i}^{1}+h_{i}^{2} \sigma_{i}^{2}\right) . \tag{15.253}
\end{equation*}
$$

We write (15.252) as

$$
\mathrm{I}+\mathrm{II} \leq N p^{*}(u)+4 N \varepsilon_{1}
$$

where

$$
\begin{align*}
& \mathrm{I}=(M+N) p_{N+M}(u, \varepsilon)-\mathrm{E} \log \sum_{\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right) \in A} \exp \left(-H\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)\right)  \tag{15.254}\\
& \mathrm{II}=-M p_{M}(u, \varepsilon)+\mathrm{E} \log \sum_{\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right) \in A} \exp \left(-H\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)\right) . \tag{15.255}
\end{align*}
$$

Let us write

$$
B=\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in \Sigma_{M+N}^{2} ;\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right) \in A ;\left|\frac{1}{N} \sum_{M<i \leq M+N} \sigma_{i}^{1} \sigma_{i}^{2}-u\right| \leq \varepsilon\right\}
$$

so that for $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in B$ we have

$$
\left|\frac{1}{M+N} \sum_{i \leq M+N} \sigma_{i}^{1} \sigma_{i}^{2}-u\right| \leq \varepsilon
$$

and thus

$$
\begin{aligned}
&(N+M) p_{N+M}(u, \varepsilon) \geq \mathrm{E} \log \sum_{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in B} \exp \left(-H_{1, N+M}\left(\boldsymbol{\sigma}^{1}\right)-H_{2, N+M}\left(\boldsymbol{\sigma}^{2}\right)\right. \\
&\left.+\sum_{i \leq N+M}\left(h_{i}^{1} \sigma_{i}^{1}+h_{i}^{2} \sigma_{i}^{2}\right)\right)
\end{aligned}
$$

Using a decomposition as in (15.233) for the Hamiltonians $H_{\ell, N+M}$, we get

$$
\begin{equation*}
\mathrm{I} \geq \mathrm{E} \log \left\langle\sum \exp \left(\sum_{\ell=1,2}\left(\sum_{M<i \leq M+N} \sigma_{i}^{\ell}\left(g_{i}^{\ell}\left(\boldsymbol{\rho}^{\ell}\right)+h_{i}^{\ell}\right)+g^{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)\right)\right)\right\rangle \tag{15.256}
\end{equation*}
$$

where the first summation is over the set $\left|N^{-1} \sum_{M<i \leq M+N} \sigma_{i}^{1} \sigma_{i}^{2}-u\right| \leq \varepsilon$, and where the bracket refers to the Gibbs measure with Hamiltonian (15.253).

For $\alpha=\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right) \in A$ and $\gamma=\left(\boldsymbol{\tau}^{1}, \boldsymbol{\tau}^{2}\right) \in A$ we define

$$
q_{\alpha, \gamma}^{\ell, \ell^{\prime}}=R\left(\boldsymbol{\rho}^{\ell}, \boldsymbol{\tau}^{\ell}\right)
$$

so that $\left|q_{\alpha, \alpha}^{1,2}-u\right| \leq \varepsilon$ and $q_{\alpha, \alpha}^{1,1}=q_{\alpha, \alpha}^{2,2}=1$. From this point on the proof follows the argument of (15.232), so we do not give all the details. We have $\mathrm{E} g_{i}^{\ell}\left(\boldsymbol{\rho}^{\ell}\right) g_{i}^{\ell^{\prime}}\left(\boldsymbol{\rho}^{\ell^{\prime}}\right) \simeq \xi_{\ell, \ell^{\prime}}^{\prime}\left(R\left(\boldsymbol{\rho}^{\ell}, \boldsymbol{\rho}^{\ell^{\prime}}\right)\right)$, so the right-hand side of (15.256) is nearly

$$
\mathrm{E} \log \sum w_{\alpha} \sum_{\left|N^{-1} \sum_{i \leq N} \sigma_{i}^{1} \sigma_{i}^{2}-u\right| \leq \varepsilon} \exp \left(\sum_{\ell=1,2} \sum_{i \leq N} \sigma_{i}^{\ell}\left(\zeta_{i, \alpha}^{\ell}+h_{i}^{\ell}\right)\right),
$$

where the jointly Gaussian r.v.s $\zeta_{i, \alpha}^{\ell}$ satisfy $\mathrm{E} \zeta_{i, \alpha}^{\ell} \zeta_{i, \gamma}^{\ell^{\prime}}=\xi_{\ell, \ell^{\prime}}^{\prime}\left(q_{\alpha, \gamma}^{\ell, \ell^{\prime}}\right)$. The term II is bounded just as in the case of (15.232).

Proof of Theorem 15.8.6. Consider $\varepsilon_{1}>0$, so that for $M$ large enough we have $p_{1, M}+p_{2, M} \leq p_{1}^{*}+p_{2}^{*}+\varepsilon_{1}^{2}$. By hypothesis we can find $M$ arbitrarily large with $p_{M}(u, \varepsilon) \geq p_{1}^{*}+p_{2}^{*}-\varepsilon_{1}^{2}$. Let $N \simeq \varepsilon_{1} M$, so that when $M$ is large enough we have $p_{1, N+M}+p_{2, N+M} \leq p_{1}^{*}+p_{2}^{*}+\varepsilon_{1}^{2}$, and therefore

$$
\begin{aligned}
(N+M)\left(p_{1, N+M}+p_{2, N+M}\right)-M p_{M}(u, \varepsilon) & \leq(N+M)\left(p_{1}^{*}+p_{2}^{*}+\varepsilon_{1}^{2}\right) \\
& -M\left(p_{1}^{*}+p_{2}^{*}-\varepsilon_{1}^{2}\right) \\
& \leq N\left(p_{1}^{*}+p_{2}^{*}\right)+4 \varepsilon_{1} N .
\end{aligned}
$$

Instead of (15.254) we define

$$
\mathrm{I}=(N+M)\left(p_{1, N+M}+p_{2, N+M}\right)-\mathrm{E} \log \sum_{\left(\boldsymbol{\rho}_{1}, \boldsymbol{\rho}^{2}\right) \in A} \exp \left(-H\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)\right),
$$

and then we have

$$
\mathrm{I} \geq \mathrm{E} \log \left\langle\sum \exp \left(\sum_{\ell=1,2}\left(\sum_{M \leq i \leq M+N} \sigma_{i}^{\ell}\left(g_{i}^{\ell}\left(\boldsymbol{\rho}^{\ell}\right)+h_{i}^{\ell}\right)+g^{\ell}\left(\boldsymbol{\sigma}^{\ell}\right)\right)\right)\right\rangle
$$

where the first sum is over all choices of $\sigma_{i}^{\ell}, M \leq i \leq M+N$. We then proceed as in the proof of Theorem 15.8.4 to produce the set $A$ and the weights $w_{\alpha}$.

### 15.9 Probability Measures on Hilbert Space

In this section we prove Theorem 15.4.5 and Proposition 15.6.8. We write $q$ rather than $q^{*}$.

We fix $\delta>0$ and consider numbers $a, \gamma, \tau>0$ depending on $\delta$ only that will be specified later. For the time being we think of them as small parameters. Let us assume that

$$
\begin{equation*}
\pi^{\otimes 2}(\{(x, y) ;(x \cdot y) \geq q+\gamma\}) \leq \gamma \tau^{2} \tag{15.257}
\end{equation*}
$$

We recall that $B$ denotes the unit ball of the Hilbert space.
Definition 15.9.1. A set $S \subset B$ will be called adequate if $\pi(S) \geq a$ and

$$
\begin{equation*}
\int_{S \times S}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 8 \gamma \pi(S)^{2} \tag{15.258}
\end{equation*}
$$

The overall strategy is to prove in a first stage that there exists a large collection of disjoint adequate sets. In a second stage we will construct the sets $\left(A_{\alpha}\right)$ from these. First of all, we must understand how one can obtain condition (15.258). We recall the notation $x^{+}=\max (x, 0)$.

Lemma 15.9.2. If $\pi(S) \geq \tau$ we have

$$
\begin{equation*}
\int_{S \times S}(x \cdot y-q)^{+} \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 2 \gamma \pi(S)^{2} \tag{15.259}
\end{equation*}
$$

Proof. Since $x, y \in B$ and $q \geq 0$ we have $(x \cdot y-q)^{+} \leq 1$. Using (15.257), we have

$$
\begin{aligned}
\int_{S \times S}(x \cdot y-q)^{+} \mathrm{d} \pi(x) \mathrm{d} \pi(y) & \leq \gamma \pi(S)^{2}+\pi^{\otimes 2}(\{(x, y) ; x \cdot y \geq q+\gamma\}) \\
& \leq \gamma \pi(S)^{2}+\gamma \tau^{2} \leq 2 \gamma \pi(S)^{2}
\end{aligned}
$$

and this concludes the proof.

Definition 15.9.3. For a set $S$, we define the barycentre of $\pi$ over $S$ by

$$
\begin{equation*}
b_{S}=\frac{1}{\pi(S)} \int_{S} x \mathrm{~d} \pi(x) \tag{15.260}
\end{equation*}
$$

Lemma 15.9.4. If $\pi(S) \geq \tau$ we have

$$
\begin{equation*}
\left\|b_{S}\right\|^{2} \leq q+2 \gamma \tag{15.261}
\end{equation*}
$$

Proof. We note that

$$
\begin{equation*}
\pi(S)^{2}\left\|b_{S}\right\|^{2}=\left\|\int_{S} x \mathrm{~d} \pi(x)\right\|^{2}=\int_{S \times S} x \cdot y \mathrm{~d} \pi(x) \mathrm{d} \pi(y) \tag{15.262}
\end{equation*}
$$

We have, using (15.262) and (15.259) in the second line

$$
\begin{aligned}
\pi(S)^{2}\left\|b_{S}\right\|^{2} & \leq \pi(S)^{2} q+\int_{S \times S}(x \cdot y-q)^{+} \mathrm{d} \pi(x) \mathrm{d} \pi(y) \\
& \leq(q+2 \gamma) \pi(S)^{2}
\end{aligned}
$$

and this finishes the proof.

Lemma 15.9.5. If $\pi(S) \geq \tau$ we have

$$
\begin{equation*}
\int_{S \times S}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq \pi(S)^{2}\left(q+2 \gamma-\left\|b_{S}\right\|^{2}\right) . \tag{15.263}
\end{equation*}
$$

Proof. For any number $t$ we have $|t|=2 t^{+}-t$ so that

$$
|x \cdot y-q| \leq 2(x \cdot y-q)^{+}+q-x \cdot y
$$

Integrating over $x$ and $y$ for $\mu$, and using (15.259) and (15.262) we get

$$
\int|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 2 \gamma \pi(S)^{2}+q \pi(S)^{2}-\pi(S)^{2}\left\|b_{S}\right\|^{2}
$$

We now assume

$$
\begin{equation*}
\tau \leq a \leq 1 / 4 \tag{15.264}
\end{equation*}
$$

Lemma 15.9.6. Consider $S, S^{\prime} \subset B$, and assume that

$$
\begin{equation*}
\pi(S) \geq a ; \quad \pi\left(S^{\prime}\right) \geq \tau, \quad b_{S} \cdot b_{S^{\prime}} \geq q-2 \gamma \tag{15.265}
\end{equation*}
$$

Then $S$ is adequate.

Proof. We shall prove that

$$
\begin{equation*}
\left\|b_{S}\right\|^{2} \geq q-6 \gamma \tag{15.266}
\end{equation*}
$$

Combining with (15.263) this implies (15.258) and completes the proof. To establish (15.266), since the left-hand side is $\geq 0$ we may assume that $q \geq 2 \gamma$. Using (15.261) for $S^{\prime}$ then yields

$$
(q-2 \gamma)^{2} \leq\left(b_{S} \cdot b_{S^{\prime}}\right)^{2} \leq\left\|b_{S}\right\|^{2}\left\|b_{S^{\prime}}\right\|^{2} \leq\left\|b_{S}\right\|^{2}(q+2 \gamma)
$$

and therefore

$$
\left\|b_{S}\right\|^{2} \geq \frac{(q-2 \gamma)^{2}}{q+2 \gamma} \geq q-6 \gamma
$$

We now state the main tool to construct adequate sets.
Proposition 15.9.7. There exists a number $L$ with the following property. Assume that

$$
\begin{equation*}
a^{1+L / \gamma^{2}}=\tau . \tag{15.267}
\end{equation*}
$$

Consider a subset $D$ of $B$ and assume that

$$
\begin{equation*}
\pi^{\otimes 2}((B \times D) \cap\{(x, y) ; x \cdot y \geq q-\gamma\}) \geq 2 a \tag{15.268}
\end{equation*}
$$

Then $D$ contains an adequate set.

This will use the following, which is in a sense the central point of the argument.

Lemma 15.9.8. There exists a number $L$ such that one can cover the set

$$
\begin{equation*}
W=\left\{b_{S} ; \pi(S) \geq a\right\} \tag{15.269}
\end{equation*}
$$

by at most $a^{-L / \gamma^{2}}$ balls of radius $\gamma$.

Proof of Proposition 15.9.7. Given $x$ in $B$, let

$$
\begin{equation*}
C(x)=\{y \in D ; x \cdot y \geq q-\gamma\} \tag{15.270}
\end{equation*}
$$

so that, using (15.268) in the last line

$$
\begin{aligned}
\int \pi(C(x)) \mathrm{d} \pi(x) & =\int_{B} \pi(\{y \in D ; x \cdot y \geq q-\gamma\}) \mathrm{d} \pi(x) \\
& =\pi^{\otimes 2}((B \times D) \cap\{(x, y) ; x \cdot y \geq q-\gamma\}) \geq 2 a
\end{aligned}
$$

Let $T=\{x ; \pi(C(x)) \geq a\}$ so that

$$
\begin{aligned}
2 a \leq \int \pi(C(x)) \mathrm{d} \pi(x) & \leq \int_{T} \pi(C(x)) \mathrm{d} \pi(x)+\int_{T^{c}} \pi(C(x)) \mathrm{d} \pi(x) \\
& \leq \pi(T)+a
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\pi(T) \geq a \tag{15.271}
\end{equation*}
$$

By Lemma 15.9.8, $W$ can be covered by $a^{-L / \gamma^{2}}$ balls of radius $\gamma / 2$, which implies that $T$ can be covered by $a^{-L / \gamma^{2}}$ sets of the type

$$
S^{\prime}=\left\{x ;\left\|b_{C(x)}-b_{C\left(x^{\prime}\right)}\right\| \leq \gamma\right\}
$$

where $x^{\prime} \in T$. Therefore, we can find $x^{\prime} \in T$ such that the corresponding set $S^{\prime}$ satisfies

$$
\begin{equation*}
a \leq \pi(T) \leq a^{-L / \gamma^{2}} \pi\left(S^{\prime}\right) \tag{15.272}
\end{equation*}
$$

We set $S=C\left(x^{\prime}\right)$ so $\pi(S) \geq a$ since $x^{\prime} \in T$. For $x \in S^{\prime}$, we have

$$
\begin{equation*}
x \cdot b_{C(x)}=\frac{1}{\pi(C(x))} \int_{C(x)} x \cdot y \mathrm{~d} \pi(y) \geq q-\gamma \tag{15.273}
\end{equation*}
$$

since $x \cdot y \geq q-\gamma$ for $y$ in $C(x)$. Since $x \in S^{\prime}$ we have

$$
\left\|b_{C(x)}-b_{S}\right\|=\left\|b_{C(x)}-b_{C\left(x^{\prime}\right)}\right\| \leq \gamma,
$$

and since $\|x\| \leq 1$ this yields $\left|x \cdot b_{C(x)}-x \cdot b_{S}\right| \leq \gamma$ and (15.273) implies

$$
x \cdot b_{S} \geq q-2 \gamma
$$

Averaging for $x$ over $S^{\prime}$ we get $b_{S^{\prime}} \cdot b_{S} \geq q-2 \gamma$. Since $\pi\left(S^{\prime}\right) \geq \tau$ by (15.272) and (15.267), it follows from (15.265) that $S$ is adequate.

Proof of Lemma 15.9.8. The proof relies on Gaussian tools. The starting point is that there exists a Gaussian process $(X(x))_{x \in H}$ with the property that $\mathrm{E} X(x) X(y)=x \cdot y$. One simple way to see this is to assume (without loss of generality) that $H$ is a Gaussian Hilbert space, i.e. consists of jointly Gaussian r.v.s, in which case $X(x)=x$. Another way is to set $X(x)=$ $\sum g_{i} x_{i}$ where $\left(g_{i}\right)$ are i.i.d. standard Gaussian r.v.s and $x=\sum x_{i} e_{i}$ is the decomposition of $x$ in a given orthonormal basis.

Hölder's inequality implies that if $p$ and $q$ are conjugate exponents,

$$
\left|\int_{S} X(x) \mathrm{d} \pi(x)\right| \leq \pi(S)^{1 / q}\left(\int_{B}|X(x)|^{p} \mathrm{~d} \pi(x)\right)^{1 / p}
$$

By linearity

$$
\begin{aligned}
\left|X\left(b_{S}\right)\right| & =\left|\frac{1}{\pi(S)} \int_{S} X(x) \mathrm{d} \mu(x)\right|=\frac{1}{\pi(S)}\left|\int_{S} X(x) \mathrm{d} \mu(x)\right| \\
& \leq \pi(S)^{-1 / p}\left(\int_{B}|X(x)|^{p} \mathrm{~d} \pi(x)\right)^{1 / p}
\end{aligned}
$$

so that

$$
\sup _{b \in W}|X(b)| \leq a^{-1 / p}\left(\int_{B}|X(x)|^{p} \mathrm{~d} \pi(x)\right)^{1 / p}
$$

and

$$
\begin{align*}
\mathrm{E} \sup _{b \in W}|X(b)| & \leq a^{-1 / p} \mathrm{E}\left(\int_{B}|X(x)|^{p} \mathrm{~d} \pi(x)\right)^{1 / p} \\
& \leq a^{-1 / p}\left(\int_{B} \mathrm{E}|X(x)|^{p} \mathrm{~d} \pi(x)\right)^{1 / p} \tag{15.274}
\end{align*}
$$

For a Gaussian r.v. $X$ with $\mathrm{E} X^{2} \leq 1$, we have $\mathrm{E}|X|^{p} \leq(L p)^{p / 2}$. So, for $x$ in $B$ we have $\mathrm{E}|X(x)|^{p} \leq(L p)^{p / 2}$ and (15.274) implies

$$
\mathrm{E} \sup _{b \in W}|X(b)| \leq L a^{-1 / p} \sqrt{p}
$$

This bound holds for every $p>1$. Since $a \leq 1 / 4$ by (15.264), we have $\log (1 / a) \geq 1$. Taking $p=\log (1 / a)$ we get

$$
\mathrm{E} \sup _{b \in W}|X(b)| \leq L \sqrt{\log (1 / a)}
$$

To conclude we appeal to a key result about Gaussian processes, Sudakov minoration (see [58] Theorem 3.18): The set $W$ can be covered by

$$
\exp \left(\frac{L \sqrt{\log (1 / a)}}{\gamma}\right)^{2} \leq a^{-L / \gamma^{2}}
$$

balls of radius $\leq \gamma$.
If $B$ contains no adequate set we set $s=0$. Otherwise we select such a set $C_{1}$. If $B \backslash C_{1}$ contains no adequate set we define $s=1$. Otherwise we select an adequate set $C_{2}$ contained in $B \backslash C_{1}$. Continuing in this manner we construct recursively disjoint adequate sets $C_{1}, C_{2}, \ldots, C_{s}$ for as long as we can. We note that since $\pi\left(C_{k}\right) \geq a$ we have

$$
\begin{equation*}
s \leq \frac{1}{a} \tag{15.275}
\end{equation*}
$$

We define

$$
C=C_{1} \cup \ldots \cup C_{s}
$$

Lemma 15.9.9. We have

$$
\begin{equation*}
\pi^{\otimes 2}(\{(x, y) ; x \cdot y \geq q-\gamma\} \backslash C \times C) \leq 4 a . \tag{15.276}
\end{equation*}
$$

Proof. Let $D=B \backslash C$. By construction $D$ does not contain an adequate set, so that by Proposition 15.9.7 we have

$$
\pi^{\otimes 2}((B \times D) \cap\{(x, y) ; x \cdot y \geq q-\gamma\}) \leq 2 a
$$

and the result follows since $B^{2} \backslash(C \times C) \subset(B \times D) \cup(D \times B)$ and "symmetry around the diagonal".

The sets $A_{\alpha}$ will be constructed by suitably grouping the sets $C_{k}$.

Definition 15.9.10. We say that a pair $\left(k, k^{\prime}\right)$ is close if

$$
\pi^{\otimes 2}\left(\{(x, y) ; x \cdot y \geq q-\gamma\} \cap\left(C_{k} \times C_{k^{\prime}}\right)\right) \geq a \pi\left(C_{k}\right) \pi\left(C_{k^{\prime}}\right) .
$$

On the set $\{1, \ldots, s\}$ we define the equivalence relation $k \mathcal{R} k^{\prime}$ by

$$
\exists \ell_{1}, \ldots, \ell_{p}, \ell_{1}=k, \ell_{p}=k^{\prime} \text {, all pairs }\left(\ell_{n}, \ell_{n+1}\right) \text { are close for } 1 \leq n<p .
$$

The set $\{1, \ldots, s\}$ is then divided into equivalence classes $I_{1}, \ldots, I_{r}$. For $\alpha \leq r$ we set $A_{\alpha}=\bigcup_{k \in I_{\alpha}} C_{k}$.

Lemma 15.9.11. We have

$$
\begin{equation*}
\pi^{\otimes 2}\left(\{(x, y) ; x \cdot y \geq q-\gamma\} \backslash \bigcup_{\alpha \leq r} A_{\alpha}^{2}\right) \leq 5 a \tag{15.277}
\end{equation*}
$$

Proof. Let

$$
U=\{(x, y) ; x \cdot y \geq q-\gamma\} \backslash \bigcup_{\alpha \leq r} A_{\alpha}^{2}
$$

and note that

$$
\pi^{\otimes 2}(U \cap(C \times C))=\sum_{k, \ell \leq s} \pi^{\otimes 2}\left(U \cap\left(C_{k} \times C_{\ell}\right)\right)
$$

When $k \mathcal{R} \ell$, then $C_{k} \times C_{\ell} \subset A_{\alpha}^{2}$ for a certain $\alpha$, so that $U \cap\left(C_{k} \times C_{\ell}\right)=\emptyset$. Otherwise $k$ and $\ell$ are not close, and thus

$$
\pi^{\otimes 2}\left(U \cap\left(C_{k} \times C_{\ell}\right)\right) \leq a \pi\left(C_{k}\right) \pi\left(C_{\ell}\right)
$$

and by summation over $k$ and $\ell$,

$$
\pi^{\otimes 2}(U \cap(C \times C)) \leq a
$$

Now (15.276) implies

$$
\pi^{\otimes 2}(U \backslash(C \times C)) \leq 4 a
$$

and this completes the proof.

In the last stage of the proof, we will show that $x \cdot y \simeq q$ on each set $A_{\alpha}$. We start with the inequality

$$
\begin{equation*}
\int_{A_{\alpha}^{2}}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y)=\sum_{k, \ell \in I_{\alpha}} \int_{C_{k} \times C_{\ell}}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \tag{15.278}
\end{equation*}
$$

Denoting by $b_{\ell}$ the barycentre of $\pi$ over $C_{\ell}$, we write

$$
\begin{align*}
\int_{C_{k} \times C_{\ell}}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) & \leq \int_{C_{k} \times C_{\ell}}\left|x \cdot y-b_{k} \cdot b_{\ell}\right| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \\
& +\left|b_{k} \cdot b_{\ell}-q\right| \pi\left(C_{k}\right) \pi\left(C_{\ell}\right) \tag{15.279}
\end{align*}
$$

The general idea is that $b_{k} \cdot b_{\ell} \sim q$ for $k, \ell \in I_{\alpha}$. To prove this, we will appeal to a general principle, that will also help to control the first term on the right-hand side of (15.279).

Proposition 15.9.12. Consider two probability measures $\nu$ and $\nu^{\prime}$ on $B$, and assume that for certain numbers $q$ and $q^{\prime}$ they satisfy

$$
\begin{equation*}
\int|x \cdot y-q| \mathrm{d} \nu(x) \mathrm{d} \nu(y) \leq \gamma ; \quad \int\left|x \cdot y-q^{\prime}\right| \mathrm{d} \nu^{\prime}(x) \mathrm{d} \nu^{\prime}(y) \leq \gamma \tag{15.280}
\end{equation*}
$$

Then, if $b$ and $b^{\prime}$ denote the barycenters of $\nu$ and $\nu^{\prime}$ respectively, we have

$$
\begin{equation*}
\int\left|x \cdot y-b \cdot b^{\prime}\right| \mathrm{d} \nu(x) \mathrm{d} \nu^{\prime}(y) \leq 8 \sqrt{\gamma} \tag{15.281}
\end{equation*}
$$

Of course, the barycentre $b$ of $\nu$ is given by the formula $b=\int x \mathrm{~d} \nu(x)$.
Lemma 15.9.13. Consider a probability measure $\nu$ on $B$ and assume that

$$
\begin{equation*}
\int|x \cdot y-q| \mathrm{d} \nu(x) \mathrm{d} \nu(y) \leq \gamma \tag{15.282}
\end{equation*}
$$

Consider a probability measure $\nu^{\prime}$ on $B$, and assume that it has a density $w$ with respect to $\nu$. Then

$$
\begin{equation*}
\left\|\int x \mathrm{~d} \nu(x)-\int x \mathrm{~d} \nu^{\prime}(x)\right\| \leq 2 \sqrt{\gamma}\|w\|_{\infty} \tag{15.283}
\end{equation*}
$$

Proof. We write $\left\|\int x \mathrm{~d} \nu(x)-\int x \mathrm{~d} \nu^{\prime}(x)\right\|^{2}$ as
$\int(x \cdot y-q) \mathrm{d} \nu(x) \mathrm{d} \nu(y)-2 \int(x \cdot y-q) \mathrm{d} \nu(x) \mathrm{d} \nu^{\prime}(y)+\int(x \cdot y-q) \mathrm{d} \nu^{\prime}(x) \mathrm{d} \nu^{\prime}(y)$, and we bound each term using (15.282). For example,

$$
\int|x \cdot y-q| \mathrm{d} \nu(x) \mathrm{d} \nu^{\prime}(y)=\int|x \cdot y-q| w(y) \mathrm{d} \nu(x) \mathrm{d} \nu(y) \leq \gamma\|w\|_{\infty}
$$

The other two terms are bounded respectively by $\gamma$ and $\gamma\|w\|_{\infty}^{2}$, and, since $\|w\|_{\infty} \geq 1$,

$$
\gamma+2 \gamma\|w\|_{\infty}+\gamma\|w\|_{\infty}^{2}=\gamma\left(1+\|w\|_{\infty}\right)^{2} \leq 4 \gamma\|w\|_{\infty}^{2}
$$

Proof of Proposition 15.9.12. Consider the set $A=\left\{(x, y) ; x \cdot y \geq b \cdot b^{\prime}\right\}$ and for $y \in B$ let $A(y)=\{x ;(x, y) \in A\}$. Then

$$
\begin{align*}
\int\left(x \cdot y-b \cdot b^{\prime}\right)^{+} \mathrm{d} \nu(x) \mathrm{d} \nu^{\prime}(y) & =\int_{A}\left(x \cdot y-b \cdot b^{\prime}\right) \mathrm{d} \nu(x) \mathrm{d} \nu^{\prime}(y) \\
& =\int_{A} x \cdot y \mathrm{~d} \nu(x) \mathrm{d} \nu^{\prime}(y)-b \cdot b^{\prime} \nu \otimes \nu^{\prime}(A) \\
& =\int\left(\int_{A(y)} x \mathrm{~d} \nu(x)\right) \cdot y \mathrm{~d} \nu^{\prime}(y) \\
& -b \cdot b^{\prime} \nu \otimes \nu^{\prime}(A) \tag{15.284}
\end{align*}
$$

By (15.283),

$$
\left\|\int x \mathrm{~d} \nu(x)-\frac{1}{\nu(A(y))} \int_{A(y)} x \mathrm{~d} \nu(x)\right\| \leq \frac{2 \sqrt{\gamma}}{\nu(A(y))}
$$

so that

$$
\left\|\int_{A(y)} x \mathrm{~d} \nu(x)-\nu(A(y)) \int x \mathrm{~d} \nu(x)\right\| \leq 2 \sqrt{\gamma}
$$

and therefore

$$
\begin{align*}
\int\left(\int_{A(y)} x \mathrm{~d} \nu(x)\right) \cdot y \mathrm{~d} \nu^{\prime}(y) & \leq 2 \sqrt{\gamma}+\int\left(\int \nu(A(y)) \int x \mathrm{~d} \nu(x)\right) \cdot y \mathrm{~d} \nu^{\prime}(y) \\
& \leq 2 \sqrt{\gamma}+\int x \mathrm{~d} \nu(x) \cdot \int \nu(A(y)) y \mathrm{~d} \nu^{\prime}(y) \tag{15.285}
\end{align*}
$$

We observe now that $\int \nu(A(y)) \mathrm{d} \nu^{\prime}(y)=\nu \otimes \nu^{\prime}(A)$, so using (15.283) for $w(y)=\nu(A(y)) / \nu \otimes \nu^{\prime}(A)$ and $\nu^{\prime}$ instead of $\nu$ we get

$$
\left\|\int y \mathrm{~d} \nu^{\prime}(y)-\frac{1}{\nu \otimes \nu^{\prime}(A)} \int \nu(A(y)) y \mathrm{~d} \nu^{\prime}(y)\right\| \leq \frac{2 \sqrt{\gamma}}{\nu \otimes \nu^{\prime}(A)}
$$

and

$$
\left\|\int \nu(A(y)) y \mathrm{~d} \nu^{\prime}(y)-\nu \otimes \nu^{\prime}(A) \int y \mathrm{~d} \nu^{\prime}(y)\right\| \leq 2 \sqrt{\gamma} .
$$

Therefore

$$
\begin{aligned}
\int x \mathrm{~d} \nu(x) \cdot \int \nu(A(y)) y \mathrm{~d} \nu^{\prime}(y) & \leq \nu \otimes \nu^{\prime}(A) \int x \mathrm{~d} \nu(x) \cdot \int y \mathrm{~d} \nu^{\prime}(y)+2 \sqrt{\gamma} \\
& =\nu \otimes \nu^{\prime}(A) b \cdot b^{\prime}+2 \sqrt{\gamma}
\end{aligned}
$$

Combining with (15.284) and (15.285) we have shown that

$$
\int\left(x \cdot y-b \cdot b^{\prime}\right)^{+} \mathrm{d} \nu(x) \mathrm{d} \nu^{\prime}(y) \leq 4 \sqrt{\gamma}
$$

and we proceed in the same way for the "other half".

Lemma 15.9.14. If a pair $(k, \ell)$ is close then

$$
\begin{equation*}
b_{k} \cdot b_{\ell} \geq q-\gamma-12 \sqrt{\gamma} a^{-1} \tag{15.286}
\end{equation*}
$$

Proof. We may assume that $q-\gamma>b_{k} \cdot b_{\ell}$, for otherwise there is nothing to prove. Then

$$
\begin{equation*}
\mathbf{1}_{\{x \cdot y \geq q-\gamma\}} \leq \frac{1}{q-\gamma-b_{k} \cdot b_{\ell}}\left(x \cdot y-b_{k} \cdot b_{\ell}\right)^{+} . \tag{15.287}
\end{equation*}
$$

Using that the pair $(k, \ell)$ is close in the first line and (15.287) in the second line, we have

$$
\begin{align*}
a \pi\left(C_{k}\right) \pi\left(C_{\ell}\right) & \leq \pi^{\otimes 2}\left(\left(C_{k} \times C_{\ell}\right) \cap\{(x, y) ; x \cdot y \geq q-\gamma\}\right) \\
& =\int_{C_{k} \times C_{\ell}} \mathbf{1}_{\{x \cdot y \geq q-\gamma\}} \mathrm{d} \pi(x) \mathrm{d} \pi(y) \\
& \leq \frac{1}{q-\gamma-b_{k} \cdot b_{\ell}} \int_{C_{k} \times C_{\ell}}\left|x \cdot y-b_{k} \cdot b_{\ell}\right| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \tag{15.288}
\end{align*}
$$

Since $C_{k}$ and $C_{\ell}$ are adequate the conditional measures $\nu$ and $\nu^{\prime}$ of $\pi$ on $C_{k}$ and $C_{\ell}$ satisfy (15.280) for $8 \gamma$ rather than $\gamma$. Then (15.281) implies

$$
\frac{1}{\pi\left(C_{k}\right) \pi\left(C_{\ell}\right)} \int_{C_{k} \times C_{\ell}}\left|x \cdot y-b_{k} \cdot b_{\ell}\right| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 8 \sqrt{8 \gamma} \leq 12 \sqrt{\gamma}
$$

and combining with (15.288) we get

$$
a \leq \frac{12 \sqrt{\gamma}}{q-\gamma-b_{k} \cdot b_{\ell}}
$$

Lemma 15.9.15. If $k \mathcal{R} \ell$ then

$$
\begin{equation*}
\left|b_{k} \cdot b_{\ell}-q\right| \leq 16 \sqrt{\gamma} a^{-3} \tag{15.289}
\end{equation*}
$$

Proof. Since the set $C_{k}$ is adequate, it follows from (15.258) and Jensen's inequality (i.e. integration inside the absolute value rather than outside) that

$$
\begin{equation*}
\left|\left\|b_{k}\right\|^{2}-q\right| \leq 8 \gamma \tag{15.290}
\end{equation*}
$$

When the pair $(k, \ell)$ is close, using (15.286) and (15.290) we get, since $a^{-1} \geq$ 4,

$$
\left\|b_{k}-b_{\ell}\right\|^{2}=\left\|b_{k}\right\|^{2}+\left\|b_{\ell}\right\|^{2}-2 b_{k} \cdot b_{\ell} \leq 16 \gamma+2 \gamma+24 \sqrt{\gamma} a^{-1} \leq 29 \sqrt{\gamma} a^{-1}
$$

so that $\left\|b_{k}-b_{\ell}\right\| \leq\left(29 \sqrt{\gamma} a^{-1}\right)^{1 / 2}$. When $k \mathcal{R} \ell, k$ and $\ell$ are connected by a chain of pairs $\left(\ell_{n}, \ell_{n+1}\right)$ that are close, and since $s \leq a^{-1}$ we get

$$
\left\|b_{k}-b_{\ell}\right\| \leq a^{-1}\left(29 \sqrt{\gamma} a^{-1}\right)^{1 / 2}
$$

so that $\left\|b_{k}-b_{\ell}\right\|^{2} \leq 29 \sqrt{\gamma} a^{-3}$. Therefore, using (15.290) again, (and since $a^{-3} \geq 64$ )

$$
\begin{aligned}
b_{k} \cdot b_{\ell} & =\frac{1}{2}\left(\left\|b_{k}\right\|^{2}+\left\|b_{\ell}\right\|^{2}-\left\|b_{k}-b_{\ell}\right\|^{2}\right) \\
& \geq q-8 \gamma-15 \sqrt{\gamma} a^{-3} \geq q-16 \sqrt{\gamma} a^{-3}
\end{aligned}
$$

and since $b_{k} \cdot b_{\ell} \leq\left\|b_{k}\right\|\left\|b_{\ell}\right\| \leq q+8 \gamma$ we have proved (15.289).

Lemma 15.9.16. For each $\alpha$ we have

$$
\begin{equation*}
\int_{A_{\alpha}^{2}}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 17 \sqrt{\gamma} a^{-3} \pi\left(A_{\alpha}\right)^{2} \tag{15.291}
\end{equation*}
$$

Proof. Using (15.281) to control the first term in the right-hand side of (15.279) and (15.289) to control the second term we obtain

$$
\begin{aligned}
\int_{C_{k} \times C_{\ell}}|x \cdot y-q| \mathrm{d} \pi(x) \mathrm{d} \pi(y) & \leq 8 \sqrt{8 \gamma}+16 \sqrt{\gamma} a^{-3} \pi\left(C_{k}\right) \pi\left(C_{\ell}\right) \\
& \leq 17 \sqrt{\gamma} a^{-3} \pi\left(C_{k}\right) \pi\left(C_{\ell}\right),
\end{aligned}
$$

and since $\pi\left(A_{\alpha}\right)=\sum_{k \in I_{\alpha}} \pi\left(C_{k}\right)$ substitution in (15.278) finishes the proof.

Proof of Theorem 15.4.5. We define $a$ by $5 a=\delta, \gamma$ by $17 \sqrt{\gamma} a^{-3}=\delta$ and $\tau$ by (15.267). Then if $\varepsilon=\gamma \tau$, (15.61) implies (15.257). Then (15.62) follows from (15.277) and (15.63) from (15.291).

Corollary 15.9.17. Under the hypothesis of Theorem 15.4.5, given $u$ with $\|u\| \leq 1$ we have

$$
\begin{equation*}
\int_{\{x \cdot y \geq q-\varepsilon\}}|x \cdot u-y \cdot u| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 18 \sqrt{\delta} \tag{15.292}
\end{equation*}
$$

Proof. Since by (15.63)

$$
\pi^{\otimes 2}\left(\{(x, y) ; x \cdot y \geq q-\varepsilon\} \backslash \bigcup A_{\alpha}^{2}\right) \leq \delta
$$

and since $|x \cdot u-y \cdot u| \leq 2$, we may bound the left-hand side of (15.292) by

$$
\begin{equation*}
2 \delta+\sum_{\alpha} \int_{A_{k}^{2}}|x \cdot u-y \cdot u| \mathrm{d} \pi(x) \mathrm{d} \pi(y) . \tag{15.293}
\end{equation*}
$$

Using Proposition 15.9 .12 with $\nu^{\prime}$ the point mass at $u$, and denoting by $b$ the barycentre of $\pi$ over $A_{k}$, we obtain

$$
\int_{A_{k}}|x \cdot u-b \cdot u| \mathrm{d} \pi(x) \leq 8 \sqrt{\delta} \pi\left(A_{k}\right)
$$

so that, since $|x \cdot u-y \cdot u| \leq|x \cdot u-b \cdot u|+|y \cdot u-b \cdot u|$,

$$
\int_{A_{k}^{2}}|x \cdot u-y \cdot u| \mathrm{d} \pi(x) \mathrm{d} \pi(y) \leq 16 \sqrt{\delta} \pi\left(A_{k}\right)^{2}
$$

and the quantity (15.293) is indeed bounded by $18 \sqrt{\delta}$.

### 15.10 Notes and Comments

Although the methods are different, Panchenko's work [71] (and also the author's [113]) has been influenced by the earlier works of M. Aizenman and P. Contucci [8] and M. Aizenman and P. Arguin [5]. The idea of stochastic stability (of which Theorem 15.5.7 is a particular instance) is put forward in [8], and an ultrametricity theorem is proved (under different hypotheses) in [5]. Determinators are introduced in that paper under the name of "Random Overlap Structures." The author wishes he had been able to explain here the ideas of [5], but, despite significant efforts, he was defeated by the style of writing.

## 16. The $p$-Spin Interaction Model

### 16.1 Overview

In this chapter, given an integer $p$, we study the system with Hamiltonian

$$
\begin{equation*}
-H_{p}(\boldsymbol{\sigma})=\beta\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p}} g_{i_{1} \ldots i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \tag{16.1}
\end{equation*}
$$

This Hamiltonian is closely related to the Hamiltonian (14.57). The use of the formula (16.1) is motivated by the fact that is slightly easier then than in the case (14.57) to use the cavity method, which will be an essential tool in this chapter. It could be shown that results similar to those of this chapter hold for the Hamiltonian (14.57).

Physicists usually write the Hamiltonian (16.1) with a normalization factor $\left(p!/ 2 N^{p-1}\right)^{1 / 2}$. The only purpose of the factor 2 is to make the definition coincide with the definition of the SK model when $p=2$. Since we will be interested in the case where $p$ is large, there is no point to use the physicists' normalization.

We shall concentrate on the case where $p$ is odd. This case is not covered by the results of Chapter 14 because the function $\xi(x)=\beta^{2} x^{p}$ is convex on $\mathbb{R}^{+}$but not on $\mathbb{R}$. It is conceivable that it will require a single good idea to be able to use the methods of Chapter 14 to study the system with Hamiltonian (16.1) when $p$ is odd, but, for the time being, the only result from Chapter 14 that can be applied to the Hamiltonian (16.1) is the upper bound of Theorem 14.4.4. Some of the methods we will use might look unsophisticated compared to the work of Chapter 14, but we do not know how to do better. A major obstacle is that we do not know how to prove results similar to those of Section 14.6 in the present case.

The real motivation for looking at the Hamiltonian governed by the Hamiltonian (16.1) is not to be able to say something about this case at any cost. It is that the proofs will shed a completely different light on the model than the methods of Chapter 14. In the range of $\beta$ where we can control the model, that is, up to values of $\beta$ that are exponentially large in $p$, (and for $\beta$ not too small) it has a structure "with one level of replica-symmetry breaking". This means here that the configuration space is the union of a sequence of "pure states". The overlap of two configurations in two different
pure states is essentially 0 and the overlap of two configurations in the same pure state is essentially a certain number $q$ depending on the system. The proof closely follows the intuition provided by this picture, trying in several steps to prove that it holds true.

In the first part of the proof (Section 16.3) we use elementary estimates to prove that the overlap can essentially take only values that are either in a small interval around 0 or in a small interval around 1 , where these small intervals do not depend on $N$. If one thinks a minute about this situation, one sees (in Section 16.4) that it strongly constrains the structure of the Gibbs measure. This is proved by a construction in the spirit of that of Section 14.12, but quite simpler. The configuration space $\Sigma_{N}$ can be divided in a sequence of pieces such that the overlap of two configurations in the same piece is in a small interval around 1, while the overlap of two configurations in different pieces is in a small interval around 0 . We call these pieces the lumps. We expect of course that they will be the pure states that we are looking for, but we have not proved it at this stage.

The main step in gaining control over the model is to prove that (for $\beta$ not too large) the overlap takes only two values (one of which turns out to be $0)$. The proof relies on the cavity method, with the remarkable feature that the construction of the interpolating Hamiltonian depends critically on the decomposition of the ( $N-2$ )-spin system into lumps. It is done in Section 16.5 .

In order to be able to fully use the cavity method, we however need to control the distribution of the sequence of the Gibbs weights of the lumps. The only way we know how to do this is to add the perturbation term (12.32) to the Hamiltonian, so that we can benefit from the extended Ghirlanda-Guerra identities. These identities imply that the sequence of the Gibbs weights of the lumps has in the limit a Poisson-Dirichlet distribution, a crucial ingredient of the cavity method.

Once we have the precise information that the overlap take only two values, we can use again the cavity method to prove that the upper bound of Theorem 14.4.4 is also asymptotically a lower bound. The perturbation term (12.32) is irrelevant in the limit for this computation. We however do not know how to gain a detailed control of the model.

### 16.2 Poisson-Dirichlet Distribution and Ghirlanda-Guerra Identities

In Section 15.2 we proved that a sequence of random weights that satisfies a certain version of the Ghirlanda-Guerra identities has a Poisson-Dirichlet distribution. On the other hand, a sequences of random weights with a PoissonDirichlet distribution has the remarkable properties spelled out by Theorem 13.1.6. Therefore we expect that a sequence of weights that nearly satisfies
the Ghirlanda-Guerra identities nearly satisfies Theorem 13.1.6. This is what we show in this section. We recall that we define the numbers

$$
\begin{equation*}
S^{(m)}\left(n_{1}, \ldots, n_{k}\right):=\mathrm{E} \prod_{s \leq k} \sum_{\alpha} v_{\alpha}^{n_{s}} \tag{16.2}
\end{equation*}
$$

where the random weights $\left(v_{\alpha}\right)$ have a Poisson-Dirichlet distribution $\Lambda_{m}$.
Theorem 16.2.1. Consider two numbers $A, \varepsilon^{\prime}>0$. Then we can find $a$ number $n$ and a number $\varepsilon>0$ with the following property. Consider a random sequence $\left(w_{\alpha}\right)_{\alpha \geq 1}$ with $w_{1} \geq w_{2} \geq \ldots$ and $\sum_{\alpha \geq 1} w_{\alpha}=1$. Consider a number $0<m<1$, and assume that, given any integer $k$, any integers $n_{1}, \ldots, n_{k}$ with $n_{s} \geq 2, \sum_{s \leq k} n_{s} \leq n$, we have

$$
\begin{equation*}
\left|\mathrm{E} \prod_{s \leq k} \sum_{\alpha \geq 1} w_{\alpha}^{n_{s}}-S^{(m)}\left(n_{1}, \ldots, n_{k}\right)\right| \leq \varepsilon \tag{16.3}
\end{equation*}
$$

Consider a pair $(U, V)$ of r.v.s with $V \geq 1, \mathrm{E} U^{2} \leq A$ and $\mathrm{E} V^{4} \leq A^{2}$. Consider an independent sequence of pairs $\left(\left(U_{\alpha}, V_{\alpha}\right)\right)_{\alpha \geq 1}$ that are distributed like the pair $(U, V)$ and that are independent of the sequence $\left(w_{\alpha}\right)$. Then

$$
\begin{gather*}
\left|\mathrm{E} \frac{\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}}{\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}}-\frac{\mathrm{E} U V^{m-1}}{\mathrm{E} V^{m}}\right| \leq \varepsilon^{\prime}  \tag{16.4}\\
\left|\mathrm{E} \frac{\sum_{\alpha \neq \gamma} w_{\alpha} w_{\gamma} U_{\alpha} U_{\gamma}}{\left(\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}\right)^{2}}-m\left(\frac{\mathrm{E} U V^{m-1}}{\mathrm{E} V^{m}}\right)^{2}\right| \leq \varepsilon^{\prime}  \tag{16.5}\\
\left|\mathrm{E} \frac{\sum_{\alpha \geq 1} w_{\alpha}^{2} U_{\alpha}^{2}}{\left(\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}\right)^{2}}-(1-m) \frac{\mathrm{E} U^{2} V^{m-2}}{\mathrm{E} V^{m}}\right| \leq \varepsilon^{\prime} \tag{16.6}
\end{gather*}
$$

Proof. We will consider only the case of (16.4). The others are similar. It is possible to prove (16.4) through a rather straightforward compactness argument; but we find it more fun to give a somewhat constructive proof as follows. Given $\varepsilon$ and $A$, we will find a quantity $C(A, \varepsilon)$ and a number $n=n(A, \varepsilon)$, depending on $\varepsilon$ and $A$ only, with the following property. For any pair $(U, V)$ of r.v.s as above, we can find numbers $c\left(n_{1}, \ldots, n_{k}, U, V\right)$ for $n_{1}, \ldots, n_{k} \geq 2, n_{1}+\cdots+n_{k} \leq n(A, \varepsilon)=n$ with

$$
\begin{equation*}
\left|c\left(n_{1}, \ldots, n_{k}, U, V\right)\right| \leq C(A, \varepsilon) \tag{16.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathrm{E} \frac{\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}}{\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}}-\sum_{n_{1}+\cdots+n_{k} \leq n} c\left(n_{1}, \ldots, n_{k}, U, V\right) \mathrm{E} \prod_{s \leq k} \sum_{\alpha \geq 1} w_{\alpha}^{n_{s}}\right| \leq \varepsilon \tag{16.8}
\end{equation*}
$$

This inequality holds in particular in the case $w_{\alpha}=v_{\alpha}$, a sequence with distribution $\Lambda_{m}$, in which case (13.13) implies

$$
\left|\frac{\mathrm{E} U V^{m-1}}{\mathrm{E} V^{m}}-\sum_{n_{1}+\cdots+n_{k} \leq n} c\left(n_{1}, \ldots, n_{k}, U, V\right) S^{(m)}\left(n_{1}, \ldots, n_{k}\right)\right| \leq \varepsilon
$$

and combining with (16.7) and (16.8) we get

$$
\begin{align*}
& \left|\mathrm{E} \frac{\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}}{\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}}-\frac{\mathrm{E} U V^{m-1}}{\mathrm{E} V^{m}}\right| \\
\leq & 2 \varepsilon+C(A, \varepsilon) \sum_{n_{1}+\cdots+n_{k} \leq n}\left|S^{(m)}\left(n_{1}, \ldots, n_{k}\right)-\mathrm{E} \prod_{s \leq k} \sum_{\alpha \geq 1} w_{\alpha}^{n_{s}}\right| \tag{16.9}
\end{align*}
$$

from which the theorem follows.
We now turn to the proof of (16.8). The argument will actually show that this inequality holds uniformly over non-random sequences ( $w_{\alpha}$ ). We first reduce to the case where $U$ and $V$ are bounded by a truncation argument. Consider a truncation level $M \geq 1$ and define

$$
V_{\alpha}^{\prime}=\min \left(V_{\alpha}, M\right) ; U_{\alpha}^{\prime}=U_{\alpha} \mathbf{1}_{\left\{\left|U_{\alpha}\right| \leq M\right\}}
$$

Since $\sum_{\alpha \geq 1} w_{\alpha}=1$ and $V_{\alpha}, V_{\alpha}^{\prime} \geq 1$, we have

$$
\begin{align*}
\left|\frac{\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}}{\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}}-\frac{\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}^{\prime}}{\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}^{\prime}}\right| & \leq \sum_{\alpha \geq 1} w_{\alpha}\left|U_{\alpha}-U_{\alpha}^{\prime}\right|  \tag{16.10}\\
& +\left(\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}\right)\left(\sum_{\alpha \geq 1} w_{\alpha}\left|V_{\alpha}-V_{\alpha}^{\prime}\right|\right)
\end{align*}
$$

Using the Cauchy-Schwarz inequality and that $\left(\sum_{\alpha} w_{\alpha} x_{\alpha}\right)^{2} \leq \sum_{\alpha} w_{\alpha} x_{\alpha}^{2}$ by convexity of the function $x \mapsto x^{2}$, we obtain (using the obvious definition of $U$ and $U^{\prime}$ )

$$
\begin{aligned}
& \mathrm{E}\left(\sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}\right)\left(\sum_{\alpha \geq 1} w_{\alpha}\left|V_{\alpha}-V_{\alpha}^{\prime}\right|\right) \\
\leq & \left(\mathrm{E} \sum_{\alpha \geq 1} w_{\alpha} U_{\alpha}^{2}\right)^{1 / 2}\left(\mathrm{E} \sum_{\alpha \geq 1} w_{\alpha}\left(V_{\alpha}-V_{\alpha}^{\prime}\right)^{2}\right)^{1 / 2} \\
= & \left(\mathrm{E} U^{2}\right)^{1 / 2}\left(\mathrm{E}\left(V-V^{\prime}\right)^{2}\right)^{1 / 2} .
\end{aligned}
$$

Therefore the expectation of the left-hand side of (16.10) is at most

$$
\mathrm{E}\left|U-U^{\prime}\right|+\left(\mathrm{E} U^{2}\right)^{1 / 2}\left(\mathrm{E}\left(V-V^{\prime}\right)^{2}\right)^{1 / 2}
$$

Now,

$$
\mathrm{E}\left(V-V^{\prime}\right)^{2} \leq \mathrm{E} V^{2} \mathbf{1}_{\{V \geq M\}} \leq \frac{1}{M^{2}} \mathrm{E} V^{4} \leq \frac{A^{2}}{M^{2}}
$$

and similarly we have $\mathrm{E}\left|U-U^{\prime}\right| \leq \mathrm{E}|U| \mathbf{1}_{\{|U| \geq M\}} \leq \mathrm{E} U^{2} / M \leq A / M$. Therefore the expectation of the left-hand side of (16.10) is $\leq\left(A+A^{3 / 2}\right) / M$. This should make it clear that it suffices to prove (16.8) when $U$ and $V$ are bounded. Assuming that $|U|,|V| \leq M$ we prove that we can find a quantity $C(M, \varepsilon)$ and a number $n=n(M, \varepsilon)$ depending only on $M$ and $\varepsilon$, such that (16.8) holds for numbers $c\left(n_{1}, \ldots, n_{k}, U, V\right)$ with

$$
\left|c\left(n_{1}, \ldots, n_{k}, U, V\right)\right| \leq C(M, \varepsilon)
$$

On the compact set

$$
\{x, y ;|x| \leq M, 1 \leq y \leq M\}
$$

the function $x / y$ is approximated within $\varepsilon$ by a polynomial in $x$ and $y$, so that to prove (16.8) it suffices to prove it when we replace the ratio $\sum w_{\alpha} U_{\alpha} / \sum w_{\alpha} V_{\alpha}$ by a monomial $\left(\sum w_{\alpha} U_{\alpha}\right)^{a}\left(\sum w_{\alpha} V_{\alpha}\right)^{b}$. In particular it suffices to show that, given any two integers $a$ and $b$ we have

$$
\begin{equation*}
\mathrm{E}\left(\left(\sum w_{\alpha} U_{\alpha}\right)^{a}\left(\sum w_{\alpha} V_{\alpha}\right)^{b}\right)=\sum c\left(n_{1}, \ldots, n_{k}, U, V\right) \mathrm{E} \prod_{s \leq k} \prod_{\alpha \geq 1} w_{\alpha}^{n_{s}} \tag{16.11}
\end{equation*}
$$

where the summation is over $n_{1}+\cdots+n_{k}=a+b$, and where the numbers $c\left(n_{1}, \ldots, n_{k}, U, V\right)$ satisfy

$$
\left|c\left(n_{1}, \ldots, n_{k}, U, V\right)\right| \leq C(a, b) M^{a+b}
$$

First we observe that, using independence in the last equality,

$$
\begin{align*}
& \mathrm{E}\left(\left(\sum w_{\alpha} U_{\alpha}\right)^{a}\left(\sum w_{\alpha} V_{\alpha}\right)^{b}\right)  \tag{16.12}\\
= & \mathrm{E} \sum w_{\alpha_{1}} \cdots w_{\alpha_{a}} w_{\alpha_{a+1}} \cdots w_{\alpha_{a+b}} U_{\alpha_{1}} \cdots U_{\alpha_{a}} V_{\alpha_{a+1}} \cdots V_{\alpha_{a+b}} \\
= & \sum \mathrm{E}\left(w_{\alpha_{1}} \cdots w_{\alpha_{a}} w_{\alpha_{a+1}} \cdots w_{\alpha_{a+b}}\right) \mathrm{E}\left(U_{\alpha_{1}} \cdots U_{\alpha_{a}} V_{\alpha_{a+1}} \cdots V_{\alpha_{a+b}}\right),
\end{align*}
$$

where the summations are over all values of $\alpha_{1}, \ldots, \alpha_{a+b} \geq 1$. Next, consider a partition $\mathcal{J}$ of the set $\{1, \ldots, a+b\}$ into subsets $J_{1}, \ldots, J_{k}$, and for $s \leq k$ set

$$
m_{s}=\operatorname{card}\left(J_{s} \cap\{1, \ldots, a\}\right) ; r_{s}=\operatorname{card}\left(J_{s} \cap\{a+1, \ldots, a+b\}\right) .
$$

Let us consider the following property of a sequence $\left(\alpha_{1}, \ldots, \alpha_{a+b}\right)$ :

$$
\begin{equation*}
\forall \ell, \ell^{\prime} \leq a+b, \alpha_{\ell}=\alpha_{\ell}^{\prime} \Leftrightarrow \exists p \leq n ; \ell, \ell^{\prime} \in J_{p} \tag{16.13}
\end{equation*}
$$

When the sequence $\left(\alpha_{1}, \ldots, \alpha_{a+b}\right)$ satisfies (16.13), then

$$
\mathrm{E} U_{\alpha_{1}} \cdots U_{\alpha_{a}} V_{\alpha_{a+1}} \cdots V_{\alpha_{a+b}}=\mathrm{E} \prod_{s \leq k} U_{s}^{m_{s}} V_{s}^{r_{s}}
$$

is a number $C(\mathcal{J})$ that depends only on $\mathcal{J}$ (and $U$ and $V$ ). Moreover $|C(\mathcal{J})| \leq$ $M^{a+b}$.

Let us denote by $\sum_{\mathcal{J}}$ a summation over all the choices of $\alpha_{1}, \ldots, \alpha_{a+b}$ that satisfy (16.13). Then

$$
\begin{align*}
& \sum_{\mathcal{J}} \mathrm{E}\left(w_{\alpha_{1}} \cdots w_{\alpha_{a+b}}\right) \mathrm{E}\left(U_{\alpha_{1}} \cdots U_{\alpha_{a}} V_{\alpha_{a+1}} \cdots V_{\alpha_{a+b}}\right)  \tag{16.14}\\
= & C(\mathcal{J}) \mathrm{E} \sum_{\mathcal{J}} w_{\alpha_{1}} \cdots w_{\alpha_{a+b}} . \tag{16.15}
\end{align*}
$$

It then follows from (16.13) that

$$
\mathrm{E}\left(\left(\sum w_{\alpha} U_{\alpha}\right)^{a}\left(\sum w_{\alpha} V_{\alpha}\right)^{b}\right)=\sum_{\text {all choices of } \mathcal{J}} C(\mathcal{J}) \mathrm{E} \sum_{\mathcal{J}} w_{\alpha_{1}} \cdots w_{\alpha_{a+b}} .
$$

Moreover we have

$$
\sum_{\mathcal{J}} w_{\alpha_{1}} \cdots w_{\alpha_{a+b}}=\sum_{\alpha_{1}, \ldots, \alpha_{k} \text { all different }} w_{\alpha_{1}}^{m_{1}+r_{1}} \cdots w_{\alpha_{k}}^{m_{k}+r_{k}} .
$$

Thus to prove (16.11), it suffice to show that the numbers

$$
\mathrm{E} \sum_{\alpha_{1}, \ldots, \alpha_{k} \text { all different }} w_{\alpha_{1}}^{m_{1}+r_{1}} \cdots w_{\alpha_{k}}^{m_{k}+r_{k}}
$$

can be recovered as linear combinations of the numbers $\mathrm{E} \prod_{s \leq k^{\prime}} \prod_{\alpha \geq 1} w_{\alpha}^{n_{s}}$. This follows from the "inclusion-exclusion formula" as in $\sum_{\alpha_{1} \neq \alpha_{2}} w_{\alpha_{1}}^{3} w_{\alpha_{2}}^{2}=$ $\left(\sum_{\alpha} w_{\alpha}^{3}\right)\left(\sum_{\alpha} w_{\alpha}^{2}\right)-\sum_{\alpha} w_{\alpha}^{5}$.

### 16.3 A Priori Estimates

First, we observe that from (16.1) we have

$$
\begin{aligned}
\mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right) & =\frac{\beta^{2} p!}{N^{p-1}} \sum_{i_{1}<\ldots<i_{p}} \sigma_{i_{1}}^{1} \sigma_{i_{1}}^{2} \cdots \sigma_{i_{p}}^{1} \sigma_{i_{p}}^{2} \\
& =\frac{\beta^{2}}{N^{p-1}} \sum_{d} \sigma_{i_{1}}^{1} \sigma_{i_{1}}^{2} \cdots \sigma_{i_{p}}^{1} \sigma_{i_{p}}^{2}
\end{aligned}
$$

where $\sum_{d}$ means that the summation is over all possible choices of indices that are all distinct. Denoting throughout the chapter by $K$ a number depending on $p$ and $\beta$ only, there are at most $K N^{p-1}$ choices of indices $i_{1}, \ldots, i_{p}$ that are not all distinct. Therefore, since $\sum_{i_{1}, \ldots, i_{p}} \sigma_{i_{1}}^{1} \sigma_{i_{1}}^{2} \cdots \sigma_{i_{p}}^{1} \sigma_{i_{p}}^{2}=N^{p} R_{1,2}^{p}$ we have

$$
\begin{equation*}
\left|\mathrm{E} H_{N}\left(\boldsymbol{\sigma}^{1}\right) H_{N}\left(\boldsymbol{\sigma}^{2}\right)-N \beta^{2} R_{1,2}^{p}\right| \leq K . \tag{16.16}
\end{equation*}
$$

We recall the function $\mathcal{I}(t)$ of (A.22),

$$
\mathcal{I}(t)=\frac{1}{2}((1+t) \log (1+t)+(1-t) \log (1-t))
$$

We define the number $\gamma_{p}$ by

$$
\gamma_{p}^{2}=\inf _{0<t<1}\left(1+t^{-p}\right) \mathcal{I}(t)
$$

We observe that $\gamma_{p}^{2} \leq 2 \log 2$ as is seen by taking $t \rightarrow 1$. We recall the notation

$$
p_{N}(\beta)=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N}(\boldsymbol{\sigma})\right)
$$

Theorem 16.3.1. If $\beta \leq \gamma_{p}$ then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}(\beta)=\log 2+\frac{\beta^{2}}{2} \tag{16.17}
\end{equation*}
$$

Proof. Jensen's inequality implies

$$
p_{N}(\beta) \leq \frac{1}{N} \log \sum_{\boldsymbol{\sigma}} \mathrm{E} \exp \left(-H_{N}(\boldsymbol{\sigma})\right)
$$

Using (16.16) for $\boldsymbol{\sigma}^{1}=\boldsymbol{\sigma}^{2}$ and (A.1) yields $\mathrm{E} \exp \left(-H_{N}(\boldsymbol{\sigma})\right) \leq \exp \left(N \beta^{2} / 2+\right.$ $K$ ), so for every $\beta$ we have

$$
\begin{equation*}
p_{N}(\beta) \leq \log 2+\frac{\beta^{2}}{2}+\frac{K}{N} \tag{16.18}
\end{equation*}
$$

To prove a lower bound for $p_{N}(\beta)$, consider $\beta \leq \gamma_{p}$ and the r.v.

$$
X=\operatorname{card}\left\{\boldsymbol{\sigma} ;-H_{N}(\boldsymbol{\sigma}) \geq N \beta^{2}\right\} .
$$

The key to the proof is the estimate

$$
\begin{equation*}
\mathrm{E} X^{2} \leq K N(\mathrm{E} X)^{2} ; \quad \mathrm{E} X \geq \frac{2^{N}}{K \sqrt{N}} \exp \left(-\frac{N \beta^{2}}{2}\right) \tag{16.19}
\end{equation*}
$$

Combining with the Paley-Zygmund inequality (A.61) we get

$$
\mathrm{P}\left(X \geq \frac{2^{N}}{2 K \sqrt{N}} \exp \left(-\frac{N \beta^{2}}{2}\right)\right) \geq \mathrm{P}\left(X \geq \frac{\mathrm{E} X}{2}\right) \geq \frac{1}{K N} .
$$

Since

$$
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} \exp \left(-H_{N}(\boldsymbol{\sigma})\right) \geq X \exp N \beta^{2}
$$

this implies

$$
\mathrm{P}\left(Z_{N}(\beta) \geq \frac{2^{N}}{K \sqrt{N}} \exp \frac{N \beta^{2}}{2}\right) \geq \frac{1}{K N}
$$

and

$$
\begin{equation*}
\mathrm{P}\left(\frac{1}{N} \log Z_{N}(\beta) \geq \log 2+\frac{\beta^{2}}{2}-K \frac{\log N}{N}\right) \geq \frac{1}{K N} \tag{16.20}
\end{equation*}
$$

As in (1.53) we deduce from Proposition 1.3.5 that for $t>0$ we have

$$
\mathrm{P}\left(\left|\frac{1}{N} \log Z_{N}(\beta)-\frac{1}{N} \mathrm{E} \log Z_{N}(\beta)\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2} N}{2 \beta^{2}}\right)
$$

and in particular

$$
\mathrm{P}\left(\frac{1}{N} \log Z_{N}(\beta) \geq \frac{1}{N} \mathrm{E} \log Z_{N}(\beta)+t\right) \leq 2 \exp \left(-\frac{t^{2} N}{2 \beta^{2}}\right) .
$$

We choose $t=K_{1} \sqrt{\log N} / N$ such that the right-hand side above is less than the right-hand side of (16.20) to infer that

$$
p_{N}(\beta)=\frac{1}{N} \mathrm{E} \log Z_{N}(\beta) \geq \log 2+\frac{\beta^{2}}{2}-K \sqrt{\frac{\log N}{N}}
$$

completing the proof of (16.17).
To prove (16.19) we first observe that

$$
\begin{equation*}
X=\sum_{\boldsymbol{\sigma}} \mathbf{1}_{\left\{-H_{N}(\boldsymbol{\sigma}) \geq N \beta^{2}\right\}} . \tag{16.21}
\end{equation*}
$$

Using (16.16) for $\boldsymbol{\sigma}^{1}=\boldsymbol{\sigma}^{2}$ and (A.5) yields

$$
\mathrm{E} X=\sum_{\boldsymbol{\sigma}} \mathrm{P}\left(-H_{N}(\boldsymbol{\sigma}) \geq N \beta^{2}\right) \geq \frac{2^{N}}{K \sqrt{N}} \exp \left(-\frac{N^{2} \beta^{4}}{2\left(N \beta^{2}-K\right)}\right)
$$

Moreover,

$$
\begin{equation*}
\frac{N^{2} \beta^{4}}{2\left(N \beta^{2}-K\right)}=\frac{N \beta^{2}}{2}\left(\frac{1}{1-K / N}\right) \leq \frac{N \beta^{2}}{2}+K \tag{16.22}
\end{equation*}
$$

and this proves the second part of (16.19). To compute E $X^{2}$, we deduce from (16.21) that

$$
X^{2}=\sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} \mathbf{1}_{\left\{-H_{N}\left(\boldsymbol{\sigma}^{1}\right) \geq N \beta^{2}\right\}} \mathbf{1}_{\left\{-H_{N}\left(\boldsymbol{\sigma}^{2}\right) \geq N \beta^{2}\right\}}
$$

and therefore

$$
\begin{equation*}
\mathrm{E} X^{2}=\sum_{\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}} A\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right), \tag{16.23}
\end{equation*}
$$

where

$$
\begin{aligned}
A\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) & =\mathrm{P}\left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right) \geq N \beta^{2},-H_{N}\left(\boldsymbol{\sigma}^{2}\right) \geq N \beta^{2}\right) \\
& \leq \mathrm{P}\left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right) \geq 2 N \beta^{2}\right)
\end{aligned}
$$

For a Gaussian r.v. $g$ and $t>0$ we have $\mathrm{P}(g \geq t) \leq \exp \left(-t^{2} / 2 \mathrm{E} g^{2}\right)$, and consequently

$$
A\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq \exp \left(-\frac{2 N^{2} \beta^{4}}{\mathrm{E}\left(H_{N}\left(\boldsymbol{\sigma}^{1}\right)+H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right)^{2}}\right) .
$$

Combining with (16.16) yields

$$
\mathrm{E}\left(H_{N}\left(\boldsymbol{\sigma}^{1}\right)+H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right)^{2} \leq 2 N \beta^{2}\left(1+R_{1,2}^{p}\right)+K \leq 2 N \beta^{2}\left(1+\left|R_{1,2}\right|^{p}\right)+K
$$

Proceeding as in (16.22) we obtain

$$
A\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq K \exp \left(-\frac{N \beta^{2}}{\left(1+\left|R_{1,2}\right|^{p}\right)}\right)
$$

and therefore

$$
\sum A\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq K \sum_{0 \leq k \leq N} \exp \left(-\frac{N \beta^{2}}{1+(k / N)^{p}}\right) \operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}\right|=k / N\right\}
$$

Now, (A.24) implies

$$
\operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}\right|=k / N\right\} \leq 2^{2 N+1} \exp \left(-N \mathcal{I}\left(\frac{k}{N}\right)\right)
$$

and therefore

$$
\begin{equation*}
\sum A\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq K 2^{2 N+1} \sum_{0 \leq k \leq N} \exp \left(-N\left(\frac{\beta^{2}}{1+(k / N)^{p}}+\mathcal{I}\left(\frac{k}{N}\right)\right)\right) \tag{16.24}
\end{equation*}
$$

Since $\beta \leq \gamma_{p}$ we deduce for each $t$ that

$$
\beta^{2} \leq\left(1+\frac{1}{t^{p}}\right) \mathcal{I}(t)
$$

and consequently

$$
\frac{\beta^{2}}{1+t^{p}}+\mathcal{I}(t) \geq \beta^{2}
$$

so that (16.24) and (16.23) imply that $\mathrm{E} X^{2} \leq K N 2^{2 N} \exp \left(-N \beta^{2}\right)$.
We now perform a bit of calculus to gather information about $\gamma_{p}$. The results we present do not aim at sharpness, we try simply to give clean statements.

Proposition 16.3.2. If $p$ is large enough then

$$
\begin{equation*}
\sqrt{2 \log 2} \geq \gamma_{p} \geq \sqrt{2 \log 2}\left(1-2^{-p}\right) \tag{16.25}
\end{equation*}
$$

Lemma 16.3.3. If $p$ is large enough, the following holds. If $v \geq 2^{-p / 2}$, then

$$
\begin{equation*}
\inf _{0 \leq t \leq 1-v}\left(1+t^{-p}\right) \mathcal{I}(t) \geq 2 \log 2+\frac{p v}{8} \tag{16.26}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\gamma_{p}^{2} \geq 2 \log 2\left(1-\frac{2^{-p}}{\log 2}\right)+\mathcal{R}_{p} \tag{16.27}
\end{equation*}
$$

where $\left|\mathcal{R}_{p}\right| \leq L p^{2} 2^{-2 p}$.

One should first observe that (16.27) is stronger than the second inequality of (16.25). Indeed, since $\sqrt{1-x} \geq 1-x / 2$, (16.27) implies

$$
\gamma_{p} \geq \sqrt{2 \log 2}\left(1-\frac{2^{-p}}{2 \log 2}\right)+\mathcal{R}_{p}
$$

where $\mathcal{R}_{p}$ is as above, and since $2 \log 2>1$, for large $p$ this proves (16.25).
Proof. We set $u=1-t$. We shall prove that

$$
\begin{equation*}
u \geq 2^{-p / 2} \Rightarrow\left(1+t^{-p}\right) \mathcal{I}(t) \geq 2 \log 2+\frac{p u}{8} \tag{16.28}
\end{equation*}
$$

Therefore if $v \geq 2^{-p / 2}$,

$$
\begin{equation*}
1-t=u \geq v \geq 2^{-p / 2} \Rightarrow\left(1+t^{-p}\right) \mathcal{I}(t) \geq 2 \log 2+\frac{p v}{8} \tag{16.29}
\end{equation*}
$$

which is (16.26). Since $\mathcal{I}(t) \geq t^{2} / 2$, we have

$$
2\left(1+t^{-p}\right) \mathcal{I}(t) \geq 2 t^{-p} \mathcal{I}(t) \geq t^{2-p}
$$

and by convexity

$$
\begin{aligned}
t^{2-p}=(1-u)^{2-p} & \geq 1+(p-2) u \\
& =1+\frac{p}{4} u+\left(\frac{3 p}{4}-2\right) u
\end{aligned}
$$

If $u \geq 3 / p$, this is at least

$$
1+\frac{p}{4} u+\left(\frac{9}{4}-\frac{6}{p}\right) \geq 4 \log 2+\frac{p}{4} u
$$

for large $p$, since $13 / 4>4 \log 2$. Consequently it holds that

$$
2\left(1+t^{-p}\right) \mathcal{I}(t) \geq 4 \log 2+\frac{p}{4} u
$$

and to prove (16.28) we may assume $u \leq 3 / p$. We observe that, by convexity,

$$
(1+t) \log (1+t)=(2-u) \log (2-u) \geq 2 \log 2-(1+\log 2) u
$$

so that

$$
2 \mathcal{I}(t) \geq 2 \log 2-(1+\log 2) u+u \log u
$$

By convexity again,

$$
1+t^{-p}=1+(1-u)^{-p} \geq 2+p u
$$

and therefore

$$
\begin{equation*}
2\left(1+t^{-p}\right) \mathcal{I}(t) \geq \psi(u):=(2+p u)(2 \log 2-(1+\log 2) u+u \log u) \tag{16.30}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\psi(u)=4 \log 2+u(2(p-1) \log 2-2+2 \log u-p u(1+\log 2)+p u \log u) \tag{16.31}
\end{equation*}
$$

by straightforward algebra. Since we assume $u \leq 3 / p$, we have

$$
u \log u \geq \frac{3}{p} \log \frac{3}{p}=-\frac{3}{p} \log \frac{p}{3}
$$

and therefore $p u \log u \geq-3 \log (p / 3)$. Since $p u \leq 3$ we get

$$
\psi(u) \geq 4 \log 2+u\left(2(p-1) \log 2-2+2 \log u-3(1+\log 2)-3 \log \frac{p}{3}\right)
$$

When we assume $u \geq 2^{-p / 2}$, we have $2 \log u \geq-p \log 2$ so that for a certain number $L$

$$
2(p-1) \log 2-2+2 \log u-3(1+\log 2)-3 \log \frac{p}{3} \geq p \log 2-L-3 \log \frac{p}{3}
$$

Since $\log 2>1 / 2$, when $p$ is large enough we have $p \log 2-L-3 \log \frac{p}{3} \geq p / 2$ and therefore $\psi(u) \geq 4 \log 2+p u / 2$ whenever $u \geq 2^{-p / 2}$. This proves (16.28) and hence (16.26).

As a consequence of (16.26), to prove (16.27) it suffices to show that

$$
\inf _{0 \leq u<2^{-p / 2}} 2\left(1+(1-u)^{-p}\right) \mathcal{I}(1-u) \geq 4 \log 2\left(1-\frac{2^{-p}}{\log 2}\right)+\mathcal{R}_{p}
$$

and therefore by (16.30) that for $u<2^{-p / 2}$ we have

$$
\begin{equation*}
\psi(u) \geq 4 \log 2-2^{-p+2}+\mathcal{R}_{p} \tag{16.32}
\end{equation*}
$$

This occupies the rest of the proof. For $u<2^{-p / 2}$ we have $p u \leq p 2^{-p / 2}$ and $p u \log u \geq p 2^{-p / 2} \log 2^{-p / 2}=-p 2^{-p / 2} \log 2^{p / 2}$, so (16.31) implies

$$
\begin{align*}
\psi(u) & \geq 4 \log 2+u\left(2(p-1) \log 2-2+2 \log u-p 2^{-p / 2}(1+\log 2)\right. \\
& \left.-p 2^{-p / 2} \log 2^{p / 2}\right) \tag{16.33}
\end{align*}
$$

If $u \geq 2^{-p+3}$ we have $2 \log u \geq-2(p-3) \log 2$, and since $4 \log 2>2$, (16.33) shows that
$\psi(u) \geq 4 \log 2+u\left(4 \log 2-2-p 2^{-p / 2}(1+\log 2)-p 2^{-p / 2} \log 2^{p / 2}\right) \geq 4 \log 2$ (for large $p$ ) and (16.32) holds. Now, if $u \leq 2^{-p-3}$, we have

$$
\left|p u^{2} \log u\right|,\left|p u^{2}\right| \leq L p^{2} 2^{-2 p}
$$

and (16.31) yields

$$
\psi(u) \geq \varphi(u)+\mathcal{R}_{p}
$$

with $\left|\mathcal{R}_{p}\right| \leq L p^{2} 2^{-2 p}$ and

$$
\varphi(u)=4 \log 2+2 u((p-1) \log 2-1)+2 u \log u .
$$

Now $\varphi(u)$ has its minimum at $u=2^{-p+1}$ and $\varphi\left(2^{-p+1}\right)=4 \log 2-2^{-p+2}$. This completes the proof of (16.32).

Proposition 16.3.4. If $p$ is large enough then for $\beta \geq \gamma_{p}$ we have

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} p_{N}(\beta) \geq \gamma_{p} \beta \geq \beta \sqrt{2 \log 2}\left(1-2^{-p}\right) \tag{16.34}
\end{equation*}
$$

Proof. The function $\beta \mapsto p_{N}(\beta)$ is convex, and Theorem 16.3.1 implies that for $\beta<\gamma_{p}$ we have $\lim _{N \rightarrow \infty} p_{N}(\beta)=\log 2+\beta^{2} / 2$ so that by Griffiths' lemma

$$
\liminf _{N \rightarrow \infty} p_{N}^{\prime}\left(\gamma_{p}\right) \geq \gamma_{p}
$$

Using convexity again, for $\beta \geq \gamma_{p}$,

$$
p_{N}(\beta) \geq p_{N}\left(\gamma_{p}\right)+\left(\beta-\gamma_{p}\right) p_{N}^{\prime}\left(\gamma_{p}\right)
$$

and thus

$$
\begin{aligned}
\liminf _{N \rightarrow \infty} p_{N}(\beta) & \geq \log 2+\frac{\gamma_{p}^{2}}{2}+\gamma_{p}\left(\beta-\gamma_{p}\right) \\
& =\log 2-\frac{\gamma_{p}^{2}}{2}+\gamma_{p} \beta \geq \gamma_{p} \beta
\end{aligned}
$$

This proves the first inequality in (16.34). The second one follows from (16.25).

Definition 16.3.5. We say that a subset $I$ of $\mathbb{R}$ is negligible if $\mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \in\right.\right.$ $I\}) \leq K \exp (-N / K)$, where as usual $K$ denotes a number independent of $N$.

The main result of this section is the following.

Theorem 16.3.6. There exists an integer $p_{0}$ such that if $p \geq p_{0}$, for each $\beta$ the intervals $\left[-1,-2^{-p / 4}\right]$ and $\left[2^{-p / 4}, 1-2^{-p / 2}\right]$ are negligible.

In other words, the overlap is essentially always in the small interval $\left[-2^{-p / 4}, 2^{-p / 4}\right]$ around 0 or in the small interval $\left[1-2^{-p / 2}, 1\right]$ around 1 . There is nothing magic about the numbers $2^{-p / 4}$, etc. These are simply convenient choices. The proof relies on the following.

Proposition 16.3.7. We have

$$
\begin{equation*}
\varphi_{N}(u):=\frac{1}{N} \mathrm{E} \log \sum_{R_{1,2}=u} \exp \left(-H_{N}\left(\boldsymbol{\sigma}^{1}\right)-H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right) \leq \xi(u, \beta)+\frac{1}{N} \tag{16.35}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi(u, \beta)=\beta^{2}\left(1+u^{p}\right)+2 \log 2-\mathcal{I}(|u|) \tag{16.36}
\end{equation*}
$$

if

$$
\begin{equation*}
\beta^{2}\left(1+u^{p}\right) \leq 2 \log 2-\mathcal{I}(|u|) \tag{16.37}
\end{equation*}
$$

and otherwise

$$
\begin{equation*}
\xi(u, \beta)=2 \beta \sqrt{\left(1+u^{p}\right)(2 \log 2-\mathcal{I}(|u|))} . \tag{16.38}
\end{equation*}
$$

We will then prove that $\xi(u, \beta)<2 \liminf p_{N}(\beta)$ for $u$ in the intervals $\left[-1,-2^{-p / 4}\right]$ and $\left[2^{-p / 4}, 1-2^{-p / 2}\right]$ of Theorem 16.3.6 to conclude as usual the proof of Theorem 16.3.6 using concentration of measure. The bound (16.35) is very primitive compared with the bounds of Section 14.6 but we do not know how to do better.

Proof. There are at most $2^{2 N} \exp (-N \mathcal{I}(|u|))$ pairs in the summation (16.35); for each of them

$$
\mathrm{E}\left(H_{N}\left(\boldsymbol{\sigma}^{1}\right)+H_{N}\left(\boldsymbol{\sigma}^{2}\right)\right)^{2} \leq 2 \beta^{2} N\left(1+u^{p}\right)+K
$$

by (16.16). Therefore Proposition 16.3.7 follows from Lemma A.2.1.
Let us also point out that one can easily deduce from Lemma A.2.1 that $p_{N}(\beta) \leq \beta \sqrt{2 \log 2}+K / N$, to be compared with (16.34).

Before proving Theorem 16.3.6, we need one more dash of calculus.

Lemma 16.3.8. For $p$ large enough, if $u \in\left[-1,-2^{-p / 4}\right]$ or $u \in\left[2^{-p / 4}, 1-\right.$ $\left.2^{-p / 2}\right]$ we have

$$
\begin{equation*}
2 u^{p} \log 2-\left(1+u^{p}\right) \mathcal{I}(u) \leq-2^{-p / 2-2} \tag{16.39}
\end{equation*}
$$

Proof. Assume first that $u<0$, and observe that $1+u^{p} \geq 0, \mathcal{I}(u) \geq 0$, so that (16.39) is obvious if $u^{p} \leq-1 / 2$. Observe also that $u^{p}<0$ because $u<0$ and $p$ is odd. If $u^{p} \geq-1 / 2$, since $\mathcal{I}(u) \geq u^{2} / 2$ we have

$$
2 u^{p} \log 2-\left(1+u^{p}\right) \mathcal{I}(u) \leq-\frac{1}{2} \mathcal{I}(u) \leq-\frac{u^{2}}{4} \leq-2^{-p / 2-2}
$$

when $u \leq-2^{-p / 4}$. This proves (16.39) when $u<0$. When $u>0$, let us first consider the case where $u^{p-2} \leq 1 / 8$. Then $2 u^{p} \leq u^{2} / 4$ and, since $\log 2 \leq 1$ and $\mathcal{I}(u) \geq u^{2} / 2$,

$$
2 u^{p} \log 2-\left(1+u^{p}\right) \mathcal{I}(u) \leq \frac{u^{2}}{4} \log 2-\mathcal{I}(u) \leq \frac{u^{2}}{4}-\frac{u^{2}}{2}=-\frac{u^{2}}{4} \leq-2^{-p / 2-2}
$$

provided $u \geq 2^{-p / 4}$. So it suffices to consider the case where $u^{p-2} \geq 1 / 8$ and $u \leq 1-2^{-p / 2}$. Using (16.26) with $v=2^{-p / 2}$ and since $u \leq 1-2^{-p / 2}$, we deduce that

$$
\left(1+u^{p}\right) \mathcal{I}(u) \geq\left(2 \log 2+\frac{p 2^{-p / 2}}{8}\right) u^{p}
$$

and thus

$$
2 u^{p} \log 2-\left(1+u^{p}\right) \mathcal{I}(u) \leq u^{p}\left(-\frac{p 2^{-p / 2}}{8}\right)
$$

Since we assume that $u \geq 8^{-1 /(p-2)}$, for $p$ large enough the right-hand side is $\leq-2^{-p / 2-2}$.

Lemma 16.3.9. If $p$ is large enough then for $u \in\left[-1,-2^{-p / 4}\right]$ or $u \in$ $\left[2^{-p / 4}, 1-2^{-p / 2}\right]$ the function $\xi(u, \beta)$ of Proposition 16.3 .7 satisfies

$$
\begin{align*}
& \beta \geq \gamma_{p} \Rightarrow \xi(u, \beta) \leq \beta\left(2 \sqrt{2 \log 2}-2^{-p / 2-3}\right)  \tag{16.40}\\
& \beta \leq \gamma_{p} \Rightarrow \xi(u, \beta) \leq \beta^{2}+2 \log 2-2^{-p / 2} / L \tag{16.41}
\end{align*}
$$

Proof. Assume first that $\beta^{2}\left(1+u^{p}\right)>2 \log 2-\mathcal{I}(u)$ so $\xi(u, \beta)$ is given by (16.38). We write

$$
\begin{aligned}
\left(1+u^{p}\right)(2 \log 2-\mathcal{I}(u)) & =2 \log 2+2 u^{p} \log 2-\left(1+u^{p}\right) \mathcal{I}(u) \\
& \leq 2 \log 2-2^{-p / 2-2}
\end{aligned}
$$

by (16.39). Combining the inequality $\sqrt{1+x} \leq 1+x / 2$ with (16.38) implies

$$
\begin{aligned}
\xi(u, \beta) & =2 \beta \sqrt{\left(1+u^{p}\right)(2 \log 2-\mathcal{I}(u))} \\
& \leq 2 \beta \sqrt{2 \log 2-2^{-p / 2-2}} \\
& \leq 2 \beta \sqrt{2 \log 2}\left(1-\frac{2^{-p / 2-4}}{\log 2}\right) \\
& \leq \beta\left(2 \sqrt{2 \log 2}-2^{-p / 2-3}\right)
\end{aligned}
$$

This proves (16.40) when $\beta^{2}\left(1+u^{p}\right)>2 \log 2-\mathcal{I}(u)$. In that case, and since $\mathcal{I}(u) \leq \log 2$, we have $\beta^{2} \geq(\log 2) / 2$ and since $2 \beta \sqrt{2 \log 2} \leq \beta^{2}+2 \log 2$ we have also proved (16.41).

Assume next that

$$
\begin{equation*}
\beta^{2}\left(1+u^{p}\right) \leq 2 \log 2-\mathcal{I}(u), \tag{16.42}
\end{equation*}
$$

so that $\xi(u, \beta)$ is given by (16.36), and then

$$
\begin{aligned}
\xi(u, \beta) & =\beta^{2}\left(1+u^{p}\right)+2 \log 2-\mathcal{I}(u) \\
& \leq 4 \log 2-2 \mathcal{I}(u) \leq 4 \log 2-u^{2} \leq 4 \log 2-2^{-p / 2}
\end{aligned}
$$

because $|u| \geq 2^{-p / 4}$. When $\beta \geq \gamma_{p}$, for $p$ large, we have, using (16.25) in the last 2 inequalities,

$$
\begin{aligned}
4 \log 2-2^{-p / 2} & \leq \sqrt{2 \log 2}\left(1-2^{-p}\right)\left(2 \sqrt{2 \log 2}-2^{-p / 2-2}\right) \\
& \leq \gamma_{p}\left(2 \sqrt{2 \log 2}-2^{-p / 2-2}\right) \\
& \leq \beta\left(2 \sqrt{2 \log 2}-2^{-p / 2-2}\right)
\end{aligned}
$$

and this proves (16.40). When $\beta \leq \gamma_{p}$ we write, using (16.42) in the third line and (14.87) in the last line,

$$
\begin{aligned}
\xi(u, \beta) & =\beta^{2}\left(1+u^{p}\right)+2 \log 2-\mathcal{I}(u) \\
& =\beta^{2}+2 \log 2+\beta^{2} u^{p}-\mathcal{I}(u) \\
& \leq \beta^{2}+2 \log 2+\frac{u^{p}}{u^{p}+1}(2 \log 2-\mathcal{I}(u))-\mathcal{I}(u) \\
& \leq \beta^{2}+2 \log 2+\frac{1}{u^{p}+1}\left(2 u^{p} \log 2-\mathcal{I}(u)\right) \\
& \leq \beta^{2}+2 \log 2-2^{-p / 2-3}
\end{aligned}
$$

and this completes the proof of (16.41).
Proof of Theorem 16.4.3. For $N$ the relations (16.17), (16.41), (16.34) and (16.40) imply

$$
\begin{equation*}
\xi(u, \beta) \leq 2 p_{N}(\beta)-\frac{2^{-p / 2}}{L} \tag{16.43}
\end{equation*}
$$

whenever $u$ belongs to one of the intervals $\left[-1,-2^{-p / 4}\right]$ or $\left[2^{-p / 4}, 1-2^{-p / 2}\right]$, and then using concentration of measure as in Proposition 13.4.3 we deduce that $\mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2}=u\right\}\right) \leq K \exp (-K / N)$.

Inspecting the proof of Theorem 16.4.3 we observe that we have actually proved a stronger statement, namely that if $p$ is large enough, for each $\beta_{0}$ there exists a constant $K\left(\beta_{0}\right)$ depending only on $\beta_{0}$ and $p$, such that whenever $\beta \leq \beta_{0}$ then

$$
\begin{align*}
\mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \in\left[-1,-2^{-p / 4}\right]\right\}\right) & \leq K\left(\beta_{0}\right) \exp \left(-K\left(\beta_{0}\right) / N\right)  \tag{16.44}\\
\mathrm{E} G_{N}^{\otimes 2}\left(\left\{R_{1,2} \in\left[2^{-p / 4}, 1-2^{-p / 2}\right]\right\}\right) & \leq K\left(\beta_{0}\right) \exp \left(-K\left(\beta_{0}\right) / N\right) \tag{16.45}
\end{align*}
$$

This will be used in Section 16.7.

Exercise 16.3.10. Consider

$$
c_{p}=\max _{-1 \leq u \leq 1}\left(1+u^{p}\right)(2 \log 2-\mathcal{I}(u)),
$$

so that $c_{p}$ is slightly larger than $2 \log 2$. Define

$$
\gamma_{p}^{\prime}=\sqrt{c_{p}}-\sqrt{c_{p}-2 \log 2} .
$$

Prove that for $\beta \leq \gamma_{p}^{\prime}$ and every $u$ we have

$$
\xi(u, \beta) \leq \beta^{2}+2 \log 2
$$

where $\xi(u, \beta)$ is the function of Proposition 16.3.7. Use the method of proof of Theorem 13.4.1 to show that for $\beta \leq \gamma_{p}^{\prime}$ one has $\lim _{N \rightarrow \infty} p_{N}(\beta)=\beta^{2} / 2+$ $\log 2$. How does $\gamma_{p}^{\prime}$ compare to $\gamma_{p}$ ?

### 16.4 The Lumps and Their Weights

In this section we prove that the configuration space $\Sigma_{N}$ decomposes into a sequence of well separated pieces called the lumps. We then show that the extended Ghirlanda-Guerra inequalities determine the properties of the sequence of the Gibbs weights of these lumps. The following key result is completely deterministic.

Theorem 16.4.1. Consider a probability measure $\mu$ on $\Sigma_{N}$. Consider two numbers $a, a^{\prime}, 0 \leq a^{\prime} \leq 1 / 2,0<a<1 / 28$ and set

$$
\begin{equation*}
\varepsilon=\mu^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}\right| \geq a^{\prime}, R_{1,2} \leq 1-2 a\right\}\right) \tag{16.46}
\end{equation*}
$$

Then we can find a partition $\left(C_{\alpha}\right)_{\alpha \geq 1}$ of $\Sigma_{N}$ with the following properties:

$$
\begin{gather*}
\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \in C_{\alpha} \Rightarrow R_{1,2} \geq 1-12 a  \tag{16.47}\\
\mu^{\otimes 2}\left(\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ;\left|R_{1,2}\right| \geq a^{\prime}\right\} \backslash \bigcup_{\alpha \geq 1} C_{\alpha}^{2}\right) \leq 3 \varepsilon^{1 / 3} . \tag{16.48}
\end{gather*}
$$

This will be used for $\varepsilon$ exponentially small in $N$. Of course at most $2^{N}$ of the sets $C_{\alpha} \subset \Sigma_{N}$ are non-empty.

Theorem 16.4.1 means essentially the following: basically the only way that $\left|R_{1,2}\right|>a^{\prime}$ (or, which is essentially equivalent, that $R_{1,2} \geq 1-2 a$ ) is that $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ lie in the same set $C_{\alpha}$. Conversely, if $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ belong to $C_{\alpha}$, then $R_{1,2}$ is close to 1 . Consequently,

$$
\begin{equation*}
\mu^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq 1-2 a\right\}\right) \simeq \mu^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq a^{\prime}\right\}\right) \simeq \sum_{\alpha \geq 1} \mu\left(C_{\alpha}\right)^{2} \tag{16.49}
\end{equation*}
$$

It is not a consequence of the hypothesis of Theorem 16.4.1 that the quantity (16.49) is not very small. For example, the uniform probability on $\Sigma_{N}$ satisfies

$$
\mu^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq t\right\}\right) \leq 2 \exp \left(-\frac{N t^{2}}{2}\right)
$$

by (A.16). But, when the quantity (16.49) is not too small, some of the small sets $\left(C_{\alpha}\right)$ must have a significant mass. For this reason we will call the sets $C_{\alpha}$ the lumps (even though it might happen under the hypothesis of Theorem 16.4.1 that they all have a very small mass).

Theorem 16.4.1 is close in spirit to Theorem 15.4.4, but it is a bit different (and much easier). It has a version for probability measures on the unit ball of the Hilbert space (with the same proof). The reason for which we stated it for $\Sigma_{N}$ is simply that this is the setting we need, and that the Hilbert space structure is not used in the proof (in contrast with the situation of Theorem 15.4.4).

Proof. We recall that

$$
\begin{equation*}
d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right)=\frac{1}{N} \operatorname{card}\left(\left\{i \leq N ; \sigma_{i}^{1} \neq \sigma_{i}^{2}\right\}\right)=\frac{1}{2}\left(1-R_{1,2}\right) \tag{16.50}
\end{equation*}
$$

is a distance on $\Sigma_{N}$. We denote by $B(\boldsymbol{\sigma}, r)$ the ball of radius $r$ and center $\boldsymbol{\sigma}$ for this distance. We set

$$
\begin{equation*}
B_{0}(\boldsymbol{\sigma})=B(\boldsymbol{\sigma}, a) ; B(\boldsymbol{\sigma})=B(\boldsymbol{\sigma}, 3 a) ; D(\boldsymbol{\sigma})=B(\boldsymbol{\sigma}, 6 a) \backslash B(\boldsymbol{\sigma}, 2 a) \tag{16.51}
\end{equation*}
$$

We observe that

$$
\begin{equation*}
\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \in B(\boldsymbol{\sigma}) \Rightarrow d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq 6 a \Rightarrow R_{1,2} \geq 1-12 a \tag{16.52}
\end{equation*}
$$

We will say that a set $B(\boldsymbol{\sigma})$ is a lump if $\mu\left(B_{0}(\boldsymbol{\sigma})\right) \geq \varepsilon^{1 / 3}$. We consider a maximal disjoint family $\left(C_{\alpha}\right)_{\alpha \leq M}$ of lumps (this family might well be empty).

We will prove that (16.48) holds when $\bigcup_{\alpha>1} C_{\alpha}$ is replaced by $\bigcup_{\alpha \leq M} C_{\alpha}$. By (16.52), the sets $C_{\alpha}$ satisfy (16.47), but they do not form a partition of $\Sigma_{N}$. To obtain a partition of $\Sigma_{N}$ it suffices to decompose $\Sigma_{N} \backslash \bigcup_{\alpha \leq M} C_{\alpha}$ into sets consisting of a single point.

To start, we prove that

$$
\begin{equation*}
B(\boldsymbol{\sigma}) \text { is a lump } \Rightarrow \mu(D(\boldsymbol{\sigma})) \leq \varepsilon^{2 / 3} . \tag{16.53}
\end{equation*}
$$

This is because if $\boldsymbol{\sigma}^{1} \in B_{0}(\boldsymbol{\sigma})$ and $\boldsymbol{\sigma}^{2} \in D(\boldsymbol{\sigma})$, then $a \leq d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq 7 a$, so that $1-14 a \leq R_{1,2} \leq 1-2 a$, and since $a<1 / 28$ and $a^{\prime} \leq 1 / 2$ we have

$$
B_{0}(\boldsymbol{\sigma}) \times D(\boldsymbol{\sigma}) \subset\left\{a^{\prime}<R_{1,2} \leq 1-2 a\right\}
$$

so that by (16.46)

$$
\varepsilon^{1 / 3} \mu(D(\boldsymbol{\sigma})) \leq \mu\left(B_{0}(\boldsymbol{\sigma})\right) \mu(D(\boldsymbol{\sigma}))=\mu^{\otimes 2}\left(B_{0}(\boldsymbol{\sigma}) \times D(\boldsymbol{\sigma})\right) \leq \varepsilon .
$$

This proves (16.53).
Since the sets $C_{\alpha}$ are disjoint and since $\mu\left(C_{\alpha}\right) \geq \varepsilon^{1 / 3}$ by definition of a lump, we have $M \leq \varepsilon^{-1 / 3}$. For $\alpha \leq M$, we consider $\boldsymbol{\sigma}_{\alpha}$ such that $C_{\alpha}=B\left(\boldsymbol{\sigma}_{\alpha}\right)$, and we set $D=\bigcup_{\alpha \leq M} D\left(\boldsymbol{\sigma}_{\alpha}\right)$. By (16.53) for each $\alpha$ we have $\mu\left(D\left(\boldsymbol{\sigma}_{\alpha}\right)\right) \leq \varepsilon^{2 / 3}$, so that $\mu(D) \leq \varepsilon^{1 / 3}$. Consider the set

$$
A=\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) ; \boldsymbol{\sigma}^{2} \in B_{0}\left(\boldsymbol{\sigma}^{1}\right), \mu\left(B_{0}\left(\boldsymbol{\sigma}^{1}\right)\right) \leq \varepsilon^{1 / 3}\right\}
$$

Then, by Fubini theorem, we have $\mu^{\otimes 2}(A) \leq \varepsilon^{1 / 3}$. To prove (16.48), keeping (16.46) in mind, it suffices to prove that

$$
R_{1,2} \geq 1-2 a \Rightarrow\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in A \cup\left(D \times \Sigma_{N}\right) \cup \bigcup_{\alpha \leq M} C_{\alpha}^{2}
$$

If $R_{1,2} \geq 1-2 a$, then $d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq a$, so $\boldsymbol{\sigma}^{2} \in B_{0}\left(\boldsymbol{\sigma}^{1}\right)$. If $\mu\left(B_{0}\left(\boldsymbol{\sigma}^{1}\right)\right) \leq \varepsilon^{1 / 3}$, then $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in A$ and we are done. Thus we may assume that $\mu\left(B_{0}\left(\boldsymbol{\sigma}^{1}\right)\right) \geq$ $\varepsilon^{1 / 3}$ and then $B\left(\boldsymbol{\sigma}^{1}\right)$ is a lump. Since the family $\left(C_{\alpha}\right)_{\alpha \leq M}$ is a maximum disjoint family of lumps, the lump $B\left(\boldsymbol{\sigma}^{1}\right)$ is not disjoint from this family. That is, there exists $\alpha \leq M$ with $B\left(\boldsymbol{\sigma}^{1}\right) \cap B\left(\boldsymbol{\sigma}_{\alpha}\right) \neq \emptyset$, so that $d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}_{\alpha}\right) \leq 6 a$. If $\boldsymbol{\sigma}^{1} \in D\left(\boldsymbol{\sigma}_{\boldsymbol{\alpha}}\right)$ we are done because then $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in D \times \Sigma_{N}$. Thus we may assume that $\boldsymbol{\sigma}^{1} \notin D\left(\boldsymbol{\sigma}_{\boldsymbol{\alpha}}\right)$. Now $D\left(\boldsymbol{\sigma}_{\boldsymbol{\alpha}}\right)=\left\{\boldsymbol{\sigma} ; 2 a \leq d\left(\boldsymbol{\sigma}_{\alpha}, \boldsymbol{\sigma}\right) \leq 6 a\right\}$, so that since $d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}_{\alpha}\right) \leq 6 a$ we have $d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}_{\alpha}\right) \leq 2 a$ and, since $d\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \leq a$, we have $d\left(\boldsymbol{\sigma}^{2}, \boldsymbol{\sigma}_{\alpha}\right) \leq 3 a$. This proves that $\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in C_{\alpha}^{2}$.

Theorem 16.4.2. There exists a number $p_{0}$ with the following property. If $p \geq p_{0}$ is odd, then we may find a partition $\left(C_{\alpha}\right)_{\alpha \geq 1}$ of $\Sigma_{N}$ (depending on the disorder) such that

$$
\begin{gather*}
\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2} \in C_{\alpha} \Rightarrow R_{1,2} \geq 1-2^{-p / 2+4}  \tag{16.54}\\
\mathrm{E} G_{N}^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq 2^{-p / 4}\right\} \backslash \bigcup_{\alpha \geq 1} C_{\alpha}^{2}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{16.55}
\end{gather*}
$$

Proof. We use Theorem 16.4.1 at given disorder with $a^{\prime}=2^{-p / 4}$ and $a=$ $2^{-p / 2}$ and Theorem 16.3.6.

Let us stress again that this contains no information when $\mathrm{E} G_{N}^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq\right.\right.$ $\left.\left.2^{-p / 4}\right\}\right) \leq K \exp (-N / K)$.

The sets $\left(C_{\alpha}\right)_{\alpha \geq 1}$ will be called the lumps. They are well defined for every realization of the randomness, and depend on this randomness.

It can be shown that the lumps are all of very small Gibbs' measure when $\beta \leq \gamma_{p}$. On the other hand there is a simple observation showing that this is not the case for large $\beta$. Indeed, by Lemma A.2.1 we have

$$
\frac{1}{N} \mathrm{E} \max _{\boldsymbol{\sigma}}\left(-H_{N}(\boldsymbol{\sigma})\right) \leq \beta \sqrt{2 \log 2}
$$

because $\mathrm{E} H_{N}^{2}(\boldsymbol{\sigma}) \leq \beta^{2} N$ and since there are $2^{N}$ values of $\boldsymbol{\sigma}$. Now

$$
\begin{aligned}
p_{N}^{\prime}(\beta) & =\frac{1}{N} \nu\left(\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p}} g_{i_{1} \ldots i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}}\right) \\
& =\frac{1}{N} \nu\left(\frac{-H_{N}(\boldsymbol{\sigma})}{\beta}\right) \leq \frac{1}{\beta N} \mathrm{E} \max _{\boldsymbol{\sigma}}\left(-H_{N}(\boldsymbol{\sigma})\right) \leq \sqrt{2 \log 2}
\end{aligned}
$$

On the other hand integration by parts yields

$$
\begin{equation*}
p_{N}^{\prime}(\beta) \geq \beta\left(1-\nu\left(R_{1,2}^{p}\right)\right)-\frac{K}{N} \tag{16.56}
\end{equation*}
$$

so that

$$
\liminf _{N \rightarrow \infty} \nu\left(R_{1,2}^{p}\right) \geq 1-\frac{\sqrt{2 \log 2}}{\beta}
$$

and for large $\beta$ some part of $\nu\left(R_{1,2}^{p}\right)$ must come from values of $R_{1,2}$ that are $\geq 2^{-p / 4}$ (and hence from values of $R_{1,2}$ that are close to 1 ).

In the remainder of the present chapter, we add a perturbation term $H_{N, \boldsymbol{\beta}}^{p e r}$ of the type (12.32) to the Hamiltonian. Of course this term is probabilistically independent of $H_{N}$. It is of smaller order, as is shown by Lemma 12.2.1. Consequently Theorem 16.3.6 remains valid for the Hamiltonian $H_{N, \boldsymbol{\beta}}=$ $H_{N}+H_{N, \boldsymbol{\beta}}^{p e r}$ because the perturbation term changes both sides of (16.43) by quantity that vanishes as $N \rightarrow \infty$.

The perturbation term $H_{N, \boldsymbol{\beta}}^{\text {per }}$ depends on the parameter $\boldsymbol{\beta}=\left(\beta_{s}\right)_{s \geq 1}$. Throughout the rest of the chapter, we denote by $\delta$ a quantity (depending on $N$ and $\boldsymbol{\beta}$ ) such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int|\delta| \mathrm{d} \boldsymbol{\beta}=0 \tag{16.57}
\end{equation*}
$$

where $\int \mathrm{d} \boldsymbol{\beta}$ means that each $\beta_{s}$ is integrated from 0 to 1 .
Let us denote by

$$
\left(w_{\alpha}\right)_{\alpha \geq 1} \text { the sequence of Gibbs' weights of the lumps of the system, }
$$

as constructed by Theorem 16.4.2. We will always assume that the lumps are numbered in non-increasing order of their Gibbs' measure. Let us define

$$
\begin{equation*}
m=m_{N}(\beta, \boldsymbol{\beta})=\nu\left(\mathbf{1}_{\left\{R_{1,2} \leq 1 / 2\right\}}\right) . \tag{16.58}
\end{equation*}
$$

Let us recall the numbers $S^{(m)}\left(n_{1}, \ldots, n_{k}\right)$ of (16.2), so that $S^{(m)}(2)=1-m$.

Theorem 16.4.3. Given $\beta$ and any integers $k, n_{1}, \ldots, n_{k}$, we have

$$
\begin{equation*}
\mathrm{E} \prod_{s \leq k} \sum_{\alpha \geq 1} w_{\alpha}^{n_{s}}=S^{(m)}\left(n_{1}, \ldots, n_{k}\right)+\delta \tag{16.59}
\end{equation*}
$$

Since, as explained in Section 16.1, the quantities in the left-hand side of (16.59) determine the distribution of the sequence ( $w_{\alpha}$ ), this result can be interpreted as saying that "in the limit, the distribution of the sequence $\left(w_{\alpha}\right)$ is the Poisson-Dirichlet distribution $\Lambda_{m}$ where $m$ is given by (16.58)". One must be cautious however because $m=m(N, \boldsymbol{\beta})$ depends on $N$ and $\boldsymbol{\beta}$ and we have not proved that $m$ has a limit as $N \rightarrow \infty$; even the possibility that $m=m_{N}(\beta, \boldsymbol{\beta})$ varies widely with $\boldsymbol{\beta}$ remains open.

Proof. Let us use the notation

$$
S\left(n_{1}, \ldots, n_{k}\right)=\mathrm{E} \prod_{s \leq k} \sum_{\alpha \geq 1} w_{\alpha}^{n_{s}}
$$

It follows from Theorem 16.4.2 that

$$
\nu\left(\mathbf{1}_{\left\{R_{1,2}>1 / 2\right\}}\right)=\mathrm{E} \sum_{\alpha \geq 1} w_{\alpha}^{2}+\delta
$$

where $\delta$ satisfies (16.57) (and is even exponentially small in $N$ ). Thus since $S^{(m)}(2)=1-m,(16.58)$ implies

$$
S(2)=\mathrm{E} \sum_{\alpha \geq 1} w_{\alpha}^{2}=1-m+\delta=S^{(m)}(2)+\delta
$$

To prove (12.54) we shall argue that, for each integers $k, n_{1}, \ldots, n_{k}$, we have

$$
\begin{align*}
S\left(n_{1}+1, \ldots, n_{k}\right) & =\frac{n_{1}-m}{n} S\left(n_{1}, \ldots, n_{k}\right)  \tag{16.60}\\
& +\sum_{2 \leq s \leq k} \frac{n_{s}}{n} S\left(n_{2}, \ldots, n_{s-1}, n_{s}+n_{1}, n_{s+1}, \ldots, n_{k}\right)+\delta
\end{align*}
$$

Since these relations are the same as the relations (15.19), and since, as explained after (15.19), these relations determine the numbers $S\left(n_{1}, \ldots, n_{k}\right)$, this will prove (16.59).

The proof of (16.60) relies on (12.28). The argument is a very much simplified version of the proof of (15.54). Consider a continuous function $\psi$ with $\psi(x)=0$ for $x \leq 1 / 2$ and $\psi(x)=1$ for $x \geq 3 / 4$. Then if $|f| \leq 1$ is a function on $\Sigma_{N}$, and since it essentially never happens that $R_{1,2} \in[1 / 2,3 / 4]$ we have

$$
\nu\left(\psi\left(R_{\ell, \ell^{\prime}}\right) f\right)=\nu\left(\mathbf{1}_{\left\{R_{\ell, \ell^{\prime}} \geq 3 / 4\right\}} f\right)+\delta,
$$

and also $\nu\left(\mathbf{1}_{\left\{R_{1,2} \geq 3 / 4\right\}}\right)=1-m+\delta$. Using these in (12.28) yields

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{R_{1, n+1} \geq 3 / 4\right\}} f\right)=\frac{1-m}{n} \nu(f)+\frac{1}{n} \sum_{2 \leq \ell \leq n} \nu\left(\mathbf{1}_{\left\{R_{1, \ell} \geq 3 / 4\right\}} f\right)+\delta \tag{16.61}
\end{equation*}
$$

Consider now disjoint sets $I_{1}, \ldots, I_{k}$ of $\{1, \ldots, n\}$, where $\operatorname{card} I_{s}=n_{s}$ and $n=\sum_{s \leq k} n_{s}$; assume that $1 \in I_{1}$, and consider the function $f$ on $\Sigma_{N}^{n}$ given
by $f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=1$ if for each $s \leq k$, and each $\ell, \ell^{\prime} \in I_{s}$ we have $R_{\ell, \ell^{\prime}} \geq 3 / 4$, and by $f\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right)=0$ otherwise. It is essentially true that

$$
R_{\ell, \ell^{\prime}} \geq \frac{3}{4} \Leftrightarrow \exists \alpha, \quad \boldsymbol{\sigma}^{\ell}, \boldsymbol{\sigma}^{\ell^{\prime}} \in C_{\alpha}
$$

and this should make it obvious that

$$
\nu(f) \simeq S\left(n_{1}, \ldots, n_{k}\right)
$$

within exponentially small error. Proceeding similarly for the other terms of (16.61) we obtain (16.60).

### 16.5 One Step of Replica-Symmetry Breaking

In this section we prove that the overlaps take only two possible values. We recall the notation $\delta$ of (16.57).

Theorem 16.5.1. There exists a number $p_{0}$ such that if $p \geq p_{0}$ and $\gamma_{p} \leq$ $\beta \leq p^{-2} 2^{p / 12}$, there exists a number $q=q_{N}(\beta, \boldsymbol{\beta})$ such that for any $\varepsilon>0$ we have

$$
\begin{equation*}
\nu\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \geq \varepsilon,\left|R_{1,2}-q\right| \geq \varepsilon\right\}}\right) \leq \delta . \tag{16.62}
\end{equation*}
$$

This means that for the typical choice of $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$, we have either $R_{1,2} \simeq 0$ or else $R_{1,2} \simeq q$. Of course one would like to prove that (16.62) holds for a number $q$ independent of $N$ and $\boldsymbol{\beta}$, but unfortunately this is not part of the statement of the theorem. The condition $\beta \leq p^{-2} 2^{p / 12}$ is simply a convenient choice, showing that we may take $\beta$ exponentially large in $p$. We made no effort to get a sharp condition, since in any case our methods do not lend themselves to this. For example, our proof yields in fact that the condition $\beta \leq p^{-1} 2^{p / 12} / L$ suffices, but we see no reason why the exponent $1 / 12$ should be anywhere close to optimal. It is conjectured however that, given $p$, if $\beta$ is large enough then (16.62) fails.

We will for the moment maintain the suspense on how to find $q$, revealing only that $q \geq 3 / 4$. We set

$$
q_{1,2}=\left\{\begin{array}{l}
q \text { if } R_{1,2} \geq \frac{1}{2}  \tag{16.63}\\
0 \text { if } R_{1,2}<\frac{1}{2}
\end{array}\right.
$$

To prove (16.62) it suffices to show that

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)=\delta \tag{16.64}
\end{equation*}
$$

because since $q \geq 3 / 4$ when $\varepsilon<1 / 4$ we have $\left(R_{1,2}-q_{1,2}\right)^{2} \geq \varepsilon^{2}$ when $\left|R_{1,2}\right| \geq \varepsilon$ and $\left|R_{1,2}-q\right| \geq \varepsilon$. Expanding the square

$$
\left(R_{1,2}-q_{1,2}\right)^{2}=\left(\frac{1}{N} \sum_{i \leq N}\left(\sigma_{i}^{1} \sigma_{i}^{2}-q_{1,2}\right)\right)^{2}
$$

and using symmetry between sites, we get

$$
\begin{aligned}
\nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right) & =\left(1-\frac{1}{N}\right) \nu\left(\left(\sigma_{N}^{1} \sigma_{N}^{2}-q_{1,2}\right)\left(\sigma_{N-1}^{1} \sigma_{N-1}^{2}-q_{1,2}\right)\right) \\
& +\frac{1}{N} \nu\left(\left(\sigma_{N}^{1} \sigma_{N}^{2}-q_{1,2}\right)^{2}\right)
\end{aligned}
$$

Using the notation

$$
\varepsilon_{\ell}=\sigma_{N}^{\ell}, \quad \eta_{\ell}=\sigma_{N-1}^{\ell}
$$

we therefore have

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right) \leq \nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right)\right)+\frac{L}{N} . \tag{16.65}
\end{equation*}
$$

We will use a kind of cavity method to study this quantity. As already hinted by (16.65), we will distinguish the last two spins, rather than only the last spin as we did most of the time. To do this, we have to make explicit the contribution of these spins to the Hamiltonian. This is the purpose of the following identity, that spells out the dependence of $H_{N}$ on $\sigma_{N}$ and $\sigma_{N-1}$ :

$$
\begin{equation*}
-H_{N}(\boldsymbol{\sigma})=-H_{N-2}(\boldsymbol{\rho})+\sigma_{N} g_{0}(\boldsymbol{\rho})+\sigma_{N-1} g_{0}^{*}(\boldsymbol{\rho})+\sigma_{N} \sigma_{N-1} g_{0}^{\sim}(\boldsymbol{\rho}) \tag{16.66}
\end{equation*}
$$

where $\boldsymbol{\rho}=\left(\sigma_{1}, \ldots, \sigma_{N-2}\right)$,

$$
\begin{aligned}
H_{N-2}(\boldsymbol{\rho}) & =\beta\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p} \leq N-2} g_{i_{1} \ldots i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \\
g_{0}(\boldsymbol{\rho}) & =\beta\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p-1} \leq N-2} g_{i_{1} \ldots i_{p-1} N} \sigma_{i_{1}} \cdots \sigma_{i_{p-1}} \\
g_{0}^{*}(\boldsymbol{\rho}) & =\beta\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p-1} \leq N-2} g_{i_{1} \ldots i_{p-1} N-1} \sigma_{i_{1}} \cdots \sigma_{i_{p-1}} \\
g_{0}^{\sim}(\boldsymbol{\rho}) & =\beta\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p-2} \leq N-2} g_{i_{1} \ldots i_{p-2} N-1 N} \sigma_{i_{1}} \cdots \sigma_{i_{p-2}} .
\end{aligned}
$$

Thus $H_{N-2}(\boldsymbol{\rho})$ is the Hamiltonian of an $(N-2)$-spin system, except that we have replaced $\beta$ by $\beta^{\prime}$ such that

$$
\begin{equation*}
\frac{\beta^{\prime}}{(N-2)^{(p-1) / 2}}=\frac{\beta}{N^{(p-1) / 2}} . \tag{16.67}
\end{equation*}
$$

Let us define

$$
R_{1,2}^{-}=R^{-}\left(\boldsymbol{\rho}^{1}, \boldsymbol{\rho}^{2}\right)=\frac{1}{N} \sum_{i \leq N-2} \sigma_{i}^{2} \sigma_{i}^{2}
$$

Exactly as in (16.16) we show that

$$
\begin{align*}
\left|\mathrm{E} g_{0}\left(\boldsymbol{\rho}^{1}\right) g_{0}\left(\boldsymbol{\rho}^{2}\right)-p \beta^{2}\left(R_{1,2}^{-}\right)^{p-1}\right| & \leq \frac{K}{N}  \tag{16.68}\\
\left|\mathrm{E} g_{0}^{*}\left(\boldsymbol{\rho}^{1}\right) g_{0}^{*}\left(\boldsymbol{\rho}^{2}\right)-p \beta^{2}\left(R_{1,2}^{-}\right)^{p-1}\right| & \leq \frac{K}{N}  \tag{16.69}\\
\left|\mathrm{E} g_{0}^{\sim}(\boldsymbol{\rho})^{2}\right| & \leq \frac{K}{N} \tag{16.70}
\end{align*}
$$

In particular (16.70) implies as expected that the term $g_{0}^{\sim}(\boldsymbol{\rho})$ is a lower order term.

We need a formula similar to (16.66) for the Hamiltonian $H_{N, \boldsymbol{\beta}}=H_{N}+$ $H_{N, \boldsymbol{\beta}}^{p e r}$. The perturbation term is "a combination of $s$-spin interaction models". For each of them we proceed as in (16.66), and combining the results we get an expression

$$
\begin{equation*}
-H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})=-H_{N-2, \boldsymbol{\beta}^{\prime}}(\boldsymbol{\rho})+\sigma_{N} g(\boldsymbol{\rho})+\sigma_{N-1} g^{*}(\boldsymbol{\rho})+\sigma_{N} \sigma_{N-1} g^{\sim}(\boldsymbol{\rho}) \tag{16.71}
\end{equation*}
$$

In this formula, $\boldsymbol{\beta}^{\prime}=\left(\beta_{s}^{\prime}\right)_{s \geq 1}$ where

$$
\frac{\beta_{s}^{\prime}}{(N-2)^{(s-1) / 2}}=\frac{\beta_{s}}{N^{(s-1) / 2}}
$$

and the jointly Gaussian families $g(\boldsymbol{\rho}), g^{*}(\boldsymbol{\rho})$ and $g^{\sim}(\boldsymbol{\rho})$ of r.v.s are independent of each other and of the randomness of $-H_{N-2, \boldsymbol{\beta}^{\prime}}(\boldsymbol{\rho})$. The difference between this formula and (16.66) is that $g(\boldsymbol{\rho})$ and $g^{*}(\boldsymbol{\rho})$ (as opposed to $g_{0}(\boldsymbol{\rho})$ and $\left.g_{0}^{*}(\boldsymbol{\rho})\right)$ now also account for terms created by the perturbation terms. Since these all have a coefficient $c_{N}=N^{-1 / 8}$, we have

$$
\begin{aligned}
\left|\mathrm{E} g\left(\boldsymbol{\rho}^{1}\right) g\left(\boldsymbol{\rho}^{2}\right)-\mathrm{E} g_{0}\left(\boldsymbol{\rho}^{1}\right) g_{0}\left(\boldsymbol{\rho}^{2}\right)\right| & \leq K c_{N}^{2} \\
\left|\mathrm{E} g^{*}\left(\boldsymbol{\rho}^{1}\right) g^{*}\left(\boldsymbol{\rho}^{2}\right)-\mathrm{E} g_{0}^{*}\left(\boldsymbol{\rho}^{1}\right) g_{0}^{*}\left(\boldsymbol{\rho}^{2}\right)\right| & \leq K c_{N}^{2} \\
\left|\mathrm{E} g^{\sim}(\boldsymbol{\rho})^{2}-\mathrm{E} g_{0}^{\sim}(\boldsymbol{\rho})^{2}\right| & \leq \frac{K}{N} c_{N}^{2} .
\end{aligned}
$$

Combining with (16.68) and (16.70) entails

$$
\begin{align*}
\left|\mathrm{E} g\left(\boldsymbol{\rho}^{1}\right) g\left(\boldsymbol{\rho}^{2}\right)-p \beta^{2}\left(R_{1,2}^{-}\right)^{p-1}\right| & \leq K c_{N}^{2}  \tag{16.72}\\
\left|\mathrm{E} g^{*}\left(\boldsymbol{\rho}^{1}\right) g^{*}\left(\boldsymbol{\rho}^{2}\right)-p \beta^{2}\left(R_{1,2}^{-}\right)^{p-1}\right| & \leq K c_{N}^{2}  \tag{16.73}\\
\left|\mathrm{E} g^{\sim}(\boldsymbol{\rho})^{2}\right| & \leq \frac{K}{N} . \tag{16.74}
\end{align*}
$$

We will now define a suitable interpolating Hamiltonian. The remarkable feature of the Hamiltonian is that it depends in a crucial way on the Gibbs
measure relative to the Hamiltonian $H_{N-2, \boldsymbol{\beta}^{\prime}}$ on $\Sigma_{N-2}$ that occurs in (16.71). We consider the partition $\left(C_{\alpha}\right)_{\alpha \geq 1}$ of $\Sigma_{N-2}$ that is obtained by application of Theorem 16.4.2 to the $(N-2)$-spin system with Hamiltonian $H_{N-2, \beta^{\prime}}$. This partition of course depends on the randomness of this Hamiltonian. Consider two independent sequences $\left(z_{\alpha}\right),\left(z_{\alpha}^{*}\right)$ of standard Gaussian r.v.s, that are independent of all other sources of randomness. Given $\rho \in \Sigma_{N-2}$, consider the unique $\alpha$ such that $\boldsymbol{\rho} \in C_{\alpha}$ and define

$$
Y(\boldsymbol{\rho})=Y_{\alpha}:=\beta z_{\alpha} \sqrt{p q^{p-1}}
$$

(where $q=q_{N}(\beta, \boldsymbol{\beta})$ will be chosen later), and define similarly $Y^{*}(\boldsymbol{\rho})=Y_{\alpha}^{*}:=$ $\beta z_{\alpha}^{*} \sqrt{p q^{p-1}}$. We further define the Hamiltonian

$$
\begin{align*}
H_{t}(\boldsymbol{\sigma}) & =H_{N-2, \boldsymbol{\beta}^{\prime}}(\boldsymbol{\rho})+\sigma_{N}(\sqrt{t} g(\boldsymbol{\rho})+\sqrt{1-t} Y(\boldsymbol{\rho})) \\
& +\sigma_{N-1}\left(\sqrt{t} g^{*}(\boldsymbol{\rho})+\sqrt{1-t} Y^{*}(\boldsymbol{\rho})\right)+\sqrt{t} \sigma_{N} \sigma_{N-1} g^{\sim}(\boldsymbol{\rho}) \tag{16.75}
\end{align*}
$$

We denote by $\langle\cdot\rangle_{t}$ an average for the Gibbs measure with Hamiltonian $H_{t}$, and we write as usual $\nu_{t}(f)=\mathrm{E}\langle f\rangle_{t}$. We can expect from this construction that $\nu_{0}$ is a rather non-trivial object.

We consider a number $q$ with $|q| \leq 1$, that might depend on $N, \beta$ and $\boldsymbol{\beta}$. We define $q_{1,2}$ by (16.63). Next, we consider the number $m^{-}$that is to the ( $N-2$ )-spin system what the number $m$ of (16.58) is to the $N$-spin system. That is, if

$$
\begin{equation*}
\langle\cdot\rangle_{-} \tag{16.76}
\end{equation*}
$$

denotes an average for the Hamiltonian $H_{N-2, \boldsymbol{\beta}^{\prime}}$ on $\Sigma_{N-2}$, then

$$
m^{-}=\mathrm{E}\left\langle\mathbf{1}_{\left\{\widehat{R}_{1,2} \leq 1 / 2\right\}}\right\rangle_{-},
$$

where

$$
\begin{equation*}
\widehat{R}_{1,2}=\frac{1}{N-2} \sum_{i \leq N-2} \sigma_{i}^{1} \sigma_{i}^{2} \tag{16.77}
\end{equation*}
$$

It is very much unimportant whether we put a factor $N$ or $N-2$ in the denominator in (16.77). A more touchy question is that we do not know well how to relate $m$ and $m^{-}$.

Proposition 16.5.2. We have

$$
\begin{equation*}
\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right)\right)=\left(1-m^{-}\right)\left(q-\frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m^{-}} Y}{\mathrm{Ech}^{m^{-}} Y}\right)^{2}+\delta \tag{16.78}
\end{equation*}
$$

where $Y=\beta z \sqrt{p q^{p-1}}$.

This formula reveals that it would be a good idea that

$$
\begin{equation*}
q=\frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m^{-}} Y}{\mathrm{Ech}^{m^{-}} Y} \tag{16.79}
\end{equation*}
$$

This equation has always a root, since the right-hand side, seen as function of $q$, is a continuous map from $[0,1]$ to itself. For a technical reason however, we must find a solution $q$ close to 1 .

Lemma 16.5.3. If $p$ is large enough, and if $\gamma_{p} \leq \beta \leq p^{-2} 2^{p / 2}$, then for $N$ large enough the equation (16.79) has a solution $q$ with

$$
\begin{equation*}
1-2^{-p / 2} \leq q \leq 1 \tag{16.80}
\end{equation*}
$$

Any such solution will satisfy (16.62). This solution might depend on $N, \beta$ and $\boldsymbol{\beta}$ through $m^{-}$.

The proof of Lemma 16.5.3 is tedious, so we delay it until the end of the present section.

For a function $f$ on $\Sigma_{N}^{2}$, we have the algebraic identity

$$
\begin{equation*}
\langle f\rangle_{0}=\frac{1}{Z_{0}^{2}}\left\langle\operatorname{Av} f \exp \left(\sum_{\ell \leq 2}\left(\varepsilon_{\ell} Y\left(\boldsymbol{\rho}^{\ell}\right)+\eta_{\ell} Y^{*}\left(\boldsymbol{\rho}^{\ell}\right)\right)\right)\right\rangle_{-} \tag{16.81}
\end{equation*}
$$

holds, where

$$
Z_{0}=\left\langle\operatorname{Avexp}\left(\varepsilon Y(\boldsymbol{\rho})+\eta Y^{*}(\boldsymbol{\rho})\right)\right\rangle_{-},
$$

and where Av denotes average over $\varepsilon, \eta, \varepsilon_{\ell}, \eta_{\ell}= \pm 1$. To compute $Z_{0}$, we denote by $w_{\alpha}$ the mass of $C_{\alpha}$, i.e. $w_{\alpha}=\left\langle\mathbf{1}_{C_{\alpha}}\right\rangle_{-}$, and since $Y(\boldsymbol{\rho})=Y_{\alpha}$ for $\boldsymbol{\rho} \in C_{\alpha}$ (and similarly for $Y^{*}(\boldsymbol{\rho})$ ), we get

$$
\begin{equation*}
Z_{0}=\left\langle\operatorname{ch} Y(\boldsymbol{\rho}) \operatorname{ch} Y^{*}(\boldsymbol{\rho})\right\rangle_{-}=\sum_{\alpha \geq 1} w_{\alpha} \operatorname{ch} Y_{\alpha} \operatorname{ch} Y_{\alpha}^{*} \tag{16.82}
\end{equation*}
$$

Definition 16.5.4. We say that two functions $f_{1}$ and $f_{2}$ on $\Sigma_{N}^{2}$ are essentially equal and we write $f_{1} \simeq f_{2}$ if the set $A$ where these two functions are not equal satisfies

$$
\begin{equation*}
\nu_{0}\left(\mathbf{1}_{A}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{16.83}
\end{equation*}
$$

We consider the set

$$
\begin{equation*}
B=\bigcup_{\alpha \geq 1} C_{\alpha}^{2} \subset \Sigma_{N-2}^{2} \tag{16.84}
\end{equation*}
$$

The function $\mathbf{1}_{B}$ will be considered either as a function on $\Sigma_{N}^{2}$ or on $\Sigma_{N-2}^{2}$.
Lemma 16.5.5. We have

$$
\begin{equation*}
q_{1,2} \simeq q \mathbf{1}_{B} \tag{16.85}
\end{equation*}
$$

Proof. Recalling (16.77) let us set

$$
A=\left\{\widehat{R}_{1,2} \geq 2^{-p / 4}\right\} \backslash B
$$

so that (16.55), used for the ( $N-2$ )-spin system means that

$$
\begin{equation*}
\mathrm{E}\left\langle\mathbf{1}_{A}\right\rangle_{-} \leq K \exp \left(-\frac{N}{K}\right) \tag{16.86}
\end{equation*}
$$

Let us now use (16.81) for the function $f=\mathbf{1}_{A}$, seen as a function on $\Sigma_{N}^{2}$. Since $Z_{0} \geq 1$ we have

$$
\begin{equation*}
\nu_{0}\left(\mathbf{1}_{A}\right)=\mathrm{E}\left\langle\mathbf{1}_{A}\right\rangle_{0} \leq \mathrm{E}\left\langle\mathbf{1}_{A} \operatorname{ch} Y\left(\boldsymbol{\rho}^{1}\right) \operatorname{ch} Y\left(\boldsymbol{\rho}^{2}\right)\right\rangle_{-} \leq K \mathrm{E}\left\langle\mathbf{1}_{A}\right\rangle_{-} \leq K \exp \left(-\frac{N}{K}\right), \tag{16.87}
\end{equation*}
$$

as is seen by taking first expectation in the r.v.s $z_{\alpha}$ and $z_{\alpha}^{*}$ and then using (16.86).

Let us define

$$
B^{\prime}=\left\{R_{1,2} \geq 1 / 2\right\},
$$

so that $q_{1,2}=q \mathbf{1}_{B^{\prime}}$. Using (16.54) for the $(N-2)$-spin system,

$$
B \subset\left\{\widehat{R}_{1,2} \geq 1-2^{-p / 2+4}\right\}
$$

For $N \geq 10$ and $p$ large we have

$$
R_{1,2} \geq 1-2^{-p / 2+4} \Rightarrow R_{1,2} \geq \frac{1}{2} \Rightarrow \widehat{R}_{1,2} \geq 2^{-p / 4}
$$

and thus

$$
B \subset\left\{\widehat{R}_{1,2} \geq 1-2^{-p / 2+4}\right\} \subset B^{\prime} \subset\left\{\widehat{R}_{1,2} \geq 2^{-p / 4}\right\}
$$

Consequently,

$$
B \triangle B^{\prime}=B^{\prime} \backslash B \subset A
$$

and therefore

$$
\left|q_{1,2}-q \mathbf{1}_{B}\right|=q\left|\mathbf{1}_{B^{\prime}}-\mathbf{1}_{B}\right| \leq q \mathbf{1}_{A},
$$

and the conclusion follows from (16.87).
Proof of Proposition 16.5.2. First we use Lemma 16.5 .5 to see that

$$
\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right)\right)=\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q \mathbf{1}_{B}\right)\left(\eta_{1} \eta_{2}-q \mathbf{1}_{B}\right)\right)+\delta .
$$

Therefore

$$
\begin{equation*}
\nu_{0}\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right)\right)=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+\delta, \tag{16.88}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{I} & =\mathrm{E}\left\langle\varepsilon_{1} \varepsilon_{2} \eta_{1} \eta_{2}\right\rangle_{0} \\
\mathrm{II} & =-q \mathrm{E}\left\langle\varepsilon_{1} \varepsilon_{2} \mathbf{1}_{B}\right\rangle_{0} \\
\mathrm{III} & =-q \mathrm{E}\left\langle\eta_{1} \eta_{2} \mathbf{1}_{B}\right\rangle_{0} \\
\mathrm{IV} & =q^{2} \mathrm{E}\left\langle\mathbf{1}_{B}\right\rangle_{0} .
\end{aligned}
$$

Using (16.81) we obtain

$$
\left\langle\varepsilon_{1} \varepsilon_{2} \eta_{1} \eta_{2}\right\rangle_{0}=\frac{1}{Z_{0}^{2}}\left\langle\operatorname{sh} Y\left(\boldsymbol{\rho}^{1}\right) \operatorname{sh} Y\left(\boldsymbol{\rho}^{2}\right) \operatorname{sh} Y^{*}\left(\boldsymbol{\rho}^{1}\right) \operatorname{sh} Y^{*}\left(\boldsymbol{\rho}^{2}\right)\right\rangle_{-},
$$

and proceeding as in (16.82) yields

$$
\left\langle\operatorname{sh} Y\left(\boldsymbol{\rho}^{1}\right) \operatorname{sh} Y\left(\boldsymbol{\rho}^{2}\right) \operatorname{sh} Y^{*}\left(\boldsymbol{\rho}^{1}\right) \operatorname{sh} Y^{*}\left(\boldsymbol{\rho}^{2}\right)\right\rangle_{-}=\sum_{\alpha, \gamma} w_{\alpha} w_{\gamma} \operatorname{sh} Y_{\alpha} \operatorname{sh} Y_{\gamma} \operatorname{sh} Y_{\alpha}^{*} \operatorname{sh} Y_{\gamma}^{*}
$$

Let us try to compute

$$
\mathrm{I}=\mathrm{E} \frac{\sum_{\alpha, \gamma} w_{\alpha} w_{\gamma} \operatorname{sh} Y_{\alpha} \operatorname{sh} Y_{\gamma} \operatorname{sh} Y_{\alpha}^{*} \operatorname{sh} Y_{\gamma}^{*}}{\left(\sum w_{\alpha} \operatorname{ch} Y_{\alpha} \operatorname{ch} Y_{\alpha}^{*}\right)^{2}}
$$

First we observe that the terms on the numerator for which $\alpha \neq \gamma$ give a zero contribution. This is seen by changing $Y_{\alpha}$ into $-Y_{\alpha}$ and leaving all the other $Y_{\gamma}$ for $\gamma \neq \alpha$ unchanged. Thus

$$
\mathrm{I}=\mathrm{E} \frac{\sum_{\alpha} w_{\alpha}^{2} \operatorname{sh}^{2} Y_{\alpha} \operatorname{sh}^{2} Y_{\alpha}^{*}}{\left(\sum w_{\alpha} \operatorname{ch} Y_{\alpha} \operatorname{ch} Y_{\alpha}^{*}\right)^{2}} .
$$

To compute this the idea is to combine Theorem 16.4.3 and (16.6) with $U=\operatorname{sh} Y \operatorname{sh} Y^{*}$ and $V=\operatorname{ch} Y \operatorname{sh} Y^{*}$ (where of course $Y=\beta z \sqrt{p q^{p-1}}, Y^{*}=$ $\beta z^{*} \sqrt{p q^{p-1}}$ for $z$ and $z^{*}$ independent standard Gaussian r.v.s). There is a familiar little obstacle: Theorem 16.4.3 states "Given $\beta \ldots$..., while here we work with the $(N-2)$-spin system with $\beta^{\prime}$ given by (16.67) and dependent on $N$; but the dependence of $\beta^{\prime}$ on $N$ is irrelevant because the conclusion of Theorem 16.4.3 holds uniformly over $\beta$ as $\beta$ remains bounded. We then proceed as follows. First we observe that there is a number $A$ depending only on $\beta$ such that $\mathrm{E} U^{2} \leq A^{2}$ and $\mathrm{E} V^{4} \leq A^{2}$. Given $\varepsilon^{\prime}>0$ let us then consider $\varepsilon$ and $n$ as provided by Theorem 16.4.3. we may then write (16.6) as

$$
\begin{equation*}
\left|\mathrm{E} \frac{\sum_{\alpha \geq 1} w_{\alpha}^{2} U_{\alpha}^{2}}{\left(\sum_{\alpha \geq 1} w_{\alpha} V_{\alpha}\right)^{2}}-(1-m) \frac{\mathrm{E} U^{2} V^{m-2}}{\mathrm{E} V^{m}}\right| \leq \varepsilon^{\prime}+A \sum \delta_{n_{1}, \ldots, n_{k}} \tag{16.89}
\end{equation*}
$$

where the sum is over all (finitely many choices of) $k$ and integers $n_{1}, \ldots, n_{k} \geq$ 2 with $\sum_{s \leq k} n_{k} \leq n$, and where $\delta_{n_{1}, \ldots, n_{k}}=0$ when (16.3) holds and $=1$ otherwise. Now, for a r.v. $X \geq 0$ we have $\mathrm{E} 1_{\{X \geq \varepsilon\}} \leq \varepsilon^{-1} \mathrm{E} X$. It then follows from Theorem 16.4.3 that each of the quantiles $\delta_{n_{1}, \ldots, n_{k}}$ satisfies (16.57). Since $\varepsilon^{\prime}$ is arbitrary, the right-hand side of (16.89) satisfies (16.57) and therefore

$$
\begin{aligned}
\mathrm{I} & =\left(1-m^{-}\right) \frac{\mathrm{Eth}^{2} Y \operatorname{th}^{2} Y^{*} \mathrm{ch}^{m^{-}} Y \operatorname{ch}^{m^{-}} Y^{*}}{\mathrm{Ech}^{m^{-}} Y \operatorname{ch}^{m^{-}} Y^{*}}+\delta \\
& =\left(1-m^{-}\right)\left(\frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m^{-}} Y}{\mathrm{Ech}^{m^{-}} Y}\right)^{2}+\delta
\end{aligned}
$$

by independence of $Y$ and $Y^{*}$.
To estimate the term II, we note that (16.81) implies

$$
\left\langle\varepsilon_{1} \varepsilon_{2} \mathbf{1}_{B}\right\rangle_{0}=\frac{1}{Z_{0}^{2}}\left\langle\mathbf{1}_{B} \operatorname{sh} Y\left(\boldsymbol{\rho}^{1}\right) \operatorname{sh} Y\left(\boldsymbol{\rho}^{2}\right) \operatorname{ch} Y^{*}\left(\boldsymbol{\rho}^{1}\right) \operatorname{ch} Y^{*}\left(\boldsymbol{\rho}^{2}\right)\right\rangle_{-},
$$

and proceeding as in (16.82) we get

$$
\left\langle\mathbf{1}_{B} \operatorname{sh} Y\left(\boldsymbol{\rho}^{1}\right) \operatorname{sh} Y\left(\boldsymbol{\rho}^{2}\right) \operatorname{ch} Y^{*}\left(\boldsymbol{\rho}^{1}\right) \operatorname{ch} Y^{*}\left(\boldsymbol{\rho}^{2}\right)\right\rangle_{-}=\sum w_{\alpha}^{2} \operatorname{sh}^{2} Y_{\alpha} \operatorname{ch}^{2} Y_{\alpha}^{*}
$$

Therefore

$$
\mathrm{II}=-q \mathrm{E} \frac{1}{Z_{0}^{2}} \sum w_{\alpha}^{2} \operatorname{sh}^{2} Y_{\alpha} \operatorname{ch}^{2} Y_{\alpha}^{*},
$$

and we appeal now to (16.6) with $U=\operatorname{sh} Y \operatorname{ch} Y^{*}$ and $V=\operatorname{ch} Y \operatorname{ch} Y^{*}$ to obtain

$$
\begin{aligned}
\mathrm{II} & =-q\left(1-m^{-}\right) \frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m^{-}} Y \operatorname{ch}^{m^{-}} Y^{*}}{{\mathrm{E} \mathrm{ch}^{m^{-}} Y \operatorname{ch}^{m^{-}} Y^{*}}^{2}}+\delta \\
& =-q\left(1-m^{-}\right) \frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m^{-}} Y}{\mathrm{Ech}^{m^{-}} Y}+\delta
\end{aligned}
$$

using independence of $Y$ and $Y^{*}$. We find the same value for III and, similarly, $\mathrm{IV}=q^{2}\left(1-m^{-}\right)+\delta$.

We now study $\nu_{t}^{\prime}(f)=\mathrm{d} \nu_{t}(f) / \mathrm{d} t$. We denote by $\mathrm{E}^{\prime}$ expectation given the Hamiltonian $H_{N-2, \boldsymbol{\beta}^{\prime}}$ and we set

$$
\begin{align*}
\Delta_{\ell, \ell^{\prime}}=\Delta\left(\boldsymbol{\rho}^{\ell}, \boldsymbol{\rho}^{\ell^{\prime}}\right) & =\mathrm{E}^{\prime} g\left(\boldsymbol{\rho}^{\ell}\right) g\left(\boldsymbol{\rho}^{\ell^{\prime}}\right)-\mathrm{E}^{\prime} Y\left(\boldsymbol{\rho}^{\ell}\right) Y\left(\boldsymbol{\rho}^{\ell^{\prime}}\right) \\
& =\mathrm{E}^{\prime} g^{*}\left(\boldsymbol{\rho}^{\ell}\right) g^{*}\left(\boldsymbol{\rho}^{\ell^{\prime}}\right)-\mathrm{E}^{\prime} Y^{*}\left(\boldsymbol{\rho}^{\ell}\right) Y^{*}\left(\boldsymbol{\rho}^{\ell^{\prime}}\right) \tag{16.90}
\end{align*}
$$

Proposition 16.5.6. If $f$ is a function on $\Sigma_{N}^{n}$, then

$$
\begin{align*}
\nu_{t}^{\prime}(f) & =\sum_{1 \leq \ell<\ell^{\prime} \leq n} \nu_{t}\left(\left(\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}+\eta_{\ell} \eta_{\ell^{\prime}}\right) \Delta_{\ell, \ell^{\prime}} f\right) \\
& -n \sum_{\ell \leq n} \nu_{t}\left(\left(\varepsilon_{\ell} \varepsilon_{n+1}+\eta_{\ell} \eta_{n+1}\right) \Delta_{\ell, n+1} f\right) \\
& +\frac{n(n+1)}{2} \nu_{t}\left(\left(\varepsilon_{n+1} \varepsilon_{n+2}+\eta_{n+1} \eta_{n+2}\right) \Delta_{n+1, n+2} f\right) \\
& +\mathcal{R}(t), \tag{16.91}
\end{align*}
$$

where $|\mathcal{R}(t)|,\left|\mathcal{R}^{\prime}(t)\right|,\left|\mathcal{R}^{\prime \prime}(t)\right| \leq K(n) \sup |f| / N$.

Here $\mathcal{R}^{\prime}(t)=\mathrm{d} \mathcal{R}(t) / \mathrm{d} t$, etc.
Proof. We compute $\nu_{t}^{\prime}(f)$ using (16.75) and straightforward differentiation. We then integrate by parts, keeping in mind that the quantities $g(\boldsymbol{\rho}), g^{*}(\boldsymbol{\rho}), Y(\boldsymbol{\rho}), Y^{*}(\boldsymbol{\rho}), g^{\sim}(\boldsymbol{\rho})$ are all independent of each other. The quantity $\mathcal{R}(t)$ collects the terms created after integration by parts by the (lower order) quantities $\sqrt{t} \sigma_{N} \sigma_{N-1} g^{\sim}(\boldsymbol{\rho})$ of (16.75). It is of the form $\mathcal{R}(t)=$ $N^{-1} \nu_{t}\left(f^{\prime}\right)$ where $f^{\prime}$ is a function on $\Sigma_{N}^{n+2}$ with $\left|f^{\prime}\right| \leq K|f|$. This makes it obvious that $|\mathcal{R}(t)| \leq K(n) \sup |f| / N$. Let us observe that (16.91) shows in particular that

$$
\begin{equation*}
\left|\nu_{t}^{\prime}(f)\right| \leq K(n) \nu_{t}(|f|) . \tag{16.92}
\end{equation*}
$$

Using this for $f^{\prime}$ rather than $f$ this implies

$$
\left|\mathcal{R}^{\prime}(t)\right| \leq K(n) N^{-1} \nu_{t}\left(\left|f^{\prime}\right|\right) \leq K(n) N^{-1} \sup |f|
$$

Iteration of these facts proves that $\left|\mathcal{R}^{\prime \prime}(t)\right| \leq K(n) N^{-1} \sup |f|$.
Let us observe that integration of (16.92) yields for $f \geq 0$ that

$$
\begin{equation*}
\nu_{t}(f) \leq K(n) \nu_{0}(f) \tag{16.93}
\end{equation*}
$$

Our next goal is to examine closely the function $\Delta_{\ell, \ell^{\prime}}$. We recall Definition 16.5.4.

Lemma 16.5.7. We have

$$
\begin{equation*}
\mathrm{E}^{\prime} Y\left(\boldsymbol{\rho}^{1}\right) Y\left(\boldsymbol{\rho}^{2}\right) \simeq \beta^{2} p q_{1,2}^{p-1} \tag{16.94}
\end{equation*}
$$

Proof. Recalling the set $B$ of (16.84), by definition, we have

$$
\mathrm{E}^{\prime} Y\left(\boldsymbol{\rho}^{1}\right) Y\left(\boldsymbol{\rho}^{2}\right)=\beta^{2} p q^{p-1} \mathbf{1}_{B}
$$

Moreover, by Lemma 16.5 .5 we have $q_{1,2} \simeq q \mathbf{1}_{B}$, so that $q_{1,2}^{p-1} \simeq q^{p-1} \mathbf{1}_{B}$.
For two functions $f_{1}$ and $f_{2}$ on $\Sigma_{N}^{2}$, let us write $f_{1} \lesssim f_{2}$ if the set $A$ of configurations where $f_{1}>f_{2}$ is as in (16.83). The following summarizes the properties of $\Delta_{\ell, \ell^{\prime}}$ that we need.

Lemma 16.5.8. We have

$$
\begin{equation*}
\left|\Delta_{1,2}-\beta^{2} p\left(R_{1,2}^{p-1}-q_{1,2}^{p-1}\right)\right| \lesssim K c_{N}^{2}, \tag{16.95}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\left|\Delta_{1,2}\right| \lesssim \beta^{2} p\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right|+K c_{N}^{2} \tag{16.96}
\end{equation*}
$$

We have

$$
\begin{equation*}
\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| \leq p\left|R_{1,2}-q_{1,2}\right| \tag{16.97}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| \lesssim 2 p 2^{-p / 2} \tag{16.98}
\end{equation*}
$$

Consequently,

$$
\begin{align*}
& \left|\Delta_{1,2}\right| \lesssim \beta^{2} p^{2}\left|R_{1,2}-q_{1,2}\right|+K c_{N}^{2}  \tag{16.99}\\
& \left|\Delta_{1,2}\right| \lesssim 2 \beta^{2} p^{2} 2^{-p / 2}+K c_{N}^{2} \tag{16.100}
\end{align*}
$$

Moreover

$$
\begin{equation*}
\left(1-R_{1,2}\right)\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| \lesssim p 2^{-p / 2}\left|R_{1,2}-q_{1,2}\right| . \tag{16.101}
\end{equation*}
$$

The bad news is that when we try to compare $\Delta_{1,2}$ with $\left|R_{1,2}-q_{1,2}\right|$, we get a very large coefficient $\beta^{2} p^{2}$ in (16.99). The good news is that $\left|\Delta_{1,2}\right|$ is always very small by (16.100), at least as long as $\beta \leq 2^{p / 8}$.
Proof. Combining (16.90) with (16.94) and (16.68), and since $\left|R_{1,2}-R_{1,2}^{-}\right| \leq$ $L / N$ we get

$$
\left|\Delta_{1,2}-\beta^{2} p\left(R_{1,2}^{p-1}-q_{1,2}^{p-1}\right)\right| \lesssim K c_{N}^{2}
$$

which is (16.95). Since $\left|x^{p}-y^{p}\right| \leq p|x-y|$ for $|x|,|y| \leq 1,(16.97)$ holds. Also, Theorem 16.3.6 yields

$$
\begin{equation*}
\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| \lesssim\left(\mathbf{1}_{\left\{\left|R_{1,2}\right| \leq 2-p / 4\right\}}+\mathbf{1}_{\left\{R_{1,2} \geq 1-2-p / 2\right\}}\right)\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| \tag{16.102}
\end{equation*}
$$

If $\left|R_{1,2}\right| \leq 2^{-p / 4}$ we have $q_{1,2}=0$ so that $\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right|=\left|R_{1,2}\right|^{p-1} \leq 2^{-p}$ and if $R_{1,2} \geq 1-2^{-p / 2}$ then $q_{1,2}=q$ so that

$$
\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right|=\left|R_{1,2}^{p-1}-q^{p-1}\right| \leq\left|R_{1,2}^{p-1}-1\right|+\left|q^{p-1}-1\right| \leq 2 p 2^{-p / 2}
$$

because $\left|x^{p-1}-1\right| \leq(p-1)|x-1|$ for $|x| \leq 1$, and since $q \geq 1-2^{-p / 2}$ by (16.80). This proves (16.98). To prove (16.101) we use (16.102) again. If $\left|R_{1,2}\right| \leq 2^{-p / 4}$ then (for $p \geq 4$ ),

$$
\begin{aligned}
\left(1-R_{1,2}\right)\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| & \leq 2\left|R_{1,2}^{p-1}\right| \leq 2 \cdot 2^{-(p-2) p / 4}\left|R_{1,2}\right| \\
& \leq p 2^{-p / 2}\left|R_{1,2}\right|=p 2^{-p / 2}\left|R_{1,2}-q_{1,2}\right|
\end{aligned}
$$

while, if $R_{1,2} \geq 1-2^{-p / 2}$,

$$
\begin{aligned}
\left(1-R_{1,2}\right)\left|R_{1,2}^{p-1}-q_{1,2}^{p-1}\right| & \leq\left(1-R_{1,2}\right) p\left|R_{1,2}-q_{1,2}\right| \\
& \leq p 2^{-p / 2}\left|R_{1,2}-q_{1,2}\right|
\end{aligned}
$$

which finishes the proof.
Corollary 16.5.9. Consider a function $f \geq 0$ on $\Sigma_{N}^{2}$ with $f \leq 1$. Then if $\beta^{2} p^{2} 2^{-p / 2} \leq 1$ we have

$$
\begin{equation*}
\nu_{t}(f) \leq L \nu(f)+K c_{N}^{2} \tag{16.103}
\end{equation*}
$$

where $L$ is a universal constant.

Proof. First we observe that if $f_{1} \lesssim f_{2}$ and $\left|f_{1}\right|,\left|f_{2}\right| \leq 1$ then $\nu_{t}\left(f_{1}\right) \leq$ $\nu_{t}\left(f_{2}\right)+K \exp (-N / K)$ where $K$ does not depend on $t$ or $N$. This is simply because (16.83) and (16.93) imply that $\nu_{t}\left(\mathbf{1}_{A}\right) \leq K \exp (-N / K)$. Combining (16.91) and (16.100) we deduce

$$
\left|\nu_{t}^{\prime}(f)\right| \leq L \nu_{t}(f)+K c_{N}^{2}
$$

and we conclude using Lemma A.11.1.

Lemma 16.5.10. Consider a function $f$ on $\Sigma_{N}^{2}$ such that $|f| \leq 2$. Then, if $\beta^{2} p^{2} 2^{-p / 2} \leq 1$ we have

$$
\begin{equation*}
\left|\nu_{t}^{(3)}(f)\right| \leq L \beta^{6} p^{6} 2^{-p / 2} \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2} \tag{16.104}
\end{equation*}
$$

Proof. We iterate the formula (16.91) to compute $\nu^{(3)}(f)$. The terms $\mathcal{R}(t)$ (and their derivatives) create only a contribution $\leq K / N$. In the other terms "each derivation creates a factor $\Delta_{\ell, \ell}$ ", so that use of Hölder's inequality yields

$$
\left|\nu_{t}^{(3)}(f)\right| \leq L \nu_{t}\left(\left|\Delta_{1,2}\right|^{3}\right)+\frac{K}{N}
$$

Using (16.99) for two of the factors $\Delta_{1,2}$ and (16.100) for the third yields

$$
\nu_{t}\left(\left|\Delta_{1,2}\right|^{3}\right) \leq L \beta^{6} p^{6} 2^{-p / 2} \nu_{t}\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2}
$$

and we conclude with (16.103).
Despite this success, it seems very difficult to usefully control $\nu_{t}^{\prime}(f)$ for a general function $f$. But we remember (recalling (16.65)) that we are really interested in the case where

$$
\begin{equation*}
f=\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right) \tag{16.105}
\end{equation*}
$$

It turns out that in that case we may use site-symmetry to obtain a good control of $\nu_{1}^{\prime}(f)$ and $\nu_{1}^{\prime \prime}(f)$. We will then use the formula

$$
\begin{equation*}
\nu(f)=\nu_{0}(f)+\nu_{1}^{\prime}(f)-\frac{1}{2} \nu_{1}^{\prime \prime}(f)+\int_{0}^{1} \frac{t^{2}}{2} \nu_{t}^{(3)}(f) \mathrm{d} t \tag{16.106}
\end{equation*}
$$

that follows from simple integration by parts. Needless to say, it took a very long time to find that approach.

Lemma 16.5.11. If $f$ is as in (16.105) we have

$$
\left|\nu_{1}^{\prime}(f)\right| \leq L \beta^{2} p^{2} 2^{-p / 2} \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2} .
$$

Proof. Using (16.91), we have to bound terms such as

$$
\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}} \Delta_{\ell, \ell^{\prime}}\right)=\mathrm{I}+\mathrm{II}+\mathrm{III}
$$

where (please admire the trick)

$$
\begin{aligned}
\mathrm{I} & =\nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right) \varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\left(\Delta_{\ell, \ell^{\prime}}-\beta^{2} p\left(R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right)\right)\right. \\
\mathrm{II} & =\beta^{2} p \nu\left(\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right)\left(R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right)\right) \\
\mathrm{III} & =-\beta^{2} p \nu\left(\left(1-\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(\eta_{1} \eta_{2}-q_{1,2}\right)\left(R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right)\right) .
\end{aligned}
$$

First, (16.95) implies

$$
|\mathrm{I}| \leq K c_{N}^{2}
$$

Using site-symmetry as in the proof of (16.65) we get

$$
\begin{aligned}
\mathrm{II} & \leq \beta^{2} p \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\left(R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right)\right)+\frac{K}{N} \\
& \leq 2 \beta^{2} p^{2} 2^{-p / 2} \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2}
\end{aligned}
$$

using (16.98) in the second line.
Using site-symmetry a second time (i.e. that we can replace $\eta_{1} \eta_{2}=$ $\sigma_{N-1}^{1} \sigma_{N-1}^{2}$ by any $\sigma_{i}^{1} \sigma_{i}^{2}$ ) we obtain

$$
\mid \text { III }+\beta^{2} p \nu\left(\left(1-\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)\left(\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right)\left(R_{1,2}-q_{1,2}\right)\left(R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right)\right) \left\lvert\, \leq \frac{K}{N}\right.
$$

and since $1-\varepsilon_{\ell} \varepsilon_{\ell^{\prime}} \geq 0$ and $\left|\varepsilon_{1} \varepsilon_{2}-q_{1,2}\right| \leq 2$,

$$
\begin{aligned}
\mathrm{III} & \leq 2 \beta^{2} p \nu\left(\left(1-\varepsilon_{\ell} \varepsilon_{\ell^{\prime}}\right)\left|R_{1,2}-q_{1,2}\right|\left|R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right|\right)+\frac{K}{N} \\
& \leq 2 \beta^{2} p \nu\left(\left(1-R_{\ell, \ell^{\prime}}\right)\left|R_{1,2}-q_{1,2}\right|\left|R_{\ell, \ell^{\prime}}^{p-1}-q_{\ell, \ell^{\prime}}^{p-1}\right|\right)+\frac{K}{N},
\end{aligned}
$$

using again site-symmetry in the second line. Now (16.101) yields

$$
\mathrm{III} \leq 2 \beta^{2} p^{2} 2^{-p / 2} \nu\left(\left|R_{1,2}-q_{1,2}\right|\left|R_{\ell, \ell^{\prime}}-q_{\ell, \ell^{\prime}}\right|\right)+\frac{K}{N},
$$

and the conclusion by the Cauchy-Schwarz inequality.
The proof of the following is entirely similar.

Lemma 16.5.12. If $f$ is as in (16.105) then

$$
\left|\nu_{1}^{\prime \prime}(f)\right| \leq L \beta^{2} p^{4} 2^{-p / 2} \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2} .
$$

Proof of Theorem 16.5.1. By (16.65) we have

$$
\begin{equation*}
\nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right) \leq \nu(f)+\frac{L}{N} \tag{16.107}
\end{equation*}
$$

Using (16.106) and Lemmas 16.5.10 to 16.5.12 we get

$$
\nu(f) \leq \nu_{0}(f)+L \beta^{6} p^{6} 2^{-p / 2} \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2},
$$

so that if $\beta \leq 2^{-p / 12} / L p$, it follows from (16.107) that

$$
\nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right) \leq \nu_{0}(f)+\frac{1}{2} \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)+K c_{N}^{2}
$$

Now $\nu(f)=\delta$ by (16.78) and the choice of $q$.
Proof of Lemma 16.5.3. It suffices to prove that if we define

$$
\Phi(q)=\frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m^{-}} Y}{\mathrm{Ech}^{m^{-}} Y}
$$

(where $Y=\beta z \sqrt{p q^{p-1}}$ ), then (for large $p$ ) $\Phi$ maps the interval $\left[1-2^{-p / 2}, 1\right]$ into itself. We have, since $\operatorname{ch} x \geq e^{x} / 2$ and $m^{-} \leq 1$,

$$
1-\Phi(q)=\frac{\mathrm{Ech}^{m^{-}-2} Y}{\mathrm{Ech}^{m^{-}} Y} \leq \frac{1}{\mathrm{Ech}^{m^{-}} Y} \leq \frac{2}{\mathrm{E} \exp m^{-} Y}=2 \exp \left(-\frac{\beta^{2} p q^{p-1} m^{-2}}{2}\right)
$$

To conclude the proof it suffices to show that $\beta m^{-} \geq 1$, because for large $p$ we have $2 \exp \left(-p\left(1-2^{-p / 2}\right)^{p-1} / 2\right) \leq 2^{-p / 2}$. To prove that $\beta m^{-} \geq 1$ we will for convenience of notation work first with the $N$-spin system rather than with the $(N-1)$-spin system. The idea is to reverse the argument given just after the proof of Theorem 16.4.2, by which we showed that $m<1$ for large $\beta$. Instead of (16.56) we write

$$
p_{N}^{\prime}(\beta) \leq \beta\left(1-\nu\left(R_{1,2}^{p}\right)\right)+\frac{K}{N}
$$

so that

$$
\begin{equation*}
\nu\left(R_{1,2}^{p}\right) \leq 1-\frac{p_{N}^{\prime}(\beta)}{\beta}+\frac{K}{N} \leq 1-\frac{p_{N}^{\prime}\left(\gamma_{p}\right)}{\beta}+\frac{K}{N} \tag{16.108}
\end{equation*}
$$

because $p_{N}^{\prime}(\beta)$ is increasing by convexity of $p_{N}$. Letting $m=\nu\left(\mathbf{1}_{\left\{R_{1,2}<1 / 2\right\}}\right)$, since it is essentially true that either $\left|R_{1,2}\right| \leq 2^{-p / 4}$ or $R_{1,2} \geq 1-2^{-p / 2}$ we get

$$
\begin{aligned}
\nu\left(R_{1,2}^{p}\right) & =\nu\left(R_{1,2}^{p} \mathbf{1}_{\left\{R_{1,2} \leq 1 / 2\right\}}\right)+\nu\left(R_{1,2}^{p} \mathbf{1}_{\left\{R_{1,2}>1 / 2\right\}}\right) \\
& \geq-m 2^{-p^{2} / 4}+(1-m)\left(1-2^{-p / 2}\right)^{p}-\frac{K}{N}:=-c m+(1-m) d-\frac{K}{N}
\end{aligned}
$$

and combining with (16.108) yields

$$
d-m(c+d) \leq 1-\frac{p_{N}^{\prime}\left(\gamma_{p}\right)}{\beta}+\frac{K}{N}
$$

i.e.

$$
d-1+\frac{p_{N}^{\prime}\left(\gamma_{p}\right)}{\beta}-\frac{K}{N} \leq m(c+d)
$$

Now $d=\left(1-2^{-p / 2}\right)^{p} \geq 1-p 2^{-p / 2}$ and, for large $p$, we have $d \leq 1-p 2^{-p / 2} / 2$ so that $c+d \leq 1$ and

$$
m \geq \frac{p_{N}^{\prime}\left(\gamma_{p}\right)}{\beta}-p 2^{-p / 2}-\frac{K}{N}
$$

Thus for $\beta \leq p^{-2} 2^{p / 2}$ we have

$$
m \beta \geq p_{N}^{\prime}\left(\gamma_{p}\right)-\frac{1}{p}-\frac{K}{N}
$$

Since $p_{N}^{\prime}\left(\gamma_{p}\right) \rightarrow \gamma_{p} \geq \sqrt{2 \log 2}\left(1-2^{-p}\right)$, since $2 \log 2>1$, if $p$ and $N$ are large, and $\beta \leq p^{-2} 2^{-p / 2}$, this does imply that for a certain number $a$ independent of $N$ we have $m \beta \geq a>1$.

Thus (changing $N$ into $N-2$ ) we see that $m^{-} \beta^{-} \geq a$ where $\beta^{-}=$ $\beta((N-2) / N)^{p-1 / 2}$, so $m^{-} \beta \geq 1$ for large $N$.

### 16.6 Computing $\boldsymbol{p}_{\boldsymbol{N}}(\boldsymbol{\beta})$

The function $\xi(x)=\beta^{2} x^{p}$ is convex for $x \geq 0$; therefore by Theorem 14.4.4 we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} p_{N}(\beta) \leq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \tag{16.109}
\end{equation*}
$$

where $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ is given by (14.77). Here

$$
\theta(x)=x \xi^{\prime}(x)-\xi(x)=(p-1) \beta^{2} x^{p} .
$$

When $k=2, q_{0}=q_{1}=0, q_{2}=q, q_{3}=1, m_{0}=0, m_{1}=m, m_{2}=1$, then

$$
\begin{equation*}
\mathcal{P}_{2}(\mathbf{m}, \mathbf{q})=\log 2-\frac{1}{2} m(p-1) \beta^{2} q^{p}-\frac{1}{2}(p-1) \beta^{2}\left(1-q^{p}\right)+X_{0} \tag{16.110}
\end{equation*}
$$

where $X_{0}$ is defined as follows: consider independent Gaussian r.v.s $z_{1}$ and $z_{2}$ with $\mathrm{E} z_{1}^{2}=\beta^{2} p q^{p-1}$ and $\mathrm{E} z_{1}^{2}=\beta^{2} p\left(1-q^{p-1}\right)$. Let

$$
\begin{aligned}
X_{3} & =\log \operatorname{ch}\left(z_{1}+z_{2}\right) \\
X_{2} & =\log \mathrm{E}_{2} \operatorname{ch}\left(z_{1}+z_{2}\right) \\
X_{0}=X_{1} & =\frac{1}{m} \log \mathrm{E} \exp m X_{2} .
\end{aligned}
$$

Equivalently,

$$
X_{0}=\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right)+\frac{1}{m} \log \operatorname{Ech}^{m}\left(\beta z \sqrt{p q^{p-1}}\right)
$$

Combining with (16.110) we have shown that for this choice of $\mathbf{m}$ and $\mathbf{q}$, and if we set $Y=\beta z \sqrt{p q^{p-1}}$, then

$$
\begin{align*}
\mathcal{P}_{2}(\mathbf{m}, \mathbf{q}) & =F(\beta, q, m):=\log 2+\frac{\beta^{2}}{2}\left(1-p q^{p-1}\right)+\frac{\beta^{2}}{2}(p-1) q^{p}(1-m) \\
& +\frac{1}{m} \log \operatorname{Ech}^{m} Y . \tag{16.111}
\end{align*}
$$

Let

$$
p_{\infty}(\beta)=\inf _{q, m} F(\beta, q, m)
$$

where the infimum is over $0 \leq q \leq 1,0 \leq m \leq 1$. It follows from (16.109) that

$$
\begin{equation*}
\limsup _{N} p_{N}(\beta) \leq p_{\infty}(\beta) \tag{16.112}
\end{equation*}
$$

Theorem 16.6.1. There exists $p_{0}$ and $L$ with the following property. If $\gamma_{p} \leq$ $\beta \leq p^{-3} 2^{p / 2}$ and $p \geq p_{0}$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} p_{N}(\beta)=p_{\infty}(\beta) \tag{16.113}
\end{equation*}
$$

Exercise 16.6.2. It follows from (16.113) and (16.109) that for each $k, \mathbf{m}, \mathbf{q}$ we have $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \geq p_{\infty}(\beta)=\inf _{q, m} F(\beta, q, m)$. In other words, the Parisi solution is the solution with one level of replica-symmetry breaking, that is the infimum of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ over all values of $\mathbf{m}, \mathbf{q}$ and $k$ is obtained for the value $k=2$. Find a direct proof of this fact, using only the definition of $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. (The author does not know how to solve this exercise.)

To prove Theorem 16.6.1, we use the Hamiltonian $H_{N, \boldsymbol{\beta}}=H_{N, \beta, \boldsymbol{\beta}}$ including the perturbation term, and we write

$$
p_{N}(\beta, \boldsymbol{\beta})=\frac{1}{N} \mathrm{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(-H_{N, \boldsymbol{\beta}}(\boldsymbol{\sigma})\right)
$$

We know from Lemma 12.2.1 that

$$
\begin{equation*}
p_{N}(\beta) \leq p_{N}(\beta, \boldsymbol{\beta}) \leq p_{N}(\beta)+c_{N}^{2} . \tag{16.114}
\end{equation*}
$$

The idea is to prove the inequality

$$
\begin{equation*}
(N+1) p_{N+1}(\beta, \boldsymbol{\beta})-N p_{N}(\beta, \boldsymbol{\beta}) \geq p_{\infty}(\beta)+\delta \tag{16.115}
\end{equation*}
$$

where $\delta=\delta_{N}(\beta)$ is as usual a quantity such that $\lim _{N \rightarrow \infty} \int \delta \mathrm{~d} \boldsymbol{\beta}=0$. Summation of this relations entails

$$
\liminf _{N \rightarrow \infty} \int p_{N+1}(\beta, \boldsymbol{\beta}) \mathrm{d} \boldsymbol{\beta} \geq p_{\infty}(\beta)
$$

and together with (16.114) this implies that $\liminf _{N} p_{N}(\beta) \geq p_{\infty}(\beta)$. Combining with (16.112) concludes the proof.

The overall approach is as in Proposition 1.6.8. Let us define

$$
\beta^{\prime}=\beta\left(\frac{N+1}{N}\right)^{(p-1) / 2} ; \quad \boldsymbol{\beta}^{\prime}=\left(\beta_{s}\left(\frac{N+1}{N}\right)^{(s-1) / 2}\right)_{s \geq 1}
$$

Proposition 16.6.3. We have

$$
\begin{align*}
(N+1) p_{N+1}\left(\beta^{\prime}, \boldsymbol{\beta}^{\prime}\right)-N p_{N}(\beta, \boldsymbol{\beta}) & =\log 2+\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right) \\
& +\frac{1}{m} \log \mathrm{Ech}^{m} Y+\delta \tag{16.116}
\end{align*}
$$

where $Y=\beta z \sqrt{p q^{p-1}}, q=q_{N}(\beta, \boldsymbol{\beta})$ is as in Theorem 16.5.1 and

$$
m=m_{N}(\beta, \boldsymbol{\beta})=\nu\left(\mathbf{1}_{\left\{R_{1,2} \leq 1 / 2\right\}}\right)
$$

Proof. The choice of $\beta^{\prime}$ is of course such that

$$
\frac{\beta^{\prime}}{(N+1)^{(p-1) / 2}}=\frac{\beta}{N^{(p-1) / 2}} .
$$

If we remove in $H_{N+1, \beta^{\prime}, \boldsymbol{\beta}^{\prime}}$ the terms containing $\sigma_{N+1}$ we get exactly $H_{N, \beta, \boldsymbol{\beta}}$. Thus, as in (1.172) we deduce the identity

$$
\begin{equation*}
(N+1) p_{N+1}\left(\beta^{\prime}, \boldsymbol{\beta}^{\prime}\right)-N p_{N}(\beta, \boldsymbol{\beta})=\log 2+\mathrm{E} \log \left\langle\operatorname{Av} \exp \sigma_{N+1} g(\boldsymbol{\sigma})\right\rangle, \tag{16.117}
\end{equation*}
$$

where Av denotes average over $\sigma_{N+1}= \pm 1$, where $\langle\cdot\rangle$ denotes an average for the Gibbs measure with Hamiltonian $H_{N, \boldsymbol{\beta}}$, and where $(g(\boldsymbol{\sigma}))_{\boldsymbol{\sigma}}$ is a Gaussian family, independent of the randomness of $\langle\cdot\rangle$, that satisfies

$$
\begin{equation*}
\left|\mathrm{E} g\left(\boldsymbol{\sigma}^{1}\right) g\left(\boldsymbol{\sigma}^{2}\right)-\beta^{2} p R_{1,2}^{p-1}\right| \leq K c_{N}^{2} \tag{16.118}
\end{equation*}
$$

As in Section 16.5 we use the decomposition $\left(C_{\alpha}\right)_{\alpha \geq 1}$ of $\Sigma_{N}$ provided by Theorem 16.4.2. We consider an independent sequence $\left(z_{\alpha}\right)$ of standard Gaussian r.v.s and we define

$$
Y(\boldsymbol{\sigma})=Y_{\alpha}:=\beta z_{\alpha} \sqrt{p q^{p-2}}
$$

where $\alpha$ is the unique integer for which $\boldsymbol{\sigma} \in C_{\alpha}$. Thus $\mathrm{E}^{\prime} Y\left(\boldsymbol{\sigma}^{1}\right) Y\left(\boldsymbol{\sigma}^{2}\right)=$ $\beta^{2} q p^{p-1}$ if $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$ belong to the same set $C_{\alpha}$, and $=0$ otherwise. Let us define

$$
g_{t}(\boldsymbol{\sigma})=\sqrt{t} g(\boldsymbol{\sigma})+\sqrt{1-t} Y(\boldsymbol{\sigma})
$$

and

$$
\varphi(t)=\mathrm{E} \log \left\langle\mathrm{Av} \exp \sigma_{N+1} g_{t}(\boldsymbol{\sigma})\right\rangle=\mathrm{E} \log \left\langle\operatorname{ch} g_{t}(\boldsymbol{\sigma})\right\rangle .
$$

Then, writing $g_{t}^{\prime}(\boldsymbol{\sigma})=\mathrm{d} g_{t}(\boldsymbol{\sigma}) / \mathrm{d} t$, we have

$$
\varphi^{\prime}(t)=\mathrm{E} \frac{\left\langle g_{t}^{\prime}(\boldsymbol{\sigma}) \operatorname{sh} g_{t}(\boldsymbol{\sigma})\right\rangle}{\left\langle\operatorname{ch} g_{t}(\boldsymbol{\sigma})\right\rangle},
$$

and integration by parts yields

$$
\begin{align*}
\varphi^{\prime}(t) & =\mathrm{E} \frac{\left\langle\mathrm{E}^{\prime}\left(g_{t}^{\prime}(\boldsymbol{\sigma}) g_{t}(\boldsymbol{\sigma})\right) \operatorname{ch} g_{t}(\boldsymbol{\sigma})\right\rangle}{\left\langle\operatorname{ch} g_{t}(\boldsymbol{\sigma})\right\rangle} \\
& -\mathrm{E} \frac{1}{\left\langle\operatorname{ch} g_{t}(\boldsymbol{\sigma})\right\rangle^{2}}\left\langle\mathrm{E}^{\prime}\left(g_{t}^{\prime}\left(\boldsymbol{\sigma}^{1}\right) g_{t}\left(\boldsymbol{\sigma}^{2}\right)\right) \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{1}\right) \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{2}\right)\right\rangle . \tag{16.119}
\end{align*}
$$

Now (16.118) and Lemma 16.5.7 imply

$$
\left|\mathrm{E}^{\prime}\left(g_{t}^{\prime}(\boldsymbol{\sigma}) g_{t}(\boldsymbol{\sigma})\right)-\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right)\right| \leq K c_{N}^{2}
$$

and

$$
\left|\mathrm{E}^{\prime}\left(g_{t}^{\prime}\left(\boldsymbol{\sigma}^{1}\right) g_{t}\left(\boldsymbol{\sigma}^{2}\right)\right)-\frac{\beta^{2} p}{2}\left(R_{1,2}^{p-1}-q_{1,2}^{p-1}\right)\right| \lesssim K c_{N}^{2}
$$

where $q_{1,2}=q \mathbf{1}_{\left\{R_{1,2} \geq 1 / 2\right\}}$, and where $\lesssim$ means that the set $A$ of configurations where the inequality might fail satisfies $\nu\left(\mathbf{1}_{A}\right) \leq K \exp (-N / K)$. Therefore, using that $\operatorname{ch} g_{t}(\boldsymbol{\sigma}) \geq 1$ in the second line, (16.119) implies

$$
\begin{aligned}
& \left|\varphi^{\prime}(t)-\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right)\right| \\
\leq & \mathrm{E} \frac{1}{\left\langle\operatorname{ch} g_{t}(\boldsymbol{\sigma})\right\rangle_{t}^{2}}\left\langle\frac{\beta^{2} p}{2}\right| R_{1,2}^{p-1}-q_{1,2}^{p-1}| | \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{1}\right) \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{2}\right)| \rangle+K c_{N}^{2} \\
\leq & \mathrm{E}\left\langle\frac{\beta^{2} p}{2}\right| R_{1,2}^{p-1}-q_{1,2}^{p-1}| | \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{1}\right) \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{2}\right)| \rangle+K c_{N}^{2} \\
\leq & K \mathrm{E}\langle | R_{1,2}-q_{1,2}| | \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{1}\right) \operatorname{sh} g_{t}\left(\boldsymbol{\sigma}^{2}\right)| \rangle+K c_{N}^{2} \\
\leq & K \mathrm{E}\langle | R_{1,2}-q_{1,2}| \rangle+K c_{N}^{2},
\end{aligned}
$$

using that $\left|x^{p-1}-y^{p-1}\right| \leq(p-1)|x-y|$ in the third inequality, and integrating in $g_{t}(\boldsymbol{\sigma})$ inside the bracket rather than outside in the last inequality. Therefore, using the Cauchy-Schwarz inequality,

$$
\begin{align*}
\left|\varphi(1)-\varphi(0)-\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right)\right| & \leq K \mathrm{E}\langle | R_{1,2}-q_{1,2}| \rangle+K c_{N}^{2} \\
& \leq K \nu\left(\left(R_{1,2}-q_{1,2}\right)^{2}\right)^{1 / 2}+K c_{N}^{2} \tag{16.120}
\end{align*}
$$

and (16.64) implies

$$
\varphi(1)=\mathrm{E} \log \langle\operatorname{ch} g(\boldsymbol{\sigma})\rangle=\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right)+\varphi(0)+\delta .
$$

It remains to estimate $\varphi(0)$. If $w_{\alpha}$ is the Gibbs weight of $C_{\alpha}$, then

$$
\varphi(0)=\mathrm{E} \log \sum_{\alpha \geq 1} w_{\alpha} \operatorname{ch} Y_{\alpha}
$$

We shall show that $\varphi(0)=m^{-1} \mathrm{E} \log \operatorname{ch}^{m} Y+\delta$. This follows, in a simplified manner, the arguments of Theorem 16.2.1. First, consider a truncation level $M$; and let $X_{\alpha}=\min \left(M, \operatorname{ch} Y_{\alpha}\right)$. Then, using Jensen's inequality in the third line,

$$
\begin{aligned}
\mathrm{E} \log \sum_{\alpha \geq 1} w_{\alpha} \operatorname{ch} Y_{\alpha}-\mathrm{E} \log \sum_{\alpha \geq 1} w_{\alpha} X_{\alpha} & =\mathrm{E} \log \left(1+\frac{\sum_{\alpha \geq 1} w_{\alpha}\left(\operatorname{ch} Y_{\alpha}-X_{\alpha}\right)}{\sum_{\alpha \geq 1} w_{\alpha} X_{\alpha}}\right) \\
& \leq \mathrm{E} \log \left(1+\sum_{\alpha \geq 1} w_{\alpha}\left(\operatorname{ch} Y_{\alpha}-X_{\alpha}\right)\right) \\
& \leq \log \left(1+\mathrm{E} \sum_{\alpha \geq 1} w_{\alpha}\left(\operatorname{ch} Y_{\alpha}-X_{\alpha}\right)\right) \\
& =\log (1+\mathrm{E}(\operatorname{ch} Y-\min (M, \operatorname{ch} Y)) \\
& \leq \mathrm{E}(\operatorname{ch} Y-\min (M, \operatorname{ch} Y))
\end{aligned}
$$

goes to 0 as $M \rightarrow \infty$; so it suffices to prove that if $X$ is a r.v. with $0 \leq X \leq M$, and $\left(X_{\alpha}\right)_{\alpha \geq 1}$ are i.i.d copies of $X$, then

$$
\mathrm{E} \log \sum_{\alpha \geq 1} w_{\alpha} X_{\alpha}=\frac{1}{m} \log \left(\mathrm{E} X^{m}\right)+\delta
$$

Consider a sequence $\left(v_{\alpha}\right)_{\alpha \geq 1}$ with Poisson-Dirichlet distribution $\Lambda_{m}$. It suffices to show that

$$
\mathrm{E} \log \sum_{\alpha \geq 1} w_{\alpha} X_{\alpha}=\mathrm{E} \log \sum_{\alpha \geq 1} v_{\alpha} X_{\alpha}+\delta
$$

On the interval $[1, M]$ the function log can be uniformly approximated by polynomials, so that it suffices to prove that for any $k$ we have

$$
\mathrm{E}\left(\left(\sum_{\alpha \geq 1} w_{\alpha} X_{\alpha}\right)^{k}\right)=\mathrm{E}\left(\left(\sum_{\alpha \geq 1} v_{\alpha} X_{\alpha}\right)^{k}\right)+\delta
$$

This is obtained by the argument of Theorem 16.2.1 and by Theorem 16.4.3.

Proposition 16.6.4. We have

$$
\begin{equation*}
(N+1) p_{N+1}\left(\beta^{\prime}, \boldsymbol{\beta}^{\prime}\right)-(N+1) p_{N+1}(\beta, \boldsymbol{\beta})=\beta^{2} \frac{p-1}{2}\left(1-\left(1-m_{N+1}\right) q_{N+1}^{p}\right)+\delta . \tag{16.121}
\end{equation*}
$$

Here the indices $N+1$ on $m_{N+1}$ and $q_{N+1}$ stress that these quantities are the same as in Proposition 16.6.3, but for the $(N+1)$-spin system, i.e. $m_{N+1}=$ $m_{N+1}(\beta, \boldsymbol{\beta})$ and $q_{N+1}=q_{N+1}(\beta, \boldsymbol{\beta})$. We of course expect that $m_{N+1} \simeq m_{N}$ and $q_{N+1} \simeq q_{N}$ but we do not know how to prove it.

Proof of Theorem 16.6.1. Let us define

$$
\begin{align*}
& A_{N}=\log 2+\frac{\beta^{2} p}{2}\left(1-q^{p-1}\right)+\frac{1}{m} \log \mathrm{Ech}^{m} Y  \tag{16.122}\\
& B_{N}=\beta^{2} \frac{p-1}{2}\left(1-(1-m) q^{p}\right) \tag{16.123}
\end{align*}
$$

where $m$ and $q$ are as in Proposition 16.6.3. Thus (16.116) and (16.121) mean respectively that

$$
\begin{aligned}
(N+1) p_{N+1}\left(\beta^{\prime}, \boldsymbol{\beta}^{\prime}\right)-N p_{N}(\beta, \boldsymbol{\beta}) & =A_{N}+\delta \\
(N+1) p_{N+1}\left(\beta^{\prime}, \boldsymbol{\beta}^{\prime}\right)-(N+1) p_{N+1}(\beta, \boldsymbol{\beta}) & =B_{N+1}+\delta
\end{aligned}
$$

so that

$$
(N+1) p_{N+1}(\beta, \boldsymbol{\beta})-N p_{N}(\beta, \boldsymbol{\beta})=A_{N}-B_{N+1}+\delta .
$$

Summation of these relations yields

$$
\begin{align*}
p_{N+1}(\beta, \boldsymbol{\beta}) & =\delta+\frac{1}{N+1}\left(\sum_{1 \leq M \leq N} A_{M}-\sum_{2 \leq M \leq N+1} B_{M}\right) \\
& =\delta+\frac{1}{N} \sum_{2 \leq M \leq N}\left(A_{M}-B_{M}\right) . \tag{16.124}
\end{align*}
$$

Now, (16.122) and (16.124) show that, recalling (16.112)

$$
A_{N}-B_{N}=F(\beta, q, m) \geq p_{\infty}(\beta)
$$

and therefore by (16.124)

$$
p_{N+1}(\beta, \boldsymbol{\beta}) \geq p_{\infty}(\beta)+\delta
$$

Proof of Proposition 16.6.4. For simplicity of notation we prove (16.121) for $N$ rather than $N+1$, i.e. we prove that

$$
N p_{N}\left(\beta^{\sim}, \boldsymbol{\beta}^{\sim}\right)-N p_{N}(\beta, \boldsymbol{\beta})=(p-1) \frac{\beta^{2}}{2}\left(1-(1-m) q^{p}\right)+\delta
$$

where

$$
\beta^{\sim}=\beta\left(\frac{N}{N-1}\right)^{(p-1) / 2} ; \quad \boldsymbol{\beta}^{\sim}=\left(\beta_{s}\left(\frac{N}{N-1}\right)^{(p-1) / 2}\right)
$$

The idea is the same as in (1.175). In distribution,

$$
\begin{aligned}
& \beta^{\sim}\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p}} g_{i_{1} \ldots i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \\
\stackrel{\mathcal{D}}{=} & \beta\left(\frac{p!}{N^{p-1}}\right)^{1 / 2} \sum_{i_{1}<\ldots<i_{p}} g_{i_{1} \ldots i_{p}} \sigma_{i_{1}} \cdots \sigma_{i_{p}} \\
+ & a \sum_{i_{1}<\ldots<i_{p}} g_{i_{1} \ldots i_{p}}^{\prime} \sigma_{i_{1}} \cdots \sigma_{i_{p}}
\end{aligned}
$$

where $g_{i_{1} \ldots i_{p}}^{\prime}$ are standard Gaussian r.v.s, independent of the $g_{i_{1} \ldots i_{p}}$ and where

$$
a^{2}=\frac{p!}{N^{p-1}}\left(\beta^{\sim 2}-\beta^{2}\right) \simeq \beta^{2} \frac{p-1}{2} \frac{p!}{N^{p}} .
$$

Using the same trick for the perturbation term, we get the identity

$$
N p_{N}\left(\beta^{\sim}, \boldsymbol{\beta}^{\sim}\right)-N p_{N}(\beta, \boldsymbol{\beta})=\mathrm{E} \log \langle\exp g(\boldsymbol{\sigma})\rangle,
$$

where

$$
\left|\mathrm{E} g\left(\boldsymbol{\sigma}^{1}\right) g\left(\boldsymbol{\sigma}^{2}\right)-\beta^{2} \frac{p-1}{2} R_{1,2}^{p}\right| \leq K c_{N}^{2}
$$

and we interpolate as in the proof of Proposition 16.6.3, using now

$$
Y(\boldsymbol{\sigma})=Y_{\alpha}=\beta \sqrt{\frac{p-1}{2}} z_{\alpha}
$$

for $\alpha \in C_{\alpha}$. Let $g_{t}(\boldsymbol{\sigma})=\sqrt{t} g(\boldsymbol{\sigma})+\sqrt{1-t} Y(\boldsymbol{\sigma})$, and

$$
\varphi(t)=\mathrm{E} \log \left\langle\exp g_{t}(\boldsymbol{\sigma})\right\rangle,
$$

so that by integration by parts

$$
\begin{align*}
\varphi^{\prime}(t) & =\mathrm{E} \frac{\left\langle g_{t}^{\prime}(\boldsymbol{\sigma}) \exp g_{t}(\boldsymbol{\sigma})\right\rangle}{\left\langle\exp g_{t}(\boldsymbol{\sigma})\right\rangle} \\
& =\mathrm{E} \frac{\left\langle\mathrm{E}^{\prime}\left(g_{t}^{\prime}(\boldsymbol{\sigma}) g_{t}(\boldsymbol{\sigma})\right) \exp g_{t}(\boldsymbol{\sigma})\right\rangle}{\left\langle\exp g_{t}(\boldsymbol{\sigma})\right\rangle} \\
& -\mathrm{E} \frac{\left\langle\mathrm{E}^{\prime}\left(g_{t}^{\prime}\left(\boldsymbol{\sigma}^{1}\right) g_{t}\left(\boldsymbol{\sigma}^{2}\right)\right) \exp g_{t}\left(\boldsymbol{\sigma}^{1}\right) \exp g_{t}\left(\boldsymbol{\sigma}^{2}\right)\right\rangle}{\left\langle\exp g_{t}(\boldsymbol{\sigma})\right\rangle^{2}} \tag{16.125}
\end{align*}
$$

A slight difference with the case of Proposition 16.6.3 is that we cannot use that $\exp g_{t}(\boldsymbol{\sigma})$ is bounded below. Instead we use that $\left\langle\exp g_{t}(\boldsymbol{\sigma})\right\rangle \geq$
$\exp \left\langle g_{t}(\boldsymbol{\sigma})\right\rangle$, and taking first expectation in the $g_{t}(\boldsymbol{\sigma})$ in the last term of (16.125) we obtain as in Proposition 16.6.3 that

$$
\varphi(1)=\varphi(0)+\beta^{2} \frac{p-1}{2}\left(1-q^{p}\right)+\delta
$$

and, as in this proposition, we obtain, for $Y=\beta z_{\alpha} \sqrt{(p-1) / 2}$

$$
\varphi(0)=\frac{1}{m} \log \exp m Y+\delta=m \beta^{2} \frac{p-1}{2}+\delta
$$

Of course, this study leaves open a zillion of natural questions, such as the following.

Research Problem 16.6.5. (Level 2) Find a clean proof that for $\beta$ in the range considered here, there is a unique pair $(m, q)$ (with $q$ close to 1) for which $F(\beta, m, q)=p_{\infty}(\beta)$. (An ugly proof of this fact can be found in [103].) Prove that Theorem 16.5.1 holds for this value of $q$.

Inspection of our proof of Theorem 16.6 .1 shows that this value of $q$ must work "for most $N$ ", but it is another matter to reach every value of $N$. A related question is to prove that $m_{N}(\beta, \boldsymbol{\beta}) \rightarrow m$ as $N \rightarrow \infty$.

Another sore point is as follow. Since (recalling the definition (16.111) of F)

$$
p_{\infty}(\beta)=\inf _{m, q} F(\beta, m, q)
$$

the equations

$$
\begin{align*}
\frac{\partial F}{\partial q}(\beta, m, q) & =0  \tag{16.126}\\
\frac{\partial F}{\partial m}(\beta, m, q) & =0 \tag{16.127}
\end{align*}
$$

hold true. A straightforward computation (done many times already) shows that equation (16.126) is equivalent to the relation

$$
\begin{equation*}
q=\frac{\mathrm{Eth}^{2} Y \operatorname{ch}^{m} Y}{\mathrm{Ech}^{m} Y} \tag{16.128}
\end{equation*}
$$

for which the cavity method (as in Section16.5) provides a good explanation.

Research Problem 16.6.6. (Level 2) Find a "physical" explanation for the equation (16.127).

This is a very good question, because, apparently, the physicists failed to solve it. We do not know of a real "physical" explanation, but the following analytical argument provides elements of an answer. (We used it in [103], where we managed to prove Theorem 16.6.1 without knowing the upper bound (16.109).) The argument goes roughly as follows. Assuming that $m(\beta)=\lim _{N \rightarrow \infty} m_{N}(\beta)$ exists and $q(\beta)=\lim _{N \rightarrow \infty} q_{N}(\beta, \boldsymbol{\beta})$ exists independently of $\boldsymbol{\beta}$, the argument by which we proved Theorem 16.6.1 yields the relation

$$
p_{\infty}(\beta)=\lim _{N \rightarrow \infty} p_{N}(\beta)=F(\beta, m(\beta), q(\beta))
$$

Since $q(\beta)$ satisfies (16.128) and hence (16.127), differentiation in $\beta$ yields

$$
\begin{equation*}
p_{\infty}^{\prime}(\beta)=\frac{\partial F}{\partial \beta}(\beta, m(\beta), q(\beta))+m^{\prime}(\beta) \frac{\partial F}{\partial m}(\beta, m(\beta), q(\beta)) \tag{16.129}
\end{equation*}
$$

Now

$$
\frac{\partial}{\partial \beta} p_{N}^{\prime}(\beta, \boldsymbol{\beta})=\beta\left(1-\nu\left(R_{1,2}^{p}\right)\right)
$$

and since $R_{1,2}$ takes essentially only the values 0 and $q$, with $\nu\left(\mathbf{1}_{\left\{R_{1,2}=q\right\}}\right)=$ $1-m$, we expect that

$$
\begin{equation*}
p_{\infty}^{\prime}(\beta)=\beta\left(1-(1-m) q^{p}\right) \tag{16.130}
\end{equation*}
$$

On the other hand, since $Y=\beta z \sqrt{q p^{q-1}}$
and integration by parts yields

$$
\begin{aligned}
\mathrm{E} z \sqrt{p q^{p-1}} \operatorname{th} Y \operatorname{ch}^{m} Y & =\beta p q^{p-1} \mathrm{E}\left(\operatorname{ch}^{m-2} Y+m \operatorname{th}^{2} Y \operatorname{ch}^{m} Y\right) \\
& =\beta p q^{p-1}\left(\operatorname{Ech}^{m} Y+(m-1) \operatorname{Eth}^{2} Y \operatorname{ch}^{m} Y\right)
\end{aligned}
$$

Using (16.128) and (16.131) we get

$$
\frac{\partial F}{\partial \beta}(\beta, m, q)=\beta\left(1-(1-m) q^{p}\right)
$$

Comparing with (16.129) and (16.130) forces the relation

$$
m^{\prime}(\beta) \frac{\partial F}{\partial m}(\beta, m(\beta), q(\beta))=0
$$

It is most unlikely that $m^{\prime}(\beta)=0$, because in the relation (16.130) $p_{\infty}^{\prime}(\beta)$ is close to $\sqrt{2 \log 2}$ and $q$ is close to 1 , so that $m(\beta) \simeq \sqrt{2 \log 2} / \beta$. Therefore it must be true that (16.127) holds.

### 16.7 A Research Problem: The Dynamical Transition

The problems raised in this section concern not only the case $p$ even, but in a slightly different form, the case where $p$ is odd, which is much better understood. Recalling the notation $p_{\infty}(\beta)$ of Theorem 16.6.1, consider

$$
\gamma_{p}^{*}=\sup \left\{\beta ; p_{\infty}(\beta)=\frac{\beta^{2}}{2}+\log 2\right\} .
$$

We expect (and this should be easy to prove) that

$$
\gamma_{p}<\gamma_{p}^{*}<\sqrt{2 \log 2}
$$

We also expect that $\lim _{N \rightarrow \infty} \mathrm{E}\left\langle R_{1,2}^{2}\right\rangle=0$ for $\beta<\gamma_{p}^{*}$. Our last exercise is a bit challenging.

Exercise 16.7.1. Prove that given $\beta<\gamma_{p}^{*}$ then for $N$ large enough we have

$$
\begin{equation*}
\mathrm{E} \log G_{N}^{\otimes 2}\left\{\left(R_{1,2} \geq 1-2^{-p / 2}\right\}\right) \geq-8 N \gamma_{p}^{*}\left(\gamma_{p}^{*}-\beta\right) \tag{16.132}
\end{equation*}
$$

(Hint: think of the left-hand side as a function of $\beta$ and compute its derivative. What happens for $\beta>\gamma_{p}$ ?)

On the other hand, it follows from (16.44) and (16.45) that there exists a number $K_{0}$, depending on $p$ only, such that for $\beta \leq \gamma_{p}^{*}$, setting $a^{\prime}=2^{-p / 4}$ and $a=2^{-p / 2-1}$ we have

$$
\begin{equation*}
\mathrm{E} G_{N}^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq a^{\prime} ; R_{1,2} \leq 1-2 a\right\}\right) \leq K \exp (-N / K) \tag{16.133}
\end{equation*}
$$

Comparing (16.132) and (16.133) we expect that when $\beta$ is close to $\gamma_{p}^{*}$ then for the typical disorder the quantities

$$
U=\log G_{N}^{\otimes 2}\left\{\left(R_{1,2} \geq 1-2 a\right\}\right)
$$

and

$$
\varepsilon=G_{N}^{\otimes 2}\left(\left\{\left|R_{1,2}\right| \geq a^{\prime} ; R_{1,2} \leq 1-2 a\right\}\right)
$$

satisfy

$$
U \geq \exp \left(N K_{0} / 2\right) \varepsilon^{1 / 3}
$$

When this is the case, the construction of Theorem 16.4.1 gives a non trivial result. Even though all the lumps it constructs might have a Gibbs measure that is exponentially small in $N$, the "gaps" between the lumps have much smaller Gibbs measure than the lumps themselves.

Research Problem 16.7.2. Describe, for the typical disorder, the sequence of weights of the lumps thus constructed.

The physicists predict that there is a "dynamical transition temperature" $\gamma_{p, d}<\gamma_{p}^{*}$ such that for $\gamma_{p, d}<\beta<\gamma_{p}^{*}$ the Gibbs measure "decomposes in a union of exponentially many small lumps roughly of the same size". There is little hard evidence that this is indeed the case, since as usual the physicists (quite sensibly) assume from the beginning that "matters should be as simple as consistent with the known facts" (where "known facts" seem largely determined by consensus of the experts). The following could be simpler than Problem 16.7.2, and would provide support for the physicists beliefs.

Research Problem 16.7.3. Prove that if $p$ is large, there exists $\gamma_{p}^{\sim}<\gamma_{p}^{*}$ and $\delta>0$ such that for $\gamma_{p}^{\sim}<\beta$, for the typical disorder we have

$$
\left.\left.G_{N}\left(\left\{\boldsymbol{\sigma}^{1} ; G_{N}\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2} \geq 1-2^{-p / 2}\right\}\right) \geq \exp (-N \delta)\right\}\right)\right\}\right) \simeq 1
$$

The following is closely related to Problem 1.12.11.
Research Problem 16.7.4. Consider the function

$$
\varphi\left(\boldsymbol{\sigma}^{1}\right)=\frac{1}{N} \log G_{N}\left(\left\{\boldsymbol{\sigma}^{2} ; R_{1,2} \geq 1-2^{-p / 2}\right\}\right)
$$

Is it true the for any $\beta$ we have

$$
\lim _{N \rightarrow \infty} \mathrm{E}\left\langle(\varphi(\boldsymbol{\sigma})-\mathrm{E}\langle\varphi(\boldsymbol{\sigma})\rangle)^{2}\right\rangle=0 ?
$$

The physicists calculations towards Problem 16.7.2 assume beforehand a positive answer to Problem 16.7.4 (among many other things).

Research Problem 16.7.5. Find a rigorous definition of the transition value $\gamma_{p, d}$.

### 16.8 Notes and Comments

It is known how to obtain results comparable to those of Section 16.5 without doing adding a perturbation term to the Hamiltonian, but the proof is then very much more difficult [104]. In the same paper it is also shown (when adding the perturbation term to the Hamiltonian) how to handle the case of small external field.

## A. Appendix: Elements of Probability Theory

## A. 1 How to Use This Appendix

This appendix reproduces some parts of the appendix of Volume I which should be useful here.

## A. 2 Gaussian Random Variables

A (centered) Gaussian r.v. $g$ has a density of the type

$$
\frac{1}{\sqrt{2 \pi} \tau} \exp \left(-\frac{t^{2}}{2 \tau^{2}}\right)
$$

so that $\mathrm{E} g^{2}=\tau^{2}$. When $\tau=1, g$ is called standard Gaussian. We hardly ever use non-centered Gaussian r.v., so that the expression "consider a Gaussian r.v. $z$ " means "consider a centered Gaussian r.v. $z$ ". A fundamental fact is that

$$
\begin{equation*}
\mathrm{E} \exp a g=\exp \frac{a^{2} \tau^{2}}{2} \tag{A.1}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\mathrm{E} \exp a g & =\frac{1}{\sqrt{2 \pi} \tau} \int_{-\infty}^{\infty} \exp \left(a t-\frac{t^{2}}{2 \tau^{2}}\right) \mathrm{d} t \\
& =\left(\exp \frac{a^{2} \tau^{2}}{2}\right) \frac{1}{\sqrt{2 \pi} \tau} \int_{-\infty}^{\infty} \exp \left(-\frac{\left(t-a \tau^{2}\right)^{2}}{2 \tau^{2}}\right) \mathrm{d} t \\
& =\exp \frac{a^{2} \tau^{2}}{2}
\end{aligned}
$$

For a r.v. $Y \geq 0$ and $s>0$ we have Markov's inequality

$$
\begin{equation*}
\mathrm{P}(Y \geq s) \leq \frac{1}{s} \mathrm{E} Y . \tag{A.2}
\end{equation*}
$$

Using this for $Y=\exp (\lambda X)$, where $X$ is any r.v., we obtain for any $\lambda \geq 0$ the following fundamental inequality:

$$
\begin{equation*}
\mathrm{P}(X \geq t)=\mathrm{P}\left(\exp (\lambda X) \geq e^{\lambda t}\right) \leq e^{-\lambda t} \mathrm{E} \exp (\lambda X) \tag{A.3}
\end{equation*}
$$

Changing $X$ into $-X$ and $t$ into $-t$, we get the following equally useful fact:

$$
\mathrm{P}(X \leq t) \leq e^{\lambda t} \mathrm{E} \exp (-\lambda X)
$$

Combining (A.1) with (A.3) we get for any $t \geq 0$ that

$$
\mathrm{P}(g \geq t) \leq \exp \left(-\lambda t+\frac{\lambda^{2} \tau^{2}}{2}\right)
$$

and taking $\lambda=t / \tau^{2}$

$$
\begin{equation*}
\mathrm{P}(g \geq t) \leq \exp \left(-\frac{t^{2}}{2 \tau^{2}}\right) \tag{A.4}
\end{equation*}
$$

Elementary estimates show that for $t>0$ we have, for some number $L$,

$$
\begin{equation*}
\mathrm{P}(g \geq t) \geq \frac{1}{L(1+t / \tau)} \exp \left(-\frac{t^{2}}{2 \tau^{2}}\right) \tag{A.5}
\end{equation*}
$$

There is of course a more precise understanding of the tails of $g$ than (A.4) and (A.5); but (A.4) and (A.5) will mostly suffice here. Another fundamental formula is that when $\mathrm{E} g^{2}=\tau^{2}$ then for $2 a \tau^{2}<1$ and any $b$ we have

$$
\begin{equation*}
\mathrm{E} \exp \left(a g^{2}+b g\right)=\frac{1}{\sqrt{1-2 a \tau^{2}}} \exp \frac{\tau^{2} b^{2}}{2\left(1-2 a \tau^{2}\right)} . \tag{A.6}
\end{equation*}
$$

Indeed,

$$
\mathrm{E} \exp \left(a g^{2}+b g\right)=\frac{1}{\sqrt{2 \pi} \tau} \int_{-\infty}^{\infty} \exp \left(a t^{2}-\frac{t^{2}}{2 \tau^{2}}+b t\right) \mathrm{d} t
$$

We then complete the squares by writing

$$
a t^{2}-\frac{t^{2}}{2 \tau^{2}}+b t=-\frac{1-2 a \tau^{2}}{2 \tau^{2}}\left(t-\frac{b \tau^{2}}{1-2 a \tau^{2}}\right)^{2}-\frac{b \tau^{2}}{2\left(1-2 a \tau^{2}\right)}
$$

and conclude by making the change of variable

$$
t=\frac{b \tau^{2}}{1-2 a \tau^{2}}+u \frac{\tau}{\sqrt{1-2 a \tau^{2}}} .
$$

The following is also important.
Lemma A.2.1. Consider $M$ Gaussian r.v.s $\left(g_{i}\right)_{i \leq M}$ with $\mathrm{E} g_{i}^{2} \leq \tau$ for each $i \leq N$. We do NOT assume that they are independent. Then we have

$$
\begin{equation*}
\mathrm{E} \max _{i \leq M} g_{i} \leq \tau \sqrt{2 \log M} \tag{A.7}
\end{equation*}
$$

Proof. Consider $\beta>0$. Using Jensen's inequality (1.23) as in (1.24) and (A.1) we have

$$
\begin{align*}
\mathrm{E} \log \left(\sum_{i \leq M} \exp \beta g_{i}\right) & \leq \log \left(\mathrm{E} \sum_{i \leq M} \exp \beta g_{i}\right) \\
& \leq \log \left(M \exp \left(\frac{1}{2} \beta^{2} \tau^{2}\right)\right) \\
& =\frac{\beta^{2} \tau^{2}}{2}+\log M \tag{A.8}
\end{align*}
$$

Now

$$
\beta \max _{i \leq M} g_{i} \leq \log \left(\sum_{i \leq M} \exp \beta g_{i}\right)
$$

so that, using (A.8),

$$
\beta \mathrm{E} \max _{i \leq M} g_{i} \leq \mathrm{E} \log \left(\sum_{i \leq M} \exp \beta g_{i}\right) \leq \frac{\beta^{2} \tau^{2}}{2}+\log M
$$

Taking $\beta=\sqrt{2 \log M} / \tau$ yields (A.7).
Given independent standard Gaussian r.v.s $g_{1}, \ldots, g_{M}$, their joint law has density $(2 \pi)^{-M / 2} \exp \left(-\|\mathbf{x}\|^{2} / 2\right)$, where $\|\mathbf{x}\|^{2}=\sum_{i \leq M} x_{i}^{2}$. This density is invariant by rotation, and, as a consequence, the law of every linear combination $z=\sum_{i \leq M} a_{i} g_{i}$ is Gaussian. The set $\mathcal{G}$ of these linear combinations is a vector space, each element of which is a Gaussian r.v. Such a space is often called a Gaussian space. It has a natural dot product, given with obvious notation by $\mathrm{E} z z^{\prime}=\sum_{k \leq M} a_{k} a_{k}^{\prime}$. Given two linear subspaces $F_{1}, F_{2}$ of $F$, if these spaces are orthogonal, i.e. $\mathrm{E} z_{1} z_{2}=0$ whenever $z_{1} \in F_{1}, z_{2} \in F_{2}$, they are probabilistically independent. This is obvious from rotational invariance, since after a suitable rotation these spaces are spanned by two disjoint subsets of $g_{1}, \ldots, g_{M}$.

We say that a family $z_{1}, \ldots, z_{N}$ of r.v.s is jointly Gaussian if the law of every linear combination $\sum_{k \leq N} a_{k} z_{k}$ is Gaussian. If $z_{1}, \ldots, z_{N}$ belong to a Gaussian space $\mathcal{G}$ as above, then obviously the family $z_{1}, \ldots, z_{N}$ is jointly Gaussian. All the jointly Gaussian families considered in this book will obviously be of this type, since they are defined by explicit formulas such as $z_{k}=\sum_{i \leq M} a_{k, i} g_{i}$ where $g_{1}, \ldots, g_{M}$ are independent standard Gaussian r.v.s, a formula that we abbreviate by $z_{k}=\mathbf{g} \cdot \mathbf{a}_{k}$ where $\mathbf{g}=\left(g_{1}, \ldots, g_{M}\right)$, $\mathbf{a}_{k}=\left(a_{k, 1}, \ldots, a_{k, M}\right)$ and $\cdot$ denotes the dot product in $\mathbb{R}^{M}$. For the beauty of it, let us mention that, in distribution, any jointly Gaussian family $z_{1}, \ldots, z_{N}$ can be represented as above as $z_{k}=\mathbf{a}_{k} \cdot \mathbf{g}$ (with $M=N$ ). This is simply because the joint law of a jointly Gaussian family $z_{1}, \ldots, z_{k}$ is determined by the numbers $\mathrm{E} z_{k} z_{\ell}$, so that it suffices to find the vectors $\mathbf{a}_{k}$ in such a manner that $\mathrm{E} z_{k} z_{\ell}=\mathbf{a}_{k} \cdot \mathbf{a}_{\ell}$. If we think of the linear span of the r.v.s $z_{1}, \ldots, z_{N}$ provided
with the dot product $z \cdot z^{\prime}=\mathrm{E} z z^{\prime}$ as an Euclidean space, and of $z_{1}, \ldots, z_{N}$ as points in this space, they provide exactly such a family of vectors.

Another interesting fact is the following. If $\left(q_{u, v}\right)_{u, v \leq n}$ is a symmetric positive definite matrix, there exists jointly Gaussian r.v.s $\left(Y_{u}\right)_{u \leq n}$ such that $\mathrm{E} Y_{u} Y_{v}=q_{u, v}$. This is obvious when the matrix $\left(q_{u, v}\right)$ is diagonal; the general case follows from the fact that a symmetric matrix diagonalizes in an orthogonal basis.

## A. 3 Gaussian Integration by Parts

Given a continuously differentiable function $F$ on $\mathbb{R}$ (that satisfies the growth condition at infinity stated below in (A.10)) and a centered Gaussian r.v. $g$ we have the integration by parts formula

$$
\begin{equation*}
\mathrm{E} g F(g)=\mathrm{E} g^{2} \mathrm{E} F^{\prime}(g) \tag{A.9}
\end{equation*}
$$

To see this, if $\mathrm{E} g^{2}=\tau^{2}$, we have

$$
\begin{aligned}
\mathrm{E} g F(g) & =\frac{1}{\sqrt{2 \pi} \tau} \int_{\mathbb{R}} t \exp \left(-\frac{t^{2}}{2 \tau^{2}}\right) F(t) \mathrm{d} t \\
& =\frac{\tau^{2}}{\sqrt{2 \pi} \tau} \int_{\mathbb{R}} \exp \left(-\frac{t^{2}}{2 \tau^{2}}\right) F^{\prime}(t) \mathrm{d} t \\
& =\mathrm{E} g^{2} \mathrm{E} F^{\prime}(g)
\end{aligned}
$$

provided

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty} F(t) \exp \left(-t^{2} / 2 \tau^{2}\right)=0 \tag{A.10}
\end{equation*}
$$

This formula is used over and over in this work. As a first application, if $\mathrm{E} g^{2}=\tau^{2}$ and $2 a \tau^{2}<1$ we have

$$
\begin{equation*}
\mathrm{E} g^{2} \exp a g^{2}=\mathrm{E} g\left(g \exp a g^{2}\right)=\tau^{2}\left(\mathrm{E} \exp a g^{2}+\mathrm{E} 2 a g \exp a g^{2}\right), \tag{A.11}
\end{equation*}
$$

so that

$$
\left(1-2 a \tau^{2}\right) \mathrm{E} g \exp a g^{2}=\tau^{2} \mathrm{E} \exp a g^{2}=\tau \frac{1}{\sqrt{1-2 a \tau^{2}}}
$$

by (A.6) and $\mathrm{E} g \exp a g^{2}=\tau^{2}\left(1-2 a \tau^{2}\right)^{-3 / 2}$. As another application, if $k \geq 2$

$$
\mathrm{E} g^{k}=\mathrm{E} g g^{k-1}=\tau^{2}(k-1) \mathrm{E} g^{k-2}
$$

so that in particular $\mathrm{E} g^{4}=3 \tau^{2}$, and one can recursively compute all the moments of $g$. All kinds of Gaussian integrals can be computed effortlessly in this manner.

Condition (A.10) holds in particular if $F$ is of moderate growth in the sense that $\lim _{|t| \rightarrow \infty} F(t) \exp \left(-a t^{2}\right)=0$ for each $a>0$. A function $F$ (with a
regular behavior as will be the case of all the functions we consider) fails to be of moderate growth if "it grows as fast as $\exp \left(a t^{2}\right)$ for some $a>0$ ". The functions to which we will apply the integration by parts formula typically do not "grow faster than $\exp (A t)$ " for a certain number $A$ (except in the case of certain very explicit functions such as in (A.11)).

Formula (A.9) generalizes as follows. Given $g, z_{1}, \ldots, z_{n}$ in a Gaussian space $\mathcal{G}$, and a function $F$ of $n$ variables (with a moderate behavior at infinity to be stated in (A.13) below), we have

$$
\begin{equation*}
\mathrm{E} g F\left(z_{1}, \ldots, z_{n}\right)=\sum_{\ell \leq n} \mathrm{E}\left(g z_{\ell}\right) \mathrm{E} \frac{\partial F}{\partial x_{\ell}}\left(z_{1}, \ldots, z_{n}\right) \tag{A.12}
\end{equation*}
$$

This is probably the single most important formula in this work. For a proof, consider the r.v.s

$$
z_{\ell}^{\prime}=z_{\ell}-g \frac{\mathrm{E} z_{\ell} g}{\mathrm{E} g^{2}}
$$

They satisfy $\mathrm{E} z_{\ell}^{\prime} g=0$; thus $g$ is independent of the family $\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right)$. We then apply (A.9) at $\left(z_{\ell}^{\prime}\right)_{\ell \leq n}$ given. Since $z_{\ell}=z_{\ell}^{\prime}+g \mathrm{E} g z_{\ell} / \mathrm{E} g^{2}$, (A.12) follows whenever the following is satisfied to make the use of (A.9) legitimate (and to allow the interchange of the expectation in $z$ and in the family $\left.\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right)\right)$ : for each number $a>0$, we have

$$
\begin{equation*}
\lim _{\|\mathbf{x}\| \rightarrow \infty}|F(\mathbf{x})| \exp \left(-a\|\mathbf{x}\|^{2}\right)=0 . \tag{A.13}
\end{equation*}
$$

## A. 4 Tail Estimates

We recall that given any r.v. $X$ and $\lambda>0$, by (A.3) we have

$$
\mathrm{P}(X \geq t) \leq e^{-\lambda t} \mathrm{E} \exp \lambda X
$$

If $X=\sum_{i \leq N} X_{i}$ where $\left(X_{i}\right)_{i \leq N}$ are independent, then

$$
\mathrm{E} \exp \lambda X=\prod_{i \leq N} \mathrm{E} \exp \lambda X_{i}
$$

so that

$$
\begin{equation*}
\mathrm{P}(X \geq t) \leq e^{-\lambda t} \prod_{i \leq N} \mathrm{E} \exp \lambda X_{i}=\exp \left(-\lambda t+\sum_{i \leq N} \log \mathrm{E} \exp \lambda X_{i}\right) \tag{A.14}
\end{equation*}
$$

If $\left(\eta_{i}\right)_{i \leq N}$ are independent Bernoulli r.v.s, i.e. $\mathrm{P}\left(\eta_{i}= \pm 1\right)=1 / 2$, then $\mathrm{E} \exp \lambda a_{i} \eta_{i}=\operatorname{ch} \lambda a_{i}$, and thus

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} a_{i} \eta_{i} \geq t\right) \leq \exp \left(-\lambda t+\sum_{i \leq N} \log \operatorname{ch} \lambda a_{i}\right) . \tag{A.15}
\end{equation*}
$$

It is obvious on power series expansions that $\operatorname{ch} t \leq \exp \left(t^{2} / 2\right)$, so that

$$
\mathrm{P}\left(\sum_{i \leq N} a_{i} \eta_{i} \geq t\right) \leq \exp \left(-\lambda t+\frac{\lambda^{2}}{2} \sum_{i \leq N} a_{i}^{2}\right)
$$

and by optimization over $\lambda$, for all $t \geq 0$,

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} a_{i} \eta_{i} \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 \sum_{i \leq N} a_{i}^{2}}\right) \tag{A.16}
\end{equation*}
$$

This inequality is often called the subgaussian inequality. By symmetry, $\mathrm{P}\left(\sum_{i \leq N} a_{i} \eta_{i} \leq-t\right)$ is bounded by the same expression, so that

$$
\begin{equation*}
\mathrm{P}\left(\left|\sum_{i \leq N} a_{i} \eta_{i}\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{2 \sum_{i \leq N} a_{i}^{2}}\right) \tag{A.17}
\end{equation*}
$$

As a consequence of (A.16) we have the following

$$
\begin{equation*}
\operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \boldsymbol{\sigma}^{2}\right) \in \Sigma_{N}^{2} ; R_{1,2} \geq t\right\} \leq 2^{2 N} \exp \left(-\frac{N t^{2}}{2}\right) \tag{A.18}
\end{equation*}
$$

This is seen by taking $a_{i}=1 / N$, by observing that for the uniform measure on $\Sigma_{N}^{2}$ the sequence $\eta_{i}=\sigma_{i}^{1} \sigma_{i}^{2}$ is an independent Bernoulli sequence and that $R_{1,2}=\sum_{i \leq N} a_{i} \eta_{i}$. Related to (A.16) is the fact that

$$
\begin{equation*}
\mathrm{E} \exp \frac{1}{2}\left(\sum_{i \leq N} a_{i} \eta_{i}\right)^{2} \leq \frac{1}{\sqrt{1-\sum_{i \leq N} a_{i}^{2}}} \tag{A.19}
\end{equation*}
$$

Equivalently,

$$
\sum \exp \frac{1}{2}\left(\sum_{i \leq N} a_{i} \sigma_{i}\right)^{2} \leq \frac{2^{N}}{\sqrt{1-\sum_{i \leq N} a_{i}^{2}}}
$$

where the summation is over all sequences $\left(\sigma_{i}\right)_{i \leq N}$ with $\sigma_{i}= \pm 1$. To prove (A.19) we consider a standard Gaussian r.v. $g$ independent of the r.v.s $\eta_{i}$ and, using (A.1), we have, denoting by $\mathrm{E}_{g}$ expectation in $g$ only, and using again that $\log \operatorname{ch} t \leq t^{2} / 2$,

$$
\begin{aligned}
\mathrm{E} \exp \frac{1}{2}\left(\sum_{i \leq N} a_{i} \eta_{i}\right)^{2} & =\mathrm{E}_{g} \exp \sum_{i \leq N} g a_{i} \eta_{i} \\
& =\mathrm{E}_{g} \exp \sum_{i \leq N} \log \operatorname{ch} g a_{i} \\
& \leq \mathrm{E}_{g} \exp \frac{g^{2}}{2} \sum_{i \leq N} a_{i}^{2} \\
& =\frac{1}{\sqrt{1-\sum_{i \leq N} a_{i}^{2}}}
\end{aligned}
$$

It follows from (A.19) that if $S=\sum_{i \leq N} a_{i}^{2}$, then, if $b_{i}=a_{i} / \sqrt{2 S}$, we have $\sum_{i \leq N} b_{i}^{2}=1 / 2$ and

$$
\mathrm{E} \exp \frac{1}{4 S}\left(\sum_{i \leq N} a_{i} \eta_{i}\right)^{2}=\mathrm{E} \exp \frac{1}{2}\left(\sum_{i \leq N} b_{i} \eta_{i}\right)^{2} \leq \frac{1}{\sqrt{1 / 2}} \leq 2
$$

Since $\exp x \geq x^{n} / n!\geq x^{n} / n^{n}$ for each $n$ and $x \geq 0$ we see that

$$
\begin{equation*}
\mathrm{E}\left(\sum_{i \leq N} a_{i} \eta_{i}\right)^{2 n} \leq 2(4 n)^{n} S^{n}=2(4 n)^{n}\left(\sum_{i \leq N} a_{i}^{2}\right)^{n} \tag{A.20}
\end{equation*}
$$

a relation known as Khinchin's inequality.
Going back to (A.15), if $a_{i}=1$ for each $i \leq N$, changing $t$ into $N t$, we get

$$
\mathrm{P}\left(\sum_{i \leq N} \eta_{i} \geq N t\right) \leq \exp N(-\lambda t+\log \operatorname{ch} \lambda)
$$

If $0 \leq t<1$, the exponent is minimized for $\operatorname{th} \lambda=t$, i.e.

$$
\frac{e^{\lambda}-e^{-\lambda}}{e^{\lambda}+e^{-\lambda}}=\frac{e^{2 \lambda}-1}{e^{2 \lambda}+1}=t
$$

so that $e^{2 \lambda}=(1+t) /(1-t)$ and

$$
\lambda=\frac{1}{2}(\log (1+t)-\log (1-t))
$$

Also, $\operatorname{ch}^{-2} \lambda=1-\operatorname{th}^{2} \lambda=1-t^{2}$, so that

$$
\log \operatorname{ch} \lambda=-\frac{1}{2} \log \left(1-t^{2}\right)
$$

and

$$
\begin{align*}
\min _{\lambda}(-\lambda t+\log \operatorname{ch} \lambda)= & -\frac{1}{2}(t \log (1+t)-t \log (1-t)) \\
& -\frac{1}{2} \log (1-t)-\frac{1}{2} \log (1+t) \\
= & -\mathcal{I}(t) \tag{A.21}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{I}(t)=\frac{1}{2}((1+t) \log (1+t)+(1-t) \log (1-t)) . \tag{A.22}
\end{equation*}
$$

The function $\mathcal{I}(t)$ is probably better understood by noting that

$$
\begin{equation*}
\mathcal{I}(0)=\mathcal{I}^{\prime}(0)=0, \mathcal{I}^{\prime \prime}(t)=\frac{1}{1-t^{2}} \tag{A.23}
\end{equation*}
$$

It follows from (A.21) that

$$
\mathrm{P}\left(\sum_{i \leq N} \eta_{i} \geq N t\right) \leq \exp (-N \mathcal{I}(t))
$$

or, equivalently, that

$$
\begin{equation*}
\operatorname{card}\left\{\boldsymbol{\sigma} \in \Sigma_{N} ; \sum_{i \leq N} \sigma_{i} \geq t N\right\} \leq 2^{N} \exp (-N \mathcal{I}(t)) \tag{A.24}
\end{equation*}
$$

If $k$ is an integer, then $\sum_{i \leq N} \sigma_{i}=k$ exactly when the sequence $\left(\sigma_{i}\right)_{i \leq N}$ contains $(N+k) / 2$ times 1 and $(N-k) / 2$ times -1 . This is impossible when $N+k$ is odd. When $N+k$ is even, using Stirling's formula $n!\sim n^{n} e^{-n} \sqrt{2 \pi n}$, we obtain

$$
\begin{align*}
& \operatorname{card}\left\{\boldsymbol{\sigma} \in \Sigma_{N} ; \sum_{i \leq N} \sigma_{i}=k\right\}=\binom{N}{\frac{N+k}{2}}=\frac{N!}{\left(\frac{N+k}{2}\right)!\left(\frac{N-k}{2}\right)!} \\
\geq & \frac{1}{L} \frac{\sqrt{N}}{\sqrt{(N-k)(N+k)}} \frac{N^{N}}{\left(\frac{N+k}{2}\right)^{(N+k) / 2}\left(\frac{N-k}{2}\right)^{(N-k) / 2}} \\
\geq & \frac{2^{N}}{L \sqrt{N}} \frac{1}{\left(1+\frac{k}{N}\right)^{(N+k) / 2}\left(1-\frac{k}{N}\right)^{(N-k) / 2}} \\
= & \frac{2^{N}}{L \sqrt{N}} \exp \left(-N \mathcal{I}\left(\frac{k}{N}\right)\right) . \tag{A.25}
\end{align*}
$$

This reverses the inequality (A.24) within the factor $L \sqrt{N}$.
Since by Lemma 4.3.5 the function $t \mapsto \log \operatorname{ch} \sqrt{t}$ is concave, it follows from (A.15) that

$$
\mathrm{P}\left(\sum_{i \leq N} a_{i} \eta_{i} \geq t \sqrt{N}\right) \leq \exp N\left(-\lambda t+\log \operatorname{ch} \lambda \sqrt{\sum_{i \leq N} a_{i}^{2}}\right)
$$

and, using (A.21)

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} a_{i} \eta_{i} \geq t \sqrt{N}\right) \leq \exp \left(-N \mathcal{I}\left(\frac{t}{\sqrt{\sum_{i \leq N} a_{i}^{2}}}\right)\right) \tag{A.26}
\end{equation*}
$$

## A. 5 How to Use Tail Estimates

It will often occur that for a r.v. $X$, we know an upper bound for the probabilities $\mathrm{P}(X \geq t)$, and that we want to deduce an upper bound for $\mathrm{E} F(X)$ for a certain function $F$. For example, if $Y$ is a r.v., $Y \geq 0$, then

$$
\begin{equation*}
\mathrm{E} Y=\int_{0}^{\infty} \mathrm{P}(Y \geq t) \mathrm{d} t \tag{A.27}
\end{equation*}
$$

using Fubini theorem to compute the "area under the graph of $Y$ ".
More generally, if $X \geq 0$ and $F$ is a continuously differentiable nondecreasing function on $\mathbb{R}^{+}$we have

$$
F(X)=F(0)+\int_{0}^{X} F^{\prime}(t) \mathrm{d} t=F(0)+\int_{\{t \leq X\}} F^{\prime}(t) \mathrm{d} t
$$

Taking expectation, and using Fubini's theorem to exchange the integral in $t$ and the expectation, we get that

$$
\begin{equation*}
\mathrm{E} F(X)=F(0)+\int_{0}^{\infty} F^{\prime}(t) \mathrm{P}(X \geq t) \mathrm{d} t \tag{A.28}
\end{equation*}
$$

For a typical application of (A.28) let us assume that $X$ satisfies the following tail condition:

$$
\begin{equation*}
\forall t \geq 0, \mathrm{P}(|X| \geq t) \leq 2 \exp \left(-\frac{t^{2}}{2 A^{2}}\right) \tag{A.29}
\end{equation*}
$$

where $A$ is a certain number. Then, using (A.28) for $F(x)=x^{k}$ and $|X|$ instead of $X$ we get

$$
\mathrm{E}|X|^{k} \leq 2 k \int_{0}^{\infty} t^{k-1} \exp \left(-\frac{t^{2}}{2 A^{2}}\right) \mathrm{d} t
$$

The right-hand side can be recursively computed by integration by parts. If $k \geq 3$,

$$
\int_{0}^{\infty} t^{k-1} \exp \left(-\frac{t^{2}}{2 A^{2}}\right) \mathrm{d} t=(k-2) A^{2} \int_{0}^{\infty} t^{k-3} \exp \left(-\frac{t^{2}}{2 A^{2}}\right) \mathrm{d} t
$$

In this manner one obtains e.g.

$$
\mathrm{E} X^{2 k} \leq 2^{k+1} k!A^{2 k}
$$

This shows in particular that "the moments of order $k$ of $X$ grow at most like $\sqrt{k}$." Indeed, using the crude inequality $k!\leq k^{k}$ we obtain

$$
\begin{equation*}
\left(\mathrm{E}|X|^{k}\right)^{1 / k} \leq\left(\mathrm{E} X^{2 k}\right)^{1 / 2 k} \leq 2 A \sqrt{k} \tag{A.30}
\end{equation*}
$$

Suppose, conversely, that for a given r.v. $X$ we know that for a certain number $B$ and any $k \geq 1$ we have $\mathrm{E} X^{2 k} \leq B^{2 k} k^{k}$ (i.e. an inequality of the type (A.30) for even moments). Then, using the power expansion $\exp x^{2}=\sum_{k \geq 0} x^{2 k} / k!$, for any number $C$ we have

$$
\mathrm{E} \exp \frac{X^{2}}{C^{2}}=\sum_{k \geq 0} \frac{\mathrm{E} X^{2 k}}{C^{2 k} k!} \leq \sum_{k \geq 0} \frac{B^{2 k} k^{k}}{C^{2 k} k!}
$$

Now, by Stirling's formula, there is a constant $L_{0}$ such that $k^{k} \leq L_{0}^{k} k$ !, and therefore there is a number $L$ (e.g. $L=2 L_{0}$ ) such that

$$
\mathrm{E} \exp \frac{X^{2}}{L B^{2}} \leq 2
$$

This implies in turn that

$$
\mathrm{P}(X \geq t) \leq 2 \exp \left(-\frac{t^{2}}{L B^{2}}\right)
$$

Many r.v.s considered in this work satisfy the condition (A.29). The previous considerations explain why, when convenient, we control these r.v.s through their moments.

If $F$ is a continuously differentiable non-decreasing function on $\mathbb{R}, F \geq 0$, $F(-\infty)=0$, we have

$$
F(X)=\int_{-\infty}^{X} F^{\prime}(t) \mathrm{d} t=\int_{\{t \leq X\}} F^{\prime}(t) \mathrm{d} t
$$

Taking expectation, and using again Fubini's theorem to exchange the integral in $t$ and the expectation, we get now that

$$
\begin{equation*}
\mathrm{E} F(X)=\int_{-\infty}^{\infty} F^{\prime}(t) \mathrm{P}(X \geq t) \mathrm{d} t \tag{A.31}
\end{equation*}
$$

This no longer assumes that $X \geq 0$. Considering now $a<b$ we have

$$
\begin{equation*}
\mathrm{E}\left(F(\min (X, b)) \mathbf{1}_{\{X \geq a\}}\right)=F(a) \mathrm{P}(X \geq a)+\int_{a}^{b} F^{\prime}(t) \mathrm{P}(X \geq t) \mathrm{d} t \tag{A.32}
\end{equation*}
$$

This is seen by using (A.31) for the conditional probability that $X \geq a$, and for the r.v. $\min (X, b)$ instead of $X$.

## A. 6 Bernstein's Inequality

Theorem A.6.1. Consider a r.v. $X$ with $\mathrm{E} X=0$ and an independent sequence $\left(X_{i}\right)_{i \leq N}$ distributed like $X$. Assume that, for a certain number $A$, we have

$$
\begin{equation*}
\mathrm{E} \exp \frac{|X|}{A} \leq 2 \tag{A.33}
\end{equation*}
$$

Then, for all $t>0$ we have

$$
\begin{array}{r}
\mathrm{P}\left(\sum_{i \leq N} X_{i} \geq t\right) \leq \exp \left(-\min \left(\frac{t^{2}}{4 N A^{2}}, \frac{t}{2 A}\right)\right) \\
\mathrm{P}\left(\sum_{i \leq N} X_{i} \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 N \mathrm{E} X^{2}}\left(1-\frac{4 A^{3} t}{N\left(\mathrm{E} X^{2}\right)^{2}}\right)\right) \tag{A.35}
\end{array}
$$

Proof. From (A.14) we obtain

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} X_{i} \geq t\right) \leq \exp (-\lambda t+N \log \mathrm{E} \exp \lambda X) \tag{A.36}
\end{equation*}
$$

We have

$$
\begin{equation*}
\mathrm{E} \exp \lambda X=1+\mathrm{E} \varphi(\lambda X) \tag{A.37}
\end{equation*}
$$

where $\varphi(x)=e^{x}-x-1$. We observe that $\mathrm{E} \varphi(|X| / A) \leq \mathrm{E} \exp (|X| / A)-1=$ $2-1=1$. Now power series expansion yields that $\varphi(x) \leq \varphi(|x|)$ and that for $x>0$, the function $\lambda \rightarrow \varphi(\lambda x) / \lambda^{2}$ increases. Thus, for $\lambda \leq 1 / A$, we have

$$
\mathrm{E} \varphi(\lambda X) \leq \lambda^{2} A^{2} \mathrm{E} \varphi(|X| / A) \leq \lambda^{2} A^{2}
$$

Combining (A.37) with the inequality $\log (1+x) \leq x$, we obtain $\log \mathrm{E} \exp \lambda X \leq$ $\lambda^{2} A^{2}$. Consequently (A.36) implies

$$
\mathrm{P}\left(\sum_{i \leq N} X_{i} \geq t\right) \leq \exp \left(-\lambda t+N \lambda^{2} A^{2}\right)
$$

We choose $\lambda=t / 2 N A^{2}$ if $t \leq 2 N A$ (so that $\lambda \leq 1 / A$ ). When $t \geq 2 N A$, we choose $\lambda=1 / A$, and then

$$
-\lambda t+N \lambda^{2} A^{2}=-\frac{t}{A}+N \leq-\frac{t}{2 A}
$$

This proves (A.34). To prove (A.35) we replace (A.37) by

$$
\mathrm{E} \exp \lambda X=1+\frac{\lambda^{2} \mathrm{E} X^{2}}{2}+\mathrm{E} \varphi_{1}(\lambda X)
$$

where $\varphi_{1}(x)=e^{x}-x^{2} / 2-x-1$. We observe that $\mathrm{E} \varphi_{1}(|X| / A) \leq \mathrm{E} \varphi(|X| / A) \leq$ 1. Using again power series expansion yields $\varphi_{1}(x) \leq \varphi_{1}(|x|)$ and that for $x>0$ the function $\lambda \mapsto \varphi_{1}(\lambda x) / \lambda^{3}$ increases. Thus, if $\lambda \leq 1 / A$, we get

$$
\mathrm{E} \varphi_{1}(\lambda X) \leq \lambda^{3} A^{3} \mathrm{E} \varphi_{1}(|X| / A) \leq \lambda^{3} A^{3}
$$

so that $\log \mathrm{E} \exp \lambda X \leq \lambda^{2} \mathrm{E} X^{2} / 2+\lambda^{3} A^{3}$ and we choose $\lambda=t / N \mathrm{E} X^{2}$ to obtain (A.35) when $t \leq N E X^{2} / A$. When $t \geq N E X^{2} / A$, then

$$
\frac{4 A^{3} t}{N\left(\mathrm{E} X^{2}\right)^{2}} \geq \frac{4 A^{2}}{\mathrm{E} X^{2}} \geq 1
$$

because $\mathrm{E} X^{2} / 2 A^{2} \leq \mathrm{E} \exp |X| / A \leq 2$. Thus (A.35) is automatically satisfied in that case since the right-hand side is $\geq 1$.

Another important version of Bernstein's inequality assumes that

$$
\begin{equation*}
|X| \leq A \tag{A.38}
\end{equation*}
$$

In that case for $p \geq 2$ we have $\mathrm{E} X^{p} \leq A^{p-2} \mathrm{E} X^{2}$, so that when $\lambda \leq 1$, and since $\sum_{p \geq 2} 1 / p!=e-2 \leq 1$,

$$
\mathrm{E} \varphi(\lambda X)=\sum_{p \geq 2} \frac{\lambda^{p}}{p!} \mathrm{E} X^{p} \leq \lambda^{2} \mathrm{E} X^{2} \sum_{p \geq 2} \frac{(\lambda A)^{p-2}}{p!} \leq \lambda^{2} \mathrm{E} X^{2} .
$$

Proceeding as before, and taking now $\lambda=\min \left(t / E X^{2}, 1 / A\right)$, we get

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} X_{i} \geq t\right) \leq \exp \left(-\min \left(\frac{t^{2}}{4 N \mathrm{E} X^{2}}, \frac{t}{2 A}\right)\right) . \tag{A.39}
\end{equation*}
$$

We will also need a version of (A.34) for martingale difference sequences. Assume that we are given an increasing sequence $\left(\Xi_{i}\right)_{0 \leq i \leq N}$ of $\sigma$-algebras. A sequence $\left(X_{i}\right)_{1 \leq i \leq N}$ is called a martingale difference sequence if $X_{i}$ is $\Xi_{i}$ measurable and $\mathrm{E}_{i-1}\left(X_{i}\right)=0$, where $\mathrm{E}_{i-1}$ denotes conditional expectation given $\Xi_{i-1}$. Let us assume that for a certain number $A$ we have

$$
\begin{equation*}
\forall i \leq N, \mathrm{E}_{i-1} \exp \frac{\left|X_{i}\right|}{A} \leq 2 . \tag{A.40}
\end{equation*}
$$

Exactly as before, this implies that for $|\lambda| A \leq 1$ we have $\mathrm{E}_{i-1} \exp \lambda X_{i} \leq$ $\exp \lambda^{2} A^{2}$. Thus

$$
\begin{aligned}
\mathrm{E}_{k-1} \exp \lambda \sum_{i \leq k} X_{i} & =\exp \left(\lambda \sum_{i \leq k-1} X_{i}\right) \mathrm{E}_{k} \exp \lambda X_{k} \\
& \leq \exp \left(\lambda \sum_{i \leq k-1} X_{i}+\lambda^{2} A^{2}\right) .
\end{aligned}
$$

By decreasing induction over $k$, this shows that for each $k$ we have

$$
\mathrm{E}_{k-1} \exp \lambda \sum_{i \leq N} X_{i} \leq \exp \left(\lambda \sum_{i \leq k-1} X_{i}+(N-k+1) \lambda^{2} A^{2}\right) .
$$

Using this for $k=1$ and taking expectation yields $\mathrm{E} \exp \lambda \sum_{i \leq N} X_{i} \leq$ $\exp N \lambda^{2} A^{2}$. Use of Chebyshev inequality as before gives

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} X_{i} \geq t\right) \leq \exp \left(-\min \left(\frac{t^{2}}{4 N A^{2}}, \frac{t}{2 A}\right)\right) \tag{A.41}
\end{equation*}
$$

## A. $7 \varepsilon$-Nets

A ball of $\mathbb{R}^{M}$ is a convex balanced set with non-empty interior. The convex hull of a set $A$ is denoted by $\operatorname{conv} A$.

Proposition A.7.1. Given a ball $B$ of $\mathbb{R}^{M}$, we can find a subset $A$ of $B$ such that

$$
\begin{gather*}
\operatorname{card} A \leq\left(1+\frac{1}{\varepsilon}\right)^{M}  \tag{A.42}\\
\forall x \in B, A \cap(x+2 \varepsilon B) \neq \emptyset  \tag{A.43}\\
\quad \operatorname{conv} A \supset(1-2 \varepsilon) B \tag{A.44}
\end{gather*}
$$

Moreover, given a linear functional $\varphi$ on $\mathbb{R}^{M}$, we have

$$
\begin{equation*}
\sup _{x \in A} \varphi(x) \geq(1-2 \varepsilon) \sup _{x \in B} \varphi(x) \tag{A.45}
\end{equation*}
$$

As a corollary, we can find a subset $A$ of $(1-2 \varepsilon)^{-1} B$ such that $\operatorname{card} A \leq$ $\left(1+\varepsilon^{-1}\right)^{M}$ and $B \subset \operatorname{conv} A$. The case $\varepsilon=1 / 4$ is of interest: $\operatorname{card} A \leq 5^{M}$ and $\sup _{x \in A} \varphi(x) \geq(1 / 2) \sup _{x \in B} \varphi(x)$.
Proof. We simply take for $A$ a maximal subset of $B$ such that the sets $x+\varepsilon B$ are disjoint for $x \in A$. These sets are of volume $\varepsilon^{M} \operatorname{Vol} B$, and are entirely contained in the set $(1+\varepsilon) B$, which is of volume $(1+\varepsilon)^{M} \operatorname{Vol} B$. This proves (A.42).

Given $x$ in $B$, we can find $y$ in $A$ with $(x+\varepsilon B) \cap(y+\varepsilon B) \neq \emptyset$, for otherwise this would contradict the maximality of $A$. Thus $y \in(x+2 \varepsilon B) \cap A$. This proves (A.43).

Using (A.43), given $x$ in $B$, we can find $y_{0}$ in $A$ with $x-y_{0} \in 2 \varepsilon B$. Applying this to $\left(x-y_{0}\right) / 2 \varepsilon$, we find $y_{1}$ in $A$ with $x-y_{0}-2 \varepsilon y_{1} \in(2 \varepsilon)^{2} B$, and in this manner we find a sequence $\left(y_{i}\right)$ in $A$ with

$$
y=\sum_{i \geq 0}(2 \varepsilon)^{i} y_{i} \in(1-2 \varepsilon)^{-1} \operatorname{conv} A
$$

since $A$ is finite. This proves (A.44), of which (A.45) is an immediate consequence.

## A. 8 Random Matrices

In this section we get some control of the norm of certain random matrices. Much more detailed (and difficult) results are known.

Lemma A.8.1. If $\left(g_{i j}\right)_{1 \leq i<j \leq N}$ are independent standard Gaussian r.v.s, then, with probability at least $1-L \exp (-N)$ we have

$$
\begin{equation*}
\forall\left(x_{i}\right)_{i \leq N}, \forall\left(y_{i}\right)_{i \leq N},\left|\sum_{i<j} g_{i j} x_{i} y_{j}\right| \leq L \sqrt{N}\left(\sum_{i \leq N} x_{i}^{2} \sum_{i \leq N} y_{i}^{2}\right)^{1 / 2} \tag{A.46}
\end{equation*}
$$

Proof. Let us denote by $B$ the Euclidean ball of $\mathbb{R}^{N}$, and by $A$ a subset of $2 B$ with card $A \leq 5^{N}$ and conv $A \supset B$, as provided by Proposition A.7.1. If $\left(x_{i}\right)_{i \leq N}$ and $\left(y_{i}\right)_{i \leq N}$ belong to $A$, then $\mathrm{E}\left(\sum_{i<j} g_{i j} x_{i} y_{j}\right)^{2} \leq$ $\sum_{i \leq N} x_{i}^{2} \sum_{j \leq N} y_{j}^{2} \leq 16$ and (A.4) implies

$$
\mathrm{P}\left(\left|\sum_{i<j} g_{i j} x_{i} y_{j}\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{32}\right)
$$

so that with probability at least $1-2(25)^{N} \exp (-64 N)$ it holds that

$$
\forall\left(x_{i}\right)_{i \leq N}, \forall\left(y_{i}\right)_{i \leq N} \in A,\left|\sum_{i<j} g_{i j} x_{i} y_{j}\right| \leq 32 \sqrt{N},
$$

and hence

$$
\forall\left(x_{i}\right)_{i \leq N}, \forall\left(y_{i}\right)_{i \leq N} \in B,\left|\sum_{i<j} g_{i j} x_{i} y_{j}\right| \leq 32 \sqrt{N}
$$

and this implies (A.46).
We consider independent Bernoulli r.v.s $\left(\eta_{i, k}\right)_{i \leq N, k \leq M}$, that is, $\mathrm{P}\left(\eta_{i, k}=\right.$ $\pm 1)=1 / 2$.

Lemma A.8.2. Consider numbers $\left(\alpha_{k, k^{\prime}}\right)_{k, k^{\prime} \leq M}$ with $\sum \alpha_{k, k^{\prime}}^{2} \leq 1$. Then, for $t>0$ we have

$$
\begin{align*}
& \mathrm{P}\left(\sum_{k \neq k^{\prime}} \sum_{i \leq N} \alpha_{k, k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \geq t\right) \leq \exp \left(-\min \left(\frac{t^{2}}{N L}, \frac{t}{L}\right)\right)  \tag{A.47}\\
& \mathrm{P}\left(\sum_{k \neq k^{\prime}} \sum_{i \leq N} \alpha_{k, k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 N}\left(1-\frac{L t}{N}\right)\right) . \tag{A.48}
\end{align*}
$$

Proof. The r.v.s $X_{i}=\sum_{k \neq k^{\prime}} \alpha_{k, k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}}$ are i.i.d., and obviously E $X_{i}=0$, $\mathrm{E} X_{i}^{2}=\sum \alpha_{k, k^{\prime}}^{2} \leq 1$. An important result of C. Borell [20] implies that then $\mathrm{E} \exp \left(\left|X_{i}\right| / L\right) \leq 2$ so that (A.47) is a consequence of (A.34) and (A.48) is a consequence of (A.35).

Proposition A.8.3. Consider a number $0<a \leq 1$ and $n \leq M$. If $n \log (e M / n) \leq N a^{2}$, the following event occurs with probability at least $1-\exp \left(-a^{2} N\right)$. Given any subset $I$ of $\{1, \ldots, M\}$ with $\operatorname{card} I=n$, and any sequences $\left(x_{k}\right)_{k \leq M},\left(y_{k}\right)_{k \leq M}$, we have

$$
\begin{align*}
& \sum_{i \leq N}\left(\sum_{k \in I} x_{k} \eta_{i, k}\right)\left(\sum_{k \in I} y_{k} \eta_{i, k}\right) \\
\leq & N \sum_{k \in I} x_{k} y_{k}+N L a\left(\sum_{k \in I} x_{k}^{2}\right)^{1 / 2}\left(\sum_{k \in I} y_{k}^{2}\right)^{1 / 2} . \tag{A.49}
\end{align*}
$$

Corollary A.8.4. If $a \leq 1$ and $M \leq N a^{2}$, then with probability at least $1-\exp \left(-a^{2} N / L\right)$, for any sequences $\left(x_{k}\right)_{k \leq M}$ and $\left(y_{k}\right)_{k \leq M}$ we have

$$
\begin{align*}
& \sum_{i \leq N}\left(\sum_{k \leq M} x_{k} \eta_{i, k}\right)\left(\sum_{k \leq M} y_{k} \eta_{i, k}\right) \\
\leq & N \sum_{k \leq M} x_{k} y_{k}+N L a\left(\sum_{k \leq M} x_{k}^{2}\right)^{1 / 2}\left(\sum_{k \leq M} y_{k}^{2}\right)^{1 / 2}, \tag{A.50}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{i \leq N}\left(\sum_{k \leq M} x_{k} \eta_{i, k}\right)^{2} \leq N(1+L a)\left(\sum_{k \leq M} x_{k}^{2}\right) \tag{A.51}
\end{equation*}
$$

Proof. The case $n=M$ of (A.49) is (A.50) and the case $y_{k}=x_{k}$ of (A.50) is (A.51).

Proof of Proposition A.8.3. We rewrite (A.49) as

$$
\begin{equation*}
\sum_{i \leq N} \sum_{k \neq k^{\prime}, k, k^{\prime} \in I} x_{k} y_{k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \leq L N a\left(\sum_{k \in I} x_{k}^{2}\right)^{1 / 2}\left(\sum_{k \in I} y_{k}^{2}\right)^{1 / 2} \tag{A.52}
\end{equation*}
$$

Consider a subset $A$ of $\mathbb{R}^{n}$, with card $A \leq 5^{n}, A \subset 2 B$ and conv $A \supset B$, where $B$ is the Euclidean ball $\sum_{k \leq n} x_{k}^{2}=1$. To ensure (A.52) it suffices that

$$
\begin{equation*}
\sum_{i \leq N} \sum_{k \neq k^{\prime}, k, k^{\prime} \in I} x_{k} y_{k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \leq L N a \tag{A.53}
\end{equation*}
$$

whenever $\left(x_{k}\right)_{k \in I} \in A$ and $\left(y_{k}\right)_{k \in I} \in A$. Now, given any such sequences (A.47) implies

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \leq N} \sum_{k \neq k^{\prime}, k, k^{\prime} \in I} x_{k} y_{k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \geq N u\right) \leq \exp \left(-\frac{N}{L} \min \left(u^{2}, u\right)\right) \tag{A.54}
\end{equation*}
$$

Since $n \leq M$ and $n \log (e M / n) \leq N a^{2}$ it holds that $n \leq N a^{2}$. We observe also that $25 \leq e^{4}$. Thus the number of possible choices for $I$ and the sequences $\left(x_{k}\right)_{k \in I},\left(y_{k}\right)_{k \in I}$ is at most

$$
\binom{M}{n}(\operatorname{card} A)^{2} \leq\left(\frac{e M}{n}\right)^{n} 25^{n}=25^{n} \exp \left(n \log \left(\frac{e M}{n}\right)\right) \leq \exp 5 N a^{2}
$$

so that taking $u=L^{\prime} a$ where $L^{\prime}$ large enough, all the events (A.53) simultaneously occur with a probability at least $1-\exp \left(-N a^{2}\right)$.

Our next result resembles Proposition A.8.3, but rather than restricting the range of $k$ we now restrict the range of $i$.

Proposition A.8.5. Consider a number $0<a<1$. Consider a number $N_{0} \leq N$ such that $N_{0} \log \left(e N / N_{0}\right) \leq a^{2} N$, and assume that $M \leq a^{2} N$. Then the following event occurs with probability at least $1-\exp \left(-a^{2} N\right)$ : Given any subset $J$ of $\{1, \ldots, N\}$ with $\operatorname{card} J \leq N_{0}$, and any sequence $\left(x_{k}\right)_{k \leq M}$, we have

$$
\begin{equation*}
\sum_{i \in J}\left(\sum_{k \leq M} x_{k} \eta_{i, k}\right)^{2} \leq N_{0} \sum_{k \leq M} x_{k}^{2}+L \max \left(N a^{2}, \sqrt{N N_{0}} a\right)\left(\sum_{k \leq M} x_{k}^{2}\right) . \tag{A.55}
\end{equation*}
$$

Proof. The proof is very similar to the proof of Proposition A.8.3. It suffices to prove that for all choices of $\left(x_{k}\right)$ and $\left(y_{k}\right)$ we have

$$
\begin{equation*}
\sum_{i \in J} \sum_{k \neq k^{\prime}} x_{k} y_{k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \leq L \max \left(N a^{2}, \sqrt{N N_{0}} a\right)\left(\sum_{k \leq M} x_{k}^{2}\right)^{1 / 2}\left(\sum_{k \leq M} y_{k}^{2}\right)^{1 / 2} \tag{A.56}
\end{equation*}
$$

Consider a subset $A$ of $\mathbb{R}^{M}$, with $\operatorname{card} A \leq 5^{M}, A \subset 2 B, B \subset \operatorname{conv} A$, where $B$ is the Euclidean ball $\sum_{k \leq M} x_{k}^{2} \leq 1$. To ensure (A.56) it suffices that

$$
\sum_{i \in J} \sum_{k \neq k^{\prime}} x_{k} y_{k^{\prime}} \eta_{i, k} \eta_{i, k^{\prime}} \leq L \max \left(N a^{2}, \sqrt{N N_{0}} a\right)
$$

whenever card $J \leq N_{0},\left(x_{k}\right)_{k \leq M},\left(y_{k}\right)_{k \leq M} \in A$. It follows from (A.47) that for $v>0$,

$$
\mathrm{P}\left(\sum_{i \in J} \sum_{k \neq k^{\prime}} x_{k} y_{k} \eta_{i, k} \eta_{i, k^{\prime}} \geq v \operatorname{card} J\right) \leq \exp \left(-\frac{\operatorname{card} J}{L} \min \left(v^{2}, v\right)\right)
$$

and using this for $v=u N_{0} / \operatorname{card} J \geq u$ entails

$$
\begin{equation*}
\mathrm{P}\left(\sum_{i \in J} \sum_{k \neq k^{\prime}} x_{k} y_{k} \eta_{i, k} \eta_{i, k^{\prime}} \geq N_{0} u\right) \leq \exp \left(-\frac{N_{0}}{L} \min \left(v^{2}, u\right)\right) \tag{A.57}
\end{equation*}
$$

The number of possible choices for $J$ and the sequences $\left(x_{k}\right)_{k \leq M},\left(y_{k}\right)_{k \leq M}$ is at most

$$
\sum_{n \leq N_{0}}\binom{N}{n}(\operatorname{card} A)^{2} \leq\left(\frac{e N}{N_{0}}\right)^{N_{0}} 25^{M} \leq \exp 5 N a^{2}
$$

so that by taking $u=L^{\prime} \max \left(a^{2} N / N_{0}, a \sqrt{N / N_{0}}\right)$ where $L^{\prime}$ is large enough, all the events (A.56) simultaneously occur with a probability at least 1 $\exp \left(-N a^{2}\right)$.

Here is another nice consequence of Lemma A.8.2.

Lemma A.8.6. If $\varepsilon>0$ we have

$$
\begin{aligned}
\mathrm{P}\left(\sum_{1 \leq k<k^{\prime} \leq M} N R_{k, k^{\prime}}^{2}\right. & \left.\geq(1-2 \varepsilon)^{-2} u\right) \\
& \leq\left(1+\frac{1}{\varepsilon}\right)^{M^{2}} \exp \left(-\frac{u}{2}\left(1-L \sqrt{\frac{u}{N}}\right)\right)
\end{aligned}
$$

where $R_{k, k^{\prime}}=N^{-1} \sum_{i \leq N} \eta_{i, k} \eta_{i, k^{\prime}}$.
Proof. We start the proof by observing that

$$
\left(\sum_{k<k^{\prime}} R_{k, k^{\prime}}^{2}\right)^{1 / 2}=\sup \sum_{k<k^{\prime}} \alpha_{k, k^{\prime}} R_{k, k^{\prime}}
$$

where the supremum is taken over the subset $B$ of $\mathbb{R}^{M(M-1) / 2}$ of sequences $\alpha_{k, k^{\prime}}$ with $\sum_{k<k^{\prime}} \alpha_{k, k^{\prime}}^{2} \leq 1$. We use Proposition A.7.1 to find a subset $A$ of $B$ with card $A \leq\left(1+\varepsilon^{-1}\right)^{M^{2}}$ such that

$$
\sup _{A} \sum \alpha_{k, k^{\prime}} R_{k, k^{\prime}} \geq(1-2 \varepsilon)\left(\sum_{k<k^{\prime}} R_{k, k^{\prime}}^{2}\right)^{1 / 2}
$$

Thus

$$
\begin{aligned}
& \mathrm{P}\left(\sum_{k<k^{\prime}} N R_{k, k^{\prime}}^{2} \geq(1-2 \varepsilon)^{-2} u\right) \\
= & \mathrm{P}\left(\left(\sum_{k<k^{\prime}} R_{k, k^{\prime}}^{2}\right)^{1 / 2} \geq(1-2 \varepsilon)^{-1} \sqrt{\frac{u}{N}}\right) \\
\leq & \mathrm{P}\left(\sup _{A} \sum_{k<k^{\prime}} \alpha_{k, k^{\prime}} R_{k, k^{\prime}} \geq \sqrt{\frac{u}{N}}\right) \\
\leq & \left(1+\frac{1}{\varepsilon}\right)^{M^{2}} \exp \left(-\frac{u}{2}\left(1-L \sqrt{\frac{u}{N}}\right)\right),
\end{aligned}
$$

where we use (A.48) for $t=\sqrt{u N}$ in the last line.
Corollary A.8.7. We have

$$
\begin{aligned}
& 2^{-N n} \operatorname{card}\left\{\left(\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{n}\right) ; \sum_{1 \leq \ell<\ell^{\prime} \leq n} N R_{\ell, \ell^{\prime}}^{2} \geq(1-2 \varepsilon)^{-2} u\right\} \\
\leq & \left(1+\frac{1}{\varepsilon}\right)^{n^{2}} \exp \left(-\frac{u}{2}\left(1-L \sqrt{\frac{u}{N}}\right)\right)
\end{aligned}
$$

where $R_{\ell, \ell^{\prime}}=N^{-1} \sum_{i \leq N} \sigma_{i}^{\ell} \sigma_{i}^{\ell^{\prime}}$.
Proof. This is another way to formulate Lemma A.8.6 when $M=n$.

## A. 9 Poisson Random Variables and Point Processes

A Poisson random variable $X$ of expectation $a$ is an integer-valued r.v. such that, for $k=0,1, \ldots$

$$
\mathrm{P}(X=k)=\frac{a^{k}}{k!} e^{-a}
$$

so that

$$
\begin{equation*}
\mathrm{E} \exp \lambda X=\sum_{k \geq 0} \frac{a^{k}}{k!} e^{\lambda k-a}=\exp a\left(e^{\lambda}-1\right) \tag{A.58}
\end{equation*}
$$

Differentiating 1, 2, or 3 times this relation in $\lambda$ and setting $\lambda=0$ we see that

$$
\begin{equation*}
\mathrm{E} X=a ; \mathrm{E} X^{2}=a+a^{2} ; \mathrm{E} X^{3}=a+3 a^{2}+a^{3} \tag{A.59}
\end{equation*}
$$

Using from (A.3) that for $\lambda>0$ and a r.v. $Y$ we have $\mathrm{P}(Y \geq t) \leq$ $e^{-\lambda t} \mathrm{E} \exp \lambda Y$ and $\mathrm{P}(Y \leq t) \leq e^{\lambda t} \mathrm{E} \exp (-\lambda Y)$, and optimizing over $\lambda$ we get that for $t>1$ we have

$$
\mathrm{P}(X \geq a t) \leq \exp (-a(t \log t-t-1))
$$

and

$$
\mathrm{P}(X \leq a / t) \leq \exp (-a(t \log t-t-1))
$$

In particular we have

$$
\begin{equation*}
\mathrm{P}(|X-a| \geq a / 2) \leq \exp \left(-\frac{a}{L}\right) \tag{А.60}
\end{equation*}
$$

Of course, such an inequality holds for any constant instead of $1 / 2$.
If $X_{1}, X_{2}$ are independent Poisson r.v.s, $X_{1}+X_{2}$ is a Poisson r.v. The following lemma prove a less known remarkable property of these variables.

Lemma A.9.1. Consider a Poisson r.v $X$ and i.i.d. r.v.s $\left(\delta_{i}\right)_{i \geq 1}$ such that $\mathrm{P}\left(\delta_{i}=1\right)=\delta, \mathrm{P}\left(\delta_{i}=0\right)=1-\delta$ for a certain number $\delta$. Then the r.v.s

$$
X_{1}=\sum_{i \leq X} \delta_{i} ; X_{2}=\sum_{i \leq X}\left(1-\delta_{i}\right)
$$

are independent Poisson r.v.s, of expectation respectively $\delta \mathrm{E} X$ and $(1-\delta) \mathrm{E} X$.
In this lemma we "split $X$ in two pieces". In a similar manner, we can split $X$ in any number of pieces.

Proof. We compute

$$
\begin{aligned}
\mathrm{E} \exp \left(\lambda X_{1}+\mu X_{2}\right) & =\mathrm{E} \exp \left(\lambda \sum_{i \leq X} \delta_{i}+\mu \sum_{i \leq X}\left(1-\delta_{i}\right)\right) \\
& =\sum_{k \geq 0} \frac{a^{k}}{k!} e^{-a} \mathrm{E} \exp \left(\lambda \sum_{i \leq k} \delta_{i}+\mu \sum_{i \leq k}\left(1-\delta_{i}\right)\right) \\
& =\sum_{k \geq 0} \frac{a^{k}}{k!} e^{-a}\left(\mathrm{E} \exp \left(\lambda \delta_{i}+\mu\left(1-\delta_{1}\right)\right)\right)^{k} \\
& =\sum_{k \geq 0} \frac{a^{k}}{k!} e^{-a}\left(\delta e^{\lambda}+(1-\delta) e^{\mu}\right)^{k} \\
& =\exp a\left(\delta e^{\lambda}+(1-\delta) e^{\mu}-1\right) \\
& =\exp a \delta\left(e^{-\lambda}-1\right) \exp a(1-\delta)\left(e^{-\mu}-1\right) \\
& =\operatorname{E} \exp \left(\lambda Y_{1}+\mu Y_{2}\right),
\end{aligned}
$$

where $Y_{1}$ and $Y_{2}$ are independent Poisson r.v.s with expectation respectively $\delta$ and $1-\delta$.

Consider a positive measure $\mu$ of finite total mass $|\mu|$ (say on $\mathbb{R}^{3}$ ), and assume for simplicity that $\mu$ has no atoms. A Poisson point process of intensity measure $\mu$ is a random finite subset $\Pi=\Pi_{\mu}$ with the following properties:

1. card $\Pi$ is a Poisson r.v. of expectation $|\mu|$.
2. Given that card $\Pi=k, \Pi$ is distributed like the set $\left\{X_{1}, \ldots, X_{k}\right\}$ where $X_{1}, \ldots, X_{k}$ are i.i.d. r.v.s of law $\mu /|\mu|$.
(Some inessential complications occur when $\mu$ has atoms, and one has to count points of the Poisson point process "with their order of multiplicity".) We list without proof some of the main properties of Poisson point processes. (The proofs are all very easy.)

Given two disjoint Borel sets, $A, B, \Pi \cap A$ and $\Pi \cap B$ are independent Poisson point processes.

Given two finite measures $\mu_{1}, \mu_{2}$, if $\Pi_{\mu_{1}}$ and $\Pi_{\mu_{2}}$ are independent Poisson point processes of intensity measure $\mu_{1}$ and $\mu_{2}$ respectively, then $\Pi_{\mu_{1}} \cup \Pi_{\mu_{2}}$ is a Poisson point process of intensity measure $\mu_{1}+\mu_{2}$.

Given a (continuous) map $\varphi, \varphi(\Pi)$ is a Poisson point process of intensity measure $\varphi(\mu)$, the image measure of the intensity measure $\mu$ of $\Pi$ by $\varphi$.

Consider a positive measure $\mu$ and a Poisson point process $\Pi_{\mu}$ of intensity measure $\mu$. If $\nu$ is a probability (say on $\mathbb{R}^{3}$ ), and $\left(U_{\alpha}\right)_{\alpha \geq 1}$ are i.i.d. r.v.s of law $\nu$, we can construct a Poisson point process of intensity measure $\mu \otimes \nu$ as follows. We number in a random order the points of $\Pi$ as $x_{1}, \ldots, x_{k}$, and we consider the couples $\left(x_{1}, U_{1}\right), \ldots,\left(x_{k}, U_{k}\right)$.

Consider now a positive measure $\mu$ on $\mathbb{R}^{+}$. We do not assume that $\mu$ is finite, but we assume that $\mu([a, \infty))$ is finite for each $a \geq 0$. We denote by $\mu_{0}$ the restriction of $\mu$ to $[1, \infty)$, by $\mu_{k}$ its restriction to $\left[2^{-k}, 2^{-k+1}[, k \geq 1\right.$. Consider for $k \geq 0$ a Poisson point process $\Pi_{k}$ of intensity measure $\mu_{k}$, and
assume that these are independent. We can define a Poisson point process of intensity measure $\mu$ as $\Pi=\cup_{k \geq 0} \Pi_{k}$. Then for each $a, \Pi \cap[a, \infty)$ is a Poisson point process, the intensity measure of which is the restriction of $\mu$ to $[a, \infty)$.

## A. 10 The Paley-Zygmund Inequality

This simple (yet important) argument is also known as the second moment method. It goes back to the work of Paley and Zygmund on trigonometric series.

Proposition A.10.1. Consider a r.v. $X \geq 0$. Then

$$
\begin{equation*}
\mathrm{P}\left(X \geq \frac{1}{2} \mathrm{E} X\right) \geq \frac{1}{4} \frac{(\mathrm{E} X)^{2}}{\mathrm{E} X^{2}} \tag{A.61}
\end{equation*}
$$

Proof. If $A=\{X \geq \mathrm{E} X / 2\}$, then, since $X \leq \mathrm{E} X / 2$ on the complement $A^{c}$ of $A$, we have

$$
\mathrm{E} X=\mathrm{E}\left(X \mathbf{1}_{A}\right)+\mathrm{E}\left(X \mathbf{1}_{A^{c}}\right) \leq \mathrm{E}\left(X \mathbf{1}_{A}\right)+\frac{1}{2} \mathrm{E} X
$$

Thus, using the Cauchy-Schwarz inequality,

$$
\frac{1}{2} \mathrm{E} X \leq \mathrm{E}\left(X \mathbf{1}_{A}\right) \leq\left(\mathrm{E} X^{2}\right)^{1 / 2} \mathrm{P}(A)^{1 / 2}
$$

## A. 11 Differential Inequalities

We will often meet simple differential inequalities, and it is worth to learn how to handle them. The following is a form of the classical Gronwall's lemma.

Lemma A.11.1. If a function $\varphi \geq 0$ satisfies

$$
\left|\varphi_{r}^{\prime}(t)\right| \leq c_{1} \varphi(t)+c_{2}
$$

for $0<t<1$, where $c_{1}, c_{2} \geq 0$ and where $\varphi_{r}^{\prime}$ is the right-derivative of $\varphi$, then

$$
\begin{equation*}
\varphi(t) \leq \exp \left(c_{1} t\right)\left(\varphi(0)+\frac{c_{2}}{c_{1}}\right) \tag{А.62}
\end{equation*}
$$

Proof. We note that

$$
\left|\left(\varphi(t)+\frac{c_{2}}{c_{1}}\right)_{r}^{\prime}\right| \leq c_{1}\left(\varphi(t)+\frac{c_{2}}{c_{1}}\right)
$$

so that

$$
\varphi(t)+\frac{c_{2}}{c_{1}} \leq \exp \left(c_{1} t\right)\left(\varphi(0)+\frac{c_{2}}{c_{1}}\right) .
$$
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