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f o r e w o r d

ix

It is decades since the “eureka moment,” as Stephen Schneider dubbed
the time I asked him, “What does what you do (climate change) have
to do with what I do (biodiversity)?” Since then, relevant science has
gone from projections based on paleontological data, through Chris
Thomas and colleagues’ 2004 forward projection of the extinction
consequences of doubling preindustrial carbon dioxide, and beyond.
Today there seems to be a rush of new observations of climate-induced
biological change almost daily.

It is within this trajectory of growing understanding that the edi-
tors and authors have assembled this important volume. It makes a
critical contribution. Even though the initial increments of change are
mostly (but not entirely) small, they at least partly unveil what can lie
beyond. At early stages it is often very difficult to differentiate between
linear and exponential change, and it can be easy to ignore the pro-
foundly important. In addition, the inherently (and necessarily) con-
servative approach of the Intergovernmental Panel on Climate Change
(IPCC) has reinforced that to the point of consistently underestimat-
ing the extent of the biodiversity–climate change problem.

Impacts on the living planet are already pulling away from that
phase and demonstrating the change to be exponential. There is already
abrupt change at the ecosystem level. Coral reefs are a clear example as
they experience “bleaching” events in which diversity, productivity, and
human benefit crash. Unknown prior to 1984, they now are common-
place and chronic. We are seeing similar threshold change in the conif-
erous forests of western North America: milder winters and longer
summers have tipped the balance in favor of native bark beetles such
that in many places 70 percent of the trees are dead. These two changes
are tantamount to ecosystem failure with major and as yet only superfi-
cially understood consequences for constituent biodiversity.

There is an imperative need to move beyond the initial phase
of climate change science in which physical science has dominated.
Biology must become central to climate change science and policy



formulation. The planet does not work just as a physical system, but
rather as a linked biological and physical system; that reality needs to
become fundamental to the way we pursue the science and derive pol-
icy recommendations.

It is important to remember that the effects we are currently see-
ing are caused by global warming of a bit more than 0.75 degree Cel-
sius. The inconclusive policy debates in Cancún and previously in
Copenhagen were primarily around reining in greenhouse gas emis-
sions to stop climate change before or at 2.0 degrees Celsius. It doesn’t
take a lot of thinking to realize that 2 degrees Celsius is too much for
ecosystems and that we should choose a less disruptive goal of, say, 1.5
degrees Celsius.

The awful reality is that if we decide to stop at 2 degrees Celsius,
global emissions have to peak in 2016. Many would say there is no
hope of even stopping at 2 degrees Celsius. Also, many of the models
project much greater increases in greenhouse gases (double and triple
preindustrial levels) and consequent global temperature. The folly of
allowing this from a biological point of view is well laid out in this
volume.

Just a single example is “Amazon dieback,” in which the forest
would die back and be replaced by savannah vegetation in the south
and east-southeast of Amazonia. First projected to occur at 2.5 degrees
Celsius by the Hadley Center’s general climate model, subsequent re-
finement lowered the threshold to 2 degrees Celsius (the very target
discussed by the negotiators). This would represent a staggering loss
of biological diversity, serious impacts on the indigenous and other
peoples living in that part of the Amazon, and a huge release of more
carbon to the atmosphere. Ominously, there was probably a preview
in 2005, when the Amazon had the greatest drought in recorded his-
tory. This was repeated with an even more intense drought in 2010.

Further, because the high wall of the Andes stops the westward
movement of moisture, it both generates the rainfall that largely cre-
ates the Amazon river system and sends airborne moisture to the north
and south of the Amazon. Termed “rivers in the sky,” the moisture pro-
vides essential rainfall to agro-industry south of the Amazon and fur-
ther—at least as far as northern Argentina. What is clear is that the ef-
fects approach a continental scale.

The picture is further complicated by other impacts on the hydro-
logical system of the Amazon, namely those of deforestation and fire.
The World Bank invested a million dollars in a modeling study look-
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ing at the combined effects of deforestation, fire, and climate change.
The disturbing result was the suggestion of a tipping point to dieback
at around 20 percent deforestation, with the current extent being
about 18 percent. In this case there is an obvious policy response,
namely to aggressively reforest in the south and east to build back a
margin of safety.

On top of these issues is the acidification of the oceans as a conse-
quence of the higher atmospheric concentrations of carbon dioxide.
Our understanding of the implications for marine species and ecosys-
tems is rudimentary at best, as laid out in the oceans chapter. When it
comes to “solutions,” those that address temperature must be viewed
mostly skeptically not only because they address a symptom and not
the cause, but also because they ignore the effects of acidification of
the marine two-thirds of the planet.

This volume essentially makes the case that the planet is a biophys-
ical system and that the biological elements make it very important to
limit climate change and further buildup of greenhouse gases. It also
takes us beyond that to thinking about ways to use the planetary bio-
physical system to pull carbon dioxide out of the atmosphere. That has
happened twice in the history of life on Earth—the first with life and
green plants emerging onto land, and the second with the advent of
modern flowering plants. It shows that biology has very great power.
The problem from a practical (and very anthropocentric) point of view
is that we don’t have tens of millions of years to achieve this a third
time.

It is rarely expressed this way, but roughly half of the excess carbon
dioxide in the atmosphere actually comes from the destruction and
degradation of ecosystems over the past three centuries. That means we
can choose to manage our planet as a biophysical system and pull signif-
icant amounts of carbon dioxide out of the atmosphere by ecosystem
restoration on a planetary scale. In one sense, it is tantamount to join-
ing forces with, rather than working counter to, Gaia (in a nonmystical
sense). This is not the place for details of a debate over how much car-
bon dioxide could be sequestered in such fashion and what that might
mean in terms of land use decisions. Suffice it to say it seems that
roughly 50 parts per million of carbon dioxide could be pulled out of
the atmosphere in a half-century period without impinging on land
necessary for agricultural production to support 9 billion people.

This is not the place for further elaboration—however essential
it might be—of additional nonbiological solutions for lowering
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atmospheric carbon dioxide. What the editors and authors who have
created this volume have achieved is to make an impregnable case for
the sensitivity of the biology of our planet to the changes we are creat-
ing in the atmosphere. And by implication, they lay the basis for en-
gaging the biology of the planet in a grand solution. Were we to recog-
nize and seize on this, it would be a magnificent new chapter in
organic evolution, one in which consciousness (itself a consequence of
evolution) rises above its immediate and petty concerns to create a bet-
ter future for humans and all life on Earth.

This, of necessity, would require a very different worldview—
namely, one in which the limits of the global biophysical system are
embraced, but simultaneously, the system’s power is engaged to
achieve a sustainable outcome for humanity and life on Earth. Interest-
ingly, studies of the 2 billion poor of the planet indicate they depend
very directly and to great degree (38–89 percent) on goods and ser-
vices from biodiversity and ecosystems. A global commitment to re-
green the “emerald planet” would recognize that a similar dependence
and respect is important for all humanity.

Thomas E. Lovejoy
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In this first section of the book, we look at the 2004 publication that
sparked worldwide interest in extinction risk from climate change. The
overall purpose and scope of the book are described in chapter 1, with
an overview of the chapter structures and the reason for each part of
the book. Chris D. Thomas, lead author on the 2004 study, then ex-
plains the research, the limitations of the methods used at the time,
and the importance of the findings. The final chapter of this part re-
views the policy implications of extinction risk from climate change,
from the UK House of Commons and the US Senate to international
climate treaties and beyond.

PART I

Introduction



Chapter 1

Are a Million Species at Risk?

Lee Hannah

3

The research paper “Extinction Risk from Climate Change” created
front-page headlines around the world when it appeared as the cover
story of Nature in January 2004 (Thomas et al., 2004). The notion that
climate change could drive more than a million species to extinction
captured popular imagination and the attention of policy makers. The
story was covered by CNN, ABC News, NBC News, NPR, and major
newspapers and magazines in Europe and the United States and was
the subject of debate in the House of Commons and in the US Senate.

An unprecedented round of scientific critique quickly followed
the huge popular interest in the story. Nature itself published three ar-
ticles challenging fundamental points of the paper (Harte et al., 2004;
Buckley and Roughgarden, 2004; Thuiller et al., 2004), while publi-
cations refining or debating the underlying science continue to appear
in top research journals. This welter of publications makes for a diverse
literature not easily synthesized or accessed, despite the critical policy
implications of the research. Most important, the variety of critiques
leaves unresolved the major question: What is the extinction risk asso-
ciated with climate change, and how many species may perish?

Saving a Million Species addresses this important question by syn-
thesizing the literature, by having leaders in the field refine the origi-
nal estimates of extinction risk, and by drawing on these authors to

, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change
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elaborate the science, conservation, and policy implications of this re-
search in an accessible format.

This book will speak to conservationists, researchers, teachers, un-
dergraduate to graduate students, and policy makers interested in a
clear explanation of the science behind the headline-grabbing esti-
mates. Unpacking the research behind the headlines reveals complex
chains of causation, with many taxa facing unique challenges. These
stories reveal connections among climate change and many other alter-
ations to the natural world, from rain forest destruction to overfishing.
The chapters of the book are organized into six parts, each bringing to
bear the insights of a relevant discipline. This multiplicity of perspec-
tives breaks down the monolithic large numbers and reveals the com-
plexity of the problem. It allows solutions to begin to take shape.

The six sections explore evidence from the past and present, esti-
mates of future risk from modeling and taxonomic perspectives, and fi-
nally the conservation and policy implications. The chapters in part I
introduce the original research and its critiques. Part II examines the
research published since the 2004 article to refine estimation tech-
niques. Part III explores extinctions documented in the contemporary
record—the first of the extinctions due to human-induced climate
change. Part IV examines extinctions from past natural climate change.
New risk estimates from modeling of future climate change are pre-
sented in part V. The sixth and final section addresses the conservation
and policy implications of the estimates: What does extinction risk im-
ply for the future of biodiversity and global cooperation on action to
curtail climate change?

Science behind the Hype

The saga of extinction risk from climate change began in London in
2002. The International Union for Conservation of Nature (IUCN)
called a meeting of international climate change experts there to dis-
cuss the threat posed by climate change. The IUCN is a membership
organization representing conservation groups from government
agencies to nonprofit organizations. They assess and determine the
global list of species threatened with extinction. IUCN officers were
concerned about the threat climate change posed but didn’t know
what to do about it. They called in international researchers for advice.

4 i n t r o d u c t i o n



The researchers at the IUCN meeting found a remarkable thing.
They all were engaged in modeling of changes in species ranges in dif-
ferent parts of the world—locations as different as Australia and the
Amazon. But all were finding high numbers of species losing suitable
range, even in relatively mild midcentury (2050) scenarios. And all
were finding significant numbers of species losing all of their suitable
habitat. Climate change might be a much more serious threat to spe-
cies’ survival than anyone had previously imagined.

But they needed some way to compare their diverse results. The
key question was how to estimate extinctions from models of shrink-
ing range size. Chris Thomas, then of the University of Leeds (now at
the University of York), had an idea. What if you used the well estab-
lished species-area relationship (SAR) to estimate extinctions from
range-size models? The SAR had previously been used to estimate ex-
tinctions based on decreasing forest size. Why not disaggregate that
relationship and apply it to range loss in individual species? There were
several ways to do that, and it turned out they all showed high levels of
extinction risk—almost always in double digits, some estimates as high
as 30 or 40 percent.

The London group agreed that these were important results and
coalesced behind the leadership of Thomas to produce a research pa-
per describing the results. Thomas had a strong track record with Na-
ture, the most well respected journal in the field, so the manuscript was
submitted there. After some hard review questions and revisions, Na-
ture accepted the paper and scheduled it for publication in early 2004.
Thomas developed a press release describing the research, in which he
extrapolated the results of the paper to all species on Earth, to give the
media a sense of the scale of the problem. The research results, and that
extrapolation, created the widespread media and public interest in ex-
tinction risk from climate change.

Thomas’s estimate was built on straightforward math. The extinc-
tion risk estimates in the research had a wide range of values, but
midrange values showed 18–34 percent of species becoming extinct.
There are a wide range of estimates of the number of species on the
planet, but 10 million is a midrange value, with about half of those in
the oceans. Because the areas modeled in the research were all ter-
restrial, Thomas excluded the marine species. The math was then
simple—18–34 percent of 5 million terrestrial species is 900,000 to
1.7 million species extinctions. Thus, 1 million species is a lower-end
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estimate of the risk of extinction due to climate change, and it is likely
that the total is more than 1 million. That’s a large number in anyone’s
definition, and attracted worldwide attention as a result. Interestingly,
despite catalyzing the 2002 meeting, the IUCN never fully bought into
the results. The 2004 paper didn’t follow the specific rules IUCN uses
to create the Red List of species threatened with extinction. The IUCN
rules were developed to flag species under immediate threat. The short-
term time horizons in those rules are poorly suited to assessing threats
such as climate change, which happen now but have effects years or de-
cades in the future. IUCN Red List specialists have published a paper
(Akçakaya et al., 2006) making it clear that the methods of Thomas et
al. didn’t meet the existing international criteria. The IUCN continues
to struggle to incorporate climate change into their threat assessments.

Why Should We Care?

The public cared about the research results because extinction is a
threat that ordinary people care about and relate to. Researchers often
refer to biodiversity, which is a more abstract concept, less widely
grasped by nonspecialists. The extinction risk paper translated results
into terms to which everyone could relate.

Anyone concerned about conservation sees extinction as a critical
yardstick, because it indicates irreversible loss. Biologists care because
loss of a species is the loss of an entire evolutionary history and unique
set of biological attributes—information that can’t be replicated any
other way. People of faith care because the creation is one of the great
gifts of the Almighty, and extinctions slowly destroy that gift. School-
children, students, and others see extinctions as a clear sign that we are
not properly taking care of the planet.

Because of these concerns, extinctions have a more formal role in
international policy. Governments care about preventing extinctions
because their citizens care. National laws and international agreements
have been created to prevent extinctions. The Convention on Biologi-
cal Diversity is an international treaty designed to prevent the loss of
biodiversity, which means preventing extinctions. Many nations have
created legislation for national parks and protected areas to give nature
safe haven and to guard against extinction.

Most important in the field of climate change, extinctions are em-
bodied in the international treaty on climate change. “Allowing eco-

6 i n t r o d u c t i o n



systems to adapt naturally” is one of the three benchmarks of the
United Nations Framework Convention on Climate Change (the oth-
ers being agricultural growth and sustainable development). Ecosys-
tem adaptation is a more sensitive indicator than climate change: it can
be impaired at levels of biological disruption far less severe than extinc-
tion. But extinction is an exclamation point, a red flag in that context.
If species are going extinct due to climate change, then clearly some-
thing is very wrong. So from points of view from everyday life to the
political, extinctions from climate change matter. The huge press at-
tention to the initial research proved this interest. Virtually every story
on the impacts of climate change now references extinction risk. The
polar bear is the poster child for these extinctions, but species from the
tropics to the poles are affected.

Right for the Wrong Reasons?

The 2004 research was the first attempt to put numbers to climate
change extinction risk. Did this first attempt to quantify this complex
process get it right? Or was it simply a first straw man, to be torn down
and replaced by more accurate estimates?

These questions are hotly debated. Many flaws have been found in
the original research methods, some that could raise the estimate,
some that could lower it. On the one hand, there is some evidence that
the models used may overestimate range loss, and that there are sub-
stantial differences between modeling techniques. On the other hand,
the climate scenarios used in Thomas et al. estimates were only for
midcentury and didn’t include interactions with habitat loss.

Climate models carry significant uncertainties, particularly with re-
gard to precipitation. Precipitation change in one global climate model
(GCM) will vary by region in ways very different from another GCM.
Species distribution models rely on these GCM inputs to estimate
changes in range sizes that can be used to estimate extinction risk. So
where species range changes are sensitive to change in precipitation,
very different results may emerge depending on what climate model is
used. Species distribution models carry their own uncertainty, and it is
not clear that the SAR can be used in the ways it was applied in the orig-
inal research. The authors of this book explore these issues in part II.

Counterbalancing these possible sources of overestimation are
climate change trajectories and land use interactions. The midcentury
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climate scenarios used in Thomas et al. are mild in comparison with
likely overall change by the end of the century. Climate change is accel-
erating, and change in the latter half of the century is projected to be
much greater than that in the first half century. Further, current emis-
sions are above even the most extreme scenarios used by Thomas et al.,
so there is even more reason to think that change may be greater than
that used to derive the million species estimate.

Conversion of land from natural habitat to human uses continues,
and this wasn’t factored into the original estimates. Because climate
change causes species’ ranges to shift, human land uses that block
range shifts can dramatically increase likelihood of extinction. As eco-
systems unravel and run into agricultural fields and expanding cities,
critical interdependencies among species may begin to break down,
ramping up extinction risk yet again.

Finally, marine species weren’t considered at all in the million
species estimate. Yet marine species are threatened not only by cli-
mate change, but by acidification caused when carbon dioxide dis-
solves in seawater. Thus, human CO2 pollution threatens the oceans in
two ways—directly through acidification of seawater and indirectly
through climate change. There is little reason to think that the species
that inhabit the oceans are less vulnerable than those that inhabit ter-
restrial environments, so there is a large group of potential marine ex-
tinctions to consider. There are many reasons to think the million spe-
cies number is too low, and many important research questions to be
pursued to reach final answers. These issues are examined in part V.

So flaws in the early methods that favor overestimation may be
more than compensated by strong bias toward underestimation. The
purpose of this book is to elaborate these biases, contribute evidence
from other lines of inquiry, and let readers decide for themselves. The
early estimates may well turn out to be right for the wrong reasons, or
to be too low.

How Can We Help?

The ultimate goal of this book is to suggest ways to stem a wave of ex-
tinctions due to climate change. By understanding the drivers and
magnitude of change, policy makers and conservationists should gain
critical insights into effective responses. It is certain that effective ac-
tion will have two main foci: reduction of greenhouse gas emissions
and improved conservation strategies.

8 i n t r o d u c t i o n



Extinction risk helps identify acceptable and unacceptable levels of
change relevant to global policy. Large numbers of extinctions are so-
cially unacceptable, and make it impossible to achieve United Nations
Framework Convention on Climate Change goal of allowing ecosys-
tems to adapt naturally to climate change. We will need to understand
extinction risk to help inform targets for limiting greenhouse gas pol-
lution. The transition to a renewable energy economy is therefore the
first ingredient in reducing the extinction risk from climate change.

But greenhouse gas levels are now unlikely to be tamed within the
lower bounds safest for ecosystems and species. Thus, the second great
challenge is to adapt our conservation strategies to cope with the
stresses of climate change that can’t be avoided. Given current emis-
sions trajectories and the delays in international action, these stresses
are likely to be large. Expanding protected areas, increasing connectiv-
ity, and creating ex situ safety nets for species will all be required. We
hope that this book may also offer first insights into the magnitude
and urgency of these needs.

The chapters that follow synthesize current research and suggest
important avenues for advancing our understanding. They do not and
cannot provide final answers. We hope that they speed the quest for
answers and inform a wide range of readers deeply concerned about
extinction risk from climate change.
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Chapter 2

First Estimates of Extinction Risk from
Climate Change

Chris D. Thomas

11

This chapter reviews the first study that provided an international as-
sessment of the risks to biodiversity associated with climate change.
Rapid acceleration of information at the end of the twentieth century
showed that the distributions of terrestrial species were responding to
climate change (Parmesan et al., 1999; Pounds et al., 1999; Thomas
and Lennon, 1999). Combined with the extreme El Niño event of
1998 that caused major bleaching damage to coral reefs, this work
confirmed that climate variation and climate change were likely to
have major impacts on biodiversity (Sala et al., 2000; IPCC, 2001;
Walther et al., 2002; Parmesan and Yohe, 2003).

However, the question of whether climate change would be likely
to cause many species to become extinct, as opposed to simply chang-
ing their distributions, remained unresolved. So Thomas et al.
(2004a) decided to make a “first pass” estimate of what the level of
threat might be. The authors accepted that there would be many un-
certainties, but thought that preliminary estimates could still be useful
in the context of policy development. It was also hoped that such an
attempt would encourage scientific colleagues to develop improved
estimates in the future.

, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change
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The General Approach

Thomas et al. (2004a) adopted a species distribution modeling (SDM)
approach, alternatively termed niche or climate envelope models. The
first step is to match the records of each species to geographic variation
in the climate. This provides a description of the set of climatic condi-
tions (e.g., temperatures at different times of year, precipitation, in-
dices of drought) where the species has been found in recent decades.
Although there are many different methods available, ultimately they
all establish some form of correlation between the observed distribu-
tion of a species and a set of environmental (climatic) variables. It is
then possible to use these models to predict where such climatic condi-
tions might be found in the future, for a variety of climates that might
be experienced in the future. These correlative models ignore all sorts of
important things, especially the dynamics of birth, death, immigration,
emigration, and the role of genetic variation within and among popula-
tions in determining responses. They also ignore the possibility that
species will be able to live in areas where novel combinations of sea-
sonal temperature and precipitation regimes will come into existence
that do not currently exist anywhere on Earth under present-day condi-
tions. In addition, the presence of other species (e.g., new invasive spe-
cies), land use change, and other factors (e.g., nitrogen deposition, di-
rect effects of carbon dioxide enrichment of the atmosphere) may cause
some locations to be uninhabitable in the future, even though it might
seem that they would be suitable, based on climate alone. So the SDM
approach is very much a first approximation.

One then inserts the future climate variables into these models to
evaluate where the climatic conditions favored by each species might
be found in the future. For most species that are modeled, such projec-
tions generate (i) locations where both the recent and the future cli-
mate fall within the climatic conditions that are currently occupied
(overlap—where conditions are assumed to remain suitable for the
species), (ii) locations where the species currently occurs, but where
the future climate will fall outside the set of conditions currently occu-
pied (assumed to have declining suitability), and (iii) locations that
currently lie outside the climatic conditions that are occupied, but that
will lie within them in the future (assumed to have increasing suitabil-
ity) (fig. 2-1A).

In some cases the geographic overlap zone was large—these spe-
cies were not at risk—but in other cases there was no overlap zone at
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all (fig. 2-1B). If such a species failed to colonize the region of “in-
creasing suitability,” it would potentially be at risk of extinction. Figure
2-1 could potentially indicate movements along a latitudinal or eleva-
tional gradient, or along a moisture gradient.

In other species, the area that is projected to remain climatically
suitable is expected to be a geographic subset of the locations where it

First Estimates of Extinction Risk from Climate Change 13

Figure 2-1. Schematic diagram of geographic range shifts under climate change.
Solid-line circle represents the locations of the current distribution of a species,
where climatic conditions were suitable for that species in the recent past.
Hatched-line circles illustrate where similar climatic conditions might be found in
the future. In some cases, past and future distributions partially overlap (A),
whereas in other cases they do not (B).
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currently occurs (fig. 2-2A); a species that occupies the top half of a
mountain is likely to retreat to an ever smaller subset of its former dis-
tribution as its lower elevation range boundary moves upward, and it
is unable to expand upward because it is constrained by the maximum
elevation of the mountain. Such a species may be at risk of extinction
if, for example, the total remaining population size falls below some
minimum required to ensure long-term persistence. However, much
greater risk is experienced when projections suggest that the current
set of climatic conditions where the species occurs may disappear en-
tirely (fig. 2-2B). There are also a few species that show expanding
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Figure 2-2. Schematic diagram of geographic range shrinkage under climate
change. Solid-line circles represent the location of the current distributions of spe-
cies, where climatic conditions were suitable for the species in the recent past. The
hatched-line circle illustrates where these climatic conditions might be found in
the future (A). Small arrows indicate the potential complete disappearance of such
climatic conditions (B).
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projected distributions (the reverse of the pattern shown in fig. 2-2A),
and these are unlikely to be under any threat.

Future projected distributions are not explicit predictions of
where a species will actually be at a given time. Species may survive for
an unknown length of time in areas of declining climatic suitability,
and they may or may not manage to colonize areas of increasing cli-
matic suitability. If they do so, they may achieve these new distribu-
tions at variable rates. Empirical evidence indicates that the majority of
species are shifting their distributions toward the poles (at “improv-
ing” range margins), but it has been suggested that some species may
be doing so more slowly than the climate itself is shifting (e.g., Parme-
san and Yohe, 2003; Parmesan, 2006; Menéndez et al., 2006). Many
species with inadequate dispersal and rare habitats are apparently fail-
ing to expand into such areas at all (Warren et al., 2001; Menéndez et
al., 2006). In the absence of adequate data on rates of range shifts in
the species we examined, Thomas et al. (2004a, b) considered the ex-
tremes of complete dispersal (best-case scenario) and no dispersal at all
(worst-case scenario), presuming that the real risks faced by these spe-
cies would be intermediate.

Every species is affected by a wide range of factors, so SDMs can
be thought of as a simple form of risk assessment, and not as a genuine
prediction of how one might expect a given real species to behave. But
averaged across many species, the results seem likely to be a fair repre-
sentation of the risks that might be associated with climate change.

The Basic Results

In the absence of an agreed methodology for converting projected
range changes into extinction risk, Thomas et al. (2004a, b) examined
the output of projections for 2050 in several ways. Although the esti-
mates from the different methods varied, the “order of magnitude” an-
swer was quite consistent. Around 10 or more percent of species, and
not 1 percent, 0.1 percent, or 0.01 percent, appeared to be at risk.
Thus, the risks from climate change appeared to be on a par with other
major threats to global biodiversity.

Thomas et al. (2004b) estimated that, for midrange 2050 warm-
ing, the entire distributions of about 4 percent of the species analyzed
would fall into the “climate disappearance” category (high risk of ex-
tinction; fig. 2-2B), and a further 8 percent of species would show a
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complete separation between their current ranges and where suitable
climate conditions might be found in the future (as in fig. 2-1B).
Thomas et al. (2004b) estimated that between 4 and 19 percent of
species would potentially lose 100 percent of their modeled distribu-
tions, depending on which climate change scenario was considered
and whether one assumed that they were able to disperse of not.

For every species that was projected to lose its entire climate space
by 2050, at least as many again had lost more than 90 percent of their
previous range area (i.e., the “overlap” zone in fig. 2-1A, or the “re-
maining suitable” area in fig. 2-2A, was less than 10 percent of the
original range area). Species that are projected to lose 90 percent of
their climate space by 2050 are likely to lose the remainder soon after-
ward, as will many species that are projected to lose 80–90 percent by
2050.

Even if the 2050 climatic conditions continued indefinitely, some
proportion of the species projected to lose “only” 90 percent of their
climate space by 2050 would still be at risk of extinction, either be-
cause they now fall below some population viability threshold, or be-
cause the area that remains climatically suitable no longer coincides
so well with other habitat attributes that are important to the species.
It was this realization that led Thomas et al. (2004a) to adopt the
species-area approach to estimate the potential risk of extinction. It is
widely known that the larger the area that is available of a particular
habitat type, the more species are associated with it. If 90 percent of a
particular habitat type is lost, approximately half of the species re-
stricted to that habitat type are likely to be lost for two main reasons:
because the remaining area no longer contains any resources (food,
habitat, etc.) for that species (species that die out quickly); or because
the remaining population size is no longer adequate for long-term per-
sistence (species that die out more gradually). Thomas et al. (2004a)
reasoned that loss of suitable climate is conceptually akin to habitat
loss, and that the same general approach could be taken. This ap-
proach does not aim to identify exactly which species might become
extinct, but to identify the proportion that might do so.

Thomas et al. (2004a) thus summed the projected range area
losses to estimate that, on average, 17 percent of species might be at
risk of extinction for midrange warming, under the optimistic assump-
tion that species were able to colonize new areas that became climati-
cally suitable for them; 31 percent might be at risk if dispersal was not
possible. Using a variety of different methods of analysis (choice of an-
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alytical method, varying climate scenario, assuming full dispersal or
none), the risk of extinction across all 1,103 species ranged from 9 per-
cent to 52 percent. Given the several orders of magnitude of uncer-
tainty that previously existed, the results helped identify that climate
change was likely to cause high levels of extinction.

Finally, the maximum amount of climate warming expected by
2050 is quite similar to the minimum amount of warming expected by
2100. Depending on the analysis and assumptions, projections for
2050-maximum warming ranged between 13 and 52 percent poten-
tial extinction, a major threat.

Note that these are not projections of extinction by 2050, but esti-
mates of the percentages of species that would, by 2050, be inhabiting
climatic conditions outside the set of conditions they currently in-
habit. The majority of these species might be expected to be declining
by this time, potentially toward complete extinction, but the lifetime
(extinction debt) of these dwindling species may often be long. The
“extinction event” associated with anthropogenic climate change may
take many centuries to be fully realized.

It is worth placing the estimated extinction in a geological con-
text. Data are available for estimated extinction rates of marine genera;
three of the recognized “Big Five” extinctions have taken place within
the last 300 million years (Rohde & Muller, 2005; fig. 2-3). These es-
timates relate to the oceans, so quite how comparable they are to land
species is questionable. Suppose that 13 percent of current terrestrial
species are at risk of extinction from climate change (the likely mini-
mum for 2100 warming), then somewhat less than 10 percent of gen-
era might be expected to become extinct (lower dashed line, fig. 2-3),
according to the genus-species conversion curve developed by Raup
(1991). The upper estimates of species-level extinction from climate
change run at around 50 percent of species, which, converted to
generic extinctions, are shown by the higher dashed line in figure 2-3.
Bear in mind that the geological extinction curve is the number of ex-
tinctions per million years, whereas projected extinctions from anthro-
pogenic climate change are expected on a much shorter time scale, of
tens of years to thousands of years.

Figure 2-3 suggests that climate change alone is unlikely to gener-
ate a mass extinction as large as one of the Big Five, although this is
quite possible in combination with other factors. On the other hand,
there is a high likelihood that climate change on its own could gener-
ate a level of extinction on a par with, or exceeding, the slightly “lesser”
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extinction events associated with the ends of the Carboniferous and
Jurassic geological periods, and with the end of the Eocene epoch
(within the Paleogene) (fig. 2-3). In this context, the potential impacts
of climate change support the notion that we have recently entered the
“Anthropocene” period (Crutzen, 2002).

The Initial Response in the Media and Journals

The media response to the initial paper included front-page head-
lines in major newspapers across the world. The topic reached weekly
news-quiz shows and generated questions in the UK parliament and
US Congress. Incorporation within the Intergovernmental Panel on
Climate Change (IPCC) (2007) conclusions and the Stern Review
(Stern, 2006) cemented the influence of the work. Now the paper is
widely cited in the literature as an emblematic illustration of the dam-
age that may be wrought by climate change. With every retelling, the
original uncertainties seem to fade further from sight!
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Figure 2-3. Percentage extinction for marine genera over the last 315 million
years (data from Rohde & Muller, 2005), and the possible extent of the current,
climate change–induced extinction threat (between the upper and lower dashed
lines). The end-Permian (P), end-Triassic (Tr), and end-Cretaceous (K) events are
the three Big Five extinctions to take place within this period. Other periods are
the Neogene (N), which continues to the present day; Paleogene (Pg), which in-
cludes the Eocene-Oligocene extinction peak; Jurassic (J); and Carboniferous (C).



Some commentary and criticism from colleagues (Ladle et al.,
2004) stemmed from the press reports rather than from the original
paper itself, where many caveats were included. The reporting was rea-
sonably accurate, given the speed with which the story spread. The
commonest problem was that almost all headlines reported that these
species would be extinct “by 2050” when this was explicitly denied by
the original paper, and personally by the authors when they spoke
to journalists. These misleading headlines were printed even though
most science journalists understood full well that the extinctions could
take many decades or even centuries to achieve.

The second most common problem was the “up to” issue. Most
journalists quote the highest of a range of values to generate maximum
impact, so the largest estimates of extinction were the ones that were
most widely quoted. Finally, objections were voiced to stating (in the
press release) that a million species could be at risk of extinction from
climate change. This still appears to be a reasonable conclusion, pro-
vided one accepts that the species modeled represent a sample of ter-
restrial biodiversity. Combining estimates of global diversity with per
species risks from climate change suggests that a million species at risk
could be conservative (Thomas, 2004).

Although the alarm raised by the media sometimes verged on ex-
aggeration, policy makers and subsequent reports have tended to go
back to the original sources and to the authors, and do not draw con-
clusions based on the clamor that was initially generated. Long-term
harm does not seem to have arisen from reporting inaccuracies.
Rather, it has alerted a wide constituency to the fact that there is a seri-
ous issue to address.

The Major Concerns and Subsequent Estimates
of Extinction

More than ten responses to the original paper were submitted to Na-
ture, of which the journal published three. The first substantive point
was that projections based on different distribution (climate envelope)
models vary (Thuiller et al., 2004), to which Thomas et al. (2004b)
replied by pointing out that the variation associated with this source of
error was lower than the variation associated with other factors that
were included in the original analysis (particularly different climate
and dispersal scenarios, when applied to multispecies analyses). This
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was a good point, but did not affect the overall conclusions. The sec-
ond key issue was raised by Harte et al. (2004), who noted that projec-
tions using SDMs assume that all populations of a species will be able
to occupy all of the types of climate occupied by all other populations
of that species, hence ignoring local adaptations. They argued that fu-
ture conditions may fall outside the tolerances of local populations,
causing them to decline or become extinct, even if there were some
other (geographically remote) populations within the species that
might be able to survive or even thrive within those new conditions.
Harte et al. (2004) suggested that our projections might, therefore,
underestimate the true level of threat. This is another good point. On
the other hand, species may sometimes evolve to use novel conditions,
so some species will survive “unexpectedly.” It is uncertain whether
these evolutionary considerations will increase or decrease overall ex-
pectations of species-level extinctions.

There are many other uncertainties and potential criticisms: one
of the key motivations in writing the original paper was to stimulate
this area of research. Rather than go through all of the pros and cons of
each assumption and method used, the remainder of this chapter sim-
ply provides a very brief summary of how the Thomas et al. (2004a, b)
estimates of extinction have fared since they were first published.

In SDMs, one generally assumes that the climate responses of spe-
cies are directly linked to the climate, and these can generate high esti-
mates of extinction risk (McClean et al., 2005). An alternative ap-
proach is to assume that climate affects the vegetation and that the
impacts on biodiversity are mainly mediated through vegetation
change. This was the approach taken by Malcolm et al. (2006). Mal-
colm et al. (2006) used output from dynamic global vegetation mod-
els (Scholze et al., 2006) to estimate the amount of vegetation change
that would be expected to take place within the distributional ranges
of species that are confined to global biodiversity hotspots—relatively
small areas of the world that contain disproportionate numbers of rare
species that do not occur outside these hotspot regions. They esti-
mated that less than 1 percent to 43 percent of species (average 11.6
percent) are at risk of extinction for 2100 climate change, broadly the
same range as found by Thomas et al. (2004a), although possibly
somewhat lower. Jetz et al. (2007) took a similar approach, estimating
that about 10 to 20 percent of the world’s bird species could be threat-
ened by 2100 from a combination of climate and land use changes.
The Malcolm and Jetz approaches may somewhat underestimate the

20 i n t r o d u c t i o n



long-term threats from climate change because they consider only the
changes associated with habitat/vegetation change that will have taken
place by 2100, ignoring (i) subsequent vegetation changes that are al-
ready inevitable by then (because vegetation change lags behind the
climate) and (ii) direct impacts of climate on species that are not medi-
ated through vegetation change. In any event, Malcolm’s, Jetz’s, and
Thomas’s estimates are of comparable magnitude. The risk of extinc-
tion from climate change is high.

Where Is the Risk Greatest?

Although the exact numbers of species at risk of extinction will remain
contentious for the foreseeable future, it is worth evaluating whether a
greater consensus might be reached on the locations where extinctions
might be greatest. Jetz et al. (2007) identify that the risk per species
may increase toward the poles, but that the concentration of species in
the tropics may result in most extinctions taking place in equatorial re-
gions. Many of these extinctions could be of species that have small
geographic ranges, restricted to biodiversity hotspots (Malcolm et al.,
2006).

Jack Williams et al. (2007) and Ohlemüller et al. (2006) found that
there are areas of “disappearing” climate space—parts of the world
where the type of climate that currently occurs there will cease to exist
in the future, anywhere on Earth. Williams et al. (2007) showed that
many of these areas are in tropical mountains, which are coincident
with the distributions of many small-range species. Stephen Williams et
al. (2003) found that endemic species that are completely restricted to
high altitudes in Queensland, Australia, were particularly susceptible to
climate change—they would be driven off the tops of the mountains.
Ohlemüller et al. (2008) more generally found that small-range (en-
demic) species tend to be restricted to rare climates, that these climates
tend to be cooler than surrounding areas, and that these rare climates
are expected to shrink disproportionately with further climate change.
Across these and other studies, it appears that species that already have
small geographic ranges are likely to be most seriously threatened by
climate change.

Over the last million years, the climate has fluctuated between
cold glacial periods and warmer “interglacial” periods, such as the rel-
atively warm Holocene period that we have experienced for the last
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approximately 10,000 years. During the extremes of these climatic
fluctuations, many species become restricted periodically; warmth-
loving species become restricted when the climate is generally very
cold, and cool-adapted species become restricted when the climate is
generally warm. At least some of the centers of endemism (areas that
contain large numbers of species with small geographic ranges) we
currently recognize are likely to be “interglacial refugia,” mainly
mountainous regions to which cool-adapted species have retreated
during the warm Holocene. If these species are already restricted to
unusually cold locations, further warming may eliminate them en-
tirely, as suggested by Ohlemüller et al. (2008).

Using the original Thomas et al. (2004a) projections, predicted
range declines (assuming perfect dispersal) are greatest in the South-
ern Hemisphere (negative latitudes in fig. 2-4). Range reductions are
predicted to be especially high for species that are restricted to “centers
of endemism.” This initially seems odd because projected future warm-
ing is actually greater in the north. However, “natural” climate warm-
ing earlier in the Holocene, and potentially in previous interglacials, is
likely to have resulted in greater warming at northern latitudes than in
the south (Wright et al., 1993; Davis and Brewer, 2009). It is reason-
able to suppose that heat-sensitive species would have been eliminated
in the past and that the species that survive at high northern latitudes
have shown the greatest capacity (e.g., dispersal, habitat range) to
cope with massive climatic fluctuations there. In contrast, a smaller ab-
solute amount of future warming in large parts of the tropics is likely
to take local and regional climates outside the range of those experi-
enced historically (Williams et al., 2007), threatening many tropical
species with extinction.

Whether this historical interpretation turns out to be correct or
not, analyses nonetheless suggest that the major risks, in terms of the
extinction of species, lie predominantly in existing centers of en-
demism (fig. 2-4; Ohlemüller et al., 2008).

The Way Forward

Very simple statistical models consistently suggest that there is a large
extinction risk from climate change and that these risks will escalate
with the level of warming that takes place. This is useful from the per-
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spective of identifying that climate change represents a major extinc-
tion risk and hence supports the call for a need to “mitigate” or limit
climate change. Many of the critiques of the climate SDM/climate en-
velope approach are from authors who are more interested in our ca-
pacity to “adapt” to climate change, for which much more detailed
models may be required. More complex models are needed to assess:
where a species might be at a particular date in the future; which areas
need to be protected to enable a given species to survive climate
change; and how we should design connected landscapes that will per-
mit species to change their distributions. These important issues re-
quire dynamic models that incorporate the birth and death of individ-
uals (or of populations), and the ability of individuals to colonize new
regions.

For example, when the climate improves rapidly at the northern
range boundary of a species (in the Northern Hemisphere), that spe-
cies may no longer be constrained by the climate, but by its ability to
colonize the new region. In such circumstances, range expansions can
be simulated quite accurately by running colonization and extinction
models across networks of suitable habitats (e.g., Thomas et al., 2001;
Hill et al., 2001; Willis et al., 2009; Wilson et al., 2009). These mod-
els generally show that species expand most rapidly in areas with great-
est habitat availability.
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Figure 2-4. Proportion of species projected to lose more than 50 percent of their
climate area by 2050, assuming full dispersal and the average of climate scenarios
described by Thomas et al. (2004a). Each point represents a group of animals or
plants in a given region. The x-axis represents the average latitude of each region.
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There is now a need to combine these population models with
SDM approaches to provide a new generation of models in which the
population dynamics of species are played out across climatically vary-
ing landscapes (Keith et al., 2008; Anderson et al., 2009). Such models
should soon be forthcoming, and they will be much more appropriate
for examining management and conservation strategy (adaptation) sce-
narios than are bioclimate-alone or dynamics-alone models. Although
such models will represent a substantial improvement, many uncertain-
ties will remain, and most policy and conservation decisions will have
to be made despite continuing uncertainty (Hoegh-Guldberg et al.,
2008).

Conclusions

The Thomas et al. (2004a, b) analysis is far from perfect, but it none-
theless seems to have summarized the essence of the problem that spe-
cies face from climate change. Large numbers of species live (or re-
cently did so) in types of climates that will not exist in the future; other
species may have difficulty keeping up with the shifting location of
suitable climatic conditions. All of these species can be considered to
be at risk, even if not all of them are at serious threat of extinction. On
the other hand, additional species may be threatened by a combina-
tion of conditions not considered in such simplistic models. Climate
change must now be incorporated routinely with national and interna-
tional risk assessments and red-listing procedures in hopes of develop-
ing actions that will somewhat reduce the numbers of species that dis-
appear entirely.
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When initial estimates of the extinction risk from climate change ap-
peared, there was immediate public and media interest. Authors of
Thomas et al. appeared on CNN, BBC, and other major national and
international television networks. Newspaper headlines, often front
page, appeared on the day of the report’s release. Magazine, radio, and
other media treatments of the subject followed for weeks after. But to
what extent was this media interest driven by policy relevance, and to
what extent were the implications of the extinction risk estimates taken
up in policy dialogue?

This chapter examines the policy relevance of extinction risk from
climate change. It begins with examination of policy debates spurred
by the 2004 estimates, moves to discussion of the incorporation of ex-
tinction risk into international policy instruments—from the United
Nations climate change convention to international listing of threat-
ened species—and concludes with a discussion of how additional re-
search can help inform international policy debates.

2004 Policy Debates

The first major policy mention of extinction risk from climate change
came only 4 days after the publication of the 2004 paper. On January
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8, 2004, in the House of Commons of the United Kingdom, Mar-
garet Beckett, the Secretary of State for Environment, Food, and Rural
Affairs, referred to the Thomas et al. findings. Norman Baker chal-
lenged Secretary Beckett, referring to newspaper stories reporting the
initial extinction risk estimates. He stated that those estimates added
urgency to action to avert extinctions by acting on climate change.
Beckett agreed that the extinction risk estimates were worrisome and
went on to defend her government’s efforts to reduce climate change–
causing emissions.

Later that year, the US Senate held hearings specifically devoted
to examining the consequences of extinction risk from climate
change. The hearings were chaired by future presidential candidate
John McCain, who opened the proceedings by saying “there are
some who still deny that climate change is happening—despite their
lying eyes.” Witnesses at the hearing included authors of the Thomas
et al. paper, representatives and scientists from conservation groups,
and specialists in particular aspects of climate change. A significant fo-
cus of the hearing was on the marine impacts of climate change,
which was noteworthy because the Thomas et al. estimates did not
include marine extinctions.

It is impossible to say quantitatively how or whether the House of
Commons and US Senate discussions on extinction risk affected inter-
national policy. However, qualitatively, it is clear that the extinction
risk estimates captured policy makers’ attention and were significant in
contributing to concern about the possible impacts of climate change
on wildlife. The United Kingdom subsequently went on to adopt
more stringent greenhouse gas reduction targets, while the United
States has struggled to address the issue for nearly a decade. Despite
these differing short-term political outcomes, biological consequences
of climate change are well embedded in international policy instru-
ments, in particular the United Nations Framework Convention on
Climate Change (UNFCCC).

UNFCCC and “Dangerous Interference”

Probably the most prominent public policy arena where discussion of
species extinction risks has occurred is the negotiations around the
UNFCCC. Article 2 of the text of this convention states that the con-
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vention is intended to prevent “dangerous anthropogenic interference
with the climate system” “within a time frame sufficient to allow eco-
systems to adapt naturally to climate change” (UNFCCC, 1992). This
language has fostered widespread interest in estimating the potential
for “dangerous interference” in ecological systems (O’Neill and Op-
penheimer, 2002), including the potential for species extinctions, un-
der altered climate regimes (Thomas et al., 2004). Most nations in the
world, including the United States, are signatories to the UNFCCC,
so the language of the convention has major international significance.
It establishes global response to climate change.

O’Neill and Oppenheimer (2002) were among the first to explore
the implications of “dangerous interference” with regard to “unique
and threatened systems,” particularly coral reefs, where significant spe-
cies loss from climate warming had already been projected (Hoegh-
Guldberg, 1999). As evidence has mounted of impacts to species and
ecosystems other than coral reefs—from conifer forests in western
North America to amphibians in Central and South America—the dif-
ficulty in achieving the UNFCCC goal of allowing ecosystems to
adapt naturally has become apparent. This has provided significant im-
petus toward lower greenhouse gas stabilization targets in interna-
tional dialogue.

Estimates of possible increases in extinction risk in various ecosys-
tems were summarized by the Intergovernmental Panel on Climate
Change (IPCC) (2007) and have been used in UNFCCC communica-
tions (e.g., UNFCCC, 2007) as a key justification for adopting a com-
prehensive multinational approach to climate change that includes
both mitigation and adaptation measures. The Convention on Bio-
logical Diversity has convened an Ad Hoc Technical Advisory Group
to channel advice from convention participants to the UNFCCC on
the possible impacts and interactions between climate change and
biodiversity.

Estimates of extinction risk are of interest to a significant number
of other intergovernmental entities that have been established to help
implement particular international treaties related to biodiversity con-
servation. Some of the most important of these entities are the Con-
vention on International Trade in Endangered Species, the Ramsar
Convention (Convention on Wetlands of International Importance,
Especially as Waterfowl Habitat), the Migratory Bird Treaty, and the
Antarctic Treaty (USFWS, 2010).
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Climate Change and Threatened Species

The International Union for the Conservation of Nature (IUCN), a
nongovernmental organization (NGO), maintains the international
“Red Lists” of imperiled animal and plant species and is an important
consumer of information on species extinction risks. The IUCN is cur-
rently reviewing information on climate vulnerabilities for threatened
and imperiled species worldwide and has developed criteria to help
identify species that may be susceptible to climate change (IUCN,
2008).

In addition to the IUCN, the IPCC, established by the United
Nations Environment Programme and the World Meteorological Or-
ganization in 1989, is the pre-eminent authority of the science of cli-
mate change and its impacts. The IPCC has served as an important
compiler and synthesizer of information on the possible effects of cli-
mate change on natural and managed ecosystems as well as the built
human environment. Information about possible extinction risks as-
sociated with climate change is prominently featured in the Fourth As-
sessment Report of the IPCC (IPCC, 2007), particularly the Working
Group II report “Impacts, Adaptation, and Vulnerability.” Reports
from the IPCC serve as an important resource body of knowledge and
also a source of motivation for efforts to address climate change im-
pacts through existing policy-making forums.

The IUCN was instrumental in drawing global attention to the
importance of climate change in generating extinction risk. It con-
vened the first meeting that brought together the authors of the
Thomas et al. initial estimates of extinction risk from climate change.
Despite this early involvement, the IUCN has struggled to incorpo-
rate climate change into its red-listing assessments of threatened spe-
cies. The primary problem has been that the IUCN red-listing process
is geared toward identifying species at immediate risk from pressing
stressors such as habitat loss and pollution. The time lines in the
IUCN Red List guidelines are therefore weighted toward timescales
of decades or years. The criteria are poorly designed for dealing with
stressors such as climate change that have effects decades or centuries
in the future. After almost a decade of work, the IUCN is now poised
to begin to systematically incorporate climate change as a threat in the
red-listing assessment process (Foden et al., 2008).

Other important compilers of extinction risk information include
the secretariat of the Convention on International Trade in Endan-
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gered Species, which reviews information and sets international trade
restrictions on species deemed at risk for overexploitation through in-
ternational trade (CITES, 2010).

Extinction Risk and National Policy Debates

Most sovereign countries have some form of biodiversity conservation
infrastructure, which usually includes legislation intended to protect
biological diversity, and one or more governmental agencies that are
specifically dedicated to nature protection or biodiversity conservation.
Information about species extinction risk can be of great assistance to
these conservation authorities in establishing priorities for conserva-
tion action and investment. National governments have a wide range of
conservation tools available to prevent species extinctions.

Although these tools will undoubtedly be useful in managing the
effects of climate change and preventing species extinctions, many ex-
isting conservation policies will need to be modified to incorporate
new information about the effects of climate change (Mawdsley et al.,
2009). Some of the most widely used conservation tools are “static”
with respect to the landscape (e.g., a nature reserve with fixed bound-
aries) or are static with respect to species populations and distributions
(e.g., an endangered species recovery plan that sets out a fixed desired
population size in a certain fixed number of geographic areas) (Love-
joy, 2005; Scott and Lemieux, 2005; Lemieux and Scott, 2005; Han-
nah et al., 2005; Zacharias et al., 2006).

In addition to international agreements, many national govern-
ments have adopted conservation legislation that attempts to conserve
individual species at high risk of extinction. One of the best known of
these statutes is the Endangered Species Act of the United States
(ESA, 1973). The act was originally adopted by the US Congress to
protect those “species of fish, wildlife, and plants [that] have been so
depleted in numbers that they are in danger of or threatened with ex-
tinction” (ESA, 1973). Because the language of the act was written at
a time when the risks from anthropogenic climate change were not yet
fully understood, some authors have questioned whether the act will
be a useful tool for conserving species at risk from global climate
change (Da Fonseca et al., 2005; Ruhl, 2007; Mawdsley et al., 2009).

The decision by the US Department of the Interior and the US
Fish and Wildlife Service (2008) to list the polar bear (Ursus maritimus
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Phipps, Ursidae) as a “threatened” taxon under the act provides an in-
teresting example of the use of models of habitat loss and extinction
risk in public policy debates. This decision also demonstrates that the
act’s listing mechanisms actually do have flexibility to accommodate
new sources and types of information about extinction risks from cli-
mate change.

Although there are documented declines in some polar bear pop-
ulations, other populations are stable or even increasing (IUCN–SSC
PBSG, 2005). When this fact was noted in public comments on the
formal listing decision, the US Department of the Interior and US
Fish and Wildlife Service (2008) responded that “the polar bear is not
currently in danger of extinction throughout all or a significant por-
tion of [its] range, but [is] likely to become so within the 45-year ‘fore-
seeable future’ that has been established for this rule. This satisfies the
definition of a threatened species under the [Endangered Species] Act;
consequently listing the species as threatened is appropriate.” Accord-
ing to this statement, the formal listing of the polar bear is based pri-
marily on the potential for future decreases in populations of the spe-
cies. Previous listings under the act have been based on evidence of
actual declines in species populations (Goble et al., 2005). The record
of decision (USDOI-USFWS, 2008) on the polar bear includes an ex-
tensive review of modeling studies suggesting that global climate
change will have significant negative impacts on key sea ice features
used by polar bears for hunting and feeding. Loss of these key habitat
features is, in turn, expected to have negative impacts on polar bear
populations by 2050. The listing of the polar bear thus depends on es-
timates of future habitat loss and inferred future population declines,
rather than any significant observed decline in the species’ popula-
tions. Acceptance of these modeled estimates by the US Department
of Interior and the US Fish and Wildlife Service represents an impor-
tant political as well as scientific validation of the methods for estimat-
ing extinction risk in polar bear populations.

Extinction Risk and NGOs

NGOs are another set of important players who are involved in discus-
sions and negotiations regarding climate change impacts at all levels
(international, national, and subnational). Many of these organiza-
tions, such as World Wide Fund for Nature (WWF), African Wildlife
Foundation, the Nature Conservancy (TNC), Conservation Interna-
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tional (CI), Bird Life International, The Audubon Society, Flora and
Fauna International, Wildlife Conservation Society, and National
Wildlife Federation, have been established for the express purposes of
promoting the conservation of wildlife and biological diversity. Some
organizations, such as TNC, CI, and WWF, focus their efforts on bio-
diversity and ecosystem protection, while other organizations, such as
IUCN and NatureServe, collect and disseminate information about
plant and animal species at risk for extinction. Many of these organiza-
tions have already engaged in significant internal discussions regarding
the potential impacts of climate change on their conservation work,
and scientists at these organizations are frequently involved in assess-
ments of the impacts of climate change on species and ecosystems.

NGOs have a number of important roles to play in policy debates
around extinction risk and climate change:

• Advocate for international agreement on emissions reduction.
• Provide information on biological impacts and adaptation

needs to decision makers at all levels.
• Help educate citizens and decision makers about extinction

risk.
• Help connect concerned citizens with government decision

makers.
• Facilitate interactions among government decision makers.
• Represent constituencies that might not otherwise be repre-

sented in public policy debates.

Ultimately, these organizations and agencies derive their power
and authority from the strong interest of the general public in biodi-
versity conservation and the sustainable utilization of fish, animal, and
plant resources. It is this concerned public that provides financial sup-
port for NGOs and pays taxes to support governmental conservation
agencies. Given the strong public support for wildlife conservation ac-
tivities in many countries (USFWS, 2006), it is likely that information
about extinction risk will continue to play a significant role in public
policy debates.

Conclusions

Scientists who are modeling the potential effects of climate change on
plant and animal species have the opportunity to contribute to a broad
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spectrum of public policy decisions. Information about extinction risk
can be factored into decisions that are being made at national or
subnational levels to protect individual species, as well as broad inter-
national agreements aimed at mitigating and adapting to global cli-
mate change. Further studies of extinction risks for individual species
or suites of species will undoubtedly help guide these policy discus-
sions and debates. We strongly encourage members of the scientific
community to take the time to communicate the results of their stud-
ies to appropriate decision makers and policy-making bodies. Initial
assessments of extinction risk and climate change (e.g., Thomas et al.,
2004) have already painted a grim picture of future changes in global
biodiversity. To paraphrase Charles Dickens, these shadows will re-
main unaltered in the future unless members of the global community,
including biologists, can join together and decisively act to reduce the
threat posed by anthropogenic climate change.
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Many studies have been published since 2004 focusing on extinction
risk from climate change, looking at different taxa in different parts of
the world, or looking at the methods used to derive the estimates. In
this part of the book we examine these recent developments as a way
of updating the findings that have been described in part I. We di-
vide this discussion into two chapters. First Alison Cameron takes us
through the multispecies modeling studies that have been published
since the 2004 compendia. Cameron explores the similarities and dif-
ferences and the gross numbers of studies before and after 2004. She
finds that many more multispecies studies are now available, but that
the methods used are seldom strictly comparable to the 2004 esti-
mates, and therefore only qualitative confirmation of the 2004 results
is available. In the subsequent chapter John Harte and Justin Kitzes
look at the key species-area relationship methods that underlie extinc-
tion risk estimates using species distribution models. They find that re-
sults using the species-area relationship and the endemic-area relation-
ships have limitations, but point to methodological improvements
that show promise for the future. With the exploration of the 2004 re-
sults and their significance in part I, and the update on those results in
the intervening years provided by this part of the book, we set the
stage for later parts of the book that will explore the issue from a vari-
ety of disciplinary perspectives.

PART II

Refining First Estimates



Chapter 4

Refining Risk Estimates Using Models

Alison Cameron
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In 2004 nineteen scientists from fourteen institutions in seven coun-
tries collaborated in the landmark study described in chapter 2
(Thomas et al., 2004a). This chapter provides an overview of results of
studies published subsequently and assesses how much, and why, new
results differ from those of Thomas et al.

Some species distribution modeling (SDM) studies are directly
comparable to the Thomas et al. estimates. Others using somewhat
different methods nonetheless illuminate whether the original esti-
mates were of the right order of magnitude. Climate similarity mod-
els (Williams et al., 2007; Williams and Jackson, 2007), biome, and
vegetation dynamic models (Perry and Enright, 2006) have also been
applied in the context of climate change, providing interesting op-
portunities for comparison and cross-validation with results from
SDMs.

This chapter concludes with an assessment of whether the range of
extinction risk estimates presented in 2004 can be narrowed, and
whether the mean estimate should be revised upward or downward.
To set the stage for these analyses, the chapter begins with brief re-
views of advances in climate modeling and species modeling since
2004.
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Advances in Climate Change Projections

Thomas et al. used SDMs, which were based on climate models,
which were in turn based on a range of emissions scenarios from the
Intergovernmental Panel on Climate Change first (IPCC, 1990), sec-
ond (IPCC, 1995), and third assessments (IPCC, 2001). The IPCC
Fourth Assessment Report (2007a, b) has since revised the socioeco-
nomic assumptions upon which the emissions scenarios are based, and
global climate models (GCMs) have also developed significantly to
couple ocean and atmosphere models and include aerosol forcing. As a
result, mean global temperature increases are now predicted to range
from 1.1 to 6.4 degrees Celsius by 2100 (IPCC, 2007a, b). Figure 4-1
shows the three categories from Thomas et al. over the warming sce-
narios published in the IPCC Fourth Assessment Report, illustrating
the need to conduct SDM and extinction risk assessments for a tem-
perature increase between 3 and 6.4 degrees Celsius (indicated as
“new max” in fig. 4-1).

Through the four IPCC cycles, increasing numbers of climate
modeling groups have produced GCMs, and SDM studies are increas-
ingly attempting to compare, or assess the variation across, a range of
GCMs (e.g., Peterson et al., 2008). SDM studies continue to focus on
a range of times along the IPCC scenario trajectories, but the climate
stabilization end points (beyond 2100) of each IPCC scenario are the
most policy-relevant targets for SDM modeling and would provide
even more extreme extinction risk scenarios. Relatively few studies
have been published in the “new maximum” category (fig. 4-1), and
even fewer studies (e.g., Bakkenes et al., 2006) have modeled species
distributions for climate stabilization end points.

An additional and significant source of variation in climate change
projections lies in the variability of outputs from separate runs of each
GCM, known as realizations. Assessment of the effects of variation in
realizations has become possible only with the Fourth Assessment Re-
port (IPCC, 2007a, b), so few studies (e.g., Beaumont et al., 2007)
have explored the effects on SDM outputs. Pierce et al. (2009) pro-
vided a convincing case for the use of ensembles of at least fourteen re-
alizations, and concluded that averaging the outputs of multiple
GCMs is more useful than choosing any single GCM based on model
skill (how well the model performs against real data for the period of
time over which climate observations have been made). However, to
quantify the possible effects of the extreme predictions, sensitivity
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analysis of the best- and worst-case GCM realizations should be con-
sidered, in addition to the ensemble or mean scenarios. To add to the
intrinsic variation within and between GCMs, two main groups of
methods (dynamic and statistical) are used to downscale the course
grain outputs of GCMs to finer grain regional climate models. Down-
scaling incorporates fine-scale topographic and habitat heterogeneity
and the effects of local weather patterns, which are agreed to influence
the fine scale of species distributions (Luoto and Heikkinen, 2008;
Ashcroft et al., 2009). However, review of the SDM literature reveals
no comparisons of the effects of different downscaling methods on
SDMs to date.
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Figure 4-1. Potential global surface warming under three IPCC scenarios.
Adapted from the IPCC Fourth Assessment Report, Summary for Policy Makers
(2007a). Multimodel global averages of surface warming (relative to 1980–1999)
for the scenarios A2, A1B, and B1 are shown as continuations of the twentieth-
century simulations. The bars at right indicate the best estimate (solid line within
each bar) and the likely range assessed for the three scenarios. The horizontal lines
indicate the range of mean global warming that defined the three categories (min,
mid, and max) included in the Thomas et al. (2004a) paper. The fourth category,
“new max,” was not included by Thomas et al. but has been used in table 4-1 later
in this chapter.
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Advances in SDM

SDMs use either machine learning or statistical methods to extrapo-
late from sparse field samples, using environmental predictors, such as
habitat and climate variables, to create a predicted distribution map of
the potential range of a species. The methods have strong foundations
in ecological niche theory, the strengths and weaknesses were already
relatively well understood over a decade ago (e.g., Morrison et al.,
1987; Fielding and Haworth, 1995; Augustin et al., 1996), and they
have been subjected to continuous review (Beaumont et al., 2008;
Dormann, 2007; Hampe, 2004; Yates et al., 2009).

Multispecies SDM Studies

Ninety-three multispecies SDM studies were published from 2001 to
2009. At the time of the 2004 extinction risk estimates, multispecies
studies were rare. Thomas et al. drew on most that were available at
that time. Since 2004, seventy-six multispecies studies have been pub-
lished. Figure 4-2 categorizes the methods used in these studies,
ranked in relation to their relative complexity, with climate envelopes
being the simplest and multimodel products the most complex. Multi-
model SDM products (best and ensemble solutions) have seen in-
creasing application, but simpler methods have remained popular.

In general, confidence in SDMs increases as the realism of assump-
tions is improved, and increased realism usually requires increased
complexity. In a review of sixteen SDM methods (Elith et al., 2006),
the most common modeling methods used in Thomas et al.—GARP
and BIOCLIM—performed relatively poorly in comparison to more
recent methods from regression and machine learning (e.g., multivari-
ate adaptive regression splines, boosted regression trees, and maximum
entropy) and community models (generalized dissimilarity modeling).
When modeling many species, as required to conduct a meaningful
global extinction risk assessment, the trade-off between complexity and
tractability imposes practical limitations. Fortunately significant ad-
vances in computational efficiency have been achieved in combination
with the development of these new algorithms.

Although there have been significant efforts to compare and select
“the best” SDM for individual species (e.g., Broennimann et al.,
2006), many recent multispecies studies include only one complex
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(e.g., Fitzpatrick et al., 2008; Loarie et al., 2008; Jarvis et al., 2008) or
simple SDM algorithm (e.g., Ritchie and Bolitho, 2008).

Dispersal Assumptions

SDM provides an indication of where suitable conditions are likely to
exist for a species, but not how likely a plant or animal is to be able to
reach and colonize the suitable area. So plant dispersal and animal mi-
gration rates are widely regarded as the most significant uncertainties
in predicting climate change impacts on biodiversity.
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Figure 4-2. SDM methods published in ninety-three papers between 2001 and
2009 are categorized by algorithm class and rank ordered by approximate com-
plexity. Climate envelopes are the simplest and multimodel products are the most
complex SDM applications. Climate envelope methods include BIOCLIM, BOX,
climate envelope, surface range envelope, and fuzzy climate envelope. Similarity
methods include constrained Gower metric, Gower similarity, principal compo-
nents analysis, climate matching, and Mahalanobis distance. Regression methods
include generalized linear models, generalized additive models, logistic regres-
sion, stepwise logistic regression, locally weighted regression, and multivariate
adaptive regression splines. Classification methods include classification and re-
gression tree, classification tree analysis, and mixture discriminant analysis. Ma-
chine learning methods include genetic algorithms (including GARP), maximum
entropy, boosted regression trees, random forests, and artificial neural network.
Multimodel methods include best-off, model averaging, consensus, and multi-
model ensembles.



Most SDM studies have assessed one or both of two extreme sce-
narios—no-dispersal and unlimited dispersal—because these can be
obtained directly from SDM outputs and don’t require the application
of additional sophisticated dispersal modeling methods. To progress
toward realistic dispersal models requires an additional layer of dis-
persal modeling. A few papers have presented simple dispersal mod-
els that can easily be applied across multiple species (Fitzpatrick et
al., 2008; Peterson et al., 2002). Some sophisticated mechanistic or
process-based dispersal models have been applied to single or small
sets of species (Iverson et al., 2005; Morin et al., 2008), but few stud-
ies have implemented sophisticated dispersal models on substantial
suites of species (e.g., Williams et al., 2005; Phillips et al., 2008a; for a
review of methods, see Phillips et al., 2008b). The most realistic dis-
persal models incorporate species-specific data on lifetime dispersal
ability and account for variations in habitat suitability and matrix per-
meability. Dispersal parameters can be obtained from contemporary
movement data, from genetic data, from paleontology data, or from
expert estimation. However, such data are very limited in availability,
and expert estimates are time-consuming to collate, so the number of
species amenable to such complex modeling is currently very limited.
Engler et al. (2009) found that simulations of realistic dispersal in
alpine plants produced results closer to unlimited than no-dispersal as-
sumptions. Although their results may not represent species from flat-
ter environments, they are a hopeful sign that reality may lie nearer un-
limited than no-dispersal scenarios.

Model Validation

Probably the most significant advance in the last 5 years has been the
increasing adoption of model validation procedures (e.g., area under
the receiver operator curve, Cohen’s kappa statistic), which provide re-
liability estimates of model performance. Models with poor validation
results should be rejected and excluded from further analyses.

In the ninety-three multispecies SDM publications from 2001 to
2009, the frequency of published model validation results increased
from 0 percent in 2001 to 78 percent in 2004, and has remained at
about this level through 2009, when it was 79 percent (fig. 4-3).

The majority of models included by Thomas et al. (Bakkenes et al.,
2002; Beaumont and Hughes, 2002; Huntley et al., 2004; Midgley et
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al., 2002; Peterson et al., 2002; de Siqueira and Peterson, 2003) were
not validated, and conducting model validation would likely result in a
proportion of models being rejected. For example, in 2002 Bakkenes
et al. accepted models for all 1,397 species, and in 2006 accepted only
856 of the same set after validation (a 39 percent rejection rate). Al-
though Thomas et al. could not validate all models, to maximize
model quality in the study, they included only endemics to each region
because SDMs derived from incomplete range sampling are less reli-
able (e.g., Thuiller et al., 2004b). Thomas et al. (2004a) included only
197 of Bakkenes’ European plant models.

Ideally SDM validations for climate change should incorporate
temporal cross-validation methods whenever data are available (for
forecasting, see Araûjo et al., 2005; for hindcasting, see Martinez-
Meyer et al., 2004, Pearman et al., 2008, Green et al., 2008, Nogués-
Bravo et al., 2008, Willis et al., 2009). The most rigorous validations
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Figure 4-3. SDM methods published in ninety-three papers between 2001 and
2009 are categorized by their model evaluation procedures. Data partitioning
methods include jack-knife, k-fold partitioning, and all other random partitioning
methods. Independent validation includes data from other collections, other re-
gions, or other time periods (hindcasting and forecasting cross-validations). Ex-
pert validation includes direct scrutiny by experts in comparison with published
expert estimates of species distributions. Publications focusing on testing SDM al-
gorithms were not included in this review, because it is intended to illustrate up-
take of methods by modeling practitioners to inform species management or con-
servation policy.



would be to test against new and independent data from ground-
truthing exercises (e.g., Costa et al., 2010; Rebello and Jones, 2010),
and because climate change is now progressing at a detectable rate,
models should be ground truthed through time.

Treatment of Uncertainty

Much discussion (Araûjo et al., 2006; Hijmans and Graham, 2006;
Pearson et al., 2006) has focused on variation among different model-
ing methods, and some very comprehensive studies of the relative per-
formance of SDM methods (Elith et al., 2006; Tsoar et al., 2007;
Thuiller et al., 2007) have been conducted since 2004.

The tendency of species to retain aspects of their fundamental
niche over time is called niche conservatism, and the degree to which
species’ niches are conserved through time has received substantial at-
tention among evolutionary biologists (Dormann et al., 2010; Kear-
ney, 2006; Losos, 2008; Pearman et al., 2008; Wiens and Graham,
2005). It is therefore surprising that the range of assumptions that
SDM algorithms make in relation to niche conservation and adapta-
tion has not been discussed with regard to modeling future climate
change, because it explains much of the variation observed among re-
sults. For example, from the six SDM methods included by Thomas et
al., climate envelope (BIOCLIM) and similarity models (DOMAIN,
Gower similarity, principal component analysis) do not make predic-
tions beyond the current realized niche or into combinations of cli-
mate variables that do not currently exist. These methods assume that
there will be no change in the realized niche or evolutionary adapta-
tion of the fundamental niche within the time frame being modeled,
and therefore produce conservative predictions of potential future dis-
tributions. In contrast, when model functions are fitted that extend
beyond the range of climate conditions currently experienced by the
species, as the regression (logistic regression, locally weighted regres-
sion) and machine learning (GARP) methods did, the underlying as-
sumption is that the species niche may change and adapt, and the re-
sults are less conservative.

Proposals to deal with the variation among SDM methods have
ranged from the selection of the “best” model (e.g., Broennimann et
al., 2006), to compiling “consensus” distributions (Thuiller, 2004;
Thuiller et al., 2005; Marmion et al., 2009), to more complex “ensem-
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ble” methods (Araûjo et al., 2006; Araûjo and New, 2007; Thuiller
and Lafourcade, 2008; Thuiller et al., 2009; O’Hanley, 2009). Multi-
model methods are certainly promising, but, particularly when ap-
plied in the context of climate change assessments, the SDM methods
included in the ensemble should be restricted to methods with similar
niche adaptation assumptions.

Extinction Risk Estimation

Assuming that species distribution and dispersal models could pro-
duce predictions of potentially suitable habitat, a substantial challenge
remains in interpreting the models to inform species action plans, con-
servation planning, and climate change policy. Predicted shifts and
contractions in ranges do not readily translate into extinction risk
probabilities for individual species and are even more problematic to
summarize into overall extinction risk indices.

The main challenge arises from the increasing evidence that spe-
cies may respond to climate change individualistically (e.g., Bakkenes
et al., 2006; Williams and Jackson, 2007), both in terms of area
change (expansion vs. contraction) and in terms of the geographical
directions that their ranges may move in, so community composition
is likely to be strongly affected. Biologists are faced with the challenge
of applying the few accepted empirical relationships available for ex-
tinction risk prediction, which have been developed in relation to
other extinction drivers such as habitat loss, or must develop new in-
dices for extinction risk. Thomas et al. presented a suite of candidate
extinction risk indices, three of which were based on the species-area
relationship (SAR) and one on the International Union for Conserva-
tion of Nature (IUCN) Red List criteria (IUCN, 2001). These have
generally been accepted in the spirit they were offered, provoking
much discussion (Lewis, 2006; He and Hubbell, 2011), but as yet no
resolution.

Comparison of Original and More Recent Extinction Risk Estimates

Original results from studies included in Thomas et al. are compared
with results from recent SDM studies, collated by literature review for
this chapter, in table 4-1. The two sets of studies are grouped by taxa
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and by region, divided by two dispersal assumptions (no dispersal; un-
limited dispersal). Results are tabulated as the percentage of species 
for which suitable climate completely disappears, augmented by one
 species-area relationship–derived estimate.

The SAR is generally accepted as “one of ecology’s few ironclad
laws” (Pounds and Puschendorf, 2004). However, the simplicity of
the SAR conceals a diversity of approximations, assumptions, and ex-
trapolations that will be explored in the following chapter. In light of
these limitations, table 4-1 emphasizes a more straightforward and
conservative index, the proportion of species predicted to have zero
suitable climate space in the future (after Thomas et al., 2004b). This
conservative assumption counts up predictions of absolute extinction,
ignoring the potential increase in extinction risk across the vast major-
ity of species in each study that are predicted to suffer reductions in
their distributions. In addition, for comparison with the original
Thomas et al. results, their third SAR extinction risk index is also pro-
vided where possible. 

The substantial efforts made by a range of authors to model Euro-
pean plants are noteworthy in the group of post-2004 studies. A com-
parative analysis of the Thomas et al. SAR extinction risk by Bakkenes
et al. (2006), using the same SDM methods and climate data as their
2002 study, but including nonendemic species, found very little differ-
ence in the overall extinction risk. This result indicates that regional ex-
tinction risk from climate change may not be significantly different for
endemic versus widespread species (note though that studies that do
not model the entire current range of the species should not be in-
cluded in estimating potential global extinction risk). Subsequent
studies, of greater numbers of European plants, using the next IPCC
scenarios (SRES scenarios) and a range of different SDM methods
produced both higher (Araújo et al., 2004) and lower (Thuiller et al.,
2004a; Thuiller et al., 2005) extinction risks. 

Re-analysis of European bird distributions (Huntley et al., 2004
vs. Huntley et al., 2008) indicates lower extinction risk for a more se-
vere climate change scenario than was included by Thomas et al., de-
spite very few apparent differences in the SDM methods and data
used. 

Where studies are less directly comparable (i.e., for the same re-
gion and taxa but use different data or SDM methods), more recent
assessments have also generally produced lower extinction risk indices
(Williams et al., 2003 vs. Ritchie and Bolitho, 2008; Erasmus et al.,
2002 vs. Peterson and Martinez-Meyer, 2007 vs. Thuiller et al., 2006).
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However, at least two increases are indicated (Peterson et al., 2002 vs.
Anciaes and Peterson 2006; Midgley et al., 2002 vs. McClean et al.,
2005) and there are several disagreements between the two extinction
risk indices, which complicates such comparisons.

Because the area change data were not available for the individual
species for all new studies, it was impossible to generate the third SAR
index for all studies, or to update the three-way analysis of variance
across all species (bottom row of table 4-1) from Thomas et al. This
makes it impossible to quantify the overall revision to the global ex-
tinction risk estimates that may arise from improved methods and ex-
panding the taxon/region combinations included (i.e., it is impossible
to revise the all-species result at the bottom of table 4-1). 

IUCN Red List Criteria 

The general relationship between area loss and extinction risk is so
widely accepted among biologists that the concept of increased extinc-
tion risk from range loss has been formalized within the IUCN Red
List criteria (Mace et al., 2008). However, the climate change projec-
tions used by the majority of SDM studies range 50 to 100 years into
the future, and for the vast majority of species the Red List criteria
(IUCN, 2001) time frame of three generations for assigning species to
threat categories fails to capture the consequences of slow-acting, but
persistent, threats. This led Thomas et al. to adapt the time frames
within which they applied the IUCN area change criteria. 

In comparison to the SAR-based indices there has been a marked
preference for applying Red List criteria to assess potential increases in
threat from climate change (Bomhard et al., 2005; Levinsky et al.,
2007; Normand et al., 2007; Thuiller et al., 2005; Thuiller et al.,
2006), despite criticisms from Red List criteria experts (Akçakaya et
al., 2006). However, most importantly, the IUCN has recently con-
ducted its own global multi-taxon analysis (Foden et al., 2008) using
trait-based methods to identify susceptibility to climate change. The
IUCN found that 35 percent of all bird species possess traits that make
them potentially susceptible to climate change and that 52 percent of
all amphibian species are potentially susceptible to climate change
(table 4-2). It should be noted that comparisons can not be made
among, or summaries made across, taxa, but this method provides ro-
bust repeatable indices for comparison within each taxonomic group. 
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The Thomas et al. analysis did not include amphibians, and in-
cluded only 2 percent of the world’s bird species. In comparison to the
results of Foden et al. (2008) for birds the two area-based methods in
table 4-1 indicate a wider range of risk, with the SAR-based method
providing generally lower (0–39 percent across all studies, and both
dispersal scenarios) and the absolute extinction method providing
generally higher (3–72 percent across all studies, and both dispersal
scenarios) estimates of extinction risk, than the trait-based method (25
percent) of Foden et al. (2008). 

IUCN’s trait-based susceptibility index incorporates more com-
plex and realistic assumptions than the simple area change indices of
Thomas et al. However, the method is data-intensive and accurate trait
data are not readily available for many species, so expert estimates and
extrapolations have to be substituted. Therefore, it would be advisable
to repeat and compare these methods as data availability improves, be-
cause agreement between the two would be reassuring and differences
in the results may suggest potential improvements in methods.
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Table 4-2. The numbers and percentages of species assessed for
“climate change susceptibility” in the 2008 IUCN Red List for birds
and amphibians. 

Climate Change Threatened

Susceptible Yes No Total

Birds Yes 979 2,462 35%
10% 25%

No 246 6,172 65%
2% 63%

15% 88% 9,856
Amphibians Yes 1,488 1,729 52%

24% 28%
No 503 2,502 48%

8% 40%
32% 68% 6,222

Species fall into four categories: (i) threatened and “climate change–susceptible”; (ii) threat-
ened but not “climate change–susceptible”; (iii) not threatened but “climate change–
 susceptible”; and (iv) neither threatened nor “climate change–susceptible.” From Foden et
al. (2008).



Comparisons with Non-SDM Methods

Dynamic global vegetation models (DGVMs) simulate change in bi-
omes based on processes, including biogeochemical fluxes, hydrologi-
cal processes, and vegetation dynamics (such as establishment, pro-
ductivity, and competition for resources; resource allocation; growth;
disturbance; and mortality), to simulate the population dynamics of
various plant functional types and produce global predictions of vege-
tation distribution. Many include benefit functions estimating the di-
rect physiological benefits of increased carbon dioxide. However, they
tend to be parameterized for particular regions or to represent a lim-
ited range of plant functional types, and a fundamental assumption of
DGVMs is that the plant functional types are not dispersal-limited and
can disperse at rates that match climatic shifts (Prentice et al., 2007). 

Malcolm et al. (2006) used biome changes projected by an en-
semble of DGVMs, applying species-area relationships to projected
biome-area change to assess the effect of climate change (doubling of
carbon dioxide) on global biodiversity hotspots. This study concluded
that extinction risk will be between less than 1 percent and 43 percent,
depending on species migration capabilities, the vegetation model
used, the breadth of the biome definition, and how restricted species
distributions are among biomes. 

Malcolm et al. used a SAR exponent of 0.15, making their results
most comparable to the results for z=0.15 (for an explanation of z, see
chapter 5) of Thomas et al. Their doubling of carbon dioxide scenario
is comparable with the midrange scenario of Thomas et al. Malcolm et
al.’s 2–26 percent and 3–43 percent extinction predictions, with dis-
persal and without dispersal, respectively, both have wider ranges than
the 9–20 percent and 17–29 percent estimates for the same two dis-
persal assumptions provided by Thomas et al. Although the two stud-
ies are not based on the same regional boundaries or species data, it is
encouraging that this DGVM approach generally agrees with the
SDM method of Thomas et al. in predicting extinction risk. 

Because species distributions and vegetation types are broadly lim-
ited by climate conditions, modeling the similarity of climate condi-
tions through time is an elegant and informative approach. Williams et
al. (2007) used IPCC Fourth Assessment Report scenarios to model
change in climate across Earth’s surface. 

Figure 4-4, from Williams et al. (2007), shows the global distribu-
tions of climate changes for two climate change (A2 and B1) scenarios,
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Figure 4-4. From Williams et al. (2007). A and B: Mapped indices of climate
change risk for local climate change. C and D: Novel twenty-first-century cli-
mates. High dissimilarities indicate risk of novel climates. E and F: Disappearing
 twentieth-century climates. High dissimilarities indicate risk of disappearing
 climates. A, C, E: A2 Scenario. B, D, F: B1 Scenario.

A

B
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Figure 4-4. Continued.

C

D

highlighting the regions at most risk. Assuming unlimited dispersal,
under the high-end A2 scenario (~3.6 degrees Celsius mean global
temperature increase), 56–100 percent of global land area (Fig 4-4A)
is predicted to experience biome-scale change, and application of the
SAR (z=0.25) to this scenario predicts extinction risk to be between



18 and 100 percent. Within this, 12–39 percent of the global land area
may experience combinations of climate variables that are not cur-
rently experienced anywhere else (novel future climates, fig. 4-4C),
and the single assumption that species may fail to colonize novel cli-
mates results in 3–12 percent extinction risk. Also within this, 10–48
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Figure 4-4. Continued.

F

E



percent of the global land area (Fig 4-4E) currently experiences cli-
mates that may completely disappear by 2100 and the single assump-
tion that species adapted to the disappearing climates would fail 
to adapt to other climates would result in 3–15 percent species
 extinction. 

Corresponding extinction risk projections for the low-end B1 sce-
nario (~1.8 degrees Celsius mean global temperature increase, fig. 
4-4B) are 5–62 percent extinction from overall biome-scale change, 1–
5 percent if only novel climates produce extinctions (fig. 4-4D), and
1–5 percent if only disappearing climates produce extinctions (fig. 
4-4E).

Low-range extinction risk based on Williams et al. (2007) (5–62
percent) is higher than the all-species extinction risk (bottom row of
table 4-1, 4–20 percent) from Thomas et al. for the equivalent warm-
ing scenario of midrange warming, and the high-range extinction risk
(18–100 percent) overlaps with but ranges higher than the maximum-
warming all-species extinction risk of Thomas et al. (19–52 percent).

Synergies between Climate Change and Habitat Loss

Predictions of extinction risk are complicated by many potential inter-
actions, including the direct effects of climate change on habitat trans-
formation, as climate variables define suitable conditions for natural
vegetation and agricultural crops, and interact with fire regimes. 

Thomas et al. provided a crude comparison of relative extinction
risk from climate change and land use change, and concluded that cli-
mate change is at least as important a threat as land use change. The
studies included by Thomas et al. used only climate variables in the
SDMs, so the assessment of extinction risk from habitat loss had to be
made using separate habitat loss models and the traditional application
of the species-area relationship. It would be better to directly include
habitat variables in the SDMs, and to use climate and habitat scenarios
within the models to allow direct comparison of the effects of climate
change and habitat loss. Several studies have used habitat or land use
as modeling variables to constrain potential species distributions to
current vegetation distributions. For example, Thuiller et al. (2006)
modeled 277 African mammals under future climate change and cur-
rent land use scenarios, but not under future land use change scenar-
ios. However, very few studies have attempted to provide assessments
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of the relative contributions of the two threats, or the possible syner-
gies between them. 

van Vuuren et al. (2006) estimated extinction risk from climate
change (mean temperature increase 1.6–2.1 degrees Celsius), and land
use change (using Millennium Ecosystem Assessment scenarios,
2005) using crop production and biome modeling methods. Applying
the species-area relationship (z=0.34) to the potential area changes
between 2000 and 2050, they concluded that land use change will
contribute more (7–13 percent) to global species diversity loss than
climate change (2–4 percent). At 2–3 percent the extinction risk for
the climate change–only scenario is lower than the 11–38 percent ex-
tinction risk predicted by Thomas et al. for z=0.35, the equivalent
(midrange) climate change scenario, and the assumption of unlimited
dispersal. 

Jetz et al. (2007) were the first to use the millennium ecosystem
assessment scenarios to assess the effects of climate change on individ-
ual species, for an almost complete clade, across the whole world.
Their results indicate that climate change and habitat loss will vary in
importance at different latitudes, habitat loss in economically emerg-
ing tropical countries will continue to pose an even more direct and
immediate threat to a greater number of bird species than climate
change, and the combined effects of climate and habitat change will be
greater than climate change on its own. Overall, Jetz et al. (2007) pre-
dicted 0.5–0.9 percent species extinctions (species with zero suitable
habitat in future) for 1.6–3.28 degrees Celsius mean global tempera-
ture increase. These results are, not surprisingly, lower than those re-
ported for birds by Thomas et al. on the basis of climate change only,
with the same no-dispersal assumption, but are conservative in com-
parison to a similar analysis (also using a combination of climate sce-
narios and millennium assessment scenarios) by Sekercioglu et al.
(2008) (fig. 4-5), who predicted that 4.7–6.4 percent of 8,500 land
bird species will be committed to extinction by 2100, with a 2.8 de-
grees Celsius mean global temperature increase. The two studies (Jetz
et al., 2007; Sekercioglu et al., 2008) are very similar in that they de-
termine the future availability of suitable habitat within the species
range using the millennium ecosystem assessment models of vegeta-
tion, and the difference in their results arises from their two assump-
tions of range stability. Sekercioglu et al. (2008) added the assumption
that species ranges will be forced to move upslope at rates determined
by climate scenarios in relation to the adiabatic lapse rate. 
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In total Sekercioglu et al. (2008) predicted that the number of
bird species classed as threatened would increase by 19–30 percent by
2050 and 29–52 percent by 2100. The lower of these agrees with, 
and the higher exceeds, the 25 percent estimated by Foden et al.
(2008) to be susceptible to climate change. However, although Fo-
den’s 25 percent susceptibility estimate is based purely on climate, Sek-
ercioglu’s extinction estimates incorporate both climate change and
habitat loss.

Conclusions

The new studies compared in this chapter (table 4-1) generally con-
firm the order of magnitude of extinction risk estimated by Thomas et
al. Some of the newer studies produce somewhat lower extinction risk
for similar amounts of change (i.e., less than 3 degrees Celsius), but
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Figure 4-5. From Sekercioglu et al. (2008). Percentage of Western Hemisphere
(n = 3,349) land bird species projected to go extinct (current baseline = 0) by
2100 on the basis of estimates of various surface-warming estimates (IPCC
2007a), and millennium assessment habitat-change scenarios (Millennium Eco-
system Assessment, 2005; AM, adaptive mosaic; TG, technogarden; GO, global
orchestration; OS, order from strength).



emissions predictions continue to grow, making the midcentury sce-
narios used by Thomas et al. now more representative of change in the
first third of the century. The results of Thomas et al. may now be
thought of as representative of low- to midrange warming scenarios
(i.e., 0–3 degrees Celsius mean global temperature increase). There is
now a clear need to conduct SDM and related extinction risk assess-
ments in the 3–6 degrees Celsius mean global temperature increase
range that the IPCC Fourth Assessment Report predicts may occur by
2100 (see fig. 4-1). This would produce higher extinction risks for the
studies presented in table 4-1.

Although none of the caveats listed by Thomas et al. and their crit-
ics can yet be completely eliminated, this chapter identifies a number
of very significant advances in the contributing fields that can be ex-
pected to improve estimates of climate change extinction risk from
SDM. 

The following list of recommendations would improve SDM cli-
mate change assessments, would facilitate comparisons among stud-
ies, and would facilitate global multi-taxon analyses of extinction risk
in the future.

• Species distribution modelers should use ensemble GCMs, in-
cluding multiple realizations of multiple GCMs. 

• A range of future time slices and climate stabilization end
points for each IPCC scenario should be modeled. 

• Publications should include the global mean temperature in-
crease per IPCC scenario for the ensemble GCM at each of the
time slices to facilitate comparison of results among studies. 

• The effects of different GCM to regional climate model down-
scaling methods should be investigated. 

• Models should be validated, at least using data-partitioning
methods, and ideally complementing these with hindcasting or
forecasting methods. 

• Historical, current, and projected species distribution areas
should be made widely available for further research. 

• Modeling projects should be coupled with long-term monitor-
ing in the field to assess their predictive utility over time. This
could be done by identifying global and regional target species
for collective monitoring, and, ideally, to stimulate rapid scien-
tific advances, the data should be made widely and freely avail-
able for climate change research. 
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Finally, it is essential that rigorous comparisons among the range
of modeling methods (DGVMs, species richness models, community
models, climate similarity models) are conducted. 

Although many studies employing these methods will be faced
with high uncertainty, the number and quality of studies emerging
helps reduce uncertainty, and Thomas et al. has demonstrated that
even uncertain results can be very valuable in guiding public under-
standing and policy response.

references

Akçakaya, H. R., S. H. M. Butchart, G. M. Mace, S. N. Stuart, and C. Hilton-
 Taylor. 2006. “Use and misuse of the IUCN Red List Criteria in projecting
climate change impacts on biodiversity.” Global Change Biology 12: 2037–
2043. 

Anciaes, M., and A. T. Peterson. 2006. “Climate change effects on neotropical
manakin diversity based on ecological niche modeling.” Condor 108: 778–
791.

Araújo, M. B., and M. New. 2007. “Ensemble forecasting of species distribu-
tions.” Trends in Ecology and Evolution 22 (1): 42–47.

Araújo, M. B., M. Cabeza, W. Thuiller, L. Hannah, and P. H. Williams. 2004.
“Would climate change drive species out of reserves? An assessment of exist-
ing reserve-selection methods.” Global Change Biology 10: 1618–1626.

Araújo, M. B., R. G. Pearson, W. Thuiller, and M. Erhard. 2005. “Validation of
species-climate impact models under climate change.” Global Change Biology
11: 1504–1513.

Araújo, M. B., W. Thuiller, and R. G. Pearson. 2006. “Climate warming and the
decline of amphibians and reptiles in Europe.” Journal of Biogeography 33:
1712–1728.

Ashcroft, M. B., L. A. Chisholm, and K. O. French. 2009. “Climate change at the
landscape scale: Predicting fine-grained spatial heterogeneity in warming and
potential refugia for vegetation.” Global Change Biology 15: 656–667.

Augustin, N. H., M. A. Mugglestone, and S. T. Buckland. 1996. “An autologistic
model for the spatial distribution of wildlife.” Journal of Applied Ecology 33:
339–347.

Bakkenes, M., J. R. M. Alkemade, F. Ihle, R. Leemansand, and J. B. Latour. 2002.
“Assessing effects of forecasted climate change on the diversity and distri-
bution of European higher plants for 2050.” Global Change Biology 8: 390–
407.

Bakkenes, M., B. Eickhout, and R. Alkemade. 2006. “Impacts of different climate
stabilisation scenarios on plant species in Europe.” Global Environmental
Change—Human and Policy Dimensions 16: 19–28.

64 r e f i n i n g  f i r s t  e s t i m a t e s



Beaumont, L. J., and L. Hughes. 2002. “Potential changes in the distributions of
latitudinally restricted Australian butterfly species in response to climate
change.” Global Change Biology 8: 954–971.

Beaumont, L. J., A. J. Pitman, M. Poulsen, and L. Hughes. 2007. “Where will spe-
cies go? Incorporating new advances in climate modelling into projections of
species distributions.” Global Change Biology 13: 1368–1385.

Beaumont, L. J., L. Hughes, and A. J. Pitman. 2008. “Why is the choice of future
climate scenarios for species distribution modelling important?” Ecology Let-
ters 11: 1135–1146.

Bomhard, B., D. M. Richardson, J. S. Donaldson, G. O. Hughes, G. F. Midgley,
D. C. Raimondo, A. G. Rebelo, M. Rouget, and W. Thuiller. 2005. “Potential
impacts of future land use and climate change on the Red List status of the
Proteaceae in the Cape Floristic region, South Africa.” Global Change Biology
11: 1452–1468.

Broennimann, O., W. Thuiller, G. Hughes, G. F. Midgley, J. R. M. Alkemade, and
A. Guisan. 2006. “Do geographic distribution, niche property and life form
explain plants’ vulnerability to global change?” Global Change Biology 12:
1079–1093.

Costa, G. C., C. Nogueira, R. B. Machado, and G. R. Colli 2010. “Sampling bias
and the use of ecological niche modeling in conservation planning: A field
evaluation in a biodiversity hotspot.” Biodiversity Conservation 19: 883-899.

Dormann, C. F. 2007. “Promising the future? Global change projections of spe-
cies distributions.” Basic and Applied Ecology 8: 387–397.

Dormann, C. F., B. Gruber, M. Winter, and D. Herrmann. 2010. “Evolution of
climate niches in European mammals?” Biology Letters 6: 229–232.

Elith, J., C. H. Graham, R. P. Anderson, M. Dudik, S. Ferrier, A. Guisan, R. J.
 Hijmans, et al. 2006. “Novel methods improve prediction of species’ distri-
butions from occurrence data.” Ecography 29: 129–151.

Engler, R., C. F. Randin, P. Vittoz, T. Czáka, M. Beniston, N. E. Zimmermann,
and A. Guisan. 2009. “Predicting future distributions of mountain plants un-
der climate change: Does dispersal capacity matter?” Ecography 32: 34–45.

Erasmus, B. F. N., A. S. van Jaarsveld, S. L. Chown, M. Kshatriya, and K. Wessels.
2002. “Vulnerability of South African animal taxa to climate change.” Global
Change Biology 8: 679–693.

Fielding, A. H., and P. F. Haworth. 1995. “Testing the generality of bird-habitat
models.” Conservation Biology 9: 1466–1481.

Fitzpatrick, M. C., A. D. Gove, N. J. Sanders, and R. R. Dunn. 2008. Climate
change, plant migration, and range collapse in a global biodiversity hotspot:
The Banksia (Proteaceae) of Western Australia. Global Change Biology 14: 
1–16.

Foden, W., G. Mace, J.-C. Vié, A. Angulo, S. Butchart, L. DeVantier, H. Dublin,
A. Gutsche, S. Stuart, and E. Turak. 2008. “Species susceptibility to climate
change impacts.” In The 2008 Review of the IUCN Red List of Threatened

Refining Risk Estimates Using Models  65



 Species, edited by J.-C. Vié, C. Hilton-Taylor, and S. N. Stuart. Gland, Swit -
zerland: IUCN. 

Gomez-Mendoza, L., and L. Arriaga. 2007. “Modeling the effect of climate
change on the distribution of oak and pine species of Mexico.” Conservation
Biology 21 (6): 1545–1555.

Green, R. E., Y. C. Collingham, S. G. Willis, R. D. Gregory, K. W. Smith, and 
B. Huntley. 2008. “Performance of climate envelope models in retrodicting
recent changes in bird population size from observed climatic change.” Biol-
ogy Letters 4: 599–602.

Hampe, A. 2004. “Bioclimate envelope models: What they detect and what they
hide.” Global Ecology and Biogeography 13: 469–476.

He, F., and S. P. Hubbell. 2011. “Species-area relationships always overestimate
extinction rates from habitat loss.” Nature 473: 368–371. 

Hijmans, R. J., and C. H. Graham. 2006. “The ability of climate envelope models
to predict the effect of climate change on species distributions.” Global
Change Biology 12: 2272-2281.

Huntley, B., R. E. Green, Y. C. Collingham, J. K. Hill, S. G. Willis, P. J. Bartlein,
W. Cramer, W. J. M. Hagemeijer, and C. J. Thomas. 2004. “The performance
of models relating species’ geographical distributions to climate is indepen-
dent of trophic level.” Ecology Letters 7: 417–426.

Huntley, B., Y. C. Collingham, S. G. Willis, and R. E. Green. 2008. “Potential im-
pacts of climatic change on European breeding birds.” PLoS ONE 1: e1439.

Intergovernmental Panel on Climate Change (IPCC). 1990. Climate Change: The
IPCC Scientific Assessment. Edited by J. T. Houghton, G. J. Jenkins, and J. J.
Ephraums. New York: Cambridge University Press.

IPCC. 1995. The Science of Climate Change. Contribution of Working Group I to
the Second Assessment of the Intergovernmental Panel on Climate Change.
Edited by J. T. Houghton, L. G. Meira Filho, B. A. Callender, N. Harris, 
A. Kattenberg, and K. Maskell. UK: Cambridge University Press.

IPCC. 2001. Climate Change 2001: The Scientific Basis. Edited by J. T. Houghton,
Y. Ding, D. J. Griggs, M. Noguer, P. J. van der Linden, and D. Xiaosu. Cam-
bridge, UK: Cambridge University Press.

IPCC. 2007a. Climate Change 2007: Synthesis Report. Core Writing Team, Edited
by R. K. Pachauri and A. Reisinger. Geneva, Switzerland: IPCC.

IPCC. 2007b. “Summary for policymakers.” In Climate Change 2007: The Physical
Science Basis. Contribution of Working Group I to the Fourth Assessment Report 
of the Intergovernmental Panel on Climate Change, edited by S. Solomon, 
D. Qin, M. Manning, Z. Chen, M. Marquis, K. B. Averyt, M. Tignor, and 
H. L. Miller. New York: Cambridge University Press.

International Union for Conservation of Nature (IUCN). 2001. Red List Cate-
gories and Criteria, version 3.1. Gland, Switzerland: IUCN Species Survival
Commission.

Iverson, L. R., A. Prasad, and M. W. Schwartz. 2005. “Predicting potential

66 r e f i n i n g  f i r s t  e s t i m a t e s



changes in suitable habitat and distribution by 2100 for tree species of the
eastern United States.” Journal of Agricultural Meteorology 61 (1): 29–37.

Jarvis, A., A. Lane, and R. J. Hijmans. 2008. “The effect of climate change on crop
wild relatives.” Agriculture Ecosystems & Environment 126: 13–23. 

Jetz, W., D. S. Wilcove, and A. P. Dobson. 2007. “Projected impacts of climate
and land-use change on the global diversity of birds.” PLoS Biology 5: e157. 

Kearney, M. 2006. “Habitat, environment, and niche: What are we modelling?”
OIKOS 115 (1): 186–191. 

Levinsky, I., F. Skov, J. C. Svenning, and C. Rahbek. 2007. “Potential impacts of
climate change on the distributions and diversity patterns of European mam-
mals.” Biodiversity and Conservation 16: 3803–3816.

Lewis, O. T. 2006. “Climate change, species-area curves and the extinction crisis.”
Philosophical Transactions of the Royal Society 361: 163-171.

Loarie, S. R., B. E. Carter, K. Hayhoe, S. McMahon, R. Moe, C. A. Knight, and
D. D. Ackerly. 2008. “Climate change and the future of California’s endemic
flora.” PloS ONE 3 (6): e2502.

Losos, J. B. 2008. “Phylogenetic niche conservatism, phylogenetic signal and 
the relationship between phylogenetic relatedness and ecological similarity
among species.” Ecology Letters 11: 995–1007.

Luoto, M., and R. K. Heikkinen. 2008. “Disregarding topographic heterogeneity
biases species turnover assessments based on bioclimatic models.” Global
Change Biology 14: 483–494.

Mace, G. M., N. J. Collar, K. J. Gaston, C. Hilton-Taylor, R. H. Akçakaya, 
N. Leader-Williams, E. J. Milner-Gulland, and S. Stuart. 2008. “Quantifica-
tion of extinction risk: IUCN’s system for classifying threatened species.”
Conservation Biology 22 (6): 1424–1442.

Malcolm, J. R., C. Liu, R. P. Neilson, L. Hansen, and L. Hannah. 2006. “Global
warming and extinctions of endemic species from biodiversity hotspots.”
Conservation Biology 20 (2): 538–548.

Marmion, M., M. Parviainen, M. Luoto, R. K. Heikkinen, and W. Thuiller. 2009.
“Evaluation of consensus methods in predictive species distribution model-
ling.” Diversity and Distributions 15: 59–69.

Martinez-Meyer, E., A. T. Peterson, and W. W. Hargrove. 2004. “Ecological
niches as stable distributional constraints on mammal species, with implica-
tions for Pleistocene extinctions and climate change projections for biodiver-
sity.” Global Ecology and Biogeography 13: 305–314.

McClean, C. J., J. C. Lovett, W. Küper, L. Hannah, J. H. Sommer, W. Barthlott,
M. Termansen, G. F. Smith, S. Tokumine, and J. R. D. Taplin. 2005. “African
plant diversity and climate change.” Annals of the Missouri Botanical Garden 92
(2): 139–152.

Midgley, G. F., L. Hannah, M. C. Rutherford, and L. W. Powrie. 2002. “Assessing
the vulnerability of species richness to anthropogenic climate change in a bio-
diversity hotspot.” Global Ecology and Biogeography 11: 445–451. 

Refining Risk Estimates Using Models  67



Miles, L., A. Grainger, and O. Phillips. 2004. “The impact of global climate
change on tropical forest biodiversity in Amazonia.” Global Ecology and Bio-
geography 13: 553–565.

Millennium Ecosystem Assessment. 2005. Ecosystems and Human Well-being: Bio-
diversity Synthesis. Washington, DC: World Resources Institute. 

Morin, X., D. Viner, and I. Chuine. 2008. “Tree species range shifts at a continen-
tal scale: New predictive insights from a process-based model.” Journal of
Ecology 96 (4): 784–794.

Morrison, M. L., I. C. Timoss, and K. A. With. 1987. “Development and testing
linear regression models predicting bird-habitat relationships.” Journal of
Wildlife Management 51: 247–253.

Nogués-Bravo, D., J. Rodríguez, J. Hortal, P. Batra, and M. B. Araújo. 2008. “Cli-
mate change, humans, and the extinction of the woolly mammoth.” PLoS Bi-
ology 6 (4): e79. 

Normand, S., J. C. Svenning, and F. Skov. 2007. “National and European per-
spectives on climate change sensitivity of the habitats directive characteristic
plant species.” Journal for Nature Conservation 15: 41–53.

O’Hanley, J. R. 2009. “Neural ensembles: A neural network based ensemble fore-
casting program for habitat and bioclimatic suitability analysis.” Ecography
32: 89–93.

Pearman, P. B., A. Guisan, O. Broennimann, and C. F. Randin. 2007. “Niche dy-
namics in space and time.” Trends in Ecology and Evolution 23 (3): 149–158.

Pearman, P. B., C. F. Randin, O. Broennimann, P. Vittoz, W. O. van der Knaap, 
R. Engler, G. L. Lay, N. E. Zimmermann, and A. Guisan. 2008. “Prediction
of plant species distributions across six millennia.” Ecology Letters 11: 357–
369.

Pearson, R. G., W. Thuiller, M. B. Araújo, E. Martinez-Meyer, L. Brotons, C. Mc-
Clean, L. Miles, P. Segurado, T. P. Dawson, and D. C. Lees. 2006. “Model-
based uncertainty in species range prediction.” Journal of Biogeography 33:
1704–1711.

Perry, G. L. W., and N. J. Enright. 2006. “Spatial modelling of vegetation change
in dynamic landscapes: A review of methods and applications.” Physical Geog-
raphy 30 (1): 47–72.

Peterson, A. T., and E. Martinez-Meyer. 2007. “Geographic evaluation of conser-
vation status of African forest squirrels (Sciuridae) considering land use
change and climate change: The importance of point data.” Biodiversity and
Conservation 16: 3939–3950.

Peterson, A. T., M. A. Ortega-Huerta, J. Bartley, V. Sánchez-Corderos, J. Soberón,
R. H. Buddemeier, and D. R. B. Stockwell. 2002. “Future projections for
Mexican faunas under global climate change scenarios.” Nature 416: 626–
629.

Peterson, A. T., A. Stewart, K. L. Mohamed, and M. B. Araújo. 2008. “Shifting
global invasive potential of European plants with climate change.” PLoS ONE
3 (6): e2441. 

68 r e f i n i n g  f i r s t  e s t i m a t e s



Phillips, S. J., P. Williams, G. Midgley, and A. Archer. 2008a. “Optimizing disper-
sal corridors for the Cape Proteaceae using network flow.” Ecological Applica-
tions 18 (5): 1200–1211.

Phillips, B. L., J. D. Chipperfield, and M. R. Kearney. 2008b. “The toad ahead:
Challenges of modelling the range and spread of an invasive species.” Wildlife
Research 35 (3): 222–234.

Pierce, D. W., T. P. Barnett, B. D. Santer, and P. J. Gleckler. 2009. “Selecting global
climate models for regional climate change studies.” Proceedings of the Na-
tional Academy of Sciences, USA 106 (2): 8441–8446.

Pounds, A., and R. Puschendorf. 2004. “Clouded futures.” Nature 427: 107.
Prentice, I. C., A. Bondeau, W. Cramer, S. P. Harrison, T. Hickler, W. Lucht, 

S. Sitch, B. Smith, and M. T. Sykes. 2007. “Dynamic global vegetation mod-
eling: Quantifying terrestrial ecosystem responses to large-scale environmen-
tal change.” In Terrestrial Ecosystems in a Changing World, edited by J. G.
Canadell, D. E. Pataki, and L. F. Pitelka, 175–192. Berlin: Springer. 

Rebello, H., and G. Jones. 2010. “Ground validation of presence-only modelling
with rare species: A case study on barbastelles Barbastella barbastellus (Chi-
roptera: Vespertilionidae).” Journal of Applied Ecology. doi:10.1111/j.1365-
2664.2009.01765.x

Ritchie, E. G., and E. E. Bolitho. 2008. “Australia’s savanna herbivores: Biocli-
matic distributions and an assessment of the potential impact of regional cli-
mate change.” Physiological and Biochemical Zoology 81 (6): 880–890.

Sekercioglu, C. H., S. H. Schneider, J. P. Fay, and S. R. Loarie. 2008. “Climate
change, elevational range shifts, and bird extinctions.” Conservation Biology 22
(1): 140–150.

Simmons, R. E., P. Barnard, W. R. J. Dean, G. F. Midgley, W. Thuiller, and 
G. Hughes. 2004. “Climate change and birds: Perspectives and prospects
from southern Africa.” Ostrich 75: 295–308.

de Siqueira, M. F., and A. T. Peterson. 2003. “Consequences of global climate
change for geographic distributions of Cerrado tree species.” Bioneotropica 3
(2): 1–14. 

Svenning, J. C., and F. Skov. 2006. “Potential impact of climate change on the
northern nemoral forest herb flora of Europe.” Biodiversity and Conservation
15: 3341–3356.

Thomas, C. D., A. Cameron, R. E. Green, M. Bakkenes, L. J. Beaumont, Y. C.
Collingham, B. F. N. Erasmus, et al. 2004a. “Extinction risk from climate
change.” Nature 427: 145–148.

Thomas, C. D., S. E. Williams, A. Cameron, R. E. Green, M. Bakkenes, L. J.
Beaumont, Y. C. Collingham, et al. 2004b. “Biodiversity conservation: Un-
certainty in predictions of extinction risk/Effects of changes in climate and
land use/Climate change and extinction risk (reply).” Nature 430: Brief Com-
munications Arising. doi:10.1038/nature02719.

Thuiller, W. 2004. “Patterns and uncertainties of species’ range shifts under cli-
mate change.” Global Change Biology 10 (12): 2020–2027.

Refining Risk Estimates Using Models  69



Thuiller, W., and B. Lafourcade. 2008. MACIS deliverable 3.5. Report on the results
of the run of improved modelling to Europe. Available at http://macis-project
.net/

Thuiller, W., M. B. Araújo, R. G. Pearson, R. J. Whittaker, L. Brotons, and S. La-
vorel. 2004a. “Uncertainty in predictions of extinction risk.” Nature 430:
Brief Communications. doi:10.1038/nature02716.

Thuiller, W., L. Brotons, M. B. Araújo, and S. Lavorel. 2004b. “Effects of restrict-
ing environmental range of data to project current and future species distri-
butions.” Ecography 27: 165–172.

Thuiller, W., S. Lavorel, M. B. Araújo, M. T. Sykes, and I. C. Prentice. 2005. “Cli-
mate change threats to plant diversity in Europe.” Proceedings of the National
Academy of Sciences, USA 102 (23): 8245–8250.

Thuiller, W., O. Broennimann, G. O. Hughes, J. R. M. Alkemade, G. F. Midgley,
and F. Corsi. 2006. “Vulnerability of African mammals to anthropogenic cli-
mate change under conservative land transformation assumptions.” Global
Change Biology 12: 424–440.

Thuiller, W., C. Alberta, M. B. Araújo, P. M. Berry, M. Cabeza, A. Guisane, 
T. Hicklerf, et al. 2007. “Predicting global change impacts on plant species’
distributions: Future challenges.” Perspectives in Plant Ecology, Evolution, and
Systematics. doi:10.1016/j.ppees.2007.09.004.

Thuiller, W., B. Lafourcade, R. Engler, and M. B. Araújo. 2009. “BIOMOD—A
platform for ensemble forecasting of species distributions.” Ecography 32:
369–373.

Tsoar, A., O. Allouche, O. Steinitz, D. Rotem, and R. A. Kadmon. 2007. “Com-
parative evaluation of presence-only methods for modelling species distribu-
tion.” Diversity and Distributions 13 (4): 397–405.

Virkkala, R., R. K. Heikkinen, N. Leikola, and M. Luoto. 2008. “Projected large-
scale range reductions of northern-boreal land bird species due to climate
change.” Biological Conservation 141: 1343–1353.

van Vuuren, D. P., O. E. Sala, and H. M. Pereira. 2006. “The future of vascular
plant diversity under four global scenarios.” Ecology and Society 11: 25.

Wiens, J. J., and C. H. Graham. 2005. “Niche conservatism: Integrating evolu-
tion, ecology, and conservation biology.” Annual Review of Ecology and System-
atics 36: 519–539.

Williams, J. W., and S. T. Jackson. 2007. “Novel climates, no-analog communities,
and ecological surprises.” Frontiers in Ecology and the Environment 5 (9): 475–
482. 

Williams, J. W., S. T. Jackson, and J. E. Kutzbach. 2007. “Projected distribution of
novel and disappearing climates by 2100 AD.” Proceedings of the National
Academy of Sciences, USA 104: 5738–5742.

Williams, P., L. Hannah, S. Andelman, G. Midgley, M. B. Araújo, G. Hughes, 
L. Manne, E. Martinez-Meyer, and R. Pearson. 2005. “Planning for climate
change: Identifying minimum-dispersal corridors for the Cape Proteaceae.”
Conservation Biology 19 (4): 1063–1074.

70 r e f i n i n g  f i r s t  e s t i m a t e s

http://macis-project.net/
http://macis-project.net/


Williams, S. E., E. E. Bolitho, and S. Fox. 2003. “Climate change in Australian
tropical rainforests: An impending environmental catastrophe.” Proceedings of
the Royal Society B 270: 1887–1892.

Willis, S. G., C. D. Thomas, J. K. Hill, Y. C. Collingham, M. G. Telfer, R. Fox, and
B. Huntley. 2009. “Dynamic distribution modelling: Predicting the present
from the past.” Ecography 32: 5–12.

Yates C. J., J. Elith, A. M. Latimer, D. L. Maitre, G. F. Midgley, F. M. Schurr, and
A. G. West. 2009. “Projecting climate change impacts on species distribu-
tions in megadiverse South African Cape and Southwest Australian Floris-
tic Regions: Opportunities and challenges.” Austral Ecology. doi:10.1111
/j.1442-9993.2009.02044.x. 

Refining Risk Estimates Using Models  71



Chapter 5 

The Use and Misuse of Species-Area
Relationships in Predicting 
Climate-Driven Extinction

John Harte and Justin Kitzes
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Thomas et al. (2004) pioneered the estimate of extinction risk due to
climate change by coupling species range-loss simulations from spe-
cies distribution models with species-loss estimates from the species-
area relationships (SARs). Unfortunately, numerous conceptual and
practical problems permeate this seemingly solid and straightforward
approach. Chapter 4 explored developments in climate envelope mod-
eling. Here we focus on the challenges associated with applying a SAR
approach to climate-driven extinction estimates and propose a novel
application of recent Maximum Entropy (MaxEnt) theory in ecology
that may help to address some of them.

Use of SARs to Estimate Climate-Driven Extinction 

In general, there are several different fundamental forms of the SAR,
and none is universally applicable to all climate change scenarios.
More specifically, the SAR itself does not account for many impor-
tant characteristics of the landscapes and species experiencing climate
change.
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General Considerations

Overall, two broad categories of SARs can be distinguished. Nested
SARs are constructed by averaging species richness across subplots of
specified area, using presence-absence data for each species, at finer and
finer scale within a larger plot. Island SARs are constructed from lists of
species (within the taxonomic group of interest) found in spatially dis-
jointed patches of habitat of differing area, such as actual  islands.

These two SAR types tend to differ in shape. In particular, linear
regressions of island SAR data, plotted on log-log axes, tend to exhibit
different slopes than nested SARs (Rosenzweig, 1995; Drakare et al.,
2006). Note that an “island” SAR can also be constructed from a sin-
gle contiguous habitat by sampling disjointed patches of different
areas (analogous to islands) within the habitat. This process, however,
gives a subsample of a complete nested design, and there should be no
fundamental difference between the nested and the disjointed island
forms in this case.

Nested and island SARs are applicable to different types of climate
change scenarios. Consider, first, the case in which a large biome such
as Amazonia, of area A0, containing S0 species, shrinks under climate
change to an area of A located within A0 (fig. 5-1, inset). If the species
are plants with limited dispersal capability, for example, how many
species would we expect to find remaining in area A? The better an-
swer is clearly given by the nested SAR. On the other hand, consider
the case in which the suitable patch of area A is located completely out-
side the original area A0, and all the individuals remaining following
climate change must disperse from A0 and colonize A. If the assump-
tion is made that dispersal ability is not limiting and that a sufficient
number of potential colonists are able to disperse from A, then an is-
land SAR form is more appropriate.

Interestingly, in certain cases we can predict the slope of this “is-
land” SAR form. In particular, if we assume that (i) total abundance in
the new area A is proportional to area, (ii) individuals found in A are
chosen by a random draw from all individuals in A0, and (iii) the num-
ber of individuals of each species in A0 follows a canonical lognormal
abundance distribution, then the SAR takes the form of a species accu-
mulation curve with a predicted slope of approximately 0.25 (Preston,
1962; May, 1975). Although a slope of 0.25 is often assumed for all
forms of SARs, this theoretical justification for a SAR slope of approx-
imately 0.25 does not apply to nested SARs and applies only to island
SARs if the above conditions are assumed.
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In practice, the nested SAR and the island SAR (constructed as a
species accumulation curve as described above) approaches do give
different estimates of the number of species expected to remain in a
new, smaller habitat A. Figure 5-1 compares estimates of species re-
maining using both methods with data from the 50-hectare (123-
acre) Barro Colorado Island tropical forest plot in Panama. The nested
SAR approach consistently predicts higher levels of species loss than
the island SAR approach.

In most cases of climate change–driven shifts in habitat, neither a
pure island nor a nested SAR approach will be appropriate. First, dis-
persal capability will be neither unlimited nor completely absent. Sec-
ond, newly suitable habitat is not likely to be only a subplot of the
original habitat or only disjointed from it. Third, for the case of dis-
jointed habitats, the individuals found in A are not likely to be random
draws from the species in A0. As a result, it is impossible to choose a
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Figure 5-1. Differences between nested and island SAR approaches to estimating
species remaining after habitat loss using data from the Barro Colorado Island for-
est plot. The nested SAR (solid line) predicts more extinction after habitat loss
than the island SAR (dashed line). The island SAR curve is constructed as a species
accumulation curve (see text), averaged over fifty trials, calculated by sampling in-
dividuals without replacement from the total individuals pool, assuming the num-
ber of individuals is proportional to area. Inset shows the geometry of climate en-
velope shifts for which nested and island forms of the SAR may be appropriate. If
Aafter is contained within Abefore, a nested form may be most appropriate, but if Aafter

is outside of Abefore, an island form may be most appropriate.



single SAR form, or exponent, to apply in all cases of habitat shifts un-
der climate change.

As described above, the SAR can be used to determine how many
species will be found in the remaining suitable habitat. Assuming that
species cannot migrate to other ecosystems, the difference between the
number of species in the original habitat and the number remaining af-
ter habitat contraction determines the number of species lost. Alterna-
tively, however, the number of species that were found exclusively in
the habitat area that was lost could be directly estimated. An endemics-
area relationship (EAR) can be used for this second approach, as an
EAR measures directly the number of species that are found uniquely
in a subplot of area A (Harte and Kinzig, 1997; Kinzig and Harte,
2000). For real landscapes, measuring the number of original species
minus the number remaining (the SAR approach) and measuring the
number of species found uniquely in the area that is lost (the EAR ap-
proach) will give an identical result. We note that a recently proposed
analysis that claims to find that the EAR is always preferable for extinc-
tion estimation (He and Hubbell, 2011) violates this identity.

There is a difference, however, in which metric is most appropri-
ate to use for projecting extinctions, and the choice hinges on geome-
try. Theoretical predictions for the shape and slope of the EAR and
SAR often assume that the relationship will be applied to “nicely
shaped” areas (i.e., approximately square or circular, with the longest
dimension no more than perhaps two times the length of the shortest
dimension) (Harte and Kinzig, 1997; Kinzig and Harte, 2000). Thus,
if a long, skinny area is lost from the edge of a square, the SAR should
be applied to the nearly square area remaining to correctly estimate the
species remaining. If, however, habitat is lost such that only a long,
skinny area remains, then the EAR should be applied to the nearly
square area that is lost to correctly estimate the number of species lost.
In more realistic cases where both the area lost and the area remaining
are irregularly shaped, both methods will give only approximations.
Thus, contrary to the findings of He and Hubbell (2011), for exam-
ple, there is no universal answer to the question of which of the two
metrics will best estimate extinction. 

Specific Critiques

In addition to the general concerns described above, SARs can fail 
to provide a clear or complete picture of climate-driven extinctions 

76 r e f i n i n g  f i r s t  e s t i m a t e s



for several other specific reasons. We briefly mention seven of these
 below.

dispersal is  poorly understood.

The appropriate species richness metric to use for extinction projec-
tions hinges critically on assumptions about species dispersal, as de-
scribed above. In practice, existing climate-extinction estimates have
generally assumed two extreme cases, zero dispersal and unlimited dis-
persal, which can provide a wide range of estimates for proportion of
species driven extinct (e.g., approximately 20 percent difference in
Thomas et al., 2004). The reality, of course, lies somewhere in be-
tween and is difficult to determine.

power-law sars are rare to nonexistent over large

spatial intervals.

Despite their widespread use in estimating extinctions at the regional
to continental scale, the empirical validity of the power-law SAR model
is questionable over large spatial intervals. The usual test for power-law
behaviors is to graph log(S) versus log(A) and examine the R2 value of
the straight-line fit, the slope of which is an estimate of the power law
exponent, z. When SAR data spanning a spatial interval of several or-
ders of magnitude in area are plotted on log-log axes, the data nearly al-
ways exhibit distinct curvature (e.g., Rosenzweig, 1995; Drakare et al.,
2006; Harte et al., 2008) even when the R2 values of the linear regres-
sions exceed 0.98, as is typical in SAR analyses. This curvature can be
very significant—the observed z-values can range from less than 0.1 to
greater than 0.5 across a single site (Harte et al., 2009).

In the next section of this chapter, we suggest a method, based on
recent theory, for incorporating the typical non-power-law behavior of
SARs into species-loss estimates. 

species richness depends on the shape,  as well as

size,  of habitat patches.

Even if accurate scaling rules could be provided that answer the points
raised above, the number of species found in a habitat patch depends
not only on the patch area but also on the shape of the patch (Kunin,
1997; Harte et al., 1999). With nonrandomly placed populations, 
irregularly shaped patches tend to hold more species than square
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patches of the same area. This is because patches with a long dimen-
sion, such as a skinny rectangle, are more likely to include species
turnover across the increasingly varied habitats often encountered
over larger and larger distance intervals (i.e., beta diversity). 

More generally, as habitat is lost or disturbed in various spatial
configurations, the slope and characteristic shape of the SAR can
change dramatically (Ney-Nifle and Mangel, 2000). Therefore, know-
ing the SAR for an undisturbed system does not necessarily allow pre-
dictions of species loss once the system becomes disturbed. This poses
particular problems in the case of climate change, because climatic
boundaries on species’ ranges are often irregular in shape. 

populations may be more appropriate units for

extinction estimation than species.

The standard application of SARs takes species as the unit for extinction
estimation. This is appropriate if all individuals within a species can be
assumed to have identical climate tolerances. If, however, local climate
adaptation has occurred, then the use of a simple SAR approach could
underestimate, perhaps substantially, the amount of species loss.

Take, for example, the case where a population at the warmer edge
of the species’ range is adapted to a warmer climate than one in the
middle or at the colder edge of the range. This can have a substantial
effect on the likelihood of the species surviving climate change if indi-
viduals are limited in their dispersability (Harte et al., 2004). Figure 
5-2 illustrates this for an extreme case in which no dispersal is possible.
In this example, with no population-level adaptation in climate prefer-
ences, only the population inhabiting the warmer end of the range
would be unable to survive the warming resulting from climate change
(fig. 5-2B). In contrast, with population-level adaptation, no individu-
als in any of the populations could survive that change (fig. 5-2C). The
effect of this population-level adaptation will matter less, of course, as
dispersability increases.

The result shown in the figure may seem unintuitive, as in-
traspecies variability is normally associated with survivability, but the
issue is one of time frames. The scenario shown in figure 5-2B, in
which all populations exhibit variation in temperature tolerance (i.e.,
all populations have some members that could survive in all present-
day temperature regimes), demonstrates the usefulness of variability,
which can help the species under climate change scenarios. However,
as shown in figure 5-2C, if variability does not exist within individual
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populations, and adaptation to local climate occurred slowly in the
past and cannot keep pace with the speed of temperature change, then
the results can be disastrous for the species. A recent review (Dono -
ghue, 2008) suggests that species may more easily disperse to suitable
climates than adapt to locally and rapidly changing  conditions.

knowledge of species turnover is needed in

fragmented habitats.

All of the applications of the SAR described so far apply to estimates of
extinctions within a single habitat patch. We may more frequently,

The Use and Misuse of Species-Area Relationships  79

Figure 5-2. Consequences of population-level adaptation to climate, assuming
no dispersal. (A) Before climate change. A species with five adjacent populations
has a defined range before climate change, with population P1 found in a range
with temperature T1, P2 found in a range with temperature T2, and so forth. If
there is no population-level adaptation to temperature, then populations P1

through P5 can all persist in any of temperatures T1 through T5. If there is
 population-level adaptation to temperature, then population P1 can only persist in
T1, P2 can only persist in T2, and so forth. (B) After climate change. If there is no
population-level adaptation to temperature, then only P1 finds itself in an unsuit-
able temperature and is lost. (C) After climate change. If there is population-level
adaptation to temperature, then every population finds itself in an unsuitable tem-
perature and all populations are lost.



however, encounter landscapes in which the same collection of species
is found in two or more locations, each of which shrinks in area. The
problem then becomes that the SAR extinction calculations do not de-
fine which particular species are lost from each of the shrunken areas,
and, as a result, the overlap in the list of lost species cannot be pre-
dicted. The number of species lost from a set of two shrinking patches
could range anywhere from zero to the sum of the calculated losses in
each patch individually. The problem of commonality between habitat
patches is only compounded if species are able to migrate or disperse
among patches.

“minimum viable population” effects are ignored.

The use of the SAR or EAR to estimate species loss under habitat
degradation does not take into account the possibility that even if a
species is not immediately eliminated because of inadequate area, it
may still become extinct over time if its population size is sufficiently
small. This process has been referred to as realizing an extinction debt
(Tilman et al., 1994; Kuussaari et al., 2009) or species relaxation (Di-
amond, 1975; Soule et al., 1979). In addition to the risks that small
populations face from demographic and environmental stochasticity,
additional causal mechanisms such as genetic bottlenecks and Allee ef-
fects (Soule, 1986) may also be important.

web cascades may result in larger losses.

Because the species that make up present-day communities do not all
individually have the same limits of climate tolerance, climate change
will result in novel communities. A species may migrate to a new loca-
tion that no longer supports its food species, mutualists, pollinators,
or seed dispersers. In these cases, there may be cascades of secondary
(and beyond) effects, resulting in larger losses than predicted simply
from SARs (Dunne et al., 2002; Srinivasan et al., 2007).

New Directions

Estimating species loss under climate change by applying SARs clearly
faces both practical and conceptual problems. Given all of the uncer-
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tainties in the use of the SAR, can we say anything about the direction
in which existing estimates are likely to be wrong?

We argue that, overall, our knowledge gaps are optimistically lop-
sided, with our models generally projecting less extinction than is
likely to actually occur. Examining the list of critiques above, we find
only one critique that, if corrected, would decrease extinction esti-
mates (i.e., the decreasing slope of SARs at large scales). Conversely,
we find several critiques that, if corrected, would likely increase extinc-
tion estimates (i.e., assumption of “nicely shaped” habitat loss, neglect
of population-level differences in climate adaptation, neglect of mini-
mum population effects, neglect of species interactions). Several oth-
ers (i.e., choosing the appropriate SAR type, dispersal, the use of
EARs versus SARs, species commonality) are of unclear direction.

To improve our estimates of species loss, we believe that the fol-
lowing are particularly important research tasks:

• Develop better prediction methods for the number of species
shared among sets of disjointed habitat patches.

• Enrich understanding of the shapes and slopes of SARs at large
spatial scales.

• Enrich understanding of secondary species losses due to trophic
web–induced and other interaction-induced cascades.

The second item on this list warrants special attention. Recent the-
oretical investigation of the SAR based on application of the MaxEnt
principle from information theory has led to new insights into the
value of the SAR slope parameter z = d(log(S)) / d(log(A)) over large
ranges of spatial scales within a biogeographical region (Harte et al.,
2008, 2009). The theory predicts that z at any scale, A, within a biome
is a universal, decreasing function of the ratio N(A) / S(A), where
N(A) is the summed abundance of all the species at scale A, and S(A) is
the species richness at that scale. While more testing is needed, partic-
ularly with animal data, the theoretical prediction is in good agree-
ment with observations for a wide range of habitats and spatial scales
ranging from plots on the order of several square meters to the
60,000-square-kilometer Western Ghats preserve in India.

Moreover, MaxEnt theory may provide a means of improving a
novel method of estimating extinction that was suggested by Thomas
et al. (2004). In their landmark paper (see also chapter 2, this volume),
they introduced a “Species-Area Method 3,” which posited that each
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species obeys a scaling formula for the probability of its persistence
when the area of that species’ suitable habitat shrinks. The formula
they suggested reads:

(1)

where P and P0 are the probability of survival in the reduced habitat of
area A and the probability of survival in the original habitat of area A0,
respectively. Further assuming that P0 = 1, and using common values
of z = 0.15, 0.25, and 0.35 for all species, Thomas et al. estimated spe-
cies losses under climate scenarios. They refer to the range for the pa-
rameter z of 0.25 to 0.35 as most likely, and the 0.15 is taken as a “con-
servative” case in the sense that it leads to the smallest extinction
estimates. Importantly, z is assumed to be the same for all species and
constant across spatial scale.

In MaxEnt theory (Harte et al., 2008, 2009), a formula that can
accomplish the same goal as eq. 1 can be derived, but the effective z-
value for each species is now a known function of the abundance of the
species in A0 and of the ratio A0 / A. To see this, we first note that the
probability of any species with initial abundance n0 in A0 having abun-
dance n in A can be written as (Harte et al., 2008)

(2)

where c is a normalization constant and λ is a “Lagrange multiplier”
that is a function of n0 and the ratio A0 / A. For n0 and A0 / A > 1, c and
λ are given to a good approximation by 

(3)

(4)

More complicated expressions are obtained when the inequalities
are not satisfied.

To proceed, we assume some functional dependence of the proba-
bility of survival of a species, P, in A on either n, the species’ abun-
dance remaining in A, or ratio n / n0. A simple example of such an as-
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sumption, and one that is in keeping with the spirit of Thomas et al., is
to assume that the probability of survival is equal to the probability
that n / n0 exceeds a critical threshold, rc. Alternatively, we could em-
ploy a critical value of nc that relates to a minimum viable population
size across all species, although we do not treat this case here.

The probability of a species reaching the critical threshold rc can be
calculated by integration (Kitzes and Harte, in preparation):

(5)

The integration yields 

(6)

where β � A / A0. Table 5-1 compares some key results from the
Thomas et al. and the MaxEnt approaches.
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Table 5-1. Comparison of Thomas et al. (2004) and MaxEnt
estimates of species extinction risk following range contraction. 

Probability of Extinction

Remaining Remaining Remaining 
habitat habitat habitat 

Method β = 0.5 β = 0.1 β = 0.05

Thomas et al. (eq. 2) z = 0.35* 0.22 0.55 0.65
z = 0.25 0.16 0.44 0.53
z = 0.15 0.10 0.29 0.36

MaxEnt (eq. 6) rc = 0.1 0.10 0.63 0.86
rc = 0.01 0.01 0.09 0.18
rc = 0.001 0.002 0.01 0.02

*z is the slope of the power-law species-area relationship in eq. 2, rc is the critical ratio of re-
maining to original individuals that indicates extinction, and β is the fraction of a species
range remaining following climate change. In MaxEnt calculations, n0 = 1,000 (so, for ex-
ample, the values in the rc = 0.1 row are thus the probability of less than 100 individuals re-
maining). We note that MaxEnt gives probabilities of extinction that are within +/- 0.01 for
species with abundances up to n0 = 10,000. Compared to the Thomas et al. approach, Max-
Ent gives lower estimates of the probability of species extinction at low levels of clearing and
an overlapping range of predictions at high levels of clearing for this set of rc. MaxEnt results
are from the exact equations that are the analogs to eq. 6 (Harte et al., 2008). 



If the necessary criteria for the approximations in eqs. 3 and 4 are
not met, a more complicated but still tractable equation results. In ei-
ther case, the expression for the survival probability can be arranged
into the form of the Thomas et al. expression, eq. 1, but with z now an
explicit function of n0 and β. Limited knowledge of n0 and the critical
value rc for many species may make this method difficult to apply, al-
though eq. 2, rewritten as P(n > 0) = 1 – P(n = 0) = 1 – c, where c
represents true absences in a gridded presence-absence map at any ar-
bitrary resolution, provides a method for estimating n0 for any species
based on presence-absence data.

It may also be useful for ecologists to seek new methods, not nec-
essarily involving the traditional combination of climate envelopes
and SAR analysis, to develop more insight into future species losses.
There may be an opportunity to combine existing insights from stud-
ies of interannual climate and population variability, from observa-
tions along climate transects, from warming experiments, and from
paleoclimatic analyses of species compositional changes.

Conclusions

Whether or not we can improve our ability to forecast the magni-
tude of impending species losses, one generalization from available
 knowledge seems robust. All estimates using available methods point
to a huge impending extinction episode from unmitigated anthro-
pogenic climate warming and suggest that the uncertainty in these
methods is likely to underestimate the extent of extinctions in the
coming centuries. The data suggest that life on Earth, as we have
known it, is going to change dramatically over the coming century.

After years of investigation and debate, the academic and public
discussion on climate change has begun to move beyond whether cli-
mate change is occurring and on to how to stop it or adapt to it. We ar-
gue that the same approach is now warranted for the biodiversity crisis.
Making further incremental gains in our ability to predict the magni-
tude of coming extinctions should not slow our efforts to respond with
appropriate policies on the basis of the information we now have in
hand. We urge our colleagues to begin to move beyond asking whether
we are in the midst of the next great mass extinction and focus more at-
tention on how to reduce species losses by mitigating global warming
and reducing other anthropogenic threats to  species. 
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Having examined the results of the 2004 research and refined it in
light of more recent research in the first two parts of this book, we are
now ready to begin a more multidisciplinary exploration of extinction
risk from climate change. We start with the present. What extinctions
have been recorded in response to the nearly half century of climate
change that the world has already experienced?

Sarah McMenamin and Peter Glynn explore this question for the
terrestrial and marine realms, respectively, in the first two chapters of
this part. Both find that contemporary extinctions from climate
change may be controversial, both because climate change is contro-
versial, but also because it is difficult to establish extinction and causal-
ity without the benefit of long-term historical perspective. This diffi-
culty in establishing contemporary extinctions adds to the difficulty of
assessing extinction risk from climate change. The relatively few ex-
tinctions that have been observed thus far may indicate that long lag
times are involved in extinctions from climate change, that extinctions
are difficult to identify given our still limited information about most
taxa on the planet, or that modeling techniques overestimate extinc-
tion risk.

In the final chapter of this part, Eric Post and Jedediah Brodie look
at the region of the world that has experienced the most physical
change due to climate change thus far—the polar regions. One might
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expect that the high levels of physical change in this part of the world
would have led to extinctions from climate change, or at least down-
ward trends in demography that might easily be expected to lead to ex-
tinction. Post and Brodie find some support for this expectation, but
the view is not as straightforward and simple as one might expect.
Change in Antarctica is more complex than change over the northern
polar oceans, and even in the north, some species, such as polar bears,
show both increasing and decreasing populations. The contemporary
record tells us that answers about extinction risk from climate change
will not be simple. Some positive policy responses are emerging, such
as listing the polar bear as threatened under the US Endangered Spe-
cies Act. The current policy challenge is arriving at appropriate re-
sponses to extinction events that may be decades in the future, and not
waiting to act until the problem is unresolvable.

88 c u r r e n t e x t i n c t i o n s



Chapter 6

First Extinctions on Land

Sarah K. McMenamin and Lee Hannah
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The golden toad (Bufo periglenes) disappeared from Costa Rica in
1989 and became the first terrestrial extinction to be linked to climate
change. Like the first marine extinction attributed to climate change
(see chapter 7), the extinction of the golden toad was linked to El
Niño events. The marine extinction is irrefutably linked to coral
bleaching, but the causes of the golden toad extinction are far more
controversial. Golden toad sightings have been reported in Guatemala
since the 1980s, but these sightings have never been confirmed. Al-
though there is some hope that residual populations still survive, Bufo
periglenes is currently listed as extinct in the International Union for
Conservation of Nature (IUCN) Red List, and the cause of the extinc-
tion is hotly debated.

In this chapter, we review the evidence that climate change was in-
deed the critical causal factor in the golden toad extinction. We detail
several ongoing debates about climate change causality and examine
several other amphibian extinctions that have followed a pattern simi-
lar to that of the golden toad. Finally, the chapter concludes with an
exploration of the lessons of the golden toad and some of the consid-
erations in attributing other contemporary extinctions to climate
change and its associated effects.
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DOI 10.5822/978-1-61091-182-5_6, © 2012 Island Press

, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change



Catastrophe in Monteverde

In the early 1980s, a young researcher named Alan Pounds went to the
Monteverde cloud forest of Costa Rica to study tropical herpetofauna
populations. Among the most charismatic of the Monteverde lizards
and frogs was the golden toad, a bright orange frog with an enigmatic
life history. Golden toads were featured on tourism posters and con-
servation brochures for Costa Rica, but little was known of their biol-
ogy. They were believed to spend much of their lives underground,
emerging for spectacular (and photogenic) annual mass breedings.

As Pounds’s field studies continued, he watched the lizard and
frog populations of Monteverde crash catastrophically. In 1987 the
spectacular breeding aggregation of the golden toad suddenly ceased.
A single individual was observed in each of the following two years,
and after 1989, researchers never encountered another golden toad at
Montverde. After a decade of fruitless searching, in 2004 the species
was pronounced extinct on the IUCN Red List.

Pounds knew that there must be a common environmental factor
driving these profound biological changes and was determined to
identify the culprit. He and colleague Martha Crump noted that the
extinctions of the golden toad and the harlequin frog (Atelopus varius)
had occurred immediately following several warm, dry years caused by
the El Niño Southern Oscillation (Pounds and Crump, 1994). Fur-
ther analysis showed that unusually dry years in 1983 (the previous El
Niño event), 1987, 1994, and 1998 were all associated with demon-
strable changes in reptile, amphibian, and bird populations. Reptile
and amphibian populations crashed in the dry years, while bird species
inhabiting lowlands moved up in elevation. During these years, more
than a dozen lowland bird species were newly observed at 1,500 me-
ters (4,921 feet), and bird species previously abundant at 1,500 meters
were crowded out by these new arrivals. The declines in midelevation
birds, lizards, and frogs were all associated with declines in mist fre-
quency in the dry years. Mist frequency declined for extended periods
during these years, causing dramatic changes in ecological conditions
and favoring some species (e.g., premontane birds) while harming
others (midelevation birds, lizards, and frogs). Pounds published this
data linking climate fluctuations with the extinctions, declines, and de-
mographic changes of Monteverde in Nature (Pounds et al., 1999).
During the same year, Chris Still, Pru Foster, and Steve Schneider
used mathematical simulations to show that climate trends associated
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with human-induced climate change could lead to elevated cloud
bases and drying in cloud forests such as Monteverde (Still et al.,
1999). Together, these studies contributed robust evidence that the
first extinction linked to climate change had occurred.

An Amphibian Pandemic

Still, Pounds knew that the story was not complete and hypothesized
that climate may have enhanced a proximate cause of the declines,
speculating that the proximate cause may have been infectious disease
(Pounds et al., 2006; Pounds and Crump, 1994). A proximate factor
was indeed identified, and researchers realized that a fungal skin dis-
ease, chytridiomycosis, had caused the extinction of the golden toad
and was now ravaging amphibian populations worldwide (Berger
et al., 1998; Rachowicz et al., 2006). Pounds updated his original
climate-linked extinction hypothesis to include this pathogen, theoriz-
ing that climate interacted with the epidemiology of chytridiomycosis
to enhance the spread and lethality of the infection. He believed that
climate conditions acted as the causal factor allowing chytridomycosis
to destroy amphibian populations, while climate was directly damag-
ing to other herpetofaunal populations, including anoline lizards,
which were not susceptible to chytridiomycosis but had also crashed
during warm periods.

Amphibian populations continued to decline catastrophically
throughout Latin America, with Atelopus frogs especially devastated
by chytridiomycosis. Within two decades, nearly 70 percent of more
than one hundred species in the genus had been annihilated. With
this newly enlarged data set, Pounds and a large team of collabora-
tors linked many of the extinctions to dry periods (Pounds et al.,
2006; see fig. 6-1). They demonstrated that most extinct Atelopus
species were last observed immediately before significant dry periods,
and that dry periods were highly correlated with large numbers of
chytridiomycosis-linked extinctions. In a stroke, this paper increased
the number of extinctions attributed to climate change from a single
disappearance to dozens of extinctions.

Chytridiomycosis is caused by the pathogenic chytrid fungus Ba-
trachochytrium dendrobatidis (Bd), and is now unequivocally the largest
proximate cause of the current global amphibian extinction crisis
(Skerratt et al., 2007; Lips et al., 2006). Hundreds of frog extinctions



have been attributed to Bd infection, and each year more papers and
reports demonstrate the destructive global presence of the fungus.
More than two hundred papers were published during 2010 alone
confirming the distribution and deadly effects of Bd, which is now
present on every inhabited continent.

A link between warmer temperatures and chytridiomycosis lethal-
ity is immediately counterintuitive, because warm temperatures actu-
ally kill Bd fungus. Growing in vitro in laboratory conditions, Bd fun-
gus is found to flourish at 23 degrees Celsius and dies when exposed
to warmer temperatures above 30 degrees Celsius (Longcore et al.,
1999; Piotrowski et al., 2004). Amphibians infected with Bd actively
increase their body temperatures to ward off the disease (Richards-
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Figure 6-1. Number of new world Atelopus species observed for the last time ver-
sus air temperature. The number of species observed for the last time (solid line)
is plotted with the annual deviation in air temperatures (AT) above a long-term
normal. Atelopus extinctions coincided with warm, dry periods, perhaps because
these promote conditions in which Atelopus are unable to thermally regulate to
minimize virulence of chytridiomycosis infection. From Pounds 2006.



Zawacki, 2009), and some studies indicate that Bd mortalities are
highest during cold seasons and in the coolest areas of distribution
(Berger et al., 1998; Lips, 1999; Bradley et al., 2002). A recent study
tested the lethality of Bd infection under different controlled condi-
tions and found that infected frogs actually lived significantly longer at
23 degrees Celsius than at 17 degrees Celsius (Bustamante, 2010).

Pounds and colleagues explained this apparent inconsistency with
the chytrid-thermal-optimum hypothesis, which posited that environ-
mental changes associated with warming primed amphibian popula-
tions for infection and enhanced the growth of the fungus. Changes in
tropical cloud cover generate warmer nights and cooler days, possibly
shifting conditions toward those favored by Bd. During Bd infection,
amphibians actively seek warm microhabitats to increase body temper-
ature (Richards-Zawacki, 2009). If a lifting cloud base and increased
cloud cover destroy warm refugia, Pounds reasoned that this behav-
ioral fever response might be curtailed. Further, the general physiolog-
ical stress of warmer, drier, and less misty conditions might broadly
predispose amphibians to illness. Indeed, frogs infected with Bd can
live for years and show little mortality (Murray et al., 2009), and envi-
ronmental conditions may cause the disease to become lethal. Climate
change and its associated effects may well serve as the trigger allowing
Bd to eradicate entire amphibian populations.

Chytrid-Climate Controversy

Publication of the hypothesis linking Bd extinctions and climate
change generated immediate and intense controversy (Alford et al.,
2007; Lips et al., 2008; Di Rosa et al., 2007). Karen Lips and col-
leagues rejected the chytrid-thermal-optimum hypothesis, explaining
the timing of Central and South American Atelopus extinctions
through the simple spatiotemporal propagation of the disease itself
(Lips et al., 2008). Analyses of declines in other geographic areas sim-
ilarly show little correlation with interannual climate or regional tem-
perature variation (Retallick et al., 2004; Kriger, 2009; Walker et al.,
2010). Other studies argue that although the Central and South
American population crashes were indeed correlated with climate fluc-
tuation, the correlation is a statistical coincidence and causation can-
not be confidently assigned (Rohr et al., 2008).
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Still other researchers assert that the climatic changes Pounds ob-
served may be due to deforestation (Lawton et al., 2001) or were
merely effects of El Niño (Anchukaitis and Evans, 2010), rather than
being caused by anthropogenic climate warming, as Pounds initially
suggested. Whatever the causes of the actual climatic variation, numer-
ous statistical analyses link amphibian declines with climate fluctua-
tions. Although causation remains unclear, Bd outbreaks have been
correlated with periods of unusually warm temperature in Venezuela
(Lampo et al., 2006), as well as Australia (Laurance, 2008; Drew et
al., 2006), Spain (Bosch et al., 2007), and Italy (Di Rosa et al., 2007).
Pounds and others maintain that the spatiotemporal-epidemic-spread
hypothesis is insufficient to explain patterns of Bd outbreaks, and in-
voke climate as a significant factor in Bd-linked extinctions (Pounds et
al., 2007; Rohr et al., 2010 ).

Nonetheless, this circumstantial evidence leaves room for much
debate and thus far allows only speculation into potential mechanisms
by which climate conditions might allow Bd to become lethal. At-
tempts to determine whether the spread of Bd is influenced by climate,
and indeed whether amphibian declines in general are enhanced by cli-
mate, are confounded by the unequivocal fact that the earth is warm-
ing at the same time that amphibian declines and extinctions are inten-
sifying worldwide. Because these two trends are temporally correlated,
causation can be extraordinarily difficult to assign (Rohr et al., 2008).
The chytrid-thermal-optimum hypothesis has been vigorously de-
bated, and rebuttals, defenses, and new evidence on either side of the
controversy go to press every year. Two decades after the first recent
amphibian extinctions occurred, we are still debating the factors that
contributed to the first of what proved to be a devastating onslaught
of amphibian eradication.

Population-Level Extinctions

The scientific community is still deciding whether amphibian chytrid-
iomycosis extinctions were indeed due in part to anthropogenic cli-
mate change. In the meantime, groups other than amphibians are
clearly threatened by warming, both by the proximate effects of rising
temperature and the secondary effects of climate and environmental
change. Scientists are observing numerous population-level extinc-
tions attributed to the effects of climate change. Lifting cloud bases
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over rain forest areas and cloud cover changes similar to those in Costa
Rica have occurred in the Australian North Queensland forest and di-
rectly threaten endemic biodiversity. Rising temperatures have dissi-
pated low-lying fog, causing changes that will potentially exterminate
more than fifty endemic vertebrates (Williams, 2003; Shoo et al.,
2005). The record high temperatures during the summer of 2005
were devastating to the lemuroid ringtail possum (Hemibelideus lemur-
oids). This arboreal species relies on precipitation and collection of wa-
ter in the canopy for hydration and is extremely sensitive to increases
in temperature, and although it is too soon to declare the species en-
tirely extinct, it is clear from recent surveys that the population has
been severely harmed.

Climate modification has had a major impact on the timing of sea-
sonal changes, with spring temperatures arriving earlier in the year.
Phenological transitions for terrestrial species are triggered by envi-
ronmental cues, and when cues become decoupled (i.e., daylight
hours are not consistent with temperature signals), transitions may be
inappropriately expressed and interdependent populations can fall out
of sync. This phenomenon has been observed in invertebrates, and de-
coupling between butterflies and seasonal precipitation caused the ex-
tirpation of several populations of Euphydryas editha bayensis when
emergence of preferred food plants failed (McLaughlin et al., 2002).
Changes in phenology have also resulted in population-level declines
in several avian species, including the great tit (Parus major). Earlier
maturation of juveniles now occurs at a period of the year that no
longer corresponds to seasonal periods that provide sufficient food re-
sources, and populations are suffering as a result (Both et al., 2006;
Sanz, 2002; Visser et al., 1998).

Climate changes can decouple other species relationships as well.
Historically, populations of bark beetles (Scolytidae) were limited in
their geographic range by temperature. In the last decade, warming
trends have allowed populations of bark beetles to move up in eleva-
tion and north in range, and warmer winters allow them to complete
multiple life cycles in a single season. Released from these environ-
mental checks, the beetles are now destroying vast areas of Rocky
Mountain pine forest. Due to the unchecked growth of the pest, hun-
dreds of millions of lodgepole pines and thousands of square kilome-
ters of high-elevation five-needle pines such as the whitebark pine (Pi-
nus albicaulis) have been damaged and destroyed (Bale et al., 2002;
Logan et al., 2003; Raffa et al., 2008). Temperature changes at high
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elevations have harmed mammalian populations as well. Pika and mar-
mot extirpations in the Rockies are attributed to rising temperatures
exceeding thermal tolerances of these high-elevation mammals (Par-
mesan, 2006).

In Mexico, warming has led to the extinction of lizard populations
(Sinervo et al., 2010). These population extinctions have been linked
to climate change by models that demonstrate that populations are
lost where thermal optima for foraging disappear. Sinervo et al.
(2010) have used these same models to project global extinctions in
lizards that are on the same order of magnitude as those estimated by
Thomas et al. (2004).

Conclusions

The warming of the last century has produced far-reaching impacts on
the world’s biota, apparent on every continent, at every trophic level,
and in most major taxonomic groups (Ceballos and Ehrlich, 2002;
Parmesan and Yohe, 2003; Thomas et al., 2004; Parmesan, 2006).
Climate-induced environmental changes precipitate complex ecosys-
tem effects, disrupting the timing of life events, perturbing equilibria
with pathogens, and destroying microhabitats that served as refugia.
Climate is linked to population-level declines and extirpations in ter-
restrial mammals, birds, invertebrates, and forest conifers, and likely
contributed to the species-level extinction of about eighty tropical am-
phibians in Central and South America.

Nonetheless, considering the myriad ways in which climate can
disrupt biological systems and the 0.74 degree Celsius mean rise in
global temperatures during the last century (IPCC, 2007), we might
have anticipated more extinctions to be unequivocally attributable to
the documented changes in climate. Several factors may account for
this lack of attribution. First, because climate is often merely one of
numerous interacting factors contributing to the decline of a species, it
can be difficult to explicitly link extinctions to warming (Singer and
Parmesan, 2010). Most of the decline mechanisms we have presented
involve secondary changes in abiotic conditions (i.e., cloud cover, pre-
cipitation), organismal behavior (e.g., migration, phenology, defen-
sive behavior), and crucial interactions among numerous species.
These changes frequently involve the breakdown of complex ecologi-
cal relationships that may be difficult to characterize or quantify. Evi-
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dence for climate linkage is situational or observational, and thus attri-
butions are sometimes highly controversial in the scientific commu-
nity. Second, many extinctions are likely to be under way in species
that have yet to be discovered (Smith et al., 1993; Stork, 1993). This
sobering scenario is especially likely in tropical regions, where in par-
ticular dozens of amphibian species are disappearing before they are
ever described (Wake and Vredenburg, 2008). Third, many of the eas-
ily characterized species that were most vulnerable to warming may
have already succumbed to warming-related extinction during the
Quaternary megafaunal extinction (see chapter 11, this volume).

Global temperature will increase between 2 and 4 degrees Celsius
in the coming century (IPCC, 2007), making Earth’s climate warmer
than it has been in 3 million years, and thus warmer than most terres-
trial vertebrate species have experienced in the time since they evolved
(Hadly and Barnosky, 2009). Scientists have documented signs of se-
vere climate-related distress in contemporary populations, and we are
witnessing the first bellwether species falling to warming. In the ab-
sence of mitigation policies, climate change will continue to interact
with other environmental stressors to break down ecological relation-
ships, push species toward extinction, and drive us to a climatically
novel and biologically impoverished Earth.
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Global Warming and Widespread Coral
Mortality: Evidence of First Coral

Reef Extinctions

Peter W. Glynn
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Coral reefs cover 255,000 square kilometers of the earth’s surface
(Spalding and Grenfell, 1997) and likely harbor more than a million
species globally, perhaps as many as 3 million (Reaka-Kudla, 1997;
Small et al., 1998). Coral reefs benefit humankind in numerous ways.
They provide ecosystem services and advantages to tropical human
communities, including coastal protection, nurseries and sources of
nutrition for fisheries, tourism, and great stores of genetic material
and species (biodiversity). In addition, a less tangible benefit relates to
the esthetics of coral reefs—the sheer beauty and wonders of these di-
verse ecosystems offer inspiration to lay persons and scientific investi-
gators alike.

Human-induced climate change is warming sea surface waters,
causing coral bleaching and widespread coral mortality. Bleaching oc-
curs when corals expel the symbiotic algae that live within their cells.
Most reef-building or zooxanthellate corals (i.e., cnidarians engaged
in an obligate symbiotic relationship with photoautotrophic dinoflag-
ellates in the genus Symbiodinium) occupy habitats whose temperature
conditions are perilously close to their upper thermal tolerance limits
(Coles and Brown, 2003; Jokiel and Brown, 2004; McWilliams et al.,
2005; Hoegh-Guldberg et al., 2007). A slight elevation in tempera-
ture (1 to 1.5 degrees Celsius above the climatological thermal mean),
often in combination with increased duration, can cause coral bleach-
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ing and mortality. When corals die and reef structures are eroded,
many of the species taking shelter in reefs also disappear. Coral bleach-
ing episodes are rapidly increasing around the world, and have led to
widespread coral mortality in all oceans, especially after severe El Niño
events.

Coral reefs are therefore the marine ecosystem in which extinc-
tions due to climate change might first be expected. This chapter ex-
plores the evidence for first climate change–linked reef extinctions. In
addition to the various difficulties in documenting extinctions in ter-
restrial ecosystems, validating marine extinctions on coral reefs has
been hampered by (i) a meager research effort directed toward reefs
until only the past few decades, and (ii) the difficulty in locating and
monitoring subtidal populations. Here, examples of severe declines
and purported extinctions of reef-building coral species are examined
first, followed by reef-associated invertebrates. These results show
widespread losses of coral species, resulting in local and regional ex-
tinctions. Loss of one species after a particularly severe El Niño event
was initially interpreted as a global extinction, but subsequent discov-
eries have led to it being reclassed as a regional extinction. It is be-
lieved that no global coral extinctions have yet occurred due to climate
change, but the observed local and regional extinctions following coral
bleaching events indicate that global extinctions may be expected in
the future if climate change isn’t constrained.

First Apparent Extinction and Rediscovery

The first surveys of the Uva Island coral reef on the Pacific coast of
Panamá in March 1970 resulted in an exhilarating and exceptional dis-
covery. Numerous large colonies of a hydrocoral (Millepora) species,
never before reported from the eastern Pacific region, were found in-
habiting a broad expanse of the Uva Island reef flat. Continuing sur-
veys of deeper reef zones, the forereef slope and reef base, revealed two
additional species of Millepora (Glynn, 1972; Glynn et al., 1972;
Porter, 1972). The disappearances of these three species in the after-
math of the severe 1982–83 El Niño mortality event are among the
best documented regional extinctions of corals. These zooxanthellate
species were Millepora intricata (fig. 7-1A), Millepora platyphylla, and a
recently described species, Millepora boschmai (fig. 7-1B), all narrowly
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restricted to the Gulf of Chiriquí in the tropical Panamic Pacific
Province.

When first observed in Panamá in 1970, M. boschmai was consid-
ered a possible new species; this was verified from material sent to the
hydrocoral systematist Hilbrandt Boschma at the Leiden Museum in
the Netherlands. Boschma died before describing the new species. To
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Figure 7-1. Hydrocoral species severely affected during the 1982–83 El Niño-
Southern Oscillation bleaching event in Panamá, Gulf of Chiriquí, eastern tropical
Pacific. (A) Millepora intricata experienced a temporary (3–4 year) decline, disap-
pearing entirely from shallow reef zones. Secas Islands reef, 4 meters (13 feet)
depth, March 18, 1990. (B) Millepora boschmai, now likely regionally extinct.
Lazarus Cove, Uva Island, 6 meters (20 feet) depth, February 22, 1992. Photo-
graph (B) courtesy of J. S. Feingold.



avoid a “centinelan extinction,” or the loss of a species before it is
known to science (Wilson, 1992), a concerted effort was undertaken
to search for Millepora spp. over their former ranges. After not finding
live colonies of M. platyphylla or M. boschmai after extensive surveys
over an 8-year period (1983–1990), with a total search effort of 204
diver hours, it was concluded that these two species experienced re-
gional and global extinctions, respectively.

Only 7 months after the publication of the extinction of M.
boschmai (Glynn and de Weerdt, 1991), five live colonies were discov-
ered at a cove on the north shore of Uva Island, Gulf of Chiriquí
(Glynn and Feingold, 1992). Based on the sizes of these recently dis-
covered colonies, and their estimated growth rates, it is probable that
they recruited to this site after 1983. A total of eight live colonies of
M. boschmai were found at Uva and Coiba Islands, but have not been
seen alive since the last surveys at these sites in 2007 and 2001, respec-
tively (Brenes et al., 1993; Maté, 2003).

A second surprising rediscovery occurred when Razak and Hoek-
sema (2003) recognized M. boschmai in collections from Indonesia,
based on skeletal morphological characters. The occurrence of five
colonies at south Sulawesi and Sumba, ~17,600 kilometers (10,900
miles) west of Panamá, indicates that M. boschmai can no longer be
considered an eastern Pacific endemic.

The fates of the other eastern Pacific hydrocorals discovered in
1970 are mixed. M. platyphylla has not been seen alive in the eastern
Pacific since 1983 (i.e., for 28 years). M. intricata was again abundant
in shallow reef zones at Uva Island and other reefs 14 years after the
1982–83 mortality event. Living populations were present in deeper
water (12–25 meters [39–82 feet]) at several reef sites after 1983, and
it is likely these served as source populations for re-establishment in
shallow reef zones (Glynn et al., 2001). All of the shallow reef popula-
tions of M. intricata that had recovered since 1983 again bleached and
died during the 1997–98 El Niño event. As in 1983, deeper popula-
tions at 12–20 meters (39–66 feet) depth did not bleach or experience
any marked increase in mortality. Shallow reef areas again were colo-
nized by M. intricata (~ 2 centimeter [1 inch]-high colonies) at two
sites as early as 2000, and by 2002, several colonies (one 21 centime-
ters [8 inches] in height) were present at 2–3 meters (7–10 feet) deep.

In summary, M. boschmai and M. platyphylla are best considered re-
gionally extinct species because they both are known to occur else-
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where in the Indo-Pacific region. M. intricata is also a wide-ranging
Indo-Pacific species that is confined to a single gulf (Gulf of Chiriquí,
Panamá) in the eastern Pacific. Because it is capable of repopulating
shallow reefs from deepwater refuges following El Niño disturbances,
it is not at present considered regionally or globally endangered.

Observed Declines in Other Corals and Associated
Reef Species

Four scleractinian coral species experienced extreme reductions in
population size in the eastern Pacific as a consequence of the 1982–83
El Niño bleaching event (Glynn, 1997). These species and their re-
spective localities were Pocillopora capitata, Costa Rica; Porites pana-
mensis, Costa Rica; Psammocora stellata, Panamá and Galápagos Is-
lands; Gardineroseris planulata, Costa Rica and Galápagos Islands. In
addition, two species (Acropora valida and Porites rus) disappeared
from the eastern Pacific during the same period or slightly later, but
the cause(s) of their extirpations is less certain. Since these species
were discovered only in 1983, it is unclear what their status was prior
to the El Niño event or why they disappeared. Acropora valida was dis-
covered in 1983 at Gorgona Island, Colombia (Zapata and Vargas-
Ángel, 2003), and Porites rus in 1983 at Samaná, Costa Rica (Cortés
and Jiménez, 2003). Because these species range widely throughout
the Indo-Pacific, their losses from the eastern Pacific represented re-
gional extinctions.

The only two western Atlantic acroporid species, Acropora palmata
and Acropora cervicornis, have undergone major regionwide declines
since the early 1980s. These losses are primarily a result of disease-
related mortality, elevated temperature-induced bleaching, and physi-
cal damage from hurricanes. Based on observed high rates of popula-
tion decline through their ranges, the National Marine Fisheries
Service of the National Oceanographic and Atmospheric Administra-
tion listed these acroporids as “threatened” species in 2006 under the
Endangered Species Act (Acropora Biological Review Team, 2005).
More recently, since early 2000, both Acropora species have shown
signs of recovering at several Caribbean localities, in the Bahamas,
along southeastern Florida, and at the Flower Gardens site in the Gulf
of Mexico (Vargas-Ángel et al., 2003; Precht and Aronson, 2006).
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Whether these will serve as source populations to ensure survival of
these species and eventually renewed reef framework construction
over the wider Caribbean remains uncertain.

Among reef-associated invertebrates, the three mollusc (Stiliger
vossi, Hippopus hippopus, and Tridacna gigas) and single sea urchin (Trip-
neustes gratilla) species listed by Dulvy et al. (2003) represent severe
population reductions that could result in local extinctions. It is diffi-
cult to judge the status of Stiliger vossi, a minute (ca. 1 millimeter in
length) ascoglossan described in 1960. Clark (1994) noted that it is a
very rare species, but long-term monitoring at its type locality has not
been performed. The two tridacnid giant clams, Hippopus hippopus and
Tridacna gigas, were overfished and may best be regarded as local,
commercial extinctions. Tripneustes gratilla, a sea urchin harvested for
its gonads at Bolinao in the Philippines, experienced severe declines in
the 1990s, but has since demonstrated a degree of recovery from
grow-out culture efforts and management intervention (Juinio-Meñez
et al., 2008). Diadema antillarum population declines during the early
1980s were regionwide in the Caribbean, Bahamas, and Gulf of Mex-
ico, but the species has experienced recovery in Jamaica (Edmunds and
Carpenter, 2001) and some other areas of the western Atlantic during
the past decade.

Functional Extinctions

Although there is no evidence of global extinction in individual coral
reef species, many reefs are experiencing functional extinctions. Func-
tional extinctions refer to reductions in species populations that lead
to important changes in their ecological roles, with cascading effects
on community structure and/or function. The degradation of coral
reef frameworks due to bleaching is leading to marked declines in
topographic complexity. This loss of structure has caused at least two
levels of functional extinctions: loss of essential habitats for coral-
dependent animals, and changes in the physical structure of reef for-
mations (Williams et al., 1999; Alvarez-Filip et al., 2009).

Thus, coral reefs have experienced four of the five types of extinc-
tions that have been recognized in the marine environment (Carlton
et al., 1999)—local, regional, functional, and commercial. The fourth
type, commercial extinction, occurs when a commercially exploited
species no longer provides profitable yields. If continued overexploita-
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tion of reef-associated species results in additional commercial extinc-
tions, an increase in functional extinctions can be expected. Coupled
with increasing climate change stressors, future coral reef extinctions
would likely lead to coral reef ecosystem dysfunction.

What Is at Stake

Coral reefs support the highest concentration of phyla of all ecosys-
tems on planet Earth. Of the thirty-three presently recognized animal
phyla, no fewer than thirty-one contain species associated with coral
reefs (table 7-1). Many thousands of described species belong to the
ten prominent reef phyla listed. All phyla with reef-associated species
contain numerous cryptic and symbiotic members that reside within
different kinds of reef cavities or with living host organisms, respec-
tively. This concealed fauna is phyletically rich and speciose, contribut-
ing significantly to the biodiversity and ecological function of coral
reefs. The remaining animal taxa, many of which are visible, occur in
open surface and water column habitats (plankton, nekton).

Species contributing to reef-building—that is, construction of reef
frameworks, structural integrity, consolidation, and calcification—be-
long to the phyla Porifera, Cnidaria, Annelida, Mollusca, Ectoprocta,
Echinodermata, and Chordata. Equally important are invertebrates
engaged in destructive reef processes such as corallivory and bioero-
sion, the consumption of tissues or the erosion of skeletons of reef-
building organisms, respectively. Phyla with species involved in these
activities are the Porifera, Platyhelminthes, Sipuncula, Annelida, Ar-
thropoda, Mollusca, and Echinodermata.

Projected Trends, Hope, and Despair

Based on contemporary responses of reef communities to sea warm-
ing episodes, some hypotheses of the fate of coral reef ecosystems into
the next century are suggested. There are uncertainties attendant to
such predictions, especially considering the wide range of projected
values of the critical climate change variables (Kleypas, 2007). For ex-
ample, under low-emission (B1) and high-emission (A2) scenarios,
mean global temperature rise is projected to increase by 1.8 degrees
Celsius and 3.4 degrees Celsius, respectively, by the end of this century
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(IPCC, 2007). Temperature increases in the tropics during past inter-
glacial periods are thought to have been within this range. Although
reef-building corals survived the elevated temperatures associated with
past glacial to interglacial transitions, the magnitude and rate of in-
crease are expected to be greater this century. If true, such a warm-
ing event would exceed the tolerance limits of those species that do
not have the capacity to acclimate or adapt to these changes (Hoegh-
Guldberg et al., 2007; Baker et al., 2008). In addition, atmospheric
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Table 7-1. Ten of thirty-one major animal phyla whose members
contribute to the community composition of coral reefs.

Number of
Described

Phylum1 Species Ecological Functions2

Porifera—sponges 5,500 reef building (m)3, consolida-
tion, erosion

Cnidaria—coelenterates 9,795 reef building (s)3,
consolidation

Platyhelminthes—flat worms 15,000 corallivores
Nemata—round worms 12,000 n/a2

Annelida—segmented worms 12,148 reef building (m)3, consolida-
tion, corallivores, erosion

Arthropoda—arthropods 47,217 corallivores, erosion
Mollusca—molluscs 52,525 reef building (m)3, consolida-

tion, corallivores, erosion
Ectoprocta—moss animals 5,700 reef building (w)3,

consolidation
Echinodermata—echinoderms 7,000 reef building (w)3, coralli-

vores, erosion
Chordata—chordates 4,932 reef building (w)3, coralli-

vores, erosion
Miscellaneous (n = 21) (comb

jellies, ribbon worms, inter
alia)4 4,561 Functions phylum-dependent

1An additional twenty-one phyla listed under “Miscellaneous” contain several members that
are also closely associated with coral reefs (see Glynn, 2011 for more information on these
taxa). Noted for each phylum is the known number of global marine species (after Bouchet,
2006). The actual number present on reefs is likely an order of magnitude higher.
2Principal ecological roles of respective species in terms of direct effects on reef growth, per-
sistence, and decline.
3Reef-building potential of some member species: (s) strong, (m) moderate, (w) weak
4Dominantly indirect effects



carbon dioxide concentration alone, with projected values of 555–825
parts per million volume, would lead to ocean acidification and re-
duced calcification in coral reef ecosytems.

Under such conditions the survival of reef-building corals, the es-
sential architects of coral reef structures, is at risk. Their survival and
condition will determine the continued presence or demise of the mul-
titude of associated coral reef metazoans that live as integral members
of reef ecosystems. The risk of these functional and global extinctions
may be moderated by resistance and resilience, as well as by the possi-
ble survival of corals inhabiting refugia (benign environments) that
could repopulate affected reef areas.

Resistance and Resilience in Reef-Building Corals

Certain coral genera, especially those with species exhibiting non-
branching colony morphologies, have been observed to survive severe
bleaching events (table 7-2). Coles and Brown (2003) and Baird et al.
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Table 7-2. Some of the generally hardy coral genera that often
contribute importantly to reef building and postbleaching recovery,
listed by family and with the authors who offered evidence for
resistance or resilience.

Family Genera Authority

Acroporidae Astreopora McClanahan, 2000
Agariciidae Pavona Hueerkamp et al., 2001; McClanahan et al.,

2004
Oculinidae Galaxea McClanahan et al., 2004
Siderastreidae Siderastrea Gates and Edmunds, 1999
Faviidae Cyphastrea McClanahan et al., 2004

Diploastrea Schuhmacher et al., 2005
Favia Loya et al., 2001; LaJeunesse et al., 2003
Favites Loya et al., 2001; LaJeunesse et al., 2003
Goniastrea Loya et al., 2001; Brown et al., 2002
Leptastrea Loya et al., 2001; LaJeunesse et al., 2003
Platygyra Loya et al., 2001; LaJeunesse et al., 2003

Poritidae Porites Hoegh-Guldberg and Salvat, 1995; Gates and
Edmunds, 1999; Hueerkamp et al., 2001;
Loya et al., 2001

Goniopora McClanahan et al., 2004



(2009) have offered reviews of the known and potentially effective
physiological mechanisms that could play a role in the acclimatization
and adaptation of coral animals to elevated temperature and irradiance
stress. Some coral hosts can minimize stressful solar radiation flux to
their symbionts by producing fluorescent pigments and sequestering
mycosporine-like amino acids. Fluorescent pigments have been shown
to absorb, scatter, and dissipate high-energy radiation, thus reducing
photodamage. Mycosporine-like amino acids also absorb and dissi-
pate ultraviolet energy, thus limiting the formation of toxic intermedi-
ate by-products of photosynthesis. Two additional mechanisms that
could reduce bleaching damage are antioxidant systems and heat
shock proteins, both observed in corals. Also, coral species that can
supplement their energy needs by heterotrophic feeding during stress-
ful periods have been shown to survive experimental bleaching better
than nonfeeding corals (Grottoli et al., 2006). Finally, Loya et al.
(2001) hypothesized that the survival of nonbranching corals during a
major bleaching event on Okinawa was related to (i) the possession of
thick tissues, and (ii) a colony morphology that facilitates a high mass
transfer of reactive oxygen species produced during photosynthesis.

The survival of brooding coral species, in contrast to broadcast-
spawning corals, in the Caribbean during the 1980s and 1990s, has
prompted some workers to consider the brooding reproductive mode
to be advantageous in a global warming scenario (Knowlton, 2001).
In the western Atlantic, brooding poritid, agariciid, and siderastreid
corals have demonstrated relatively high survivorship during distur-
bance events (Hughes, 1994; Aronson and Precht, 2001; Kikuchi et
al., 2003) and increasing relative abundances of poritids (Green et al.,
2008), but broadcast-spawning corals in the Montastraea complex
seem to have fared better than brooders in the US Virgin Islands
(Rogers et al., 2008). The broadcast-spawning eastern Pacific sclerac-
tinian coral fauna has survived multiple recent El Niño-Southern
Oscillation bleaching events (Glynn and Colley, 2008). It is prema-
ture to conclude which, if any, of these reproductive traits might be
advantageous.

Since the pioneering study of Rowan et al. (1997), who demon-
strated the existence of diverse, multicladal communities of zooxan-
thellae in the Caribbean Montastraea species complex and their differ-
ing sensitivities to increasing temperature and solar radiation, similar
responses have been observed in several additional coral species. Evi-
dence is mounting that the potential for different Symbiodinium vari-
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ants (e.g., based on the internal transcribed spacers 1 and 2 of a multi-
copy ribosomal gene family, ITS-1 and ITS-2 rDNA) to enhance the
physiological tolerance of at least some reef coral species to climate
change stressors may be effective into the next century, providing
greenhouse gas emissions are moderated (Baskett et al., 2009).

Refugia and Recovery

Some habitats with relatively benign environmental conditions (“refu-
gia”) provide a degree of protection to corals during major bleaching
events. Observations on coral survival and recovery in the Bahamas,
Caribbean, northern Red Sea, and southeastern Africa during the
1998 bleaching event demonstrated a strong correlation with local up-
welling and medium depth sites (Riegl and Piller, 2003). Based on an
analysis of sea surface temperature time series in Madagascar, Mc-
Clanahan et al. (2009) found a close relationship between the condi-
tion of coral communities and long-term trends in site-specific ther-
mal environments. Coral communities in northern Madagascar with
high coral cover and relatively high numbers of coral genera occurred
in thermally benign environments.

High coral survivorship on offshore banks, compared with insular
fringing reefs, was also monitored and modeled in the western Carib-
bean during the 1998 bleaching event (Riegl et al., 2008). The high
survivorship of Acropora cervicornis at offshore locations was attributed
to vigorous flushing of reef waters and reduced runoff. In the eastern
Pacific (Panamá), no coral bleaching was observed in an upwelling cen-
ter during 1998, but corals were severely affected in non-upwelling
areas during the height of the warming event (Glynn et al., 2001).

Deep-living zooxanthellate hydrocorals that experienced tidally
forced pulses of cool water also survived the 1998 bleaching event.
Broadcast spawning of Montastraea spp. between 33 meters and 45
meters (108 feet and 148 feet) depth at the Flower Garden Banks in
the Gulf of Mexico (Vize, 2006) demonstrates the reproductive viabil-
ity of mesophotic populations and the possibility that they could fig-
ure effectively in repopulating depleted shallow reef zones. The role
that deeper living corals will play in ameliorating the risk of extinction
will depend on their connectivity with shallow-occurring populations
and their ability to maintain relative resistance to mortality from re-
gional thermal extremes.
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Coral Community Structure and Reef Building

With the extirpation of thermally sensitive corals, coral community
diversity would decline both locally and regionally. It is also likely
that some of the 200+ species at an elevated risk of extinction could
become globally extinct (Carpenter et al., 2008). These would be
major impacts on already threatened corals. Carlton et al. (1999)
have argued that numerous reef species could already have become
extinct from nonclimate causes, based on theoretical estimations of
species extinctions from species richness and area relationships
(Reaka-Kudla, 1997). If global coral reefs support more than 1 mil-
lion species total (known and unknown), and if 5 percent of the
world’s reef area has been irreparably degraded, it is possible that a
loss of 50,000–60,000 species has already occurred. Species losses
would amount to 300,000–400,000 if 30 percent of global reefs
were destroyed by bleaching. In Wilkinson’s (2008) assessment of
reef condition, it is estimated that 19 percent of the world’s coral
reefs have been effectively destroyed and show no immediate pros-
pects of recovery. In addition, it is predicted that 35 percent of global
reefs are under risk of collapse due to the interaction of multiple fac-
tors, including climate change, during the next 20–40 years.

Conclusions

Coral bleaching and mortality caused by episodes of elevated sea tem-
perature have resulted in local, regional, functional, and commercial
extinctions, but no documented global extinctions. In the near future
although reef survival in some state may be possible, it is likely that
the structure and function of coral reef ecosystems would differ sub-
stantially from those of today. In a worst-case scenario, if coral reef–
bleaching disturbances become more severe and remain in a chronic
state, it is probable that several coral species will become globally ex-
tinct by the end of the century. With the demise of many corals, we
could expect the loss of tens of thousands of known and unknown
coral associates. Remaining metazoan corallivores and bioeroders
would continue to deplete coral populations and erode reef structures.
These are not encouraging prospects, but unfortunately remain
squarely within the realm of possibilities.
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Chapter 8

Extinction Risk at High Latitudes

Eric Post and Jedediah Brodie
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Of the abiotic changes associated with the current phase of warming
occurring on Earth, the loss of sea ice, snow cover, and glaciers are
among the most apparent, rapid, and potentially ecologically devastat-
ing. These physical effects make polar regions the most likely places to
experience first extinctions due to climate change. Have extinctions al-
ready been recorded in high latitude species, or do population trends
suggest that extinctions are imminent? This chapter answers these
questions.

Since 1979, the annual extent of sea ice in the Arctic Ocean during
winter and summer has diminished steadily (fig. 8-1). Although large
sections of the Antarctic ice cap continue to melt into the ocean, the
rate and trend in changes in Antarctic sea ice are less clear. Environ-
mental changes throughout the Arctic resulting from climate change
have coincided with a number of clear downward trends in popula-
tions of Arctic species (Post et al., 2009), while Antarctic species have
exhibited a more mixed response, with some populations increasing
and some populations declining, depending on species and region.
For this reason, climate change appears to pose greater risks of ex-
tinction in the Arctic, and we focus mostly on Arctic species in this
chapter.

Many species living at high latitudes are adapted to or depen-
dent upon snow and ice cover either seasonally or permanently for
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foraging, reproduction, and survival. Snowmelt and sea ice loss at high
latitudes create, therefore, potential for “tipping points” in their rates
of change—thresholds in the rate of melting approached steadily but
leading to unexpectedly large and sudden further melting. Such dra-
matic and rapid environmental shifts may pose the greatest and most
immediate threat to the persistence of snow- and ice-dependent and
ice-associated species, and for that reason we focus here on re-
viewing and synthesizing information on the implications of climate
change for such species. We briefly summarize the condition of a few
Antarctic species that may be sensitive to climate change as well. Based
on previous assessments and projections posed in them, in addition to
syntheses of recent observations, we conclude that the species most at
risk of further population reductions due to climate change at high lat-
itudes are polar bears, walrus, narwhal, and ivory gulls. Each of these
species is dependent upon, or highly affiliated with sea ice, and its
rapid loss poses the greatest challenge to their persistence. Addition-
ally, we rate spectacled eiders worthy of serious concern because their
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Figure 8-1. Trends and variability in Arctic and Antarctic sea ice extent during
January to April and July to October, 1979–2008. Data derived from the Na-
tional Snow and Ice Data Center, Boulder, CO, USA (http://nsidc.org/data/seaice
_index/).
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numbers have declined rapidly and steadily in recent years. Extinctions
due to climate change have not yet occurred in polar systems, but the
list of species at elevated risk of extinctions is growing.

Arctic Species

Here we review the list of arctic vertebrates most susceptible to extinc-
tion from climate change, beginning with species most at risk.

Polar Bear

Polar bears (Ursus maritimus) are classified as ice-dependent marine
mammals because reproduction, most foraging activity, and most of
the developmental period occur at sea, though largely on sea ice, with
parturition taking place in snow caves on offshore ice sometime dur-
ing midwinter. Successful hunting of their primary prey, seals, in par-
ticular ringed seals, is largely dependent on stable sea ice, and the di-
minishing annual extent of sea ice throughout the Arctic is a major
threat to the persistence of polar bears. Human exploitation of polar
bears has declined since the International Agreement on Polar Bear
Conservation came into operation in 1976, but is still practiced by in-
digenous groups and accounts for the loss of approximately seven
hundred bears annually.

Polar bears are probably the most widely studied Arctic or Antarc-
tic species in relation to climate change. They have been identified as
one of three Arctic marine mammal species (the others being walrus
and narwhal) that are most at risk of suffering substantial habitat loss
due to climate change (Laidre et al., 2008). The possible role of rapid
warming in recently observed declines in their numbers and produc-
tivity motivated the upgrade of their conservation status under the US
Endangered Species Act to threatened (Armstrong et al., 2008) in
2008. Nonetheless, polar bears remain listed as vulnerable by the In-
ternational Union for Conservation of Nature (IUCN) (table 8-1). A
survey of expert polar bear researchers produced estimates of the rate
and magnitude of declines from current circumarctic population sizes
of 30 percent (average response) to 70 percent (greatest projected de-
cline) by the year 2050 (O’Neill et al., 2008).

Perhaps the most extensively studied polar bear population in the
world is that inhabiting Canada’s Hudson Bay. Body condition, birth
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rates, and the proportion of yearling polar bears in the population in
western Hudson Bay have declined significantly since the 1980s (Stir-
ling et al., 1999). These changes are associated with earlier breakup of
ice in the bay that, in turn, is related to a long-term warming trend in
spring temperatures (Stirling et al., 1999).

Deteriorating sea ice conditions may also influence the demogra-
phy and population persistence of polar bears indirectly through pop-
ulation fragmentation and reduction of gene flow among populations
(Crompton et al., 2008). In small, declining populations, density de-
pendence may assume a positive role in population dynamics. In this
Allee effect, positive population growth requires a minimum popula-
tion size. A recent attempt to model the role of Allee effects in polar
bear population dynamics—parameterized using data from Lancaster
Sound, Canada—concluded that a precipitous reduction in the num-
bers of adult male bears in the population could trigger a reproductive
collapse (Molnar et al., 2008).

The population of polar bears on the High Arctic archipelago of
Svalbard, Norway, recently exhibited an increase in the average age of
males and females, suggesting a decline in recruitment to that popula-
tion (Derocher, 2005). From 1984 to 2004, survival of polar bears in
the youngest and oldest age classes in the western Hudson Bay popu-
lation of Canada also declined in concert with earlier spring ice melt in
the bay, contributing to a 22 percent decline in the population be-
tween 1984 and 2004 (Regehr et al., 2007).

The persistence and quality of winter pack ice is also important to
the denning ecology of female polar bears with cubs. A study tracking
the distribution of den sites used by satellite collared females with cubs
onshore and on pack ice documented a shift between 1985 and 2004
in the proportion of dens in both types of habitat (Fischbach et al.,
2007). In the earlier period, most dens were located on pack ice,
whereas in the latter period, most dens were located onshore. This
shift was attributed to deterioration in ice conditions in the Beaufort
Sea and an increase in the length of the pack ice melt period.

Walrus

There may be three subspecies of walruses (Odobenus rosmarus) dis-
tributed in disconnected subpopulations across the Arctic. Of these
three, all of which inhabit open water and shelf ice, the Pacific walrus,
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which is found offshore in Alaskan and eastern Siberian waters, may
be at greatest risk of suffering adverse consequences of climate change.
Estimates of population size for the Pacific walrus are scarce and
spotty, but estimates dating to the mid-1980s and early 1990s placed
the subspecies at approximately 200,000. The Atlantic walrus sub-
species may number as few as 20,000 based on an estimate in 2006.

Walruses are ice-associated, mating and giving birth on ice flows
primarily over shallow seas. They also use ice flows for haul-outs and
migrate with the seasonal distribution of sea ice (Pielou, 1994). Wal-
ruses have suffered heavy exploitation by humans throughout their
distribution, having undergone dramatic population declines due to
hunting for meat, skin, ivory, and blubber from the eighteenth
through the twentieth centuries. They were driven to extirpation in
eastern Canada in the 1800s and nearly so around Svalbard. Their cur-
rent conservation status has not been determined by the IUCN be-
cause of data scarcity (table 8-1).

Studies of potential effects of climate change and sea ice loss on
walrus populations have been few in comparison to the other Arctic
species reviewed here. However, recent observations indicate that
bottom-water temperatures are increasing in the Bering Sea in associ-
ation with elevated near-surface air temperatures and diminishing sea
ice, resulting in a transition from Arctic to subarctic benthic condi-
tions less favorable to walruses (Grebmeier et al., 2006). In addition,
retreating ice floes due to warming necessitate longer distances be-
tween foraging and resting habitats for walruses in the Bering Sea,
where walrus pups may become separated from their mothers as a
consequence (Grebmeier et al., 2006). An account in the popular me-
dia reported a massive abandonment by thousands of walruses of re-
treating offshore ice in Alaska in 2007 (Joling, 2007). The walruses
apparently began retreating to inshore haul-outs after conditions on
the pack ice off of Alaska’s northern coast began deteriorating in July
2007. The remaining ice had retreated to areas unsuitable for walrus
foraging because it was located over water deeper than the shallow
coastal water walruses prefer while foraging on bottom-dwelling ben-
thic organisms (Joling, 2007). The National Snow and Ice Data cen-
ter reported that sea ice extent in the area in September of that year
was 39 percent below the long-term average (Joling, 2007). Because
walruses require stable ice flows to rest upon between foraging bouts,
the loss of nearshore sea ice would present them with a substantial
loss of optimal habitat.
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The specialized habitat requirements and dietary preferences of
walruses may leave them highly vulnerable to rapid climatic warming
(Bluhm and Gradinger, 2008). Walruses forage within a very specific
range of water depths and distances from underwater shelves and
nearshore ice edges, and are projected to be at high risk of suffering
habitat loss with warming (Rausch et al., 2007; Bluhm and Gradinger,
2008). Considering the evidence collected to date, together with
the highly specialized foraging and habitat ecology of this species, we
regard walruses as at risk of declining with future warming in the
Arctic.

Narwhal

Narwhals (Monodon monoceros) inhabit Baffin Bay, between the west
coast of Greenland and the Canadian archipelago of Baffin Island and
Ellesmere Island, and the North Atlantic and Arctic Ocean eastward
from the east coast of Greenland. They forage at depths of more than
1,000 meters (3,281 feet), primarily for Greenland halibut, and mi-
grate between open, shallow-water inlets during summer and deep,
ice-covered water during winter (Heide-Jørgensen and Dietz, 1995).
Narwhals are currently listed as near-threatened on the IUCN Red
List, with the primary pressure on this species deriving from hunting
by humans.

A recent assessment of climate change sensitivity for Arctic marine
mammals categorized narwhals as the most specialized and range-
limited of Arctic cetaceans, and ranked them among the most at risk of
suffering negative impacts of Arctic warming (Laidre et al., 2008). The
greatest threats to narwhals deriving from climate change may be re-
lated to human hunting pressure. Along the coast of High Arctic
Greenland, narwhal harvest has increased steadily since 2002 (Nielsen,
2009). This increased catch is not attributed by local hunters to in-
creased effort, but rather to increased access to narwhals during sum-
mer coincident with earlier sea ice retreat in June and July (Nielsen,
2009). Although habitat specificity and dietary specialization may be
the primary factors influencing vulnerability of narwhals to climate
change (Laidre et al., 2008), the interaction between sea ice loss and
human access to migrating narwhals is likely to assume increased im-
portance as the Arctic continues to warm.
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Ivory Gull

Ivory gulls (Pagophila eburnean) display a nearly circumarctic distribu-
tion during the breeding season, and are found in subarctic and north-
temperate pelagic zones outside of the breeding season. The species is
closely associated with sea- and pack ice during winter, from which it
forages mainly for fish and invertebrates, though it may also scavenge.
Ivory gulls use cliffs and outcroppings for nesting colonies, though re-
cently a breeding colony was observed on floating pack ice off the
coast of northeast Greenland (Boertmann et al., 2010).

Ivory gulls are currently listed on the IUCN Red List as near-
threatened, and their Arctic-wide population is believed to be in de-
cline (table 8-1). The most notable regional population decline for this
species was reported following a 2002–2003 survey in Arctic Canada
of colonies that had last been surveyed in the 1980s. The recent survey
estimated an 80 percent decline in numbers of nesting ivory gulls com-
pared to the survey 20 years earlier, with complete losses of some of
the formerly largest breeding colonies (Gilchrist and Mallory, 2005).
This decline may have been related to loss of pack ice habitat, although
mercury poisoning has also been identified in declining populations of
ivory gulls in the Canadian Arctic (Braune et al., 2006). However, a
more recent survey in northeast Greenland identified twenty previ-
ously unknown ivory gull colonies, resulting in an upward revision of
the population estimate for this species in Greenland from 1,800 to
4,000 (Gilg et al., 2009).

Given its comparatively small population size, declining popula-
tion trend, and close association with sea- and pack ice at all times of
the year, we consider the ivory gull to be at risk of suffering further
losses under future warming in the Arctic. Of particularly noteworthy
concern is the prospect of a synergistic interaction between habitat loss
due to sea ice melt and continued or even elevated exposure to envi-
ronmental toxins such as mercury.

Spectacled Eider

Spectacled eiders (Somateria fischeri) are sea ducks that overwinter in
large congregations among openings in pack ice primarily in the
Bering Sea, between Alaska and Siberia, but also in the Chukchi and
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the Beaufort Seas. During winter, they forage for mussels and other
benthic invertebrates along ice edges and under the ice shelf. They
breed in large coastal deltas and floodplains, including the Yukon-
Kuskokwim delta in subarctic Alaska and the North Slope coastal plain
in Arctic Alaska (Petersen et al., 1999; Petersen and Douglas, 2004).

This species has attracted conservation concern because its num-
bers in the Yukon-Kuskokwim delta have declined precipitously since
the 1950s (Hodges et al., 1996). Spectacled eiders were classified as
threatened under the US Endangered Species Act as of 1993 (Lovvorn
et al., 2009), although the IUCN Red List classifies it as of least con-
cern because of its large worldwide population size and range. We
have included mention of it here because of its association with pack
ice leads during winter.

Currently, there is disagreement as to whether the sustained popu-
lation decline among spectacled eiders breeding in the Yukon-Kuskok-
wim delta is related to changing environmental conditions and re-
source availability associated with climate change. One suggestion is
that this decline is associated with a major abiotic regime shift in the
Bering Sea in the mid-1970s, when an onset of warmer ocean tem-
peratures may have precipitated a reduction in food availability for
spectacled eiders, perhaps in concert with increased competition with
northward-expanding fish and crabs (Lovvorn et al., 2009). As well,
loss of sea ice may burden spectacled eiders with greater energy de-
mands if such loss reduces the availability of suitable resting habitat on
ice because the energetic demands of resting in open water are as-
sumed to be higher than resting on ice (Petersen and Douglas, 2004).
Alternatively, declines in the Yukon-Kuskokwim delta population may
be related to lead poisoning resulting from ingestion of lead pellets
used by hunters (Franson et al., 1995). One analysis has suggested
that declines in this species may be related to reduction of open leads
in the Bering Sea due to extreme winds and dense sea ice concentra-
tions (Petersen and Douglas, 2004).

Ringed Seal

Because of their close association year-round with shore-fast ice and
sea ice for mating, pup rearing, and even haul-out resting, ringed seals
(Pusa hispida) may be considered heavily ice-associated. In particular,
they are dependent upon snow dens excavated on the surface of sea ice
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for care and provisioning of their offspring. Their primary predator is
polar bears, and an important aspect of snow denning for ringed seals
is avoidance of detection by polar bears and escape under the ice
through holes.

Due to their dependence on sea ice quality, distribution, and per-
sistence, ringed seals were identified as an important indicator spe-
cies for monitoring effects of climate change on Arctic marine mam-
mals (Tynan and DeMaster, 1997). Ice-associated seals, including the
ringed seal, may be most at risk from further warming in the Siberian
Arctic Sea, where sea ice declines have been more extensive than in the
Beaufort Sea (Tynan and DeMaster, 1997). Climate simulation runs
used to project warming scenarios into the next century predict an 83
percent reduction in sea ice in the Baltic Sea, with detrimental conse-
quences for the southernmost populations of Baltic ringed seals
(Meier et al., 2004).

Arctic Fox

Arctic foxes (Alopex lagopus) are distributed in both mainland and
coastal areas of the Arctic, as well as Arctic islands. Populations of this
species appear to fluctuate in concert with the dynamics of small ro-
dents where those occur, and the collapse of rodent cycles in Fen-
noscandia is believed to be a major contributing factor to the decline
of Arctic fox populations there. As well, Arctic foxes use sea ice for dis-
persal among islands and coastal areas, and the decline in sea ice extent
is believed to be a contributing factor to the isolation of some Arc-
tic fox populations and consequent degradation of genetic variability
within them. In some regions, Arctic foxes may be ice-associated, tra-
versing pack ice with polar bears and scavenging their kills. Although
their thermal neutral zones differ, Arctic and red foxes overlap in parts
of the distribution of Arctic foxes due to northward expansion of red
foxes. In zones of overlap, red foxes appear competitively and socially
dominant over Arctic foxes, and may pose a threat of partial displace-
ment to Arctic foxes with further northward expansion.

The most imperiled populations of the Arctic fox occur in Fen-
noscandia, where persecution by humans at the turn of the twentieth
century severely reduced their numbers, and where they are currently
listed as critically endangered. In contrast, the IUCN listing for Arctic
foxes worldwide is least concern, due to stable worldwide population
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numbers and fairly high abundance (table 8-1). Comparison of ge-
netic variation among Arctic foxes in Scandinavia before and after the
severe population decline revealed a 25 percent loss of microsatellite
alleles (Nystrom et al., 2006).

The failure of Arctic foxes to recover in Scandinavia over the past
several decades despite restrictions on hunting and trapping, together
with worsening population declines there since the 1980s, is appar-
ently associated with a recent and persistent absence of peaks in abun-
dance of lemmings, upon which Arctic foxes in Scandinavia are spe-
cialist predators (Elmhagen et al., 2000). Despite the fact that Arctic
foxes prey upon or scavenge a variety of species, including passerine
birds, Arctic hares, and reindeer, lemming remains dominate feces of
Arctic foxes in Scandinavia, even during lemming lows, and occu-
pancy rates of Arctic fox dens display a positive correlation with abun-
dance of lemmings (Elmhagen et al., 2000).

Arctic fox abundance is also numerically linked to lemming abun-
dance in northeast Greenland, where predation by Arctic foxes is a pri-
mary driver of lemming cycles (Gilg et al., 2003, 2006; Schmidt et al.,
2008). Sensitivity modeling of Arctic fox dynamics has revealed that
the length of the interval between seasons of successful reproduction,
which is linked to lemming abundance, is among the most important
factors influencing extinction risk in those populations (Loison et al.,
2001).

Antarctic Species

Adelie (Pygoscelis adeliae) and chinstrap (P. antarcticus) penguins both
depend on sea ice, either for primary habitat or as the substrate on
which the krill food chain depends. On Penguin Island, South Shet-
land, Antarctica, populations of both species have declined by 75 per-
cent and 66 percent, respectively, since 1980. In a mixed breeding
colony, however, chinstrap penguin breeding pairs increased at the ex-
pense of adelie pairs by 127 percent, indicating evidence of negative
consequences for adelie penguins of interspecific competition for nest-
ing sites (Sander et al., 2007). Long-term monitoring of emperor pen-
guin colonies revealed declines in abundance in the mid-1970s and
late 1980s associated with deteriorating sea ice conditions due to
episodic warming (Ainley et al., 2005). An individual-based study of
marked king penguins associated oceanic warming with declining re-
productive success and adult survival (Le Bohec et al., 2008). Breeding
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success was negatively associated with warm phases of the El Niño
Southern Oscillation, which presumably reduced availability of prey
near the breeding colony. This species may be at risk of extinction with
further warming: a model of population growth derived from this
individual-based study indicates a 9 percent decline in adult survival
with each 0.26 degree Celsius additional warming (Le Bohec et al.,
2008). A recent analysis indicated, however, that the use of flipper
bands to mark individual king penguins appears to have contributed
to declines in both survival and reproduction, rendering the associa-
tion between climate change and trends in these demographic param-
eters more tenuous than originally thought (Saraux et al., 2011).

Crabeater (Lobodon carcinophaga) and leopard (Hydrurga leptonyx)
seals are other members of the Antarctic food web sensitive to climate
change, but neither is facing extinction from climate change or other
factors. Crabeater seals may be the most abundant large mammal on
Earth; the most current population estimates for this species range
from 7 million to 12 million. Because of a singular importance of sea
ice extent and physical condition, including seasonal persistence, to re-
production, offspring rearing, and escape from predation, crabeater
seals may be highly vulnerable to population declines with future
warming and reductions in sea ice extent (Siniff et al., 2008). The
leopard seal is a true top predator of Antarctic polar and subpolar seas.
Unlike crabeater seals, there is little evidence of direct negative conse-
quences of climatic warming for leopard seals. The primary impacts of
climate change, if any, on leopard seals will likely derive from indirect
effects on prey species such as crabeater seals and penguins.

Conclusions

Extinctions do not occur in vacuums; species losses are likely to pre-
cipitate changes throughout ecosystems. This may be particularly true
in the Arctic, where there is low functional redundancy among species
(Post et al., 2009). Of the species highlighted in this chapter, we con-
sider polar bears to be at greatest risk of suffering extinction due to
climate change, and foresee the greatest potential ecosystem conse-
quences arising from extinction of polar bears. Because ringed seals are
the primary prey of polar bears (Thiemann et al., 2008), extinction
of this top predator may have positive consequences for ringed seal
abundance. Adult ringed seals prey primarily upon Arctic cod and po-
lar cod (Holst et al., 2001), and increases in numbers of ringed seals
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may adversely affect cod abundance and possibly even cod fisheries in
the Arctic and subarctic. This, in turn, may have broader consequences
for marine food webs, including zooplankton dynamics and nutrient
transport. Considering the variable forces converging on Arctic foxes,
including persistently low and noncyclic rodent abundance and north-
ward expansion of red foxes, in addition to human exploitation, they
too may be vulnerable to extinction despite their current IUCN status.
It is likely that extinction of Arctic foxes would have wider conse-
quences within the tundra biome as well due to their important dual
roles as scavengers and generalist predators.

These examples illustrate the ecosystem consequences of extinc-
tion risk in simple systems with low functional redundancy of species.
High latitude systems, especially the Arctic, have not typically gar-
nered much attention toward biodiversity conservation in comparison
to species-rich systems with high rates of endemism such as the tropics
(Post et al., 2009). However, the very fact that biodiversity is com-
parably low in high-latitude systems ought to raise awareness of the
importance of species assemblages—and of the role of individual spe-
cies—in ecosystem stability in these fragile biomes. As well, the sim-
plicity of high-latitude systems may also render them more vulnerable
to trophic decoupling if climate change affects species at one trophic
level more so than species dependent upon them at adjacent trophic
levels (Post and Forchhammer, 2008; Post et al., 2008). Polar bears,
in particular, may be vulnerable to trophic mismatch as sea ice con-
tinues to melt out earlier while emergence of parturient female bears
with cubs from winter dens remains constrained by developmental pe-
riod. In this case female polar bears may be unable to reach retreating
sea ice and the seals it offers access to in time to meet the energetic de-
mands of rearing their cubs. Extinction risk from climate change is a
very real prospect for the near future in high-latitude systems, and we
urge attention not just toward conservation of those species most
likely to suffer loss of habitat with rising temperatures, but also toward
conservation and management of species linked to their success or
demise.
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Our attention now turns to the past. What does the paleoecological
record tell us about extinctions and climate change? We examine the
answers to this question in time frames spanning from hundreds of
millions of years to tens of thousands of years. In the first chapter of
this section, Peter Mayhew looks at extinctions in deep time, from
records 50 million years old and older. William Clyde and Rebecca
LeCain then look at extinctions over the past 60 million years, focus-
ing on two particularly instructive events. Barry Brook and Anthony
Barnosky begin an exploration of the more recent paleoecological
record, looking at Pleistocene vertebrate extinctions, and Mark Bush
and Nicole Mosblech complete the section examining plant extinc-
tions in the last few tens of thousands of years.

The picture that emerges from this paleoecological tour is of some
clear associations between climate change and extinctions, but also
some major climatic changes that are not associated with extinctions.
The data limitations associated with events thousands or millions of
years ago are evident. The deep time record comes mostly from marine
fossils, leaving us to infer that events sufficient to wipe out a major
proportion of marine life probably also had significant effects on land.
As we move into the era of modern plants and into the Pleistocene, the
record is clearer but still seldom definitive.

PART IV

Evidence from the Past



Most notably, recent extinctions have occurred during times of
both climatic change and human impact, a possible harbinger for the
future. The answers emerging from this section suggest that extinc-
tions may be associated with major state changes in climate on the
planet, but that subsequent change, even coming and going from ice
ages, may have little subsequent effect. The past is a rich source of in-
formation about possible future effects, but there are no perfect past
analogs to future human-caused climate change. The past offers many
pieces of the puzzle, a valuable supplement to other lines of evidence.
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Chapter 9

Extinctions in Deep Time

Peter J. Mayhew

141

Deep time is geologic time, extending to the origin of the planet. For
biologists in search of an understanding of extinction, the relevant
portion of deep time is that in which life has existed on the planet—
about the last 4 billion years (Cowen, 2000). Extinctions are first
recorded when the fossil record is robust enough to offer insights into
the arrival and disappearance of groups of organisms (Benton and
Harper, 2009). Extinctions in deep time can therefore be identified
only over about the last 600 million years, an interval of time domi-
nated by the Phanerozoic eon (540 million years ago to present).

This chapter will treat extinction processes, primarily in marine
environments, over the length of the Phanerozoic, concentrating on
events prior to 50 million years ago. The following chapter (chapter
10, this volume) picks up the story from there. The deep time record
reflects multiple major extinction events. I review the evidence of their
relationship to climate and discuss possible insights they provide into
extinction risk from future, human-driven climate change.

Nature of the Record

Life first flourished in the oceans, and marine fossils predate terrestrial
fossils by hundreds of millions of years. Because of this, the longest

DOI 10.5822/978-1-61091-182-5_9, © 2012 Island Press
, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change



data sets in the fossil record are for marine, rather than terrestrial,
communities. There are other reasons why studies of biodiversity
through deep time tend to be marine: preservation conditions are
much more favorable in marine environments, and many marine taxa
have hard shelly components that fossilize well. For these reasons, by
far the most highly worked long-term data set was previously Sep-
koski’s genus-level synoptic compendium of marine animals and pro-
tists (Sepkoski, 2002). Terrestrial fossils are available in more recent
records, and are less often included in analyses of extinctions in deep
time. However, the terrestrial record has not been ignored. Terrestrial
environments contain the majority of described species today, so they
potentially tell us more about the totality of extinction effects, and the
majority of conservation work today is on terrestrial species, hence this
is where a lot of interest lies. In addition, terrestrial taxa may have un-
dergone diversification and extinction processes that are very different
from those in the marine environment (Benton, 1997; Kalmar and
Currie, 2010). Benton’s (1993) family-level data set is the most ex-
plored global compendium that includes terrestrial taxa.

Because only a small proportion of species have left fossilizable re-
mains and only a small fraction of those have been discovered, the
record is, obviously, more complete for higher taxonomic groups than
for the individual species comprising those groups. Often it is also dif-
ficult to resolve fossil specimens to the species level, so extinctions are
generally tracked at the genus or family level instead. However, this
has not prevented scientists from drawing important conclusions
about extinction, since genera and families go extinct as well, and it is
certain that when a genus or family disappears, all species within it
have become extinct.

There are other sources of bias in the record, and correcting for
these may be important in interpreting the record of deep time extinc-
tions. Possibly the most significant problem is the enormous variation
across geological stages in the quantity of suitable rock records in
which fossil remains can be discovered (Peters, 2005). For studies
spanning hundreds of millions of years this may pose difficulties, be-
cause samples will be unstandardized, with some stages being more in-
tensively sampled than others. Whether an observed change in taxo-
nomic richness reflects underlying biological processes, or whether it
simply reflects underlying bias in preservation or discovery rate is
therefore an ever-present question. Techniques and resources to over-
come these biases in large-scale studies are the subject of active re-
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search, and motivated the construction of the Paleobiology Database
(PBDB) (Alroy et al., 2008). PBDB contains information on the oc-
currence, and sometimes abundance, of taxa in individual fossil beds,
which allows researchers to implement standardized subsampling
techniques to quantify richness, something that is not possible in the
Sepkoski (2002) and Benton (1993) compendia, which document
only first and last occurrences. Although PBDB is not taxonomically
restricted in its scope, its utility is greatest for marine animals, where
sample sizes are greatest. Although standardized samples are in general
some improvement over unstandardized samples, the samples still
contain only a small fraction of the true taxonomic richness.

Numerous extrinsic variables, including climate change, may ex-
plain variation in extinction rates, and it is helpful if variation in these
variables over time can be estimated. For climate change, relevant vari-
ables include temperature, precipitation and related variables, as well
as atmospheric carbon dioxide levels, which exert important direct ef-
fects on organisms in both terrestrial and marine environments. Tem-
perature records for deep time come from proxies, such as d18O
(Veizer et al., 2000). The uptake of 18O is affected by the temperature
of seawater. Durable remnants of marine organisms, such as coral
skeletons, can be assayed for 18O. A one part per thousand change in
d18O corresponds roughly to a temperature change of 1.5–2.0 degrees
Celsius. Based on this temperature relationship, past seawater temper-
ature and changes in seawater temperature can be inferred (e.g., Royer
et al., 2004). Records for atmospheric carbon dioxide concentrations
are also derived from isotopic proxies: the isotopic content of organic
carbon is sensitive to atmospheric carbon dioxide concentrations,
while weathering and degassing, both components of the long-term
carbon cycle, are associated with extreme 87Sr/86Sr ratios (Rothman,
2002). However, explicit carbon dioxide concentration estimates are
also derived from modeling changes in the long-term carbon cycle it-
self based on a wider variety of informative inputs (e.g., Berner and
Kothavala, 2001). Changes in sea level can be inferred from docu-
menting the extent and depth of marine sediments on continents
(Hallam, 1984). Other potential environmental influences on biodi-
versity and their evidence are discussed below.

The evidence linking deep time events to climate is controversial,
for a number of reasons: chronologies and mechanisms are obscured
by an incomplete and biased geologic record; there are no experimen-
tal controls or alternative treatments for comparison; deciphering
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causation and mechanism from observed correlations is difficult; there
are often many alternative candidate explanations. The remainder of
this chapter first explores the variation in taxonomic richness and ex-
tinction across geological stages, and possible causes of this variation.
Finally the evidence that climate change has played a role in generating
some of that variation is examined.

Variation in Extinction Rates

A literal reading of the compendia databases of fossil taxa over time
suggests that there has been a substantial increase in taxonomic rich-
ness over the last 600 Ma on both land and sea, in which origination
rates have exceeded extinction rates (Benton, 1995, 1997) (fig. 9-1).

Attempts to control for unequal sampling have somewhat molli-
fied the increase in the marine realm in the Cenozoic (Alroy et al.,
2008, but see Alroy, 2010), but less in terrestrial taxa (Kalmar and
Currie, 2010, but see Davis et al., 2010). The general trends in rich-
ness are, however, punctuated by drops in which extinction rates tem-
porarily rose to exceed origination. Per geological stage, extinction
rate is approximately lognormally distributed (meaning the log of
extinction rate follows a normal distribution) (Alroy, 2008). This
means that extinction rates are characterized by a mean log value, but
they are occasionally very high, and also occasionally very low (fig. 9-
2). In addition to this variation around the mean log rate, there are
apparent trends through time; extinction rates, as well as origination
rates, may have decreased through time (Benton, 1995; Alroy, 2008)
(fig. 9-1).

The term “mass extinction” has come to be used to describe those
stages where extinction rates are unusually high given the rates in
neighboring stages. In Raup and Sepkoski’s (1982) original analysis,
mass extinctions were those outside the 95% confidence interval of
the linear regression of extinction rate through time, and hence identi-
fied the iconic “Big Five” mass extinctions in the marine realm: the
end-Ordovician, late-Devonian, end-Permian, end-Triassic, and end-
Cretaceous. The end-Permian and end-Cretaceous extinctions resulted
in losses of 81 percent and 53 percent of marine animal genera (Alroy,
2008), and hence probably much larger proportions of species. De-
spite becoming popular wisdom, the special designation accorded to
the rates in these geological stages is not very well justified statistically.
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Figure 9-1. Time series (10 Ma intervals) of (a) estimated low-latitude sea surface
temperature from Royer et al. (2004); (b) per capita extinction rate (Ma-1) (c) per
capita origination rate (Ma-1); and (d) standing diversity of all families in Benton
(1993) using the maximum dating assumption (Benton, 1995). Four mass extinc-
tions indicated in (b) are the end-Ordovician (440Ma, O), late-Devonian (380Ma,
D), end-Permian (251Ma, P), and end-Cretaceous (65Ma, C). Reprinted from
Mayhew (2011) with kind permission from Cambridge University Press.
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The rates are not unexpected once the data are logged, the rates do not
all remain high when accounting for standing richness as well as inter-
val duration, and they are not all repeated in both land and sea (Ben-
ton, 1995; Alroy, 2008). There is no bimodal distribution of rate in-
tensities implied by the terms “background” and “mass” extinctions,
which are now in widespread scientific, as well as popular, use, making
it arbitrary as to whether to refer to a Big Five or some other number
of mass extinctions. Despite this, there is evidence that the intensity of
extinction may determine its selectivity (e.g., Payne and Finnegan,
2007), providing some justification for retaining the terms.

146 e v i d e n c e f r o m t h e pa s t

Figure 9-2. The approximately lognormal distribution of extinction rates in the
fossil record. Data are for all families from Benton (1993) using the maximum dat-
ing assumption (Benton, 1995), with extinction quantified as Foote’s (2000) per
capita rate, q. Data points are geological stages. The three stages on the right-hand
tail correspond to three of the iconic “Big Five” mass extinctions (from right, Tatar-
ian (end-Permian), Rhaetian (end-Triassic), and Ashgillian (end-Ordovician).
Note, however, that there are then eight stages in the next grouping to the left.



Possible Causes

Variation in extinction rate may be caused by both intrinsic (e.g., bi-
otic) and extrinsic (e.g., abiotic) factors—a distinction characterized
by the “Red Queen” as opposed to the “Court Jester” (Benton, 2009)
or “Ace of Spades” (Mayhew, 2011) paradigms. The Red Queen para-
digm posits that extinction derives from biotic causes, and is ever-
present. In contrast, the Court Jester and Ace of Spades posit that ex-
tinction is largely from abiotic causes, unpredictably in the case of the
Court Jester (e.g., from impacts), and predictably in the case of the
Ace of Spades (e.g., from climate). The fossil record suggests that both
biotic and abiotic forces have affected extinction rates in deep time.
There is evidence from a number of studies for density-dependent style
processes. For example, in PBDB, drops in taxonomic richness tend to
lead to lower extinction rates, while high extinction rates tend to lead
to subsequent high origination rates (Alroy, 2008). Similar trends,
though differing in detail, have been found in other data sets (Kirch-
ner and Weil, 2000), and suggest that richness is in part a dynamic
equilibrium, although one in which the equilibrium itself evolves
through time, perhaps dramatically in terrestrial environments. These
relationships are strongly suggestive of a role for biotic interactions
such as competition.

Of the abiotic causes, both terrestrial (emanating from the earth)
and extraterrestrial factors have been implicated. Terrestrial causes in-
clude sea level variation, volcanism, continental drift, atmospheric
composition, and global temperature change. Extraterrestrial causes
include bolide impacts and cosmic ray flux. These variables may
of course be dependent on one another and result in interactive
effects.

The area of marine transgressions over the continents is positively
correlated with marine taxonomic diversity in the Sepkoski com-
pendium (Purdy, 2008). More than one proximate mechanism may be
responsible for this association; it may reflect variation in habitable
areas, thereby affecting extinction and origination rates. Alternatively
it may reflect changes in the quantity of sedimentary deposits available
for study. Both are likely (Peters, 2006, 2008), the former supported
by a study from PBDB (Alroy, 2010). The evidence that large igneous
provinces can lead to high extinction rates is now extensive, and espe-
cially comes from the Permian-Triassic boundary, when the Siberian
Traps large igneous province is known to have been active, leading to
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rapid global warming through carbon dioxide outgassing (Wignall,
2001, 2005). Sedimentary evidence suggests strongly that this coin-
cided with a marine crisis, or euxinium, in which the ocean surface be-
came largely anoxic (Meyer and Kump, 2008) (fig. 9-3). A more gen-
eral role for large igneous provinces, and such marine euxinia, has
been suggested, but no statistical studies have been done to corrobo-
rate this (Wignall, 2005; Ward, 2006).

Volcanism is associated with plate tectonics, which is also the
cause of continental drift. Over the last 500 million years, the conti-
nents first coalesced into the supercontinent of Pangea, and then
subsequently split apart. The distribution of continents is important
because most described species on Earth today live in shallow epicon-
tinental seas or on land. Because of the well-supported ecological
species-area relationships (Gaston and Blackburn, 2000), as well as ev-
idence from biogeography that vicariance is an important force in
adaptive radiation (McCarthy 2009), paleobiologists have long specu-
lated that it could be one of the regulating forces of global taxonomic
richness (Valentine and Moores, 1970), though its effects are difficult
to quantify with certainty. Certainly continental drift has also had im-
portant indirect effects through changing sea level, changing the latitu-
dinal distribution of continents and shallow seas—hence their local cli-
mates—and because the degree of continentality on land affects local
climate.

Atmospheric composition has mainly been investigated with re-
spect to carbon dioxide concentrations. There is a positive association
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between estimated carbon dioxide concentrations and extinction rates
in the Sepkoski compendium and in the Benton compendium (Cor-
nette et al., 2002; Mayhew et al., 2008). Carbon dioxide might exert
an effect on extinction independent of other environmental variables
(such as through oceanic acidification), or merely be a reflection of
those other variables (such as global climate variation).

Though biologists, even paleobiologists, may in the past have
treated extraterrestrial causes of extinction with derision, this was dra-
matically reversed with the discovery of worldwide iridium deposits at
the Cretaceous-Paleogene boundary (Alvarez et al., 1980). It is now
well established that a bolide impact at this time in Mexico is likely to
have had far-reaching effects on ecosystems (Schulte et al., 2010),
though whether the impact was the sole cause of extinction has been
debated because of the coincident Deccan Traps large igneous
province (Keller, 2001). More generally the evidence that impacts are
responsible for high extinction is weak, but one study has suggested
that they might interact with volcanism such that geological intervals
with both large igneous provinces and impacts experience differen-
tially high extinction (Arens and West, 2008).

Another extraterrestrial factor implicated in extinction is the varia-
tion in cosmic ray flux reaching Earth. Unlike bolide impacts, cosmic
rays are sourced from outside the solar system, and show estimated cy-
cles of 62 million years and 140 million years that correlate with fluctu-
ations in fossil data (Rohde and Muller, 2005; Medvedev and Melott,
2007; Melott, 2008). Over hundreds of millions of years, the solar sys-
tem has rotated around the galactic center, in and out of the plane of the
galaxy and in and out of galactic spiral arms. Changes in cosmic neigh-
borhood are quite capable of affecting life on a planet (Ross, 2009).
One possible, though controversial, mechanism through which cosmic
ray flux might affect life is through global climate (Shaviv and Veizer,
2003), to which we now turn.

Global Climate and Its Effects on Extinction

Over the Phanerozoic, a variety of proxies suggest that global climate
has fluctuated between relatively warm greenhouse modes in which
evidence of high-latitude glaciation is absent, and relatively cool ice-
house modes in which it was present (Frakes et al., 1992). The cycle
length of greenhouse peak to greenhouse peak is approximately 140
million years. The greenhouse modes are respectively Cambrian to
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late-Ordovician, early Silurian to early Carboniferous, late-Permian to
mid-Jurassic, and early Cretaceous to early Eocene. The icehouse
phases are sandwiched in between: late-Ordovician to early Silurian,
early Carboniferous to late-Permian, late-Jurassic to early Cretaceous,
and early Eocene to present (fig. 9-1). It is likely that there was shorter
term variation around these general trends, but these fluctuations are
generally known with less confidence. For this reason, deep time stud-
ies can say much more about the effect of warm or cool temperatures
on extinction than about the rate of change of climate. Recent models
also suggest a general long-term cooling trend around which these
modes are superimposed (Royer et al., 2004). What effect, if any, has
this variation had on extinction rates?

Both the Sepkoksi and Benton compendia show associations, after
detrending, with estimated long-term sea-surface temperatures, gener-
ally representing the transition from greenhouse to icehouse modes
(Mayhew et al., 2008). Under greenhouse modes, or high sea-surface
temperatures, extinction rates are mostly higher than average; under
icehouse modes they may be low or high, leading to a general positive
association between temperature and extinction rate, with moderate
explanatory power (fig. 9-4). Because high atmospheric carbon diox-
ide concentrations are associated with high global temperature (Royer
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Figure 9-4. Associations between the time series in figure 9-1. In each case the
raw data sets have been transformed to stabilize variance, then detrended, and
then mean-standardized for plotting on the same scales. Inserts show the correla-
tions between the plots. Closed circles are temperature, and open circles are extinc-
tion rate (A), origination rate (B), and standing diversity of families (C). Double



et al., 2004), this finding is consistent with associations between taxo-
nomic richness or extinction rates and carbon dioxide found previ-
ously (Rothman, 2001; Cornette et al., 2002). The association essen-
tially derives from a rough and weak cycle of approximately 140
million years in fossil richness and rates, matching that of temperature,
and, interestingly, that cycle appears to be preserved in PBDB (Melott,
2008). Coincident with this positive association is a negative, lagged
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open circles indicate the intervals with the five largest extinction rate residuals, cor-
responding to well-known mass extinction events, which from left to right in the
time series are end-Ordovician, late-Devonian, end-Permian (twice), end-Creta-
ceous. Lines are fitted curves using 25 degrees of freedom splines. Reprinted from
Mayhew et al. (2008) with kind permission of the Royal Society of London and
Blackwell Scientific.
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association with richness and a positive, lagged association with origi-
nation rates, implying that extinction changes first and then taxo-
nomic richness and origination respond later.

Extinction rates can be high with any kind of global temperature;
specifically, the late-Devonian, end-Permian, and end-Cretaceous ex-
tinctions occurred close to greenhouse temperature peaks while the
end-Ordovician extinction occurred during an icehouse trough. Fine-
scale analyses of events at some of these stages also imply a causal rela-
tionship with temperature. The end-Permian marine crisis is likely to
have been considerably enhanced by high sea-surface temperatures at
this time, increasing the frequency of anoxia at the ocean surface (Ben-
ton, 2005) (fig. 9-3). In contrast, in the end-Ordovician, continental
landmasses crossed the pole, triggering a rapid glaciation. Extinction
has been attributed to a combination of rapid climate change, fluctua-
tions in ocean circulation, and sea level regression (Sheehan, 2001).

Although the long-term macroevolutionary patterns outlined
above cannot be used to predict future short-term ecological re-
sponses, conducting a thought experiment of this type can, in princi-
ple, be instructive for comparative purposes. Predictions can be gener-
ated by comparing the detrended (residual) short-term deviations in
temperature with those in taxonomic richness and extinction rate. The
slopes of these residuals describe the rise in extinction rate or loss of
taxa for a 1-degree Celsius rise in temperature. I apply these slopes
to the Eocene, when taxonomic richness was relatively high and back-
ground extinction rates were low, as was typical for more recent
geological epochs. Using these methods, a 4-degree Celsius rise in
temperature translates approximately to a 700 percent increase in fam-
ily-level extinction rate in the Eocene but only to a 5 percent reduction
in families globally. For marine genera a 4-degree Celsius rise in tem-
perature translates to a 300 percent increase in extinction rate and 5
percent loss of genera. Note that uncertainty is very large because none
of the relationships is very tight and that effects might be underesti-
mated for many reasons (e.g., short-term [less than 10 million years]
variation is not accounted for, origination mollifies drops in richness).

Although global analyses tend toward the opinion that high
global temperatures enhance extinction rates over long time scales
and reduce richness, individual taxonomic groups sometimes show
the opposite relationship at least over shorter time scales. For example,
Dasycladalean algal richness has fluctuated generally in line with
global temperature change over the Phanerozoic (Aguirre and Rid-
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ding, 2005), and Jaramillo et al. (2006) found a similar pattern with
Tertiary neotropical plant richness. Clearly, many organisms favor
warm environments, and in the absence of high extinction are ex-
pected to prosper (see Woodward and Kelly, 2008).

Conclusions

The precise scale of the current-future biodiversity crisis is uncertain
but probably falls somewhere within the higher range of those
recorded in the history of life (e.g., May et al., 1995; Thomas et al.,
2004; Wake and Vrendenburg, 2008). Extinctions of a similar inten-
sity have mostly occurred in deep time, hence they can inform on the
likely consequences of such loss. Furthermore, over deep time there
has been considerable change in the environmental variables that affect
the fate of species today and in the near future, hence deep time can in-
form us on how these are likely to affect future extinction rates. Some
of these variables, such as atmospheric carbon dioxide concentrations,
are expected to change so much on a global scale that the only empiri-
cal precedents come from deep time. Deep time studies currently sug-
gest that over the history of life, greenhouse climates are not generally
favorable for the persistence of taxa, and suggest that high global tem-
peratures can lead to ecological and geochemical processes that can
cause mass extinction. Furthermore, large-scale biodiversity loss is un-
likely to be replenished in the lifetime of our species (Alroy, 2008).
These are sobering messages given the pace and direction of current
environmental change. The richness of the environmental and biolog-
ical data in the fossil record has only just begun to be examined, and
many questions remain: To what extent are the fossil patterns biologi-
cal, geological, or artefactual? How are the environmental variables in-
terrelated, and what is the pattern of causation among them and the
biological variables? How can we use the past to model the future?
The challenge for paleobiologists is to extract the salient messages in
time to make a difference to current biodiversity.
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Chapter 10

Terrestrial Ecosystem Response to Climate
Change during the Paleogene

William C. Clyde and Rebecca LeCain
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In this chapter we investigate the relationship between climatic change
and extinction in continental ecosystems during the era of modern
biotas. In contrast to the previous chapter, the time frame examined is
shorter and therefore the number of major global extinction events is
smaller. But at the same time, the more recent fossil record of the past
50 million years is more highly resolved, and it is possible to begin to
examine causal linkages between climate and extinctions.

By integrating the fossil record of past biodiversity with the geo-
logical record of past climate change, it is possible to evaluate causal
hypotheses that relate these dynamic parts of the earth system. Devel-
oping a baseline understanding of the relationship between climatic
and biotic change in past terrestrial environments under natural con-
ditions provides important context for the many empirical and mod-
eling studies, like those found in later chapters of this book, that
investigate the relationship of climatic and biotic change under an-
thropogenic conditions.

Rather than attempt to summarize the entire record of continental
climatic and biotic evolution, we have chosen to focus our discussion
on two specific intervals of climate change within the Paleogene pe-
riod (about 65–23 million years ago)—the Paleocene-Eocene Ther-
mal Maximum (PETM) and the Eocene-Oligocene boundary (E-O
boundary, fig. 10-1). The Paleogene is a particularly good interval of
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geological time to investigate the role of climate change in causing
biological turnover in continental ecosystems. The climate system un-
derwent several well documented short-term and long-term global cli-
matic changes during the Paleogene, offering geologists a choice of
“natural experiments” from which to choose. In addition, well ex-
posed and well studied stratigraphic records of this interval are numer-
ous, particularly in the Northern Hemisphere, where continents were
periodically connected by land bridges.

The PETM represents a short-term high-magnitude global warm-
ing event that coincided with a severe perturbation to the global car-
bon cycle about 55 million years ago (see reviews by Bowen et al.,
2006; Sluijs et al., 2007). Although the PETM occurred during a
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Figure 10-1. Global carbon and oxygen isotope record of benthic foraminifera
from deep sea cores compiled by Zachos et al., 2001. Carbon isotope record rep-
resents a proxy for changes in the global carbon cycle, and oxygen isotope record
represents a proxy for changes in global mean annual temperature and ice volume.
Notice that both the PETM and E-O boundary interval are characterized by sig-
nificant changes in both the carbon cycle and temperature, suggesting major
changes to the global climate system at these times. Ma=million years ago;
‰=parts per thousand.



greenhouse phase of Earth history and thus is not directly comparable
to the current anthropogenic carbon–induced warming that is occur-
ring against the backdrop of today’s icehouse climate state, it nonethe-
less has many analogous qualities to the perturbations facing the mod-
ern earth system (Zachos et al., 2008). This similarity makes the
PETM an especially interesting example to evaluate the biological ef-
fects of short-term climate change.

The E-O boundary, on the other hand, was a longer term climatic
transition about 35 million years ago that encompassed a large-scale
change from greenhouse to icehouse climate state (Berggren and Pro-
thero, 1992). Changes in global ocean circulation and tectonism are
thought to underpin the climatic changes across the E-O boundary
and thus present a case study of how continental ecosystems respond
to gradual, yet more permanent, climatic changes. By focusing on
these two intervals of climate change, we can compare and contrast the
turnover in terrestrial ecosystems in response to environmental
changes of different sign (warming versus cooling) taking place over
different time scales (thousands of years versus millions of years).

The Paleocene-Eocene Thermal Maximum

About 55 million years ago, the earth system experienced a profound
short-term, large-magnitude perturbation to the global carbon cycle
and climate system that in some ways is analogous to current anthro-
pogenic global warming. This event, the PETM, was characterized by
an increase in global temperatures of 4–9 degrees Celsius in less than
10,000 years and coincided with the input of up to 5,000 gigatons of
carbon into the mixed ocean-atmosphere carbon pool (Wing et al.,
2005; Bowen et al., 2006; Sluijs et al., 2007; Zachos et al., 2008). For
sake of perspective, the total amount of carbon in the earth’s modern
fossil fuel reservoir is about 4,000 gigatons. This disruption to the
earth’s carbon cycle and climate had wide-ranging effects on the rest
of the earth system, including lowering latitudinal temperature gra-
dients, fundamentally changing atmospheric moisture transport, re-
structuring global ocean circulation, and acidifying the ocean. Given
its short time scale and large magnitude, the PETM has become the fo-
cus of considerable research into how biogeochemical cycles may re-
spond to rapid climatic changes similar to what may occur in the near
future. In the same way, it is possible to look at how the biosphere
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responded to this global warming event to help understand how bio-
logical communities may be affected by future anthropogenic changes
to the climate system.

The PETM was first identified in marine deep-sea cores based on
stable isotope analysis of foraminiferal shells (Kennett and Stott,
1991; Zachos et al., 1993). The biotic effects of the dramatic warming
in the marine realm were soon identified to be far-reaching. For in-
stance, the PETM coincides with a mass extinction of benthic foram-
inifera (35–50 percent) (Thomas and Shackleton, 1996; Takeda and
Kaiho, 2007) and significant ecological turnover in plankton commu-
nities as well (Kelly et al., 1998; Gibbs et al., 2006; Mutterlose et al.,
2007; Agnini et al., 2007). One of the most pronounced examples of
marine biotic change across the PETM occurs in continental margin
environments, where there is a rapid global increase in abundance of
dinoflagellate cysts belonging to the subtropical genus Apectodinium
(Crouch et al., 2001). These fundamental changes to marine ecosys-
tems in response to the PETM demonstrate how closely integrated the
marine biosphere is with the rest of the earth system. Considerable
work has been carried out to understand the response of terrestrial
ecosystems to the PETM as well.

For well over a century, vertebrate paleontologists have known
that Holarctic mammal faunas from the Paleocene were significantly
different from those in the Eocene (Lemoine, 1878; Matthew, 1914).
In fact, this difference was instrumental in first recognizing these as
formal epochs. Continental Eocene deposits of North America, Eu-
rope, and Asia have always been differentiated from earlier Paleocene
deposits by the appearance and abundance of the so-called “modern”
orders of mammals, in particular primates (sensu stricto), artiodactyls,
and perissodactyls. These groups have never been unambiguously
found in Paleocene rocks anywhere in the world, but they represent
significant components of Eocene faunas on most continents where
they have been recovered. Koch et al. (1992) recorded the PETM car-
bon isotope excursion in a fossiliferous continental stratigraphic sec-
tion in Wyoming and discovered that the first appearance of these
“modern” orders of mammals coincided precisely with the PETM.
This discovery led to revitalization in research on mammalian turnover
at the Paleocene-Eocene boundary and supplied an ideal scenario for
testing the relationship between climatic and biotic change in conti-
nental ecosystems.

Many studies since the Koch et al. discovery have now fleshed out
a widely accepted scenario for how the PETM directly and indirectly
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changed continental ecosystems (see Gingerich, 2006 for review).
First, the basic pattern of modern mammals abruptly appearing coin-
cident with the PETM has been replicated in many different locations
across the Holarctic, indicating that these groups experienced rapid
dispersal at this time. There are controversial reports of these groups
from the Paleocene (e.g., Ting et al., 2007); however, these specimens
are rare and do not share the derived characteristics of the taxa that
form the core of the immigration event. Although the basic biogeo-
graphic pattern has been documented in Asia and Europe, the records
from North America are generally more complete and have been stud-
ied in considerably more detail (Hooker, 1998; Gingerich and Clyde,
2001; Bowen et al., 2002).

The Bighorn Basin in Wyoming preserves the most complete
record of the PETM from a continental environment. Here, the
PETM is represented by an approximately 50-meter-thick (164 feet)
sequence of fossiliferous paleosols of fluvial origin that accumulated as
the basin rapidly subsided in response to the uplift of adjacent Lara-
mide mountain ranges. This 50-meter-thick PETM interval has been
studied in several different locations around the basin and records the
telltale carbon isotope excursion in each case (Koch et al., 2003). Leaf
margin analysis and oxygen isotope paleothermometry are consistent
in estimating about 5 degrees Celsius of warming during the PETM
and a maximum mean annual temperature of up to 26 degrees Celsius
in the Bighorn Basin (Fricke et al., 1998; Fricke and Wing, 2004;
Wing et al., 2005; Secord et al., 2010). Precipitation levels in the basin
have been estimated from leaf area analysis, pedofacies analysis, and
trace fossil assemblages, all of which indicate considerably drier condi-
tions during the early part of the PETM in the Bighorn Basin with a
return to moister conditions in the late PETM (Wing et al., 2005;
Kraus and Riggins, 2007; Smith et al., 2008; also see Bowen et al.,
2004). A transient drying has also been documented in basins far-
ther to the south, suggesting that these hydroclimatological changes
may involve changes to large-scale atmospheric circulation patterns
(Bowen and Bowen, 2008; Burger, 2008). Given that these well doc-
umented climatic changes from the western interior of North America
are recorded in deposits that are also very fossiliferous, it is possible to
evaluate in detail the response of a continental ecosystem in this region
to these dramatic climate changes.

The two best documented fossil groups from the PETM interval
of the western interior of North America are plants and mammals.
Both groups were clearly affected by the PETM, albeit in different
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ways. Early efforts to document plant communities across the PETM
indicated relatively minor changes; however, these studies were ham-
pered by a lack of preservation within the PETM interval itself (Wing,
1998; Wing and Harrington, 2001; Wing et al., 2003). Recent dis-
covery of productive fossil plant localities within the PETM in the Big-
horn Basin indicate that plants did indeed experience a rapid, tran-
sient, and profound turnover during the PETM (Wing et al., 2005).
The PETM floras in the Bighorn Basin, as documented by macrofossil
and pollen assemblages, are dominated by taxa that are otherwise un-
known from the basin (fig. 10-2). The immigrants include several taxa
from the Gulf Coast region, two taxa known from adjacent basins to
the east, one taxon from Europe, and several other unknowns. The ex-
istence of short-term floral change at the PETM in the Bighorn Basin
is also evidenced by a larger than normal magnitude (4–5 parts per
thousand carbon isotope excursion in n-alkanes derived from leaf wax
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Figure 10-2. Summary of plant turnover in the Bighorn Basin of Wyoming
across the PETM. Composite basinwide record of carbon isotope values from pa-
leosol carbonates is shown at left (PDB = Pedee belemnite standard) with macro-
fossil record in center and microfossil (pollen) record at right. DCA scores are
from detrended correspondence analysis of sites-by-species matrix of presence/ab-
sence data. Notice the large magnitude yet transient change in floral composition
associated with the PETM carbon isotope excursion. All plant data are from Wing
et al., 2005. C24r and C24n represent intervals (“Chrons”) from the Geomag-
netic Polarity Timescale.



lipids (Smith et al., 2007). Despite this transient turnover, the PETM
in the Bighorn Basin is not marked by significantly higher rates of flo-
ral extinction compared to the rest of the Paleocene or Eocene (Wing,
1998). Although floral sampling within the PETM is still relatively
coarse, these initial results indicate that plants responded individualis-
tically over short time scales to the PETM climatic perturbation.
Moreover, the response seems dominated by transient shifts in geo-
graphic range causing local immigration and emigration rather than
global extinction.

The same PETM deposits in the Bighorn Basin that preserve fossil
plants also preserve abundant fossil vertebrates. Mammals have re-
ceived the most attention among the vertebrate groups due to excel-
lent preservation of their readily identifiable teeth. Sampling of fossil
mammals through the PETM interval is especially good here and
clearly documents the Holarctic immigration of modern mammals.

Analysis of these fossil mammal assemblages has allowed the parti-
tioning of direct from indirect effects of PETM warming on these lo-
cal communities (fig. 10-3) (Clyde and Gingerich, 1998; Gingerich,
2003). First, the immigrant modern mammals immediately became a
significant component of succeeding mammal faunas both in terms of
species proportions but even more so in terms of relative abundance.
In fact, modern mammal communities of North America still bear the
strong stamp of the PETM immigration event (e.g., high proportion
of artiodactyls). The addition of these PETM immigrants seems to
have initially increased total diversity (species richness and evenness)
in the basin until diversity re-equilibrated during the early Eocene to a
level that was somewhat higher than the preceding Paleocene. The
peak in first appearances during the PETM was offset by a much
smaller peak in last appearances, which means that although extinction
rates did increase somewhat, that increase did not lead to an overall
drop in diversity because it was offset by much higher rates of origina-
tion. The introduction of these PETM immigrants also had a signifi-
cant impact on community ecological structure (e.g., body-size distri-
bution, trophic structure).

Superimposed on all of these “permanent” immigration-related
effects on Bighorn Basin mammal communities was one striking di-
rect, yet transient, effect of the PETM. Many of the native and im-
migrant mammal lineages during the PETM experienced profound
body-size dwarfing of 40–50 percent (Gingerich, 1989; Clyde and
Gingerich, 1998; Gingerich, 2003). This kind of large-magnitude
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rapid morphological change occurs only during the PETM interval it-
self and likely exceeds the potential effects of northward “Bergman’s
Rule” dispersal of smaller body-size populations into the study area.
Potential causes of this transient dwarfing include direct physioevolu-
tionary responses to increases in mean annual temperature and/or
poorer quality plant forage due to higher atmospheric carbon dioxide
levels.

Although other terrestrial groups are not as well documented as
plants and mammals during the PETM interval, they nonetheless pro-
vide important perspectives on how terrestrial ecosystems responded
to this global warming event. Insect body fossils are very rare, but in-
sect damage is readily preserved on fossil leaves, supplying a trace fossil
record of insect behavior and diversity. Evidence from the Bighorn
Basin indicates the PETM was characterized by a transient increase in
insect herbivory and diversity (Currano et al., 2008). Analysis of fossil
assemblages of nonmarine mollusks from the Bighorn Basin shows a
pattern somewhat similar to the plant record in that the PETM inter-
val is characterized by unusual taxa. However, this transient turnover
did not seem to have lasting effects on community structure after the
climate event is over (Hartman and Roth, 1998).

Many new detailed continental stratigraphic records across the
PETM from outside of the Bighorn Basin are now being constructed.
These help expand our understanding of this event and its biological
consequences to regional and global scales. For instance, recent results
from the Piceance Basin in Colorado, which is about 600 kilometers
(373 miles) south of the Bighorn Basin, indicate that the PETM in
that area was characterized by desertification and extinction of many
arboreal mammal taxa (Burger, 2008). Analysis of pollen and spores
from Gulf Coastal plain sediments, about 2,500 kilometers (1,553
miles) to the southeast of the Bighorn Basin, indicates high rates of
floral extinction at these lower latitudes, pointing to a spatially com-
plex pattern of turnover (Harrington, 2003; Harrington and Jara-
millo, 2007). Detailed records of biotic change from other continents
are also being developed that will help create a globally integrated un-
derstanding of how the biosphere reacted to this global warming
event (Crouch and Visscher, 2003; Bowen et al., 2002; Bernaola et al.,
2007).

In summary, the PETM represents an unusually good histori-
cal analog to projected anthropogenic changes to the earth system, al-
beit in the absence of Homo sapiens and against the backdrop of a
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greenhouse climate state rather than an icehouse climate state. Terres-
trial ecosystems responded in dramatic fashion. Extreme arctic warm-
ing triggered intercontinental mammalian dispersal across high-
latitude land bridges. These mammalian immigrants had long-lasting
effects on local communities, including changes to taxonomic compo-
sition and ecological structure (e.g., diversity, trophic structure) that
are still apparent today. Regional shifts in geographic ranges of plant
taxa caused significant but transient turnover in some places (e.g., Big-
horn Basin, Wyoming) but longer lasting loss of diversity in others
(e.g., Gulf Coast). In general, it is clear that migration was an impor-
tant coping mechanism for both mammal and plant taxa during the
PETM. Mammals seem to have exhibited more community coherence
in their biogeographic response, whereas plant taxa seem to have re-
acted more individualistically. This increased dispersal activity did lead
to higher extinction rates in most cases but not necessarily to lower di-
versity, given the offsetting effects of increased origination rates. Pre-
liminary results indicate that extinction was more profound at lower
latitudes in North America; however, this will require more sampling
of spatially dispersed sites.

The Eocene-Oligocene Boundary and the Grand Coupure

The Eocene-Oligocene boundary, approximately 34 million years ago,
is recognized as one of the largest global climate shifts in the last 65
million years. It was also accompanied by major regional extinctions.
The late Eocene and early Oligocene were times of significant cooling
(fig. 10-1), the causes of which are not yet clear. This global climate
change dramatically affected local environments, which in turn led to
widespread faunal extinction in Europe—the “Grand Coupure” (or
“big cut”)—and extensive yet heterogeneous biotic turnover else-
where. The boundary itself is defined by an extinction of marine mi-
crofossils; however, the continental record of biotic turnover is more
complex.

The Eocene climate was generally characterized by warmth; how-
ever, there were suggestions of the icehouse to come. Mountain gla-
ciers existed intermittently in Antarctica during the mid- to late Eocene
(Kump, 2005; Birkenmajer et al., 2005). These glaciers apparently did
not persist, only lasting for short periods of thousands of years. E-O cli-
mate cooling has been shown to occur in several small steps rather than
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a single major shift (Pearson et al., 2008; Katz et al., 2008). One of the
biggest climate steps was a 400,000-year cooling and glaciation in
Antarctica during the early Oligocene referred to as Oi-1 (DeConto
and Pollard, 2003a). This shift is recorded primarily as a 1–1.5 parts per
thousand excursion in the oxygen isotope composition of foraminifera
from deep-sea cores recovered from the southern ocean and corre-
sponds to an oceanic temperature decrease of roughly 5–6 degrees Cel-
sius (Zachos et al., 1996, 2001). The Oi-1 event has also been recorded
on the northern continents, although there are contradictory reports of
its impact on temperatures in Holarctic environments (Zanazzi et al.,
2007; Grimes et al., 2005).

There are several proposed causes for the E-O global climatic
cooling trend. Because of the long lead-up and stepwise pattern of the
cooling, its cause is unlikely to be a single isolated event like that in-
ferred for the PETM, but rather a long-lasting condition that reached
a threshold, or a series of events. The leading primary causal hypothe-
sis is declining atmospheric carbon dioxide levels (Tripati et al., 2005;
Pagani et al., 2005). Decreasing atmospheric carbon dioxide would
eventually lower the snow line elevation to intersect large portions of
Antarctica and other mountainous regions worldwide (DeConto and
Pollard, 2003b). The other possible primary cause for glaciation in
Antarctica is opening of the Tasmanian Gateway between Australia
and Antarctica. This led to a circumpolar current that isolated Antarc-
tica from warmer water currents (Kennett and Exon, 2004). It is un-
clear how this gateway would have affected the climate across the rest
of the globe, but it was likely very effective for Antarctic cooling.
Other secondary causes such as orbital forcing and changing albedo
could have significantly reinforced the cooling trend when coupled
with these other primary climate drivers (DeConto and Pollard,
2003b).

An estimated 60 percent of endemic European taxa went extinct
during the climate changes around the E-O boundary, making it one
of the most severe regional extinction events in Cenozoic mammal his-
tory (Berggren and Prothero, 1992). This vertebrate response—the
Grand Coupure—is characterized by significant turnover (fig. 10-4),
including a vast decline in diversity of subtropical taxa such as primates
and the immigration of many Asian taxa such as rhinos (Kohler and
Moya-Soja, 1999; Hooker et al., 2004). Recent high-resolution re-
sults from the Hampshire Basin in the United Kingdom indicate that
the Grand Coupure faunal turnover correlates closely with the Oi-1
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climatic event, indicating temporal coincidence between global cli-
mate change and biotic change at this time (Hooker et al., 2004;
Hooker et al., 2009). Further evidence for this linkage comes from the
well studied vertebrate records of the Mongolia Plateau in Asia. Here,
the perissodactyl-dominated faunas of the Eocene abruptly changed
to the rodent- and lagomorph-dominated faunas of the Oligocene
(Meng and McKenna, 1998; Wang et al., 2007). This so-called “Mon-
golian Remodeling” is closely coincident with the Grand Coupure in
Europe, indicating that the Oi-1 climatic event had considerable ef-
fects on the biota across all of Eurasia. Whereas the extinction within
some groups such as primates was probably the direct result of cli-
matic cooling and drying, in many other cases the change in climate
caused dispersal, which in turn led to turnover due to heightened
competition. In the case of Eurasia during the E-O boundary, lower
eustatic sea level due to Antarctic glaciation caused the draining of the
Turgai Sea and the development of open land connections between
Europe and Asia. As with the PETM, the indirect ways that climate
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Figure 10-4. Bar graphs summarizing changes in mammal communities from
different continents across the E-O boundary cooling episode. In Europe (left),
the E-O boundary is characterized by a significant drop in diversity (the Grand
Coupure), as indicated by a decline in the average number of families in the
Hampshire Basin (data from Hooker, 2000). In Asia (center), the E-O boundary
is marked by a significant shift from perissodactyl-dominated Eocene communi-
ties to rodent- and lagomorph-dominated Oligocene communities (the Mongo-
lian Remodeling, data from Meng and McKenna, 1998). In North America
(right), mammals experienced a relatively insignificant decrease in diversity across
the E-O boundary, as indicated by the record of species richness from the White
River Group (data from Prothero and Heaton, 1996).



change affected dispersal corridors were just as important as the direct
effects of changes in temperature or precipitation.

Biotic changes across the E-O boundary in North America were
quite different from that observed in Eurasia. In general, faunal
change at this time was quite gradual, tracking the long-term decline
in global temperatures from the Middle Eocene to the early Oligocene
(Alroy et al., 2000). Reptiles and arboreal mammals declined in diver-
sity during this period and were replaced by larger bodied mammalian
taxa (e.g., artiodactyls) that were more suited to the newly established
open grasslands (Hutchison, 1992; Prothero, 1989). No abrupt fau-
nal changes are currently documented in North America at the time of
Oi-1 (Prothero and Heaton, 1996), and it was not marked by signifi-
cant intercontinental dispersal across Beringia (Prothero and Heaton,
1996; Woodburne and Swisher, 1995). Interestingly, even though
lower sea levels may have caused greater exposure of Beringia, disper-
sal across this land bridge at this time may have been thwarted by
colder high-latitude temperatures. This is in stark contrast to Europe,
where the disappearance of the Turgai Sea that separated Europe from
Asia at this time led to significant exchange of continental biota be-
tween these regions. The only lower latitude region with a good fossil
record of terrestrial ecosystems across the E-O boundary is in Egypt.
Afro-Arabian mammals do not seem to have undergone a significant
extinction at the E-O boundary; however, a sharp decline in strepsir-
rhine primates and subsequent contraction of oligopethecid primates
in Egypt may have been the result of E-O cooling (Seiffert, 2007).

Several studies have characterized the vegetation of this time pe-
riod and found floral changes consistent with climatic cooling. Across
the entire Holarctic, Eocene tropical floras gave way to Oligocene
grasslands as plant diversity slowly declined (Retallack et al., 2004;
Prothero, 1989). In Antarctica, the vegetation structure changed from
largely evergreen forest to tundra as the climate became progressively
cooler and drier. Vegetation-climate feedbacks may have also played an
important role in facilitating the glaciation via changes in albedo and
heat transfer (Thorn and DeConto, 2005).

Conclusions

The relationship between climate change and extinction risk in con-
tinental ecosystems is not straightforward; however, the two case
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studies evaluated here provide some important insights. Both the
PETM and E-O boundary are characterized by biotic turnover of vary-
ing magnitudes and rates on different continents. In most cases, the ob-
served turnover is partly driven by higher rates of per taxon extinction.
These increases in per-taxon extinction rates, however, do not always
lead to net decreases in diversity because origination rates may
simultaneously increase as well. For instance, although rates of mam-
malian extinction in the Bighorn Basin of Wyoming increased during
the PETM, that increase was offset by a larger increase in origination
rates, resulting in higher local diversity during and after the warming
event (fig. 10-3). On the other hand, the record of mammals from Eu-
rope and Asia across the E-O boundary shows increased rates of per-
taxon extinction during that period of cooling and these were not com-
pensated by increased rates of origination, so net diversity decreased
significantly. The lesson we can draw from these examples is that indi-
vidual taxa seem to experience a higher risk of extinction during periods
of unusual climate change, but that does not necessarily translate into a
decrease in overall diversity because origination rates can increase at the
same time. The balance between origination and extinction rates is re-
gionally heterogeneous, making it difficult to estimate the effects of
large-scale climate change on global diversity using the unevenly sam-
pled fossil record. One of the primary paleontological goals of the
twenty-first century is to increase spatial and temporal sampling density
to better constrain patterns of global diversity and compare them to the
well resolved proxy records of global climate change.

Reconstructing how changes in climatic variables may have forced
higher rates of per-taxon extinction is difficult, but in both examples
presented here, the main link seems to be associated with dispersal. As
the climate changed across the PETM and E-O boundary, the domi-
nant biotic response was manifested in shifting geographic ranges. Al-
though it is likely that taxa initially migrated in a predictable pattern to
remain within their optimal climatic window, as dispersal progressed,
the existence of physical barriers or connections often led to unex-
pected biogeographic results. For instance, the PETM in the Holarctic
is marked by the immigration of several new groups of mammals that
likely diffused northward from their unknown place of origin during
the PETM warming and encountered high-latitude land bridges that
allowed their rapid circum-Holarctic dispersal. Similarly, mammals in
Asia during the E-O boundary seem to have encountered new disper-
sal routes to Europe when Antarctic glaciation lowered sea level and
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drained the Turgai Sea. Alternatively, plants at the PETM show a pat-
tern of northward migration but no significant dispersal across the
high-latitude land bridges, resulting in an entirely different biogeo-
graphic pattern and more transient biotic turnover. In all cases, a rise
in per-taxon extinction rates was likely the result of emigration and the
rapid influx of climatically modulated immigrants causing an increase
in local competition. In continental ecosystems, dispersal seems to be
the first line of defense for taxa trying to adjust to major changes in cli-
mate. These biogeographic perturbations in turn create novel biotic
interactions that lead to increased levels of turnover (e.g., extinction
rates) but not necessarily lower levels of diversity.

What do these lessons from the geological past tell us about the
likely effects of anthropogenic climate change on continental ecosys-
tems? If we could isolate the climatic effects from the myriad of other
anthropogenic influences on modern biotas, it would mean that cur-
rent and projected climate changes would almost certainly raise per-
taxon extinction rates but the effects on global diversity would be
much less certain given the potentially offsetting effects of increased
origination (speciation) rates. Unfortunately, given the very fast pace
of anthropogenic climate change, any potential increase in origination
rates would likely lag increases in extinction rates, leaving behind a pe-
riod of lower overall diversity. The prevalence of human-assisted biotic
dispersal and the large-scale degradation of natural habitats from rap-
idly expanding human populations will almost certainly amplify rates
of per-taxon extinction, making it that much harder to maintain levels
of global diversity.
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Chapter 11

Quaternary Extinctions and Their Link
to Climate Change

Barry W. Brook and Anthony D. Barnosky
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Millennia before the modern biodiversity crisis—a worldwide event
being driven by the multiple impacts of anthropogenic global
change—a mass extinction of large-bodied fauna occurred. After a mil-
lion years of severe climatic fluctuations, during which the earth waxed
and waned between frigid ice ages and warm interglacials, with appar-
ently few extinctions, hundreds of species of mammals, flightless
birds, and reptiles suddenly went extinct over the course of the last
50,000 years (Barnosky, 2009). Due both to our intrinsic fascination
with huge prehistoric beasts and to the possible insights these wide-
spread species losses might lend to the modern extinction problem,
the mystery of the “megafaunal” (large animal) extinctions have led to
much theorizing, modeling, and digging (for their fossils or environ-
mental proxies) over the last 150 years (Martin, 2005). The topic
continues to invoke strong scientific interest (Koch and Barnosky,
2006; Grayson, 2007; Gillespie, 2008; Barnosky and Lindsey, 2010;
Nogues-Bravo et al., 2010; Price et al., 2011).

In this chapter, we focus on recent work that explicitly considers
the relative role of natural climate change compared to nonclimate
human-caused threatening processes (such as habitat loss and hunt-
ing) in driving the megafaunal extinctions. We begin with a short
review of the global pattern of Quaternary extinctions and summa-
rize some general reasons why large animals might be particularly
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vulnerable to direct human impacts and climate change. We then ex-
plore how the pattern of megafaunal extinction corresponds to both
the chronology of human expansion and climate change and their pro-
jected impacts. Taken together, this body of information leads us to
conclude that climate change alone did not drive the mass extinction
of late Quaternary megafauna, but overlain on direct and indirect hu-
man actions, it exacerbated overall extinction risk tremendously. The
take-home message is that the synergy of fast climate change with
more direct human impacts can have particularly fatal consequences
for many nonhuman species—and this is particularly true today, when
human influences, including climate disruption, are so dramatically
greater than they have ever been in the past.

Extinction and Vulnerability of Megafauna

The end-Quaternary (late Pleistocene and Holocene) die-offs com-
prised a significant global mass extinction event, which led to the elim-
ination of half of all mammal species heavier than 44 kilograms (100
pounds) and other large-bodied fauna across most continents (Aus-
tralia, Eurasia, North and South America) and large islands (West In-
dies, Madagascar, and New Zealand), between 50,000 and 600 years
before present (Koch and Barnosky, 2006). The losses included large
mammals (e.g., mammoth, genus Mammuthus), reptiles (e.g., giant
lizards such as Megalania), and huge flightless birds (e.g., New Zea-
land moa and Australian Genyornis). In Australia, around fifty species,
including rhinoceros-size wombats, short-faced kangaroos, and preda-
tory possums disappeared (MacPhee, 1999). In North America, the
death toll was some sixty species of large mammals plus the largest
birds and tortoises, and South America saw the disappearance of at
least sixty-six large-mammal species. Eurasia and Africa were less hard
hit, but nevertheless saw major losses in their large-mammal fauna, fif-
teen and seventeen species, respectively. Region by region, these ex-
tinction events followed within a few centuries to a few millennia the
first dispersal of Homo sapiens to new lands, and were particularly se-
vere when they were also entwined with changes in the regional or
global climate system (fig. 11-1).

So what was the causal mechanism behind these extinctions—cli-
mate, humans, or both? The drivers of biotic extinctions, past and
present, are often surprisingly difficult to pin down (McKinney,
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1997), but plausibly include: (i) being outcompeted by newly evolved
or invasive species; (ii) failing to adapt to long-term environmental
change (e.g., climatic shifts); and (iii) reduction in abundance caused
by random disturbance events (e.g., epidemics, severe storms) with a
subsequent failure to recover to a viable population (Blois and Hadly,
2009). A commonly cited generalization is that larger-bodied verte-
brates (with the extreme recent form being the Quaternary mega-
fauna) are more extinction-prone than smaller bodied ones (Bodmer
et al., 1997; McKinney, 1997). Because body size is inversely cor-
related with population size, large-bodied animals tend to be less
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Figure 11-1. Late Quaternary megafaunal extinctions, human hunting, and cli-
mate change on the continents. The dashed box indicates the credible bounds of
the first arrival of modern people, Homo sapiens sapiens, with the best estimate ad-
jacent to the human figure (the latest estimate for Australia is about 48,000 years
ago [kyr BP]). Substantial climate change events, predominantly the last glacial
maximum and Holocene warming, are indicated by gray shading inside boxes.
Source: Koch and Barnosky, 2006.
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abundant and so more intrinsically vulnerable to rapid change and de-
mographic disruption. Indeed, when armed with some knowledge of
empirically well established biological scaling rules (allometry; Da-
muth, 1981), such a hypothesis makes a lot of sense. Large-bodied an-
imals such as elephants or whales produce only a few, precocious off-
spring, but invest substantial resources into their care. This life-history
strategy leads to the death of juveniles being a major demographic set-
back. On a population-wide basis, even an apparently small additional
level of chronic mortality can result in rapid declines in abundance
and, within a few centuries, a collapse to extinction (Brook and John-
son, 2006; Nogues-Bravo et al., 2008). The extinction proneness of
large-bodied animals is further enhanced because of other correlated
traits such as their requirement of large foraging area, greater food in-
take, high habitat specificity, and lower reproductive rates (West and
Brown, 2005).

Why then (in evolutionary terms) be big? Three reasons are that
large animals are long-lived (so have multiple attempts at reproduc-
tion), have relatively better heat regulation and water retention than
small animals, and have lower predation rates, especially when herd-
ing. Their size protects them from all but the biggest predators, they
have a great capacity to ride out hard times by drawing on their fat re-
serves, they can migrate long distances to find water or forage, and
they can opt not to reproduce in times when environmental condi-
tions are unfavorable, such as during a drought (Brook et al., 2007).
Thus in the majority of circumstances, being big is good, because it
acts as a demographic buffer. Indeed, such ecological specialization
tends to evolve repeatedly because, in relatively stable environments,
specialist species tend to be better than generalists at particular narrow
tasks. However, when an environment is altered abruptly at a rate
above normal background change, specialist species with narrow eco-
logical preferences bear the brunt of progressively unfavorable condi-
tions such as habitat loss, degradation, and invasive competitors or
predators (Balmford, 1996; Harcourt et al., 2002). An extreme event,
such as a bolide strike from space (Haynes, 2008) or an intelligent,
weapon-wielding bipedal ape (Martin, 2005), that also widely alters
landscapes by practices such as burning and farming, can be the lever
that unhinges the optimality of this regularly evolved strategy of large
body size.

The environmental context and type of threat also helps dictate an
organism’s response to change or novel stressors. For instance, when
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hunted by invading prehistoric people in Pleistocene Australia, arbo-
real (tree-dwelling) species occupying closed forests suffered far fewer
extinctions than savanna (grassland) species, and of the latter group,
those with high per capita population replacement rates (e.g., grey
kangaroos; Macropus giganteus) or the ability to escape to refuges such
as burrows (e.g., wombats; Vombatus ursinus) were best able to persist
(Johnson, 2005).

The Role of Human Arrivals

During the last 100,000 years, modern humans have spread across the
world from their center of origin in Africa, reaching the Middle East
by 90,000 years ago, Australia by 48,000 years ago (based on the most
secure evidence presently known, Gillespie et al., 2006), Europe by
40,000–50,000 years ago, South America by 14,600 years ago, North
America by 13,000 years ago, most of the Pacific Islands by 2,000
years ago, and New Zealand by 800 years ago. (For dates estimated by
radiocarbon dating, the radiocarbon age is calibrated to calendar
years.) This wave of human dispersal was likely to have been mediated
by climate change: a wet penultimate interglacial probably encouraged
the spread of early Homo sapiens out of Africa, and in the Northern
Hemisphere, end-Pleistocene immigration into the Americas was fa-
cilitated by glacial ice sequestering water and lowering sea levels,
which in turn exposed a land bridge between Eurasia and North
America and opened coastal migration routes. At the very end of the
Pleistocene, it was global warming that melted ice and opened an ice-
free corridor through central Canada for a wave of Clovis hunters.

A striking feature of the megafaunal extinctions is that, in every ma-
jor instance where adequate data exist, the extinction follows the first
arrival of people on a “virgin” continent or large island within a few
hundred to a few thousand years (fig. 11-1). This point is further un-
derscored in figure 11-2, which shows the short overlap period for well
dated megafaunal remains and archeological artifacts, in New Zealand,
North America, and Australia, based on the latest dating and sample se-
lection protocols (Gillespie, 2008). (Note the different time scales on
panels A, B, and C—these three events were not synchronous in time.)
Coincidence alone is not sufficient evidence for causation, but this con-
sistency at the very least provides strong circumstantial support for the
idea that a human presence was a necessary precondition for accelerated
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Figure 11-2. Dating data on human-megafauna overlap in New Zealand (A),
North America (B), and Australia (C). The dates are stacked from youngest (top)
to oldest (bottom) for the archeology (dark shading) and oldest (top) to youngest
(bottom) for the animal remains or proxies (light gray shading). Bars represent
dating uncertainties. Source: Gillespie, 2008 (includes detailed legend).

megafaunal extinction, especially given the evidence that most of the
extinct taxa survived through previous, equally pronounced environ-
mental perturbations before humans arrived.

A further line of indirect evidence comes from assessing jointly
the global rise in human abundance and the precipitous loss of mega-



fauna. We are a species that broke a fundamental ecological rule: large
predators and omnivores are typically rare (Tudge, 1989). A recent
analysis by one of us (Barnosky, 2008) has shown that in achieving eco-
logical dominance, a rising biomass of people ultimately and perma-
nently displaced the once-abundant biomass of megafauna. The point,
well illustrated in figure 11-3, is that when the species richness of mega-
fauna crashed to today’s low levels, their equivalent total biomass was
replaced by one species (Homo sapiens). Indeed, we surpassed the nor-
mal prehistoric levels of megafaunal biomass when the Industrial Rev-
olution commenced, and now, when combined with our livestock,
vastly outweigh the biomass of mammal faunas of the deep past—an ex-
plosion of living tissue supported primarily by the use of fossil energy
(which, for example, makes it possible to produce and distribute inor-
ganic fertilizers). The energetic trade-off between a large human bio-
mass (lots of people) and a large nonhuman biomass (lots of other spe-
cies) demonstrated by this Pleistocene history has a clear conservation
implication: to avoid losing many more species as the human popula-
tion grows in the very near future, it will be necessary to formulate poli-
cies that recognize and guard against an inevitable energetic trade-off at
the global scale. The pressing need is to consciously channel some mea-
sure of natural resources toward supporting other species, rather than
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Figure 11-3. Decline in global megafauna biodiversity (number of species; light
gray) over the last glacial-interglacial cycle, plotted against the increase in world
population size of Homo sapiens. Major extinction events by continent are indi-
cated by dark gray arrows. Ka=thousands of years before present) Source:
Barnosky, 2008.
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solely toward humans, for example, in the form of enhanced sustain-
able farming practices and stepped-up efforts to protect and expand ex-
isting nature reserves. Also critical will be developing alternatives to
fossil fuels for the energy that currently sustains the global ecosystem,
especially humans, so far above its pre-anthropogenic level of mega-
fauna biomass.

Human impacts on late Quaternary environments were many and
varied (Barnosky et al., 2004; Lyons et al., 2004a). The role of prehis-
toric people as hunters of big and small game has been reviewed ex-
tensively (Martin, 2005; Surovell et al., 2005; Grayson, 2007); meat
was clearly a component of the hunter-gatherer lifestyle (Bulte et al.,
2006), but killing may have also occurred for reasons beyond subsis-
tence (e.g., hunter prestige). Beyond direct predation, however, hu-
mans seem to have stressed megafauna by burning vegetation on a
landscape scale (and in doing so, perhaps radically altering local cli-
mate: Miller et al., 2005) and by introducing commensal species such
as dogs (Fiedel, 2005), rats (Duncan et al., 2002), and disease (Lyons
et al., 2004b). Overkill, the hunting of a species at a level sufficient to
drive it to extinction, with or without an additional pressure from fac-
tors such as habitat modification and climate change, has been shown
to be a viable killing mechanism for megafaunal species (fig. 11-4) if
the hunters also could use other species when they deplete the original
target species below viable abundances (Bodmer et al., 1997; Alroy,
2001, Brook and Johnson, 2006).

Role of Climate Change

Niche modeling indicates strong correlation between specific climate
variables and species distributions (Hijmans and Graham, 2006;
Nogues-Bravo et al., 2008), and it now seems clear that climate is a
key determinant of whether or not a species can exist in a given locale.
Just like human impacts, climatic impacts on species are direct and in-
direct. Direct impacts include exceeding physiologically imposed tem-
perature and precipitation limits on a species, such as critical tempera-
ture thresholds for musk oxen or pikas, which have limited heat-loss
abilities. Indirect impacts include mismatch of life history strategy
with timing of seasons or other climatic parameters (phenology), for
example, emerging from hibernation too early in the spring, before
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snowmelt has exposed critical food resources (Parmesan, 2006; Bar-
nosky, 2009).

Although numerous examples of climatic change stimulating
changes in local abundance or geographic range changes exist, there are
few examples of climate change causing worldwide extinction in the ab-
sence of any other biotic stressor. Examples such as the golden toad
(Bufo periglenes) and harlequin frogs (genus Atelopus) may qualify
(Parmesan, 2006) for recent times, and in deeper time, the demise of
Irish elk (Megaloceras) in Ireland, and horses (Equus) and short-faced
bears (Arctodus) in Beringia seems attributable mainly to late Pleis-
tocene climate changes (Barnosky, 1986; Guthrie, 2003; Barnosky et
al., 2004; Koch and Barnosky, 2006). Although available models fail to
adequately simulate megafaunal extinctions based on climate change
alone (Brook and Bowman, 2004; Lyons et al., 2004a), modeling and
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Figure 11-4. Overkill by the selective harvest of juveniles (less than 6 years old) of
a simulated population of the extinct giant marsupial Diprotodon optatum. Solid
line is the total regional population (carrying capacity = 1,000) and the (barely
visible toward the bottom of each graph) dotted line is the annual number of juve-
niles killed by hunting (human population size = 150). (A) Constant hunting off-
take. (B) Type II functional response (assumes prey are naïve). (C) Type III func-
tional response (assumes adaptive prey and higher hunting pressure). Source:
Brook and Johnson, 2006.



empirical evidence has shown climate change alone to cause extinctions
if species ranges are restricted by barriers that prevent them from mov-
ing to track their needed climate space (Barnosky, 1986, 2009; Thomas
et al., 2004). It is precisely this latter situation in which the world’s
fauna (and flora) today find themselves.

The late Quaternary was a period of major natural climate change
(fig. 11-5). The most prominent events were the glacial-interglacial cy-
cles, which have repeated thirty-nine times over the last 1.8 million
years; the last nine cycles show about a 100,000-year periodicity. Dur-
ing these shifts in climate, the globally averaged temperature changed
by 4–6 degrees Celsius—comparable in magnitude to but at a much
slower rate than that predicted for the coming century due to anthro-
pogenic global warming under the fossil fuel–intensive, business-as-
usual scenario (A1FI; http://www.ipcc.ch: IPCC, 2007). Triggered by
orbital forcing and reinforced by albedo changes (ice-sheet retreat or
growth) as well as the feedback of terrestrial and oceanic greenhouse
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Figure 11-5. Antarctic ice core record of polar temperature (top; deuterium data)
and carbon dioxide concentration (bottom) for the past 800,000 years. Horizon-
tal lines show mean temperature and carbon dioxide values over different inter-
vals. Marine isotope stages are in italics and glacial terminations by Tx (e.g., TI).
The vertical black lines show the timing of megafaunal extinctions in New Zea-
land, North America, and Australia (left to right). Source: Modified from Luthi et
al., 2008.
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gas release, the longer-term glacial cycles also were punctuated by nu-
merous short-lived (and likely regional-scale) abrupt climatic changes,
such as the Younger Dryas, Dansgaard-Oeschger, and Heinrich climate
events (Overpeck et al., 2003). These short-term, high-magnitude cli-
matic changes probably exacerbated any stresses that the larger-scale
glacial-interglacial shifts were placing on species, although all of these
kinds of cyclical changes seem within bounds of what species have
evolved to withstand in the absence of impermeable geographic barri-
ers (Barnosky, 2001; Barnosky et al., 2003; Benton, 2009).

Mechanistically, climate change over the last 100,000 years
changed vegetation substantially in many parts of the world, although
the nature and magnitude of the changes were different in different
places (Barnosky et al., 2004). In central North America, for example,
the end-Pleistocene witnessed a relatively rapid transition of vegeta-
tional structure and composition from a heterogeneous mosaic to a
more zonal pattern that was relatively less suitable to large herbivores
(Graham and Lundelius, 1984; Guthrie, 1984). Abrupt events such as
the Younger Dryas probably superimposed even more rapid vegeta-
tion shifts (Stuart et al., 2004). In Australia, the climate became more
arid as the depth of an ice age was approached, and the surface water
available to large animals would have become scarcer and more patch-
ily distributed (Wroe and Field, 2006). Yet, most megafauna species
appear to have persisted across multiple glacial-interglacial transitions,
only to become extinct within a few thousand years of, and in some
cases, coincident with, the most recent one (fig. 11-5; extinctions
marked with black vertical bars).

The resilience of species can be inferred from the fossil record and
molecular markers (Lovejoy and Hannah, 2005). In the Northern
Hemisphere, populations shifted ranges southward as the Fennoscan-
dian and Laurentide ice sheets advanced (or persisted in locally equa-
ble refugia; Hewitt, 1999), and then reinvaded northern realms dur-
ing interglacials. Some species may have also persisted in locally
favorable refugia that were otherwise isolated within the tundra and
ice-strewn landscapes (Hewitt, 1999). In Australia, large-bodied
mammals were able to persist throughout the Quaternary (Prideaux et
al., 2007b), even in remarkably arid landscapes such as the Nullarbor
Plain (Prideaux et al., 2007a).

There were many times during the last 100,000 years when the
climate apparently shifted from cool-dry to warm-wet conditions, and
back again (fig. 11-6, based on the Greenland ice core data), a point
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reinforced by new stable isotope data from Australia, as described in
Brook et al. (2007) and summaries presented in recent reviews (Bar-
nosky et al., 2004; Koch and Barnosky, 2006). Although such changes
undoubtedly led to the disappearance of various species in local areas
and altered their abundance where they remained on the landscape,
nevertheless they persisted regionally or globally until the die-offs
clustered in the last few tens of millennia of the Pleistocene and into
the Holocene. If climate change were a driver of those extinctions,
what was so different as to make the seemingly normal global warm-
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Figure 11-6. Greenland ice core calcium concentrations (parts per billion) over
the last 100,000 years. Low values indicate wet-warm conditions with relatively
denser vegetative cover, and high values point to a cool-dry climate with sparser
global vegetation. Also marked are the last glacial maximum, Younger Dryas
abrupt cooling event, and the Holocene warm period. The timing of extinctions
on islands and continents is indicated; also shown are the earliest and latest extinc-
tions in Beringia with Eurasia. Source: Burney and Flannery, 2005.



ing (in comparison to previous glacial-interglacial transitions) at that
time negatively affect such a wide range of species and habitats (Bur-
ney and Flannery, 2005; Johnson, 2005) to the extent that once-
abundant, ecologically dominant animals simply disappeared? The an-
swer to this question probably lies in threat synergies.

Threat Synergies, Past and Present

The Pleistocene megafaunal die-offs provide a salutary lesson about
the future of biodiversity under projected global warming scenarios.
Over most of the last 2 million years, there was a lack of widespread ex-
tinctions, particularly of plants (Willis et al., 2004), despite regular
bouts of extreme climatic fluctuations (fig. 11-5). So what made the
last glacial cycle different? We believe it was the synergy of mutually re-
inforcing events brought by the double blow of anthropogenic threats
and natural climate change. Together, these produced a demographic-
ecological pressure of sufficient force and persistence to eliminate a
sizeable proportion of the world’s megafauna species (Barnosky et al.,
2004; Brook, 2008; Barnosky, 2009; Blois and Hadly, 2009)—a
group whose evolved life-history strategy left them particularly vulner-
able to chronic mortality stress from a novel predator and modifier of
habitats (Brook and Bowman, 2005). Without humans on the scene,
climate change would not have been enough.

A good example of this interaction, using a method of coupling
bioclimate envelopes and demographic modeling in woolly mammoth
(Nogues-Bravo et al., 2008), shows how the human-climate synergy
probably operated in the High Arctic. The model indicates that mam-
moths survived multiple Pleistocene climatic shifts by condensing
their geographic range to suitable climate space during climatically un-
favorable times. Finally, however, the new presence of modern hu-
mans during the late-Pleistocene and Holocene, at the same time as a
climatically triggered retraction of steppe-tundra reduced maximally
suitable habitat by some 90 percent (fig. 11-7), resulted in extinction.
The important message is that mammoth populations’ resilience was
weakened by habitat loss and fragmentation, as it may well have been
in previous interglacials, but during that last range reduction the
mammoths were unable to cope because of the addition of predatory
pressure (and possibly other landscape modifications) by human
hunters.
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In principle, the same sort of fatal synergy is now attacking many
species, but in a much magnified way. Modern climate change is oc-
curring at a much faster rate than past events (Barnosky et al., 2003)
and began in a world that was already relatively hot because warming
started in an interglacial rather than in a glacial. By 2050, the planet is
projected to be hotter than it has been at any time since humans
evolved as a species. And the backdrop of human pressures on which
this extreme climate change is taking place is more pronounced than
ever before; in the twenty-first century the human enterprise reaches
into all corners of the planet (Brook et al., 2008). Not only are we
causing the climate itself to change (Miller et al., 2005), but thanks to
our already high population density and ongoing population growth
(fig. 11-3), extensive appropriation of natural capital, and technologi-
cal expansion (Steffen et al., 2007), we are limiting more than ever be-
fore other species’ ability to track their needed habitats as climate
zones rapidly shift across the earth’s surface. In short, we are witness-
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Figure 11-7. Climate envelope model of habitat suitability in Eurasia for woolly
mammoth (Mammuthus primigenius) at five times over the last interglacial-glacial-
interglacial cycle. Darker shading indicates higher suitability. Full glacial condi-
tions occurred at 21,000 years before present (kyr BP), warm conditions (as warm
or warmer than today) at 126 and 6 kyr BP. The white lines indicate likely north-
ern limit of people. Line is dotted where there is uncertainty about the limit of
modern humans. Source: Nogues-Bravo et al., 2008.



ing a similar collision of human impacts and climatic changes that
caused so many large animal extinctions toward the end of the Pleis-
tocene. But today, given the greater magnitude of both climate change
and other human pressures, the show promises to be a wide-screen,
technicolor version of the (by comparison) black-and-white letterbox
drama that played out the first time around.

Conclusions

The important message from the late Quaternary megafaunal extinc-
tions is not so much that humans caused extinctions in many (maybe
most) places and climate caused them in others. Rather, the key point
is that where direct human impacts and rapid climate change coincide,
fatalities are higher and faster than where either factor operates alone.
It is the synergy that presents the biggest problem, and that synergy is
exactly what we find ourselves in the middle of today. Indeed, syner-
gies between seemingly different causal mechanisms seem to charac-
terize mass extinctions in general (Barnosky et al., 2011).

Today, that intelligent predatory ape, the human species, is driving
a planetwide loss and fragmentation of habitats, overexploitation of
populations, deliberate and accidental introduction of alien species be-
yond their native ranges, release of chemical pollution, and the global
disruption of the climate system. Most damaging of all is the interac-
tions among these different threats, which mutually reinforce each in-
dividual impact. Are the modern extinctions resulting from these pro-
cesses a much magnified version of what already happened once to
cause the late Quaternary megafauna extinctions, and can this perspec-
tive illuminate how to chart the future to avoid an even more severe
biotic collapse? The emerging consensus quite clearly says yes, and
that conclusion, in turn, implies that only a systems-based approach to
threat abatement will be effective in staving off future extinctions.

Conversely, coming at the problem from trying to figure out what
caused Quaternary extinctions, the question “Was it humans or natu-
ral climate change that forever ended the evolutionary journey of hun-
dreds of megafaunal species?” is the wrong one to ask. That question
anticipates a unicausal mechanism, which might be appealing on parsi-
monious grounds, but cannot be supported by fossil, archeological,
climatological, and modeling evidence. Just as for our modern global
biodiversity crisis, one factor (e.g., overhunting) may domi-
nate in one place, and a second factor somewhere else (e.g., a species
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disappearing off a mountaintop that heats up too much). But at the
global scale, synergy among the distinct proximate causes adds up to
more than the sum of each individual cause. If one insists on a mini-
malistic answer for what caused the late Quaternary extinctions, it
seems to be this: the actions of colonizing and expanding prehistoric
humans (primarily hunting and habitat modification) seems omni-
present in the past global extinction (Brook et al., 2007; Gillespie,
2008), but in many cases, species were left much more vulnerable be-
cause of climate-induced range contractions and changes in habitat
quality (Guthrie, 2006; Nogues-Bravo et al., 2008).

The degree to which climate change was the “straw that broke the
camel’s back” probably differed to some extent for each species of ex-
tinct Quaternary megafauna, and will only be really understood after
detailed study of each extinct species (Koch and Barnosky, 2006). But
the fact that even “natural” climate change synergistically exacerbated
extinctions when human pressures first increased is worrisome in the
modern context. The climate change is now far outside the bounds of
what is normal for ecosystems (Barnosky, 2009), and the other kinds
of human pressures on species are so much greater than Earth has ever
seen. In the end, it will not only be the extent to which we can mini-
mize each individual cause of extinction—increasing human popula-
tion and attendant resource use, habitat fragmentation, invasive spe-
cies, and now, global warming—but also the degree to which we can
minimize the synergy between each separate cause that will determine
just how many species we lose.

Acknowledgments

We thank Marc Carrasco, Kaitlin Maguire, Lee Hannah, and two
anonymous reviewers for constructive comments. BWB’s research
on this topic was supported by Australian Research Council grant
DP0881764, and ADB’s by grant DEB-0543641 from the US Na-
tional Science Foundation.

references

Alroy, J. 2001. “A multispecies overkill simulation of the end-Pleistocene mega-
faunal mass extinction.” Science 292: 1893–96.

Balmford, A. 1996. “Extinction filters and current resilience: The significance of

194 e v i d e n c e f r o m t h e pa s t



past selection pressures for conservation biology.” Trends in Ecology and Evolu-
tion 11: 193–96.

Barnosky, A. D. 1986. “ ‘Big game’ extinction caused by Late Pleistocene climatic
change: Irish elk (Megaloceros giganteus) in Ireland.” Quaternary Research 25:
128–35.

Barnosky, A. D. 2001. “Distinguishing the effects of the Red Queen and Court
Jester on Miocene mammal evolution in the northern Rocky Mountains.”
Journal of Vertebrate Paleontology 21: 172–185.

Barnosky, A. D. 2008. “Megafauna biomass tradeoff as a driver of Quaternary and
future extinctions.” Proceedings of the National Academy of Sciences, USA 105:
11543–48.

Barnosky, A. D. 2009. Heatstroke: Nature in an Age of Global Warming. Washing-
ton, D.C.: Island Press.

Barnosky, A. D., and E. L. Lindsey. 2010. “Timing of Quaternary megafaunal ex-
tinction in South America in relation to human arrival and climate change.”
Quaternary International 217: 10–29.

Barnosky, A. D., E. A. Hadly, and C. J. Bell. 2003. “Mammalian response to
global warming on varied temporal scales.” Journal of Mammalogy 84: 354–
68.

Barnosky, A. D., P. L. Koch, R. S. Feranec, S. L. Wing, and A. B. Shabel. 2004.
“Assessing the causes of Late Pleistocene extinctions on the continents.” Sci-
ence 306: 70–75.

Barnosky, A. D., N. Matzke, S. Tomiya, G. O. U. Wogan, B. Swartz, T. B. Quental,
C. Marshall, et al. 2011. “Has the Earth’s sixth mass extinction already ar-
rived?” Nature 471: 51–57.

Benton, M. J. 2009. “The Red Queen and the Court Jester: Species diversity and
the role of biotic and abiotic factors through time.” Science 323: 728–732.

Blois, J. L., and E. A. Hadly. 2009. “Mammalian response to Cenozoic climate
change.” Annual Review of Earth and Planetary Sciences 37. doi:10.1146
/annurev.earth.031208.100055.

Bodmer, R. E., J. F. Eisenberg, and K. H. Redford. 1997. “Hunting and the like-
lihood of extinction of Amazonian mammals.” Conservation Biology 11: 460–
66.

Brook, B. W. 2008. “Synergies between climate change, extinctions and invasive
vertebrates.” Wildlife Research 35. doi:10.1071/wr07116.

Brook, B. W., and D. M. J. S. Bowman. 2004. “The uncertain blitzkrieg of Pleis-
tocene megafauna.” Journal of Biogeography 31: 517–23.

Brook, B. W., and D. M. J. S. Bowman. 2005. “One equation fits overkill: Why al-
lometry underpins both prehistoric and modern body size–biased extinc-
tions.” Population Ecology 42: 147–51.

Brook, B. W., and C. N. Johnson. 2006. “Selective hunting of juveniles as a cause
of the imperceptible overkill of the Australian Pleistocene ‘megafauna.’”
Alcheringa Special Issue 1: 39–48.

Quaternary Extinctions and Their Link to Climate Change 195



Brook, B. W., D. M. J. S. Bowman, D. A. Burney, T. F. Flannery, M. K. Gagan,
R. Gillespie, C. N. Johnson, et al. 2007. “Would the Australian megafauna
have become extinct if humans had never colonised the continent?” Quater-
nary Science Reviews 26: 560–64.

Brook, B. W., N. S. Sodhi, and C. J. A. Bradshaw. 2008. “Synergies among extinc-
tion drivers under global change.” Trends in Ecology and Evolution 23: 453–60.

Bulte, E., R. D. Horan, and J. F. Shogren. 2006. “Megafauna extinction: A pale-
oeconomic theory of human overkill in the Pleistocene.” Journal of Economic
Behavior & Organization 59: 297–323.

Burney, D. A., and T. F. Flannery. 2005. “Fifty millennia of catastrophic extinc-
tions after human contact.” Trends in Ecology & Evolution 20: 395–401.

Damuth, J. 1981. “Population density and body size in mammals.” Nature 290:
699–700.

Duncan, R. P., T. M. Blackburn, and T. H. Worthy. 2002. “Prehistoric bird extinc-
tions and human hunting.” Proceedings of the Royal Society of London B—Biolog-
ical Sciences 269: 517–21.

Fiedel, S. J. 2005. “Man’s best friend—mammoth’s worst enemy? A speculative es-
say on the role of dogs in Paleoindian colonization and megafaunal extinc-
tion.” World Archaeology 37: 11–25.

Gillespie, R. 2008. “Updating Martin’s global extinction model.” Quaternary Sci-
ence Reviews 27: 2522–29.

Gillespie, R., B. W. Brook, and A. Baynes. 2006. “Short overlap of humans and
megafauna in Pleistocene Australia.” Alcheringa Special Issue 1: 163–85.

Graham, R. W., and E. L. Lundelius, Jr. 1984. “Coevolutionary disequilibrium
and Pleistocene extinction.” In Quaternary Extinctions: A Prehistoric Revolu-
tion, edited by Paul S. Martin and Richard G. Klein, 223–49. Tucson: Univer-
sity of Arizona Press.

Grayson, D. K. 2007. “Deciphering North American Pleistocene extinctions.”
Journal of Anthropological Research 63: 185–213.

Guthrie, R. D. 1984. “Alaskan megabucks, megabulls, and megarams: The issue
of Pleistocene gigantism.” Contributions in Quaternary Vertebrate Paleontology:
A Volume in Memorial to John E. Guilday. Carnegie Museum of Natural His-
tory Special Publication 8: 482–510.

Guthrie, R. D. 2003. “Rapid body size decline in Alaskan Pleistocene horses be-
fore extinction.” Nature 426: 169–71.

Guthrie, R. D. 2006. “New carbon dates link climatic change with human colo-
nization and Pleistocene extinctions.” Nature 441: 207–09.

Harcourt, A. H., S. A. Coppeto, and S. A. Parks. 2002. “Rarity, specialization and
extinction in primates.” Journal of Biogeography 29: 445–56.

Haynes, C. V. 2008. “Younger Dryas ‘black mats’ and the Rancholabrean termina-
tion in North America.” Proceedings of the National Academy of Sciences, USA
105: 6520–25.

Hewitt, G. M. 1999. “Post-glacial re-colonization of European biota.” Biological
Journal of the Linnean Society 68: 87–112.

196 e v i d e n c e f r o m t h e pa s t



Hijmans, R. J., and C. H. Graham. 2006. “The ability of climate envelope models
to predict the effect of climate change on species distributions.” Global
Change Biology 12: 2272–81.

IPCC. 2007. Intergovernmental Panel on Climate Change: Fourth Assessment Report
(AR4). Available at http://www.ipcc.ch.

Johnson, C. N. 2005. “What can the data on late survival of Australian megafauna
tell us about the cause of their extinction?” Quaternary Science Reviews 24:
2167–72.

Koch, P. L., and A. D. Barnosky. 2006. “Late Quaternary extinctions: State of the
debate.” Annual Review of Ecology, Evolution and Systematics 37: 215–50.

Lovejoy, T. E., and L. Hannah, eds. 2005. Climate Change and Biodiversity. New
Haven: Yale University Press.

Luthi, D., M. Le Floch, B. Bereiter, T. Blunier, J.-M. Barnola, U. Siegehnthaler,
D. Raynaud, et al. 2008. “High-resolution carbon dioxide concentration
record 650,000–800,000 years before present.” Nature 453: 379–82.

Lyons, S. K., F. A. Smith, and J. H. Brown. 2004a. “Of mice, mastodons and
men: Human-mediated extinctions on four continents.” Evolutionary Ecology
Research 6: 339–58.

Lyons, S. K., F. A. Smith, P. J. Wagner, E. P. White, and J. H. Brown. 2004b. “Was
a ‘hyperdisease’ responsible for the late Pleistocene megafaunal extinction?”
Ecology Letters 7: 859–68.

MacPhee, R. D. E. 1999. Extinctions in Near Time: Causes, Contexts, and Conse-
quences. New York: Kluwer Academic/Plenum Publishers.

Martin, P. S. 2005. Twilight of the Mammoths: Ice Age Extinctions and the Rewilding
of America. Berkeley: University of California Press.

McKinney, M. L. 1997. “Extinction vulnerability and selectivity: Combining eco-
logical and paleontological views.” Annual Review of Ecology and Systematics
28: 495–516.

Miller, G. H., M. L. Fogel, J. W. Magee, M. K. Gagan, S. J. Clarke, and B. J. John-
son. 2005. “Ecosystem collapse in Pleistocene Australia and a human role in
megafaunal extinction.” Science 309: 287–90.

Nogues-Bravo, D., J. Rodiguez, J. Hortal, P. Batra, and M. B. Araujo. 2008. “Cli-
mate change, humans, and the extinction of the woolly mammoth.” PLoS Bi-
ology 6: 685–92.

Nogues-Bravo, D., Ohlemuller, R., Batra P., and Araujo, M. B. 2010. “Climate
predictors of late Quaternary extinctions.” Evolution 64: 2442–49.

Overpeck, J. T., C. Whitlock, and B. Huntley. 2003. “Terrestrial biosphere dynam-
ics in the climate system: Past and future.” In Paleoclimate, Global Change and
the Future, edited by R. S. Bradley, T. F. Pedersen, K. D. Alverson, and K. F.
Bergmann, 81–103. Berlin: Springer-Verlag.

Parmesan, C. 2006. “Ecological and evolutionary response to recent climate
change.” Annual Review of Ecology Evolution and Systematics 37: 637–69.

Price, G. J., G. E. Webb, J. X. Zhao, Y. X. Feng, A. S. Murray, B. N. Cooke, S. A.
Hocknull, and I. H. Sobbe. 2011. “Dating megafaunal extinction on the

Quaternary Extinctions and Their Link to Climate Change 197

http://www.ipcc.ch


Pleistocene Darling Downs, eastern Australia: The promise and pitfalls of
dating as a test of extinction hypotheses.” Quaternary Science Reviews 30: 899–
914.

Prideaux, G. J., J. A. Long, L. K. Ayliffe, J. C. Hellstrom, B. Pillans, W. E. Boles,
M. N. Hutchinson, et al. 2007a. “An arid-adapted middle Pleistocene verte-
brate fauna from south-central Australia.” Nature 445: 422–25.

Prideaux, G. J., R. G. Roberts, D. Megirian, K. E. Westaway, J. C. Hellstrom, and
J. I. Olley. 2007b. “Mammalian responses to Pleistocene climate change in
southeastern Australia.” Geology 35: 33–36.

Steffen, W., P. J. Crutzen, and J. R. McNeill. 2007. “The Anthropocene: Are hu-
mans now overwhelming the great forces of nature?” Ambio 36: 614–21.

Stuart, A. J., P. A. Kosintsev, T. F. G. Higham, and A. M. Lister. 2004. “Pleis-
tocene to Holocene extinction dynamics in giant deer and woolly mam-
moth.” Nature 431: 684–89.

Surovell, T., N. Waguespack, and P. J. Brantingham. 2005. “Global archaeological
evidence for proboscidean overkill.” Proceedings of the National Academy of Sci-
ences, USA 102: 6231–36.

Thomas, C. D., A. Cameron, R. E. Green, M. Bakkenes, L. J. Beaumont, Y. C.
Collingham, B. F. N. Erasmus, et al. 2004. “Extinction risk from climate
change.” Nature 427: 145–48.

Tudge, C. 1989. “The rise and fall of Homo sapiens sapiens.” Philosophical Transac-
tions of the Royal Society of London B 325: 479–88.

West, G. B., and J. H. Brown. 2005. “The origin of allometric scaling laws in biol-
ogy from genomes to ecosystems: Towards a quantitative unifying theory of
biological structure and organization.” Journal of Experimental Biology 208:
1575–92.

Willis, K. J., K. D. Bennett, and D. Walker. 2004. “The evolutionary legacy of the
Ice Ages.” Philosophical Transactions of the Royal Society of London B—Biological
Sciences 359: 157–58.

Wroe, S., and J. Field. 2006. “A review of the evidence for a human role in the ex-
tinction of Australian megafauna and an alternative interpretation.” Quater-
nary Science Reviews 25: 2692–703.

198 e v i d e n c e f r o m t h e pa s t



Chapter 12

Quaternary Tropical Plant Extinction:
A Paleoecological Perspective from

the Neotropics

Mark B. Bush and Nicole A. S. Mosblech

199

We have found no examples of global plant extinctions from the trop-
ics within the Quaternary. Examples of extinctions over longer periods
of time are readily documented within the fossil record, with the loss
of whole families evident between Eocene and modern times (Morley,
2000, 2007). Herein lies a clue to the problem of detecting extinction
of tropical plants—the taxonomic resolution of the fossil record.

Most of the paleobotanical records that we have from the tropics
are based on fossil pollen, plus a few on wood, and even less on seeds
and other macrofossils. With a few exceptions, fossil pollen identifica-
tions are at the genus or family level, and so an extinction sufficient to
remove an entire genus would be the minimum detectable level of
loss. Because many tropical genera contain congeners that occupy very
different habitats, losing all of them requires a huge change in the eco-
system, or a lot of bad luck. Over long enough periods of time, evolu-
tion, luck, and continental-scale modifications of climate are possi-
ble, and extinction does become evident. Because of this taxonomic
bias, we actually have a clearer vision of extinction that took place be-
tween the Eocene and the Miocene than we do across the much
shorter timescale of the Quaternary. We can see at that scale that major
climatic events and spread of fire initiated cycles of species loss and
speciation. It is not unreasonable to suppose that the spread of fire
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within Amazonia as a result of interglacial droughts and, later, human
activity, has induced extinctions, but there is simply no datum to sup-
port this contention.

In this chapter we will offer some thoughts on the prognosis for
tropical plant extinction based on our developing understanding of
past climatic volatility.

The Paleoecological Record and Assessing Extinction Risk

Any paleoecological record will contain a blend of taxa with both
broad and narrow geographic ranges. Increasing the number of study
sites provides more replicates of broad-ranging taxa and more com-
plete coverage of rare species. Because the science of paleoecology
frequently infers patterns from a very limited number of sites, nar-
rowly distributed taxa are strongly underrepresented relative to broad-
ranging ones. This pattern provides two biases promoting under-
estimations of extinction. First, there are many more rare, narrowly
distributed taxa than common, broad-ranging ones (Preston, 1948).
Second, basic biogeographic theory predicts that narrowly distributed
taxa are inherently more vulnerable to extinction than broad-ranging
ones (MacArthur and Wilson, 1967). For example, a species that has
evolved to occupy particular edaphic conditions may find that as cli-
mate changes, all suitable soil types lie outside its bioclimatic envelope.
Under the new conditions the species will undergo rapid directional
selection in favor of new climate conditions, adaptation to a new soil
type, or extinction.

In the context of extinction under climate change, paleoecological
records can also identify taxa that may be extinction-prone. Truly rare
species (i.e., consistently low population and very restricted distribu-
tion) are probably most at risk, but they form a small fraction of any
given species pool, and are rather unlikely to be included in paleo-
ecological records. More information is likely to be found regarding
moderately abundant species. Here, paleoecologists can identify taxa
that go through seemingly wild, stochastic population changes versus
those that are relatively stable. Again basic predictions from evolution-
ary biology lead us to postulate that populations with erratic numbers
have the highest probability of going extinct (the concept of gambler’s
ruin; Raup, 1992).
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The Importance of Landscape

High biodiversity has long been associated with regions of environ-
mental heterogeneity, especially within the tropics (Hewitt, 2000;
Rosenzweig, 1995). Debate over the latitudinal diversity gradient of-
ten centered on the role of the tropics as “museums” with low extinc-
tion rates, or “cradles” with high speciation rates (Mittelbach et al.,
2007; Stebbins, 1974). For example, Fjeldsa (1994) observed that
avian phylogenies in the humid lowlands of South America and Africa
were rich in basal taxa, with many of the derived forms living in the ad-
jacent highlands. This disparity led to the proposal that the lowlands
functioned as museums, whereas the highlands or ecotonal areas of
foothills were cradles of Plio-Pleistocene speciation. The suggestion
that topographical complexity promoted isolation and allopatry was
supported by the ratio of recently derived to basal species being about
1.5:1 in the lowlands and greater than 3:1 in the high Andes. How-
ever, it should be noted that Fjeldsa assumed that the pattern was the
product of geographically different rates of speciation rather than ex-
tinction. This choice was probably robust, but given that 99.99 per-
cent of all species ever to live on the planet have gone extinct (Raup,
1992), we should not ignore the phylogenetic importance of ex-
tinction just because it is essentially invisible. Colwell and Rangel
(2010) suggested that the midelevations have the greatest capacity to
avoid climatically induced extinction through migration. These spe-
cies could move up- and downslope to maintain near equilibrium. In
contrast to this, glacial cooling may have eliminated some lowland
taxa because they could not go further downslope to escape cooling.
Interglacial warming may have caused extinction of some montane
species that could not migrate higher to escape the warmth.

Another way to look at climate change is that it could induce a mi-
gratory response to the coming and going of glaciers, effectively prim-
ing a speciation pump. Although discredited in its original form, the
refugial hypothesis (Haffer, 1969) was popular because it provided an
elegant means for the tropics to produce many species in response to
subtle changes in climate. Haffer (1969, 2001) suggested that glacial-
age aridity caused the contraction of rain forest species ranges into iso-
lated fragments surrounded by savanna. In these refugia, the rain for-
est species underwent allopatric speciation. Empirical data show that
rain forests were the dominant glacial vegetation, and there was no

Quaternary Tropical Plant Extinction 201



such contraction of taxa into refugia (Bush and de Oliveira, 2006;
Colinvaux et al., 2001). Rather, the data show that during ice ages gla-
ciers descended as much as 1,500 meters (4,921 feet) in the Andes, as
temperatures dropped 7–8 degrees Celsius (Clapperton, 1987; Smith
et al., 2005; Groot et al., 2011) and the lowlands cooled by as much as
5–10 degrees Celsius (Liu and Colinvaux, 1985; Bush et al., 2004).
With each swing in temperatures, better-adapted species competed for
space at lower elevations during warming or at higher elevations dur-
ing cooling. However, in the middle of the Amazon lowlands, distance
would have prevented the migration of cold-tolerant competitors in
the time available; hence even poorly adapted lowland taxa could sur-
vive. As interglacial conditions warmed beyond the range of modern
temperatures, there were no species adapted to warmer-than-modern
niches to offer superior competition. In the absence of intense compe-
tition, species that were suboptimally adapted for the niche could sur-
vive (sensu Scheffer and van Nes, 2006). These species in the lowlands
were dubbed “diehards” because they must have weathered all the
Quaternary climate change with minimal ability to accommodate to
altered growing conditions through migration (Bush and Colinvaux,
1990).

We now know that these climate changes, while broadly paced by
glacial-interglacial activity, were not constant periods of cooling or
warming. Indeed, precessional forcing (19,000–23,000-year cycles)
set up long-term cycles of wetter or drier conditions in most tropical
areas (e.g., Clement et al., 2004). Superimposed on these events were
millennial-scale cycles of precipitation change in response to changes
in the circulation of the Atlantic Ocean. Recent data from the Yucatan
Peninsula reveal that even the short-lived Heinrich events (decadal
scale) induced cold, dry conditions that influenced tropical vegetation
(Correa-Metrio, 2010). Thus, the old view of the tropics as pulsing
dry (glacial) and wet (interglacial) is wrong, and so too is the view of
the tropics as being uniformly 5 degrees Celsius cooler than today
throughout the glacial periods and as warm as modern times in the in-
terglacials. Systems responded to forcings at a variety of superimposed
temporal scales to produce extremely complex climate histories. Given
this kind of heterogeneity of climate, the Quaternary is not a promis-
ing time to look for sustained evolutionary pressure toward a given cli-
matic extreme that would last tens of tree generations.

Under these short-term stresses populations may have become
small and stressed, a few may have gone extinct, or they could have un-
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dergone rapid adaptation and speciated. A probable example for this
last response is evident in the apparent burgeoning Quaternary diver-
sity of the speciose genus Inga (Richardson et al., 2001).

On mountainsides, there are abundant opportunities for isolation
that under one circumstance could lead to extinction, while subtly dif-
ferent conditions might lead to speciation. Thus, one hypothesis
would be that at the ecological level, speciation and extinction may be
closely related phenomena. Certainly some evidence for such rapid
evolution is apparent in animals, especially where natural selection is
reinforced by sexual selection (e.g., Hoskin et al., 2005; Mendelson
and Shaw, 2005). Logically, as diversity shows a strong decline with
elevation in most bird groups, and given the exuberant speciation rates
in mountainous areas, rates of extinction in the mountains must be
correspondingly high (e.g., Colwell and Rangel, 2010).

Alternatively, the Andes could be generating new species but have
low extinction rates. The key factor here is that the Andes is a young
landscape. Even in the mid-Miocene the elevation of the mountains al-
lowed forest cover from east to west (Hoorn et al., 1995). Conse-
quently, all the high elevation specialists are by definition “young” spe-
cies. Modern low diversity at the highest elevations, but high rates of
endemicity could simply indicate low rates of evolution. Thus, extinc-
tion rates need not be high, because the age difference of the land-
scapes could account for the difference in the ratios of young to old
species. It is also plausible that both of these scenarios are at work, ac-
cording to the family or the subhabitats being considered—for exam-
ple, the species of hummingbirds in Polylepis woodlands above tree line
are being driven by different factors than the antbirds in foothill
forests.

Although mountain systems are arguably more dynamic in terms
of community turnover and speciation, the topographic complexity
lends itself to niche continuity. Over millions of years, species might
avoid extinction in montane settings because niches were continu-
ously available. Niche continuity does not refer to a lack of change
in geographic location, but rather, over time, microclimates form a
shifting mosaic of habitats, within which suitable habitat for a species
may change location and extent, but nonetheless is constantly present
within the landscape. Small isolated populations might persist in such
sheltered localities, or microrefugia (McGlone and Clark, 2005; Mos-
blech et al., 2011; Rull, 2009) until conditions change and their pop-
ulations can expand once more. In the Andes, for example, a wide
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variety of soil types exists in fine geographic mosaics (Young et al.,
2007). Not only does this fine-grained landscape offer chances for spe-
ciation (Gentry, 1988), but as bioclimatic envelopes move, there is
still the possibility that the new area of tolerable climate will encom-
pass a suitable soil type. In this way the dynamic environments of
montane settings can serve as evolutionary “museums.”

Diehards, Coming Climate Change, and Nonlinear Responses

Loarie et al. (2009) demonstrated that although mountains may expe-
rience the most radical climate changes, it is lowland species that must
migrate most quickly to maintain climatic equilibrium. Mountains
provide steep environmental gradients. Therefore, to stay within its
bioclimatic envelope, a montane species needs only migrate at a mod-
erate pace. Even on the steep slopes of the Andes, plants are failing to
keep pace with current climate change. Feeley et al. (2010) docu-
mented an average required rate of migration of 5.5–7.5 vertical me-
ters (18–25 feet) per year to keep pace with measured warming of the
last 30 years. However, preliminary data show that 62 percent of ob-
served genera of montane trees are increasing in their mean elevation,
but migrating at an average rate of only 2.5 vertical meters (8 feet) per
year. The observed rates are very similar to those inferred for red maple
and beech during deglaciation in the American Midwest (McLachlan
and Clark, 2005) and may represent typical high rates of migration for
moderate- to large-seeded species. Among the more abundant mon-
tane forest genera, upslope migration appears to be occurring more
rapidly and is perhaps indicative of how tropical taxa will be redistrib-
uted in a warmer than modern landscape (Feeley et al., 2010). Rates of
migration required for lowland species to leave Amazonia and gain
refuge in cooler climes would be so huge as to be wholly unrealistic.

Colwell et al. (2008) suggested that as conditions warm, Amazon-
ian species will have nowhere to which they can migrate. Furthermore,
there may be no cue for seed dispersers to migrate the shortest distance
toward more favorable conditions. It can be argued that because Ama-
zonian plants—the diehards—survived the ice-age cooling and the fol-
lowing 5-degree Celsius warming at the onset of the Holocene, they
have managed to keep pace with rapid change before. However, Col-
well et al. observed that because the warming of the Holocene may be
close to the maxima (say, within 1–3 degrees Celsius) of other inter-
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glacials, plants may already be near their upper thermal limit. Conse-
quently, the next 5 degrees Celsius of warming is quite different from
the 5 degrees Celsius of warming that plants experienced at the onset
of the Holocene. Whether or not the physiological argument is true
(this probably varies considerably from genus to genus), a 3–5-degree
Celsius warming in Amazonia and the increased probability of strong
drought years, such as that of 2005, greatly increases the risk of fire,
for which most Amazonian plants have no tolerance.

The dieback hypothesis of Amazonian vegetation, which predicts
that as much as 80 percent of Amazonia will be bare ground or sa-
vanna by 2100, is based on the simulations of the HadCM3LC out-
puts (Cox et al., 2000, 2004; Harris et al., 2008). This fully coupled
ocean-atmosphere model includes carbon feedbacks from vegetation
and soil, and it is the inclusion of this biotic component that really ac-
celerates the “savannization” of Amazonia (Cox et al., 2000, 2004).
This model certainly has some critics, who point out problems in the
initial assessment of precipitation and an apparent bias in the model
toward inducing exaggeratedly dry conditions (e.g., Cochrane and
Laurance, 2008; Malhi et al., 2009). The HadCM3LC output can also
be criticized for producing “permanent” El Niño conditions in the
eastern equatorial Pacific. For every time period when high reso-
lution paleoclimate data are available, El Niño appears to exist as
a pseudocyclic phenomenon. In other words, contrary to the
HadCM3LC output, ENSO does not lock into a permanent state
(e.g., Moy et al., 2002; Tudhope et al., 2001). Perhaps the greatest
danger of the dieback hypothesis is inducing a sense of inevitable
doom among policy makers. The output is just a model, and its propo-
nents would not defend it more strongly. The extinction of Amazon-
ian species is far more likely to come about from the deadly cocktail of
land clearance, accidental fire, and climate change than from climate
change alone. Because policy can influence both land clearance and
fire, it is critically important to leave policy makers with the sense of
being empowered rather than just waiting for the climate shoe to
drop.

An important realization for those engaged in conservation is that
species’ migrations and likelihoods of extinction are not linear. Despite
the nice, smooth curves, of the Intergovernmental Panel on Climate
Change’s (IPCC) (2007) projections, the reality is a lot messier. Plants
do not simply traipse upslope at a steady pace. Indeed, unforeseen feed-
backs can completely alter migrational and local climatic patterns. For
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example, during two of the last four interglacial periods (about
120,000 and 330,000 years before present, respectively), the onset of
warming in the Andes caused species to start an upslope migration. At
Lake Titicaca in the Peru/Bolivian Altiplano, the Puna grasslands of the
preceding glacial period gave way to invasion by Polylepis and, during
one of these episodes at about 330,000 years ago, Juglans (walnut)
(Hanselman et al., 2011). However, in each case, before a full wood-
land developed around the lake, the upslope migration halted amid
aridity. Fire eliminated both the Polylepis and the Juglans, and the warm,
dry conditions caused the area of the great lake to contract by 85 per-
cent. Under what is thought to have been a steady warming trend, the
system had flipped from being a mosaic parkland landscape to a salt
pan. Because we know modern tree line lies between 3,500 and 3,700
meters (11,483–12,139 feet) in this section of the Andes, and the lake
elevation is at 3,810 meters (12,500 feet), it is possible to parameterize
this tipping point as being within about 1–1.5 degrees Celsius of mod-
ern temperatures (Bush et al., 2010). Interestingly, in the context of
this chapter, the Juglans observed in the pollen record of Lake Titicaca
might represent an extinction. We are unaware of a Juglans species that
currently grows above the regular Andean tree line. The pollen is dis-
tinctive, so this could be a case of a species evolving rapidly to change its
niche, or perhaps more likely this may be the first whiff of a climate-
based extinction in the Quaternary of the Andes.

No-Analog Climates and Extinction

A no-analog climate is defined as a combination of temperature, sea-
sonality, or precipitation regime that differs from any found today. No-
analog climates were first inferred from unfamiliar groupings of pollen
found in the climate changes associated with the last deglaciation
(Overpeck, 1992). The occurrence of these odd assemblages of plants
in North America seemed to center on the Younger Dryas event of
about 12,000–11,500 calendar years before present, suggesting that
rapid climate change might induce them (e.g., Davis, 1986; Huntley
and Birks, 1983). In the tropics, similar no-analog mixtures of species
were reported, but their occurrence was not limited to the last portion
of the deglacial (e.g., Bush and Colinvaux, 1990; Bush et al., 1990;
Colinvaux, 1986; Piperno et al., 1990). Indeed for much of the glacial
period the lowlands contained a mixture of true “lowland” species with
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a strong component of more cold-tolerant species characteristic of
modern uplands, such as Hedyosmum, Podocarpus, Myrsine, Symplocos,
and, in Panama, Quercus. Thus, no-analog floras and no-analog cli-
mates are the norm. Indeed from a late Pleistocene biologist’s perspec-
tive, the vast majority of Earth would today be a no-analog system.

Analysis of global climate model predictions under either the A2
or B1 scenarios (IPCC, 2007 report) suggests that almost all tropical
climates are going to change significantly by 2100. Williams et al.
(2007) analyzed the extent to which the new climates would lie out-
side the range of modern ones, determining a category of no-analog
climates. The A2 scenario induces novel climates across the center of
the Amazon Basin, the Congo, eastern Tanzanian arc, and most of
southeast Asia. Under the B1 scenario, the extent of novelty is much
less. However, if a filter is imposed to find a modern pixel with the
postulated future climate within 500 kilometers (311 miles)—a first-
order approximation of how far plants might be expected to migrate—
then once again the tropical lowlands are seen to support no-analog
climates regardless of scenario. Williams et al. (2007) are rightly cau-
tious about suggesting that extinction would be associated with no-
analog settings, rather they suggest that the disappearing climates of
high latitudes and mountaintops are the most problematic for species
survival.

Because the modern climates of wide flat expanses of landscape—
for example, the Amazon Plain—generally do not have very steep en-
vironmental gradients, they appear, at the scale of global climate
model simulations, to be uniform. If these systems then change their
climate, vast areas shift from a familiar one to a novel one, and because
of the assumed uniformity and large scale, the 500-kilometer migra-
tional barrier is not likely to be breached. These data reaffirm that spe-
cies living on wide, flat plains will have vast migration distances to
cover to keep pace with climate change.

Trying to predict whether the postulated climate change will lead
to extinction is fraught with uncertainty. First, these are equilibrium
models that expect plants to migrate and stay in equilibrium with cli-
mate. As Colwell et al. (2008) note, plants may already be close to
their upper thermal limit, which would force them to migrate accord-
ingly. However, if enough species are not in that state, or are capable
of rapid speciation or adaptation, forest cover may not be breached as
the model suggests. If the forest cover is not breached, then the biotic
feedbacks of the model—for example, soil shading, evapotranspirative
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rates, and carbon stocks in biomass and soils—would remain “forest-
like” rather than “savannalike,” even under the new forcing.

Second, the reduction of a landscape into pixels brings into ques-
tion the extent to which models truly capture the climatic variation of
an area. It is fairly obvious that in mountains, strong topography, as-
pect, and springs seeping from hillsides all offer microclimates at spa-
tial scales that cannot be modeled. Overall, therefore, the image of
macroclimatic change greatly overstates the necessary migratory re-
sponse of species, which, to a large extent, rely on microclimates for
survival as seedlings. Plant populations will respond by migration
away from areas where stress is high, but others will be located in these
favorable microclimates, and their forced response will be much
slower, perhaps lagging by millennia in the more exposed locations.
However, such climatic diversity is less apparent in the Amazon
lowlands.

Many models predicting migratory requirements rely primarily
upon temperature as the driving force behind species responses. There
are wide temperature differentials across Amazonia, without obvious
correlations to diversity (Silman, 2007). However, low water avail-
ability does broadly correlate with low tree diversity (Clinebell et al.,
1995; Gentry, 1988; Silman, 2007; Steege et al., 2000). Although
warming a forest by several degrees Celsius is not of itself hugely prob-
lematic, changes in seasonality and fire regime may be much more in-
fluential in determining species’ survival. Within the Amazon, the
availability of groundwater may be a critical component in forest sta-
bility (e.g., Malhi et al., 2009). Plants thermoregulate by pumping wa-
ter and evapotranspiring that moisture into the atmosphere. The scale
of this response is evident in the estimate that about 50 percent of
rainfall received over western Amazonia has its source in evapotran-
spired moisture.

The driest sections of Amazonia lie in an approximate north-south
corridor between Boa Vista and Santarém, and the lowest arboreal di-
versities in Amazonia are associated with this corridor (Silman, 2007).
This section has the highest probability of transitioning to savanna,
but has also probably wavered between forest and drier ecosystems in
the past. Hence the species found there today have a greater probabil-
ity of being drought- and fire-tolerant than those of wetter forest areas.
An insight from this observation is that the history of sites may have
led to preadaptations that will lessen impacts of postulated climate
change.
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Classic adaptations to dry forest systems include corky bark to
withstand fire and deeper rooting to access water (Cochrane, 2009;
Cochrane et al., 1999; Nepstad et al., 1994), but such adaptations are
rare in true rain forest. Plants have withstood considerable changes in
precipitation and temperature at the peak of previous interglacials, and
even during the Holocene. Between about 8,000 and 4,500 calendar
years before present, a major drought event caused forest contraction
at the savanna ecotone and widespread fire within southern Amazonia
and the southern tropical Andes (Mayle and Power, 2008). This pe-
riod would undoubtedly have produced no-analog climates in the di-
rection of those proposed for the future. During such times of thermal
stress, the lack of homogeneity in Amazonia may become apparent.
Swamps, watercourses, and floodplains, and even relatively subtle
landscape depressions, may have provided access to water and acted as
firebreaks, ensuring species survival. Indeed, it is apparent that mod-
ern diversity survived the droughts, suggesting that Amazon forests
may be more resilient to change in precipitation and fire regimes than
equilibrial models suppose.

Conclusions

Overall, there is a distinct lack of data relating to extinctions in Amazo-
nia. We know that climate change has forced the system through all
combinations of warm, wet, cold, and dry episodes, but the taxonomic
resolution and incompleteness of the paleoecological record does not
allow us to identify global extinctions. What are clearly evident are
non-analog climates and assemblages of plants and animals (see chap-
ter 11, megafaunal extinctions) as the neotropical ecosystems re-
sponded to climatic forcing. Because climatic change has a track record
of inducing novel combinations and proportions of plant species,
more no-analog systems can be expected in the future. A major issue
here is whether some species are already close to their maximum phys-
iological limit for temperature. Again, much will depend on water
availability. A general assumption (though not rigorously established
yet) is that prior interglacials were 1–3 degrees Celsius warmer than
modern conditions. If such a warming occurred, and given the tem-
perature-mitigating effects of increasing carbon dioxide fertilization,
we will probably not leave the Quaternary bioclimatic envelope until
midcentury. If the only forcing influencing populations is climatic, we
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probably have at least 40 years before seeing major extinction pres-
sures in Amazonia.

Neotropical systems are water-cooled, and warming alone is rela-
tively unlikely to induce broad-scale extinctions. However, if warming
is combined with reduction in precipitation, lengthening of the dry
season, and increased fire frequency, extinctions are virtually ensured.
Parameterizing the threatened extinction, because we have been asked
to do so, exposes the enormity of our uncertainty. At best, climate-
induced extinctions by 2100 might be close to zero. If species are
preadapted to somewhat warmer conditions and rainfall increases
(about half the models show this), the extinction might be minimal.
At worst, if precipitation decreases and there is 85 percent reduction in
Amazonian forest cover, species-area curves would suggest about a 70
percent loss of species. However, that number is certainly too high.
Riparian corridors and floodplains would still exist, providing habitat
for thousands of species. Some species from the drier Amazonian
forests are also found in wetter savanna habitats, and are likely to per-
sist. Furthermore, the highest diversity of species is in the western
Amazon, with relatively few endemics in the drier regions of eastern
Amazonia. Hence, the true loss of diversity under Amazon dieback
might be closer to 10 percent than 70 percent, but such speculation is
really moot.

A blithe optimist could suppose that climate change will pressure
systems independently of the ugly handmaidens of deforestation and
human-induced wildfire. Realistically, however, the synergy of the
three pressures will produce a much greater and more imminent ex-
tinction threat than climate change alone.
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We now come to the future. The first two parts of this book examined
modeling views of the future. But as we’ve seen from contemporary ex-
tinctions and the record of the past, there is no perfect model of future
impacts. So we turn to a more qualitative analysis by groups of experts
on a variety of natural systems. We look at freshwater and marine sys-
tems, tropical forests and invertebrates and species interactions. Robert
Dunn and Matt Fitzpatrick look at invertebrate extinctions in a chapter
devoted to the taxa that are likely to suffer the most numerous extinc-
tions under any estimates. Yadvinder Malhi complements the insect ex-
tinctions chapter with a look at extinction of tropical forests, where
most of the invertebrates reside. The marine chapters address a full
spectrum of impacts. Ove Hoegh-Guldberg focuses on possible future
impacts on coral reefs, the system most heavily affected by climate
change over the past half century. Benjamin Halpern and Carrie Kappel
take on the rest of the oceans. Lesley Hughes concludes this part by
looking at the complexities that species interactions may introduce.

Although none of these views of the future provide the precise
quantitative estimates of extinction risk possible in the modeling stud-
ies, they all offer unique perspectives, often troubling, on the fate of
biodiversity as climate changes. The threat to coral reefs in the near fu-
ture is perhaps the clearest, but many other taxa are entering a similarly
perilous future.

PART V

Predicting Future Extinctions



Chapter 13

Every Species Is an Insect (or Nearly So):
On Insects, Climate Change, Extinction,

and the Biological Unknown

Robert R. Dunn

and Matthew C. Fitzpatrick
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Any estimate of the number of species on Earth at risk from climate
change must begin with the question of how many species can be
found on Earth, and because most species are insects, how many insect
species in particular. The question of how many species of insects live
on Earth and where they can be found is an old one. Linnaeus was
aware of variation from place to place in the diversity of insects but be-
lieved that most insect species could be named in his lifetime. One of
Linnaeus’s students (he called them apostles), Daniel Rolander, trav-
eled to Surinam, however, and encountered there a diversity of insect
life that he found overwhelming. Rolander began to wonder in con-
fronting such diversity whether the species he saw would ever all be
collected (the task he had been given) and named (the task Linnaeus
would take for himself when Rolander returned) (Dunn, 2009c).
Rolander’s experience was a hint of what was to come. Nearly two
hundred years later, in the late 1970s, Terry Erwin was studying bee-
tles in Panama when Peter Raven asked for his best guess as to the
number of species of insects in a hectare of tropical forests. Erwin had
been fogging tropical forest canopy trees to collect carabid beetles
(also known, somewhat ironically, as ground beetles). Erwin had a
very physical sense that the answer, whatever it might be, was a big
number. That sense came from the observation that as he fogged one
tree and then another, the overlap in species from tree to tree was often
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very low. Erwin’s great insight in thinking about Raven’s question was
that if one knew the number of beetle or other insect species special-
ized on a given tree species, then the algebra necessary to figure out the
number of tropical canopy insect species on Earth, assuming host
specificity doesn’t vary in space, and so forth, was simple.

Erwin estimated that on the basis of his knowledge at the time of
host specificity, that there might be a total of 30 million tropical insect
species on Earth (Erwin, 1982). Prior to Erwin’s paper, estimates of the
number of all species on Earth, not just tropical insect species, had con-
sistently been conservative (Erwin, 1982; Stork, 1988; Dunn, 2009c).
As humans we tend to consistently imagine that we know most of what
remains to be known and that what is left around the corner is just de-
tails, a species here or there, and that most species are like us. In the first
few years after Erwin’s paper, there were diverse critiques of his esti-
mate (Stork, 1988; Gaston, 1991; Hodkinson and Hodkinson, 1993;
Basset et al., 1996). With time though, studies have come to focus on
Erwin’s parameter estimates, rather than critiquing or improving his
approach, with a particular emphasis on measuring host specificity
(Novotny et al., 2002). Studies subsequent to Erwin’s have tended to
suggest values of host specificity lower than those he measured and
hence also lower estimates of the global diversity of tropical arthropod
species, with a range in recent studies from 2.8 million (which would
essentially mean most species are already named) to 10 million (mean-
ing that 80 percent of species are unnamed) (Odegaard, 2000; Ode-
gaard et al., 2000; Novotny et al., 2002). Such uncertainty magnifies as
one steps back to consider the terrestrial world more generally. If there
are 2.8 million to 10 million tropical arthropod species, how many to-
tal arthropod species might there be? Twice that? Several-fold more? As
Odegaard concluded in his 2000 review, “Uncertainty is too high, and
data sets are still too few. We certainly have a long way to go.”

As a consequence of our remaining ignorance, the difference be-
tween the known number of species and the total number of species
out there in the world—the biological unknown—walking, flying, and
crawling around is somewhere between 2.8 million species and, at the
opposite extreme, 10 million or even tens of millions of species. We do
not know enough yet to distinguish between these possibilities, nor
have we shown ourselves in the years since Erwin’s original paper to be
very dedicated at distinguishing these possibilities, excellent work at a
few study sites notwithstanding (Longino et al., 2002, Novotny et al.,
2006, 2007). No single hectare of tropical forest anywhere in the
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world has yet been exhaustively surveyed for arthropods (a prerequi-
site, Sir Robert May once argued, for having any confidence in any
global estimates [May, 1992]). We are not even aware of any temper-
ate forest habitats that one might conclude have been exhaustively
sampled. Similarly, none of the existing methods of estimating global
diversity have been compared to any sort of simulated world to test
their accuracy or power.

If most species are insects and total insect diversity at a global scale
is unknown and perhaps unknowable, what are we to do when it
comes to the question of estimating the number of species likely at risk
to extinction due to anthropogenic climate change? In the context of
climate change, as with other questions, our approach to date has been
to deal with this problem of the biological unknown by focusing on
well known species and lineages in well known places. In most cases,
this approach has led us to focus on vertebrates or more rarely plants.
Here, we use a well studied insect taxon (but see Current Temporal and
Geographic Trends in Ant Diversity section below), ants, to explore
patterns of distribution and the potential impacts of climate change.

We will argue here—using data from North American ants—that
the species and regions where we know most about insects (cold and
otherwise marginal climates) are precisely those that are least impor-
tant in the context of estimating the number of extinctions due to cli-
mate change. Instead, it is the unknown species and regions, which
tend to be hot, tropical, and far away from the homes of most biolo-
gists, that are simultaneously most important to estimates of climate-
induced insect extinctions and furthest from being well understood.
Before moving to our discussion of the future of insect diversity, we
first ask: What do we know about present patterns?

Current Temporal and Geographic Trends in Ant Diversity

Most insect species remain unnamed, even ants, which are, compared
to other taxa—even taxa as economically important as mosquitoes—
well studied. The number of species described by year with the pro-
portion of those species described in the tropics (fig. 13-1A) and the
number of species described by biogeographic region (fig. 13-1B),
with predominantly tropical biogeographic regions in black and other
regions in gray. Data are binned into 10-year intervals. The extent to
which ants remain incompletely known is indicated by the continuing
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Figure 13-1. The number of species described by year with the proportion of
those species described in the tropics (A) and the number of species described by
biogeographic region (B). Tropics are represented by gray in (A) but black in (B).
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increase in the number of named ant species, in nearly every biogeo-
graphic region. In well studied places, this increase in the number of
species comes both from the discovery of cryptic species and from the
discovery and naming of totally new (yet obvious once encountered)
finds. In contrast, discoveries in other regions tend to come from the
work of individual systematists who finally find the time to name spe-
cies in their collection drawers or even backyards. In recent years, sev-
eral new genera of ants have been found in the tropics and even an
entirely new subfamily. Interestingly, although the total number of
named species continues to rise, with no sign of plateau, the propor-
tion of species from tropical biogeographic regions seems to have
reached at least a temporary asymptote. Whether this asymptote is real
or not, time will tell, but at the very least it conveys the extent to which
most named ant species are, and will likely remain, tropical.

Four Responses to Climate Change

Arguably, there are just four things that can happen to species in re-
sponse to climate change. Their ranges can shrink (with possible ex-
tinctions), their ranges can expand (with the possibility of speciation),
they can move (with extinction as a possibility if they are unable to
move), or they can evolve. In different biomes, different processes are
likely to predominate. We consider, in turn, regions in which the fate
of species historically present is likely to be dominated by range con-
traction, range expansion, and range shifts, respectively. In addition,
we consider those regions where novel conditions and hence novel
biomes are likely to emerge, so-called no-analog biomes and climates.

Range Contraction

Most of the work to date on species ranges and climate change has fo-
cused on biomes and regions in which most of the species historically
present have shrinking geographic ranges. Such studies include excel-
lent work on high latitude biomes (tundra, taiga, and so on) (Henry
and Molau, 1997), high elevation biomes (Brown, 1971; Hill et al.,
2002; Walther et al., 2005; Sekercioglu et al., 2008), and biomes that
are regionally marginal, such as both temperate and tropical forests
in Australia (Williams et al., 2003; Fitzpatrick et al., 2008). In these
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regions, species have few choices but to adapt to new conditions. Al-
though such shrinking biomes are home to a number of bird and
mammal species, including charismatic species such as polar bears, be-
cause they tend to be in cooler climates or at high elevations (with im-
portant exceptions), they include a very small proportion of all ant spe-
cies and probably insect species more generally (Lessard et al., 2007;
Colwell et al., 2008). For example, figure 13-2A shows the number of
ant species in North America as a function of the maximum mean an-
nual temperature at which they occur. Very few ant species are found
only in those coolest high elevation and high latitude conditions ex-
pected to contract as a consequence of climate change (fig. 13-2A).

Like ants, all the other insect taxa studied to date at global scales
also show the concentration of the vast majority of species in tropical
and to a lesser extent arid biomes (e.g., Stork, 1988). Consequently,
the climatically marginal regions where biomes will shrink may have
large proportions of their species go extinct, but those extinctions will
never represent a large proportion of the global fauna. In fact, mar-
ginal climatic conditions may generally tend to have few species (rela-
tive to global totals), as suggested by simulation models (Rangel et al.,
2007) and by observations that marginal climates that have experi-
enced climate change in the past tend to already have fewer species to-
day than they might have otherwise had, both for insects such as ants
(Dunn et al., 2009a) and more generally (Jansson and Dynesius,
2002; Jansson, 2003). One exception to this general pattern may be
the Mediterranean and other relatively dry regions where less arid
middle elevations sometimes have more species than do lower eleva-
tions (Sanders et al., 2003; Wilson et al., 2005; Botes et al., 2006).

To summarize, although interesting for many reasons, we suspect
shrinking biomes are irrelevant to global estimates of insect (and
other) extinctions from climate change. A formal analysis of the pro-
portion of species of different insect taxa (or even genera of different
insect taxa) confined to expanding versus shrinking biomes would be
telling, but is for now conceivable for only a small subset of groups,
which also tend to be those, like ants, that are less diverse to start with.

Range Expansion

Perhaps the least studied set of biomes and species with respect to cli-
mate change is those that will, under new climates and global change,



Figure 13-2. The number of species with no records at sites above 0 degrees Cel-
sius, 5 degrees, 10 degrees, and so on in terms of mean annual temperature (A) and
the relationship between the range of mean annual temperatures a species occurs at
and the latitudinal midpoint of its geographic range (B). In (A), nearly all species
are recorded at least somewhere within their range from sites with mean annual
temperatures above 25 degrees Celsius. In (B), species from more southern lati-
tudes tend to have ranges that encompass a much narrower range of conditions.



expand (Williams et al., 2007). Dry habitats, for example, are expand-
ing globally (Williams et al., 2007), and the species associated with
such habitats and climates should be expected to expand their ranges
both with and perhaps among regions. To know what effect such ex-
pansions will have on net extinction rates, one needs to know how ex-
pansion will affect both extinction and speciation rates. Studies of the
radiation of the Australian flora suggest that the expansion of biomes
in general, but arid biomes in particular, can lead to rapid net diversi-
fication (speciation minus extinctions), with thousands of species
evolving in just a few million years (Crisp et al., 2004). Other exam-
ples of the fate of expanding biomes historically would be useful to
study or collate. What, for example, happened with the expansion of
cool climates during episodes of global cooling? Where did the new
species that moved into expanding climates come from and how rap-
idly did they diversify? Although the dominant effect of climate
change will undoubtedly be extinctions, speciation events will also
occur, and if we are simply interested in tallying totals, such novel lin-
eages are also part of the story. The rates of diversification seen in as-
sociation with drying in Australia are slow on a timescale of human
planning, but fast from the perspective of Earth history. The Aus-
tralian case suggests that diversification in expanding biomes may
proceed from relatively few lineages particularly able to tolerate and
disperse across the expanding conditions (in the Australian plant case,
for example, species of Acacia and of the family Myrtacaeae). The rate
of origin of new insect species is likely to pale compared to the rate of
extinction of insect species. Nonetheless, the geographic areas over
which net diversification rates are positive may be relatively large,
such that these biomes are relevant to the future of biodiversity and
deserve more study.

Because insects tend to be more thermophilic than are other ani-
mals that receive study, they may be more likely to be favored over the
long term in biomes that are expanding due to warming. For example,
almost half of the ant species in North America can be found at sites
with mean annual temperatures above 25 degrees Celsius, such that
depending on the levels of precipitation in those warm climates that
expand, the number of species with expanding ranges may be great.
Nonetheless, from the strict perspective of extinction rates, expanding
biomes and the species associated with them are unlikely to be a signif-
icant component of the global story.
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Range Shifts

Many biomes and the species that compose them will move (or at least
need to, if they are to survive) in light of global change (Malcolm et
al., 2002). Some may both move and shrink. Others may move and ex-
pand. We will concentrate on the movement per se here. Arguably the
first question in understanding the migration of species and shifts in
biomes in response to climate change is where species would or should
go given perfect dispersal (Colwell et al., 2008).

Key to understanding the extent to which species in general and
insect species in particular track changes in climate has been observa-
tions of shifts of temperate insect species with modern climate change
(Parmesan, 2006). Observations of shifts in insect species ranges have
to date shown that temperate butterfly species shift up in latitude and
elevation in response to warming (Wilson et al., 2005). On elevational
gradients, evidence from at least one study suggests that the coloniza-
tion of newly favorable sites may be slower than the loss from newly
unfavorable sites (Wilson et al., 2005), whether because of dispersal
limitation, the fragmentation of landscapes, or the interaction of the
two. In contrast to studies of recent climate change, studies of prehis-
toric shifts in the distribution of insect species in response to climate
change tend to suggest that insect species track climate very well at
both the cool and warm edges of their geographic ranges and tend to
persist even at climatic margins rather than go extinct (Coope and
Wilkins, 1994; Coope, 2004). A key difference between contempo-
rary and historic changes in climate has to do with the projected rate of
change and the relative availability of different habitat types. Today,
more so than in the past, many natural habitat types cover relatively
small geographic areas, such that corridors for migration and migra-
tion rates may be slower than simple distribution models assume and
historical examples suggest. (One interesting exception in this regard
may be for species that do well in urban and disturbed environments,
for which cities may provide excellent conduits for movement; e.g.,
Menke et al., 2011).

Clearly, there remains much to be learned in terms of how insect
species move (or don’t move) with climate change. Perhaps the bigger
problem is the geographic distribution of studies of insect movement
and climate change. Both distribution models of insects and studies
of responses of insects to paleoclimatic changes are nearly all from
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temperate regions (Coope and Wilkins, 1994; Coope, 2004; but see
Fitzpatrick et al., 2011), but insect species are nearly all from tropical
and subtropical regions—at least that is our understanding to date, an
understanding that holds up, for example, when considering the pat-
terns of diversity in ant genera, nearly 80 percent of which are tropical.

Studies of the migration of tropical species in response to climate
change, whether prehistorical or modern, would be disproportionately
valuable. We need to understand local changes in species ranges much
better than we do now. One potential barrier to movement that is
unique (or magnified anyway) in the tropics relative to other biomes is
the geographic distance that species need to move to track their cli-
mates. Because climatic gradients are shallower in the tropics than in
temperate realms (i.e., less change in temperature occurs over similar
distances; Colwell et al., 2008; Loarie et al., 2009), the distances spe-
cies need to move in the tropics may be much larger than in other
biomes. Although species can (over much shorter geographic dis-
tances) move up in elevation, such moves entail, almost inevitably, con-
tractions in area (Colwell et al., 2008). In addition, our work with ants
suggests that the closer one gets to the tropics, the narrower the range
of climatic conditions a species is likely to experience. For example,
high latitude species tend to occur at a much larger range of tempera-
tures than do more tropical species (fig. 13-2B). If true and general, this
result combined with the shallow tropical climate gradients may mean
that tropical species (which is to say, most species) may have to move
much farther to avoid extinction than do better studied temperate
species.

In addition, we need to understand the frequency of large-scale
dispersal events—whether most insect species are capable of moving
the distances necessary to persist under changing climate. Historically,
even when insects have moved in response to climate change, some
barriers have proven difficult to cross. As a simple measure of such bar-
riers, only 15–25 percent of ant genera are shared (depending on how
one defines the two realms) between the tropical Americas and tropi-
cal Africa, despite the similarity in their climates (based on: http://
www.antmacroecology.org/ant_genera/index.html). By a similar to-
ken, when we have modeled the distribution of ant species endemic to
temperate forests of eastern North America using software such as
MaxEnt (Phillips et al., 2006), such species are often predicted to oc-
cur in eastern Oregon and Washington, which have similar climates.
Yet, the overlap in composition between these regions is very low, un-
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doubtedly due to the barriers between them (e.g., the Rockies). More
recently, we modeled the distribution of ant genera in North America
using a suite of approaches (Fitzpatrick et al., 2011). In all of these ap-
proaches, the ant genus Atta (leaf-cutter ants) was predicted to occur
in Florida on the basis of the places it is known to occur and on the cli-
mate of Florida (fig. 13-3). It is not currently found in Florida, per-
haps again simply due to dispersal limitation. Future models predict
that Atta will move even farther north (fig. 13-3C), but just as for the
current distribution, dispersal limitation may be significant.

At the same time that barriers have historically hindered the
movement of insects among biogeographic regions and may continue
to do so as species respond to climate change, human influences have
removed such barriers for some species. Many thousands of species
have been introduced from one region to another around the world.
The question that emerges in the context of climate change is what
proportion of global species can and will move with humans. Intu-
ition suggests that even with humans moving species from place to
place the proportion of species that are moved may remain small. In-
tuition may be wrong. Tens of thousands of plant species, perhaps as
many as one in ten species globally, are moved around the world as
ornamentals. Those species may drag their herbivores with them. But
movement does not require the shipping of plants. For ants, two
studies—one in the United States, the other in New Zealand—have
now looked at the number of ant species arriving at ports of entry. In
both cases, most of the individual ants captured at the ports of entry
represented unique species (in other words, each new ant that arrived
tended to be a unique species) (Lester, 2005; Suarez et al., 2005).
Similarly, it was recently noticed that there is a new invasive ant spe-
cies spreading rapidly across Texas. This ant species, now being called
in newspapers “the strawberry ant,” has yet to be given a scientific
name (it is a species of the genus Paratrechina). It is a new species
and, despite its growing consequences, no one has had a chance to
name it.

These studies suggest that even though a large number of the ant
species are being moved from place to place, most are either poorly
known or entirely unknown. As much of the earth warms, the number
will increase as more of the earth comes within the potential range of
tropical lineages—the lineages that now include the vast majority of
species. Right now, we can do little more than guess at what the con-
sequences of these introductions might pose for biodiversity.
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Figure 13-3. Recorded occurrences of species of Atta (leaf-cutter ants) in North
and Central America (A), and modeled current (B) and projected future (2050)
(C) probability of Atta presence based on a weighted consensus of nine different
statistical algorithms within the BIOMOD framework (Thuiller et al., 2009).
Darker shades indicate higher probability of Atta presence. Future climate was de-
rived from the HadCM3 global circulation model forced using the A2a emissions
scenario (IPCC, 2007).
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Ants may not be representative. It may be that ants are better at
getting around than are other taxa of insects. It is certainly true that
within the taxon of ants, some lineages are poor at dispersing to new
sites, such as army ants (Kumar and O’Donnell, 2007). If, as climates
change, insects differ in their relative abilities to disperse, extinctions
of insects could be nonrandom with regard to their functions (Fitz-
patrick et al. 2011), as would be the case were army ants slow to colo-
nize newly suitable climates. Figs (Ficus spp.), to take another example,
are nearly as dense in the city of Hong Kong as in surrounding forests,
but tend to lack pollinators (Corlett, 2006). That pollinators have not
yet colonized trees so near to the forest suggests they may also be rela-
tively unable to migrate effectively with climate change, even if their
host trees do. Another key disparity among insect groups with regard
to migration may be between species that favor disturbed habitats and
those that favor intact habitats, the two of which differ greatly in the
availability of corridors and the availability, however unintentional, of
human-assisted dispersal.

Novel Biomes

In large parts of the world, new sets of climatic and other conditions
and hence novel biomes are emerging (Williams and Jackson, 2007;
Williams et al., 2007). In some cases, these biomes are due to our own
active management—for example, urban habitats. In other cases, they
are the result of climate changes. In the Amazon, climatic conditions
are predicted to be different by 2100 or even 2050 than in any existing
biome (Williams and Jackson, 2007; Williams et al., 2007). Notably,
just what constitutes a novel biome with no-analog climate depends
on the dispersal ability of the taxon being studied. For example, in
some models the future climate of Florida has analogs globally, but
not regionally, so whether those global analogs can serve as source
pools is entirely contingent on the ability of species to move on their
own or aided by us. An enormously important question, perhaps the
most important with regard to understanding global estimates of ex-
tinction numbers, is just what these new climatic conditions will be
like and whether many or any species are preadapted to them.

Data like those we show for ants (fig. 13-2B) suggest that tropi-
cal species may tend to have narrower niches than temperate species,
but observations of the conditions where species now occur do not
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necessarily correlate well with where they could occur. To date, more
direct evidence of the ability of insect species to respond to new bio-
mes comes from two sources: studies of physiological tolerances and
studies of urban environments. The only study that has compared the
physiological tolerances of species across latitudes has suggested that
of species that have been studied to date (forty-eight relatively wide-
spread pest species), low latitude species tend to have relatively narrow
thermal tolerances compared to temperate species (in line with Rapo-
port’s rule) (Deutsch et al., 2008). The data analyzed in Deutsch et al.
(2008) are very preliminary and may have systematic biases (for exam-
ple, if the environmental tolerance of pest species differs in some con-
sistent way from that of nonpest species). However, if they are right,
they suggest that relatively few tropical species will be preadapted to
warmer conditions than already exist. Whether the conclusions of
Deutsch et al. (2008) are justified based on their data, the authors are
clearly asking an important question and one that begs further analy-
ses and more data, particularly on the physiological tolerances of spe-
cies. In addition, much depends on whether “few” species being pre-
adapted means only tens of species or, as seems more likely, “just”
hundreds of thousands. The difference between these scenarios is ver-
bally subtle, but ecologically consequential. If there are 500,000 spe-
cies in the Amazon (there are at least that many) and none are pre-
adapted to the novel conditions, 500,000 species now have to move to
survive. If, as an opposite extreme, those species are all preadapted, the
new biome of the Amazon arises with 500,000 preexisting species.
Obviously the truth is between these two extremes, but just where is
unknown and perhaps unknowable.

Urban environments offer another example of no-analog environ-
ments, albeit in this case no-analog in terms of their general habitat
structure rather than simply climate. Nonetheless, urban habitats pro-
vide a context for understanding how and how quickly species colo-
nize novel biomes. Perhaps surprisingly, given their nearness to us, the
origins of urban species remain relatively poorly studied (Shochat et
al., 2006). Where it has been considered, however, it has been sug-
gested that urban plants (Lundholm and Marlin, 1996) and also in-
sects (Larson et al., 2004) come disproportionately from cliffside,
cave, and more generally rocky environments. If supported, this hy-
pothesis suggests that new biomes tend to be populated by species
with preadaption for those biomes. Alternatively, species in urban and
other no-analog biomes may evolve novel traits to tolerate novel con-
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ditions or simply be generalist species that are flexible in their diets,
habitat preferences, and behaviors (Shochat et al., 2006; Hegglin et
al., 2007). Although it tends to be assumed that species in urban envi-
ronments are generalists, this is often not the case (Shochat et al.,
2006). For example, the ant Tetramorium caespitum is very common in
North American cities and often thought of as a generalist introduced
ant species, but where studied it appears to be common only under ce-
ment or pavers (hence its common name, the pavement ant). In a re-
cent study on medians on Broadway in Manhattan, the best predictor
of its abundance was the amount of cement, a habitat that, although
expanding, is actually very specific in its characteristics.

Knowing how many species will tolerate the novel biomes created
by climate change and global change more generally is key to estimat-
ing the extinction rates of insects. Put in another way, what we need to
know is the number of species that currently live in biomes that will
move and lack both the ability to track changes in climate (move) and
the ability to persist in the new conditions where they once lived. That
the number of such species is in the hundreds of thousands seems con-
ceivable, but until we have better knowledge of the range of physio-
logical tolerances of species in such regions and a better handle on the
conditions that will exist in such regions in the future (how hot, how
wet, how seasonal), it is hard to put great faith in any estimate more
specific than “lots.”

Insect Specificity and Insect Tolerance

Most research on the effects of climate change assumes that climate
and dispersal limitation exclusively determine where species can live.
For some species this may be true, but for many species, and in partic-
ular many insect species, it may be that other characteristics of the en-
vironment are required in addition to appropriate climates for sur-
vival. For example, ground-nesting insects might require both suitable
climates and suitable soil types, and host-dependent taxa may require
both the appropriate climate and the presence of the appropriate host.
To the extent that is generally true, insects might tend to have nar-
rower requirements than do other animals and than is implied simply
based on their geographic distributions (Dunn, 2005; New, 2008a,
b). It is common for habitats with small geographic areas to have en-
demic insects, but no endemic vertebrates (New, 2008b), which could
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be the result of insects having requirements in addition to simply the
appropriate climates. To the extent that insects do sometimes or gener-
ally have additional habitat requirements, there may be more insect ex-
tinctions than predicted by broad-scale analyses. At the same time,
such small ranges would also be an indication of the greater ability of
insects than of other taxa to persist in small habitat patches (small is, of
course, relative, such that a larger number of individual insects than
elephants fit in a 10-hectare [25-acre] reserve). The relative risk of in-
sects due to their potentially narrow distributions (Dunn, 2005; New,
2008b) versus their tolerance (Samways, 2006) has been argued and
will probably continue to be. What are needed are better data on the
geographic distributions of insects, particularly relative to their hosts,
when they are host-dependent. Even for well studied groups such as
ants, data remain incomplete.

Host specialization poses a similar problem to that of habitat
specificity. More so than other taxa, insects often depend on the pres-
ence not only of favorable climate or habitat characteristics, but also
on the presence of a host or mutualist partner (Dunn, 2009a; Dunn et
al., 2009b). Even if host-dependent species, such as many beetles, are
able to effectively track climate, they may still be at risk if their hosts do
not. Such host and parasite or host and mutualist or guest relation-
ships can be elaborate. Ants, the taxon we have focused most on here,
are only rarely dependent on particular host plant species. However,
within ants a relatively large number of species are social parasites on
other ant species and in turn dependent on those species. Such social
parasites inevitably have smaller geographic ranges than their hosts
(though in most cases the geographic ranges of social parasites are
poorly known, because they are not easy to encounter using standard
methods). In addition, they have smaller population sizes. All of these
factors may predispose a subset of host-dependent social parasite ants
and dependent insect species more generally to extinction due to cas-
cading effects of climate change. It is perhaps telling that one of the
best studied examples of extinction, albeit local (from the United
Kingdom), in insects is that of the large blue (Maculinea arion), a but-
terfly that in its larval stages depends on a particular ant species
(Thomas et al., 1998; Mouquet et al., 2005). That ant species became
rare in the United Kingdom due to changes in its habitat, and al-
though the ant itself did not go extinct, the butterfly did. (It has now
been reintroduced from other populations). Analogous to the situa-
tion of narrow habitat specialists, what happens to narrow host spe-
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cialists depends on their host specificity, their ability to evolve, and
their ability to disperse.

Conclusions

In the end, the bad news is that if there are a million or even millions
of species at risk of extinction, they are mostly insects and so mostly
events that will, even when noticed, attract little attention. The Anti-
och Dunes, for example, are a patch of ancient sand, long isolated
from other similar habitat, outside the town of Antioch, California.
The dunes were once home to perhaps as many as nineteen and no
fewer than nine endemic insect species as recently as 1940 (Rentz,
1977; Dunn, 2005, 2009b). The species were known to be there,
known to be endemic, and known to be at risk, and yet largely ig-
nored. In the 1970s, the dunes were turned into a national wildlife
refuge, ostensibly because of the presence of an endangered subspecies
of plant and an endangered subspecies of butterfly. Yet although those
two species have been monitored, in many years no one has even
looked, according to the reserve manager, for the other species once
endemic to the dunes (pers. comm.). The good news is that these spe-
cies are near at hand and can be studied. Anyone could do it, with
some permits and some time. To understand the fate of mammals with
climate change, one may need to go to faraway places. To understand
the fate of insects, much can be learned in our literal backyards. These
are the species that a young boy or girl could go out and see and, in
watching, make observations new to the world. One of the species en-
demic to the Antioch Dunes, but now extinct, the Antioch Dunes
katydid, for example, was discovered by Dave Rentz when he was still
in high school (Rentz, 1977).

Because of our ignorance about insect diversity, distribution, and
physiological tolerances, estimates of the number of extinctions of in-
sects may continue to be difficult. One productive way forward may be
to try to know some groups, be they butterflies, dung beetles, or ants,
as well as we can. This is the approach that medical research has taken
in knowing well fruit flies, rats, and mice, for example. From a few
well known cases, one can begin to better understand details and on-
the-ground realities. For these focal groups, what we ideally want are
data not just on distribution, but also on the particular histories of
diversification and adaptation. Such stories are interesting, but also
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speak clearly to what has happened, which we need to know if we are
to understand what will happen. With a few well understood lineages
we might finally be able to say how many species are on Earth, at least
for those groups, and even, just maybe, how many of those species are
at risk from climate change.
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Chapter 14

Extinction Risk from Climate Change
in Tropical Forests

Yadvinder Malhi
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Tropical forests are biologically the richest biomes on Earth, home to
half of global biodiversity and most of the insects described in the pre-
vious chapter. The prospects for the earth’s treasure of living organ-
isms over this century are thus inevitability tied to the prospects of its
greatest treasure houses, the tropical rain forest regions, whether influ-
enced by deforestation or climate change. The extinction risk in tropi-
cal forests will have a large effect on total global extinction risk, but
like that of insects is currently difficult to quantify because of several
key unknowns. This chapter explores the nature of contemporary and
likely future climate change in the tropics, and possible implications
for the biodiversity and functioning of tropical ecosystems. It begins
by reviewing the likely nature of tropical climate change, then explores
the likely response of tropical organisms to such change. It highlights
key uncertainties in estimation of extinction risk from climate change,
including the likely pattern of precipitation change, the influence of
carbon dioxide on forest persistence, the upper thermal tolerance and
adaptation/acclimation ability of tropical organisms, and the relation-
ship between habitat restriction and extinction risk.

The Nature of Climate Change in the Tropics

To assess global extinction risk due to climate change, it is essential to
understand the interaction of global climate and the earth’s tropical

DOI 10.5822/978-1-61091-182-5_14, © 2012 Island Press
, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change



ecosystems. This section explores evidence of tropical climate change
in the past as well as projections of climate change in the twenty-first
century.

The Climate of Tropical Forest Regions over Earth’s History

Angiosperm-dominated tropical forests appear to have first appeared
in the mid-Late Cretaceous (about 100 million years ago; Wang et al.,
2009), and to have persisted throughout the Cenozoic (last 65 million
years), albeit with periods of sharp turnover in species (Morley, 2000).
Cenozoic temperatures broadly peaked in the Early Eocene climate
optimum (50–53 million years ago), although this was preceded by a
sharp warming fluctuation at the Paleocene-Eocene Thermal Maxi-
mum (55 million years ago), which occurred in less than 10,000 years
and from which the recovery period lasted 200,000 years (Chapter 10,
this volume; Zachos et al., 2001; Jaramillo et al., 2010). In both these
events tropical temperatures may have been up to 10 degrees Celsius
higher than the present (Huber, 2008).

Hence, the paleoclimatic evidence suggests that there is no tropi-
cal thermostat (such as cloud formation feedbacks) that limits tropical
warming, at least within a range up to 10 degrees Celsius warmer than
present (Huber, 2008). Given the likely persistence (and expansion)
of recognizable tropical forests throughout this period, this suggests
that in the long term the magnitude of projected twenty-first-century
warming does not present a high risk of the fundamental physiological
breakdown of the tropical forest biome, because taxa would acclimate
and adapt to higher tropical temperatures. However, the rapidity of
twenty-first-century warming compared to much of paleoclimatic his-
tory suggests that transient responses will be very important, as indi-
viduals, species, and communities race to adapt within and across gen-
erations to a rapidly increasing mean temperature (see below).

Future Change in Tropical Climates: Carbon Dioxide
and Temperature

Since the mid-1970s tropical land regions have been warming, fairly
uniformly worldwide, at a rate of about 0.31 degree Celsius per de-
cade (fig. 14-1B). This rate is only slightly less than the rate observed
in northern temperate land regions (0.39 degree Celsius per decade);

240 p r e d i c t i n g f u t u r e e x t i n c t i o n s



southern temperate regions are warming at slower rates (0.09 degree
Celsius per decade) because they are generally more maritime. This
fact is often missed when global (land and ocean) warming rates are
considered because a larger proportion of tropical latitudes is ocean
(compared to the Northern Hemisphere) and tropical oceans on aver-
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Figure 14-1. (A) Mean annual temperatures of land surface regions over the pe-
riod 1975–2005, plotted against latitude. (B) Mean rate of warming of tropical
land regions over the period 1975–2005. The tropical latitude band is shaded.
Data are derived from the Climate Research Unit observational data set. Analysis
updated from Malhi and Wright, 2004.



age warm at a slower rate than temperate oceans because they have a
deeper surface mixing layer. Tropical land regions have been warming
at rates broadly similar to temperate land regions.

Under the A2 scenario, a mean of fifteen Intergovernmental Panel
on Climate Change global climate models (fig. 14-2A) suggests that
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Figure 14-2. (A) The mean projected warming of land regions by the late twenty-
first century (2070–2099), relative to the late twentieth century (1970–1999), as
projected by fifteen IPCC Global Climate Models under the A2 greenhouse gas
emissions scenario. The means are zonally averaged and plotted against latitude.
Dotted lines indicate +/- one standard error of the mean. The tropical latitude
band is shaded (B) a comparison of observed rates of warming of land regions in
the late twentieth century (from fig. 14-1B) against projected rates over the twen-
tieth century (from fig. 14-2A).



tropical land regions will undergo net warming of 4.1 degrees Celsius
(range 3.2–5.0 degrees Celsius) by 2100. Hence, the mean projected
rate of warming over the twenty-first century is 0.41 degree Cel-
sius per decade (range 0.32–0.50 degree Celsius per decade), slightly
higher than the observed rate from 1975 to 2005 of 0.31 degree Cel-
sius per decade (fig. 14-2B). Most of the climate models do not incor-
porate possible consequences or feedbacks caused by tropical forest
loss (whether from deforestation or climate change); those that do
suggest greater surface warming of land regions because of reduction
of the evaporative cooling service provided by forests.

It is likely that the twenty-first century will see the emergence of
local climates that will include conditions not experienced at present
or even in the past several millennia (“novel” climates), and that some
present climates may completely disappear from the earth’s surface
(Williams et al., 2007). Disappearing climates are primarily concen-
trated in tropical mountains and the poleward sides of continents, and
are particularly concentrated in the tropics. Specific areas in the tropics
and near-tropics with disappearing climates include the Columbian
and Peruvian Andes, Central America, African Rift Mountains, the
Zambian and Angolan Highlands portions of the Himalayas, and the
Indonesian and Philippine Archipelagos.

The absolute magnitude of warming is likely to have conse-
quences on some taxa, but there have been periods of warmth in the
past where tropical forests seem to have thrived (see above). The most
important and alarming feature of twenty-first-century warming is the
rate of warming. The current rates of warming and projected rates over
this century may be thirty to forty times greater than those experienced
by, say, Amazonia in the last glacial-interglacial transition (Bush et al.,
2004). It is conceivable that such rates have not been experienced since
at least the Paleocene-Eocene Thermal Maximum.

Future Change in Tropical Climates: Precipitation

Climate models are fairly consistent in their predictions of tempera-
ture change over the twenty-first century, but regional changes in pre-
cipitation may have the greatest impact on the viability of existing
tropical forest biomes. However, precipitation changes are more chal-
lenging to predict, with less agreement among models (Malhi et al.,
2009).
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Within this variability, the consequences for Amazonia are partic-
ularly important. Climate model predictions suggest that southeast
Amazonia is among the most vulnerable to drying of the major tropi-
cal rain forest regions (Zelazowski et al., 2011), although paleoecolog-
ical studies have clearly shown that Central Africa has been the major
region with the most fluctuating rain forest cover (Maley, 2001). Cox
et al. (2008) described a mechanism where asymmetric warming of
the tropical North Atlantic relative to the tropical South Atlantic
causes drought across much of Amazonia (as occurred in 2005), and
suggested that 2005-style droughts may occur every other year by
2050. The high profile U.K. Hadley Centre model tends to be the
most pessimistic model in terms of precipitation projections for Ama-
zonia. Output from this model should be taken seriously, but its posi-
tion at one extreme of the spectrum of possible responses of Amazon-
ian climate should be kept in mind when evaluating extinction risk
from this model (Malhi et al., 2009), as was done in Thomas et al.
(2004).

Total global rainfall is likely to increase because of increased evap-
oration from warmer oceans, but regionally there will be winners and
losers. Regional rainfall shifts will be driven by changes in general at-
mospheric circulation. Subtropical and Mediterranean regions are
most likely to experience drought, as equator-pole temperature gradi-
ents weaken and seasonal rainfall shifts poleward. For tropical forest
regions in the Northern Hemisphere the most vulnerable regions in-
clude Central America and the Caribbean and the Guyanas. In the
Southern Hemisphere these include Eastern Amazonia, southern
Africa, and Madagascar. In addition to possible regional shifts in ab-
solute precipitation driven by shifting sea-surface temperature distri-
bution, there is a general tendency for intensifying and narrowing
tropical convection zones as the global atmospheric circulation in-
creases in energy. This will likely lead to increased rainfall seasonality
with more intense but shorter wet seasons, and more intense and
longer dry seasons (Malhi et al., 2009).

Even if there were no change in precipitation, the changes in evap-
otranspiration rates caused by warming surface temperatures and in-
creased carbon dioxide concentration will result in changes in water
use by plants, although the exact direction of change is still not clear
(Malhi et al., 2009).

In addition to the trends in temperature, rainfall, and carbon diox-
ide outlined above, there are a number of other contemporaneous
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trends in the abiotic environment of tropical forests that could influ-
ence forest functioning. These include possible changes in cloud re-
gime driven by climate change (Butt et al., 2009) and numerous con-
sequences from biomass burning, including increasing atmospheric
haze (which changes light penetration in forests by increasing the frac-
tion of diffuse radiation), aerosols causing intensification of tropical
storms and more frequent extreme air downbursts, deposition of ni-
trogen and other compounds, and acid rain. Our understanding of al-
most all these processes in the context of the tropical rain forest re-
gions is very limited.

The Response of Tropical Species to Climate Change

Recent Observed Changes in Tropical Forests

One line of evidence bearing on how tropical forests will respond to
global atmospheric change comes from longtime monitoring of tropi-
cal ecological communities in situ in the context of the warming and
rising carbon dioxide of the past three decades. The best and most spa-
tially extensive studies in this context have been for tropical trees,
which have the advantage of being easy to measure and trace over
time. Large-scale international networks monitoring tropical trees in-
clude the Centre for Tropical Forest Science network (http://www.ctfs
.si.edu/), which employs large sampling plots of 25–50 hectares (62–
124 acres) worldwide, and the RAINFOR network in Amazonia
(http://www.rainfor.org), which focuses on a large number of 1-
hectare (2.5-acre) plots, together with its newly established sister net-
work, AFRITRON, in Africa (Lewis et al., 2009).

Results from RAINFOR and AFRITRON suggest that old-
growth tropical forests have increased in biomass over recent decades
(Baker et al., 2004; Lewis et al., 2009) and have accelerated in both
growth and death rates, possibly as a response to carbon dioxide fertil-
ization, although this trend may be beginning to reverse, and the net
biomass gain stopped during the Amazon drought of 2005 (Phillips et
al., 2009). Other studies have documented a potential sensitivity to
temperature (Clark et al., 2003). It is quite plausible that both factors
are at play: carbon dioxide fertilization may be causing a (possibly
transient) increase in growth rates and biomass, but there may also be
a sensitivity to temperature and drought, which could cause a longer
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term decline in growth rates, an increase in mortality, and a decline in
biomass. Any changes in dynamism are almost certainly accompanied
by shifts in composition, but these are hard to pick out from the natu-
ral “noise” of ecological dynamics. Phillips et al. (2002) reported an
increase of liana abundance in western Amazonia, a result that was cor-
roborated by long-term studies of liana growth, flowering, and fruit-
ing from Barro Colorado Island in Panama (Wright et al., 2006).

The Response of Tropical Ecosystems to Drought

As outlined above, rapid changes in temperature are likely to affect
species fitness, and this will cascade down to changes in community
composition and possible extinction. Thus temperature change may
strongly affect community ecology and diversity, but is less likely to
cause large-scale dieback of tropical forests. Intensified drought, on
the other hand, has the potential to lead to the retreat of moist tropical
forest in favor of dry, fire-adapted communities.

A number of field studies have looked at the effects of drought.
Some have exploited natural interannual variability, such as El Niño
droughts, or the 2005 drought in Amazonia (e.g., Condit et al.,
2004; Phillips et al., 2009). These studies tend to demonstrate a re-
duction in growth and an increase in mortality in drought years, par-
ticularly at inherently drier sites. The forests appear to be sensitive to
drought, but also resilient enough to recover if drought conditions
do not persist for several years. This resilience has been explored in
greater mechanistic detail in two drought (“throughfall exclusion”)
experiments in eastern Amazonia, where plastic panels have excluded
about 50 percent of rainfall from 1-hectare patches of forest for sev-
eral years (Nepstad et al., 2007; Fisher et al., 2007). In the first few
years of drought the forest showed some reduction in photosynthesis
and physiological performance, but overall the forest plots seemed
to prove resilient by tapping the substantial reserves of soil water
throughout the dry season. However, if these reserves are not suffi-
ciently replenished in subsequent seasons, eventually a threshold is
reached where tree mortality rates rise, with large canopy trees and
lianas appearing most vulnerable. Thus resilience is dependent on to-
tal annual rainfall and the reserve of soil water that can be maintained
in the dry season. Although the forest as a whole may persist during
intensified seasonal drought, there are likely to be long-term shifts in
community composition in favor of drought-adapted taxa, at the ex-
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pense of drought-averse taxa, which tend to account for a greater pro-
portion of tropical tree diversity.

Although forests may demonstrate some physiological resilience
to intensified drought, their litter layer does become seasonally flam-
mable as it dries out, allowing for the spread of ground fires. In
drought years in Amazonia, there can be substantial leakage of fires
from agricultural zones into surrounding, temporarily flammable
forests (Alencar et al., 2004; Aragão et al., 2007). Each fire opens up
the forest further, and if fires occur frequently enough these forests de-
grade to a fire-adapted scrub with substantial decline in biodiversity
(Barlow and Peres, 2008).

Hence, it is this interaction between climate change and land use
change that perhaps represents the greatest threat to tropical forest
species. Land use change is directly reducing forest cover; fragmenting
remaining forests; reducing the potential for migration or dispersal to
cooler or wetter regions; increasing the length of dry, fire-prone for-
est edge; and opening up forests to logging and bushmeat hunting,
which can trigger local extinction of large fauna and trigger trophic
cascades that affect the whole ecosystem. It also has effects on local cli-
mate by potentially changing local cloud climatology, reducing dry-
season precipitation, increasing atmospheric aerosol content and the
nature and intensity of storm events, and warming surface tempera-
tures by reducing evaporative cooling. Conversely, the maintenance of
sufficient and intact forest area would be a strategy to lessen the im-
pacts of global climate change, by ameliorating local effects on temper-
ature and rainfall (Malhi et al., 2008). Maintaining forest area must
also be coupled with maintaining forest connectivity, to maximize the
potential for migration or dispersal to potential highland and moist
refugia. Hence the threat of climate change also provides an opportu-
nity for conservation of tropical forests, by placing direct value on their
potential role in global mitigation and regional adaptation. Mecha-
nisms for carbon payment, such as Reduced Emissions from Defor-
estation and Degradation (Grainger et al., 2009), are but the first step
in such a process of valuing the ecosystems services that tropical forests
provide.

The Response of Tropical Organisms to Warming Temperatures

Given a world in which tropical land regions may be about 4 de-
grees Celsius warmer within a century, how will tropical organisms,
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ecology, and ecosystems fare? The critical features of current and pro-
jected tropical warming are (i) its large projected magnitude relative to
the usual range of diurnal, seasonal, and interannual temperature vari-
ability experienced by most tropical organisms; and (ii) its rapid rate—
in many regions much more rapid than the warming experienced at
glacial-interglacial transitions. This question may be considered in
three parts: first the current thermal tolerance ranges of tropical organ-
isms in contrast to temperate organisms, then how these thermal tol-
erances will respond to the overall magnitude of warming, and fi-
nally how the rapidity of contemporary warming will influence the
outcome.

Thermal Tolerances to Temperature Increase

The low variability of tropical temperatures, whether on diurnal, sea-
sonal, or interannual timescales, has resulted in most tropical organ-
isms having a narrower range of thermal tolerance compared to higher
latitude organisms, and also being closer to climatic optima or critical
upper limits (fig. 14-3). This has been demonstrated for ectotherms
(frogs and toads, lizards and turtles; Deutsch et al., 2008). One
method for deriving thermal performance for candidate species is to
measure populations’ intrinsic growth rates under laboratory condi-
tions at various fixed temperatures; for insects, this is a direct measure
of Darwinian fitness. It is unclear how narrow the thermal tolerance
may be for other organisms, such as plants or endotherms. In plants
the fundamental ecophysiological processes of photosynthesis and res-
piration appear to acclimate rapidly to warming, in situ either in exist-
ing leaves or in new leaves (Campbell et al., 2007; Atkin and Tjoelker,
2003). When the whole life cycle of the plant is considered, there may
conceivably be bottlenecks at critical stages, such as reproduction or
germination, where a narrower thermal tolerance regime pervades. As
daytime ambient tropical temperatures approach body temperature
for mammals and birds, while atmospheric relative humidity remains
fairly invariant, it seems likely that the difficulty of cooling will also
cause a net decline in performance in endotherms. It is costly to main-
tain broad thermal tolerance regimes, and these would likely have
been selected against by natural selection in tropical regions where am-
bient temperatures show little variation. The high competitive pres-
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sure in the tropical forest environment may have driven these thermal
niches to be very narrow.

Given these narrower tolerance regimes, Deutsch et al. (2008)
modeled the performance of ectotherms (in their study, insects, frogs
and toads, lizards and turtles) under an A2 emissions scenario). They
found that almost all projected declines in thermal performance were
located in the tropics, with a typical 15 percent decline in tropical
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Figure 14-3. Fitness curves for representative insect taxa from temperate (A) and
tropical (B) locations. Fitness curves are derived from measured intrinsic popula-
tion growth rates versus temperature for 38 species, including Acyrthosiphon pisum
(Hemiptera), from 52°N (England) (A), and the same for Clavigralla shadabi
(Hemiptera) from 6°N (Benin) (B). CTmin is the critical minimum temperature,
Topt is the optimum temperature, and CTmax is the critical maximum temperature.
Climatological mean annual temperature from 1950 to 1990 (Thab, drop lines
from each curve), its seasonal and diurnal variation (gray histogram), and its pro-
jected increase because of warming in the next century (T, arrows) are shown for
the collection location of each species. Reproduced from Deutsch et al., 2008;
© (2008) National Academy of Sciences, USA.



ecotherm performance over the twenty-first century, whereas most
temperate ectotherms improved in performance in response to warm-
ing (fig. 14-4).

The issue of thermal tolerance is perhaps the most critical un-
known in evaluating extinction risk from climate change. Colwell et al.
(2008) explored the potential effects of warming on Costa Rican rain
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Figure 14-4. Predicted impact of warming on the thermal performance of ec-
totherms in 2100. (A) Impact versus latitude for insects using thermal perfor-
mance curves fit to intrinsic population growth rates measured for each species
and for a global model (solid line) in which performance curves at each location
are interpolated from empirical linear relationships between seasonality and both
warming tolerance and thermal safety margin. (B and C) Results from the simpli-
fied conceptual model are shown globally for insects (B), for which performance
data are most complete, and versus latitude for three additional taxa of terrestrial
ectotherms: frogs and toads, lizards, and turtles (C), for which only warming tol-
erance was available. In general darker regions on the map indicate negative im-
pact and lighter regions show positive impact of rising temperature. On the basis
of patterns in warming tolerance, climate change is predicted to be most deleteri-
ous for tropical representatives of all four taxonomic groups. Performance is pre-
dicted to increase in mid- and high latitudes because of the thermal safety margins
observed there for insects, and provisionally attributed to other taxa. Reproduced
from Deutsch et al., 2008, © (2008) National Academy of Sciences, USA.



Figure 14-4. Continued.
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forest species by looking at the current thermal range of species, and
then modeling the effects of warming. They described a process of
“attrition” of biodiversity in the tropical lowlands, as temperature-
intolerant species emigrate upslope or become locally extinct, but are
not replaced by immigration from warmer moist regions, because
warmer moist regions do not currently exist. Such a scenario would
likely see extensive biodiversity loss in the lowlands. However, it is not
clear that the current realized upper thermal limit for tropical species is
equal to the fundamental upper thermal limit. Feeley and Silman
(2010) argue that the apparent narrow (field-observed) thermal niche
of Amazonian species may simply be an artifact because warmer cli-
mates do not exist, but this does not imply that particular species
would necessarily retreat in those warmer climates. They note that
tropical montane tree species typically have a mean thermal niche
width of 10 degrees Celsius, and that a similar niche width may apply
in the lowlands. In such a case, the rate of projected biodiversity attri-
tion in the lowlands would be much lower. Of course, the reality will
be that some taxa do have a lower thermal threshold than others, likely
leading to a shift on lowland community composition even if extinc-
tion rates are low.

Medium and Long-Term Responses of Organisms and Ecosystems
to Warming

The performance curve of an organism or species under current condi-
tions does not map directly onto likely changes in performance in the
medium term. How changes in performance will cascade through to
changes in abundance, diversity, and species viability is unclear, but it
is more certain that there will be substantial changes in the relative
competitiveness of taxa that will feed through into changes in ecologi-
cal community composition and functioning. Individual organisms
and species will react to a decline in performance in a variety of ways,
including (i) acclimation (modification of physiological performance
curves, if possible), (ii) behavioral and phenological adaptation (mod-
ification of behavior, such as shifts in timing of activity in the diurnal
and seasonal cycle), (iii) evolutionary adaptation over generations as
natural selection favors heat- or drought-tolerant traits, and (iv) dis-
persal or migration to cooler or wetter climes where possible. All these
responses will be in the context of complex ecological communities
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with intense interorganism competition, mutualism, and predator-
prey-herbivory networks. Hence, for example, the viability of a partic-
ular tropical tree species under rapid warming may depend as much on
the climate sensitivity of pollinators, herbivores, and pathogens as it
does on the climate sensitivity of plant physiology. The specific viabil-
ity of most organisms will be hard to predict, but, given the overall de-
cline in performance for many organisms, it seems plausible that there
may be an overall decline in abundance and an increase of extinction
rates for many tropical organisms.

Perhaps the most critical question here is how these rates of bio-
logical response and adaptation compare to the extremely rapid
changes in surface temperature projected. The fact that tropical forests
have been warmer in the past and rich in life-forms suggests that there
is no immediate upper limit to the viability of many tropical organisms
(although some would decline at the expense of others), but the rate of
temperature change may represent a real bottleneck in population via-
bility. Organisms with the greatest risk of species decline and extinc-
tion are those with a low current tolerance for warming (i.e., poten-
tially many tropical organisms), limited inherent ability to acclimate
(little plasticity in the upper thermal tolerance limit), low dispersal or
migration ability, a small species range, and location in a fragmented
landscape, whether artificial (e.g., forest fragments) or natural (e.g.,
mountaintops or islands). Range sizes tend to be smaller in the tropics
(Rapoport’s Rule: Stevens, 1989), again potentially increasing the
vulnerability of tropical organisms. It is unclear how generation life
span affects the risk level: shorter lived organisms may be exposed to
greater pressure if the temperature threshold acts most on a particular
stage (e.g., juvenile) of the life cycle, but at the same time may have
more capacity for rapid evolutionary adaptation. On the other hand,
longer lived organisms (e.g., trees) may simply be able to “ride out”
the coming century as mature adults even if juvenile viability is af-
fected, but may have less ability to adapt and acclimate at suitable
speed across generations.

Challenges to Migration and Dispersal

If the potential for acclimation or adaptation is limited for some trop-
ical organisms, the only alternative to maintain species fitness may
be to migrate or disperse seeds to a cooler climate. Here, the tropical
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lowlands present another challenge. Tropical regions have shallow spa-
tial gradients in temperature, on the order of 1 degree Celsius per 380
kilometers (236 miles) over the tropical belt, in contrast to 1 degree
Celsius per 140 kilometers (87 miles) over both northern and south-
ern temperate regions (fig. 14-5). Hence it is far more challenging and
less likely for species to migrate across continents in tropical regions to
remain close to a thermal optimum. For example, the recent rate of
warming of tropical land regions (0.31 degree Celsius per decade; fig.
14-2A) would require poleward migration rates of 116 kilometers (72
miles) per decade (equivalent to 32 meters [105 feet] per day!). This is
more than twice the required migration rate in northern temperate
land regions (warming at 0.39 degree Celsius per decade; required mi-
gration rate of 55 kilometers [34 miles] per decade), and ten times that
in southern temperate land regions (warming at 0.09 degree Celsius
per decade; required migration rate of 13 kilometers [8 miles] per de-
cade). In practice, local gradients tend to be steeper than this because
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Figure 14-5. The latitudinal gradient in surface temperature, derived as the slope
of figure 14-1A. This provides an approximate indicator of lowland spatial tem-
perature gradients, but averaging over latitude zone misses some aspects of hori-
zontal temperature gradients, such as temperature contrasts between continental
interior and coastal regions.



of topography and proximity to large water bodies, but the relative
comparison between tropical and temperate regions is still relevant.

It will be a significant challenge, if not impossible, for many heat-
intolerant taxa to migrate or disperse at this rate. This challenge makes
the potential for migration to higher elevation (lapse rate about 1 de-
gree Celsius per 180 meters [591 feet]; 2,000 times steeper than the
tropical horizontal gradient) far more important, and tropical mon-
tane and highland environments a particularly critical component of
biodiversity resilience in the face of rapid tropical lowland warming.
There is evidence from elevation gradient studies that tropical tree and
insect communities are indeed migrating upslope (Chen et al., 2009;
Feeley et al., 2011). Mountains and highland environments have a
number of other features that favor adaptation and resilience, in par-
ticular the high diversity of microhabitats that are created by variation
in aspect and slope. With too much warming, however, lower moun-
tains and hills risk becoming traps, as species become isolated on
warming hilltops.

Even if such rates of horizontal migration and dispersal are theo-
retically possible for some taxa, they will be a challenge in a frag-
mented landscape. This can include natural fragmentation, such as iso-
lation on mountains or islands, or in swamps or riverine forests, but,
of course, in many regions of the tropics, the rate of anthropogenic
fragmentation is very high, with clearance of forests for farms, planta-
tions, and cattle ranches. Deforestation in piedmont regions is a partic-
ular threat, as it isolates the warming lowlands from potential refugia
in the highlands. Maintaining this connectivity to the highlands (low
hill regions as well as high mountains) must be a conservation priority
in the face of rapid warming of the lowlands.

Small-scale variation in microclimate has the potential to lessen ex-
tinction risk. Local microrefugia created by topographic or hydrologi-
cal variation will lessen the need for extremely high dispersion rates.
However, these microrefugia are useful only if the degree of local vari-
ation exceeds the larger scale variation over time; if it does not, mi-
crorefugia have the potential to become traps.

Estimates of extinction risk tend to include the two extreme mi-
gration/dispersion scenarios that are simplest to model: perfect disper-
sion and no dispersion. Dispersion rates will vary substantially by
taxon (e.g., wind-dispersed vs. locally dispersed seeds), but from the
evidence presented above it seems likely that the perfect migration
rates required in the lowland tropics will be too high for most taxa.
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Hence the no-dispersion assumption may be closer to reality, espe-
cially if temperature acts as a major limiting factor.

Conclusions

In this chapter it has been argued that tropical organisms, species,
and ecosystems face a number of acute threats from climate change
that have perhaps been underestimated. This vulnerability in the trop-
ics arises from a number of factors: instrinsic high diversity, shallow
spatial gradients in temperature, limited history of temperature fluc-
tuations on all timescales (diurnal, seasonal, interannual, and long-
term) potentially resulting in narrow thermal tolerance, and the high
pressure from ongoing logging, deforestation, fragmentation and fire
use.

There is much we do not know about the response of tropical or-
ganisms to climate change. There is clearly a need for greater research
into the regional patterns and mechanisms of precipitation change, the
thermal niches of tropical taxa, the ability and potential speeds of accli-
mation and adaptation, especially to warming temperatures, the po-
tential rates of migration and dispersal, and the interactions with frag-
mentation. There is also a need for systematic monitoring to look for
early signs of change and clues to vulnerable taxa, extending beyond
trees to other key taxa such as vertebrates or insects. However, the
tropics are already warming rapidly, and research should not be a sub-
stitute for action. It is a time for immediate action, both in stabilizing
and reversing the global rise in greenhouse gas concentrations that is
the fundamental problem, but also in designing and implementing
tropical biome protection of migration corridors to maximize the re-
silience of the biomes to the rapid change that is already under way.
This will almost certainly be the most challenging century that tropical
biodiversity has faced for a long, long time.
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Chapter 15

Coral Reefs, Climate Change,
and Mass Extinction

Ove Hoegh- Guldberg
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The term “extinction” is a loaded phrase when applied to coral reefs.
Often, it is applied to coral reefs generically, with the phrase “extinc-
tion of coral reefs” appearing regularly in the scientific and popular
press (e.g., it appeared more than 15,000 times when typed into the
Google search engine, June 4, 2011). This phrase is generally used to
describe the disappearance of coral reefs as an ecosystem, which is very
distinct from the extinction of a particular coral reef species. This dis-
tinction becomes increasingly important when considering the likely
outcome for coral reefs and their biodiversity under rapid global
change.

Discussions of the characteristics that are likely to influence the
vulnerability of species to extinction have appeared several times al-
ready in this book. Currently, many marine species are often abundant
with large dispersal ranges. These characteristics are such that many
marine species are relatively resistant to extinction, especially when
compared to many terrestrial species, which are often narrowly dis-
tributed with limited dispersal ability. Roberts and Hawkins (1999)
list a number of characteristics associated with marine species that
make them more or less vulnerable to extinction. In this respect, they
explored the influence of parameters that affect population turnover,
reproduction, recovery capacity, range and distribution, trophic level,
and whether or not a species is common or rare. Under their analysis,
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long-lived and slow-growing organisms that have short dispersal dis-
tances and narrow nearshore ranges are at greater risk of extinction
than species that are short-lived, fast-growing, dispersed widely, and
which have broad geographical ranges (table 15-1).

Reef-building corals tend to be long-lived, slow-growing, repro-
ductive at large size, and immobile as adults (table 15-1). Together with
their narrow depth range and nearshore distribution, and their sensitiv-
ity to the activities of humans, corals make ideal candidates for extinc-
tion. On the other hand, they often have sizable reproduction bio-
masses and reproduce many times in their lives, with the ability to
regenerate and grow asexually from fragments. When in good health,
corals are also effective competitors and colonizers with strong larval
recruitment. They also have some of the largest geographical ranges of
any known animal. For these reasons, they should be relatively less vul-
nerable to extinction.

Typical coral-dwelling fish, on the other hand, differ from corals in
that they are relatively short-lived, mature at small sizes, reasonably
mobile but unable to reproduce asexually. According to the Roberts
and Hawkins’ (1999) framework, typical coral-dwelling fish will also
have a degree of vulnerability to extinction but for different reasons.
Across the range of organisms that live on coral reefs, there are clearly
those that are relatively resistant to extinction versus those that are
highly vulnerable. Under a rapidly changing climate, one of the inter-
esting questions becomes: Can we predict which organisms are going
to be “winners” and which organisms are going to be “losers” with re-
spect to extinction?

Rapidly Changing Ocean Environments

One of the defining characteristics of our times is that there is no
longer anywhere on our planet that humans have not significantly im-
pacted (Halpern et al., 2008). A depressing yet sobering fact, the sig-
nature of human activities can be found at the bottom of the deepest
oceanic trench and at the top of the highest mountain. For coral reefs,
the signature has been unambiguous for some time, with a 1–2 per-
cent decrease in coral cover each year and the loss of 40 percent of
coral reefs over the past three decades (Bruno and Selig, 2007).

Both local and global stresses are driving this decline. Local fac-
tors include deteriorating water quality (i.e., too many nutrients and
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sediments from disturbed coastal areas adjacent to coral reefs), pollu-
tion, destructive fishing using dynamite and cyanide, impacts from
shipping, and the overexploitation of key fisheries species (Bryant,
1998; Halpern et al., 2008). These factors have played a dominant
role in the the destruction of coral reefs, with the role of climate
change being relegated to a secondary and long-term threat. Evidence
over the past decade (reviewed by Hoegh-Guldberg et al., 2007),
however, reveals that climate change has already affected reefs heavily,
and that current trends in the warming and acidification of the oceans
will almost certainly destroy coral reefs unless we take action to reduce
greenhouse gas emissions.

Impacts of Global Warming

The atmospheric concentration of carbon dioxide in the earth’s atmo-
sphere now exceeds 390 parts per million, which is approximately 100
parts per million higher than the maximal values seen over the past
740,000 years (Petit et al., 1999; Augustin et al., 2004), if not 20 mil-
lion years (Raven et al., 2005). These changes have driven the average
temperature of the ocean up by 0.74 degree Celsius and sea levels by
17 centimeters (7 inches) (IPCC, 2007). Second-order effects have
also begun to occur, with evidence of shifting patterns of rainfall,
drought, and storm intensity across the tropics leading to complex
changes in the conditions surrounding natural ecosystems (Walther et
al., 2002; IPCC, 2007).

Even though these changes appear subtle, they have already had a
huge impact on coral reef ecosystems. Reef-building corals form inti-
mate mutualistic endosymbioses (in which one organism lives inside
the cells of another) with tiny plantlike organisms called dinoflagel-
lates from the genus Symbiodinium. The partnership that corals form
with these primary producers enables the symbiosis to trap large
amounts of solar energy, allowing corals access to an abundant source
of energy. As a result of this rich source of photosynthetic energy, reef-
building corals are able to precipitate copious quantities of calcium
carbonate, which ultimately lead to the formation of the three-
dimensional framework of coral reefs (Muscatine, 1990).

The symbiosis between Symbiodinium and corals is relatively stable
within the normal range of environmental variability. When condi-
tions change too rapidly, or exceed the natural range of environmental
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variability, the symbiosis breaks down, with the brown Symbiodinium
moving rapidly out of the tissues of the coral host (fig. 15-1). This
phenomenon is referred to as coral bleaching (Hoegh-Guldberg,
1999). In the early 1980s, coral reefs around the world began to
bleach across large areas of the tropics (Glynn, 1983; Lasker et al.,
1984; Roberts, 1987), with no precedent in the scientific literature.
Work over a number of years revealed that these mass bleaching events
were being driven by small increases in sea temperature (Hoegh-Guld-
berg and Smith, 1989; Glynn and D’Croz, 1990; Strong et al., 1996)
above the summer maximal temperatures for a particular region. This
led some to speculate on whether this was connected to climate
change (Glynn et al., 1988). These early suspicions were eventually
confirmed, with projections of how sea temperature would change
under greenhouse forcing revealing that future conditions were likely
to be extremely hostile to coral communities (Hoegh-Guldberg,
1999).

Ocean Acidification and Marine Calcification

The increase in atmospheric carbon dioxide has resulted in a greater
amount of carbon dioxide entering the world’s oceans (fig. 15-2A).
When carbon dioxide enters the ocean, it reacts with water to produce
a weak acid, carbonic acid. Carbonic acid dissociates producing a bi-
carbonate ion and a proton, the latter of which reacts with carbonate
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Figure 15-1. Small increases in sea temperature can destabilize the symbiosis be-
tween reef-building corals and their dinoflagellate symbionts (Symbiodinium). A
mass bleaching event that affected more than 60 percent of the Great Barrier Reef
occurred in 2002, leading to the death of about 5–10 percent of reef-building
corals within the Great Barrier Reef Marine Park. Photo: O. Hoegh-Guldberg.



Figure 15-2. (A) Ocean acidification is occurring due to the increased amount of
carbon dioxide that is entering the ocean. In the ocean, carbon dioxide combines
with water to create carbonic acid, which releases a proton that reacts in turn with
carbonate ions. The net effect of this is that rising atmospheric carbon dioxide has
driven down the concentration of carbonate ions in the ocean. This has already
slowed the calcification of corals by around 15 percent since 1990. (B) Recon-
struction of the temperature and carbonate ion concentrations of a typical tropical
ocean over the past 420,000 years (reconstructed using data from the Vostok ice
core series, Petit et al. 1999. See Hoegh-Guldberg et al. 2007 for a full explana-
tion of the methods). Three important features are shown: (i) Present-day values
are outside the conditions seen over at least the past 420,000 years. (ii) Rates of
change dwarf anything seen over the same period. (iii) Two thresholds, one with
temperature and the other with carbonate ion concentrations, will be crossed
within the next 40 years. Figures 15-2 and 15-3 reprinted from Hoegh-Guldberg
et al. (2007) with permission from Science Magazine.



ions, producing bicarbonate and consequently reducing their concen-
tration and availability. The net effect of increasing carbon dioxide in
the atmosphere is that it causes a precipitous drop in the concentration
of carbonate ions (Raven et al., 2005).

These changes in the concentration of carbonate ions have huge
implications for organisms such as corals that precipitate calcium car-
bonate. A doubling of the concentration of atmospheric carbon diox-
ide, for example, results in a decrease in the calcification rate of 15–45
percent across a wide range of marine calcifiers such as red calcareous
algae to reef-building corals (Kleypas and Langdon, 2006). These
changes are now being reported from corals in the field, with studies
done on the Great Barrier Reef (De’ath et al., 2009) reporting an un-
precedented decrease in calcification of corals in both regions by 15
percent when compared to 1990. Similar observations have been
made for corals in Thailand (Tanzil et al., 2009). Given that reef struc-
tures are a delicate balance between calcification on one hand and
physical and biological erosion on the other, these changes in the calci-
fication rate have the potential to decrease the calcification rate of
corals and other calficiers below that required to maintain the carbon-
ate structures of coral reefs (Hoegh-Guldberg et al., 2007). A direct
implication of this is that coral reefs will soon reach a point where they
are likely to erode and dissolve (Silverman et al., 2009).

When the current geographic distribution of carbonate coral reefs
is plotted relative to the aragonite saturation state of seawater, it is
clear that coral reefs require a certain concentration of calcium and car-
bonate ions to calcify at the rate required to maintain coral reefs. The
aragonite saturation constant (Ωaragonite) is the ratio of the calcium and
carbonate ion concentrations relative to the solubility product of arag-
onite (the crystal form of calcium carbonate that corals preferentially
deposit in their skeletons). Figure 15-3 illustrates how changing the
carbon dioxide concentration will essentially shrink the distribution of
areas where water contains enough calcium and carbonate for the for-
mation of carbonate coral reefs (i.e., have aragonite saturation in ex-
cess of 3.3) to a small band around the equator (at atmospheric carbon
dioxide concentrations of 450 parts per million). These conditions are
largely eliminated when concentrations rise to 550 parts per million or
more. This modelling study illustrates the extreme sensitivity of car-
bonate coral reef ecosystems to the atmospheric concentration of car-
bon dioxide (Hoegh-Guldberg et al., 2007).
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Sea-Level Rise and Other Factors

Global sea level is currently rising at the rate of 3.3 millimeters (0.13
inch) per year, and sea level is conservatively expected to rise between
11 and 77 centimeters (4 and 30 inches) by the end of the century
(IPCC, 2007). These estimates of sea-level rise are widely considered
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Figure 15-3. Distribution of carbonate coral reefs (white dots) relative to the arag-
onite saturation (Ωaragonite = [Ca2+].[CO3

2–]/Ksp aragonite) calculated for different
atmospheric concentrations of carbon dioxide (white number in each box). The
aragonite saturation is a measure of the concentration of calcium and carbonate
ions relative to solubility of aragonite (the chief form of calcium carbonate de-
posited by corals and other marine calcifiers). The distribution of today’s coral
reefs relative to the current aragonite saturation is shown in the panel labeled 380,
revealing the association of carbonate coral reefs with waters that have an arago-
nite saturation of more than 3.3 (darker gray areas). As atmospheric carbon diox-
ide increases, the distribution of these waters contracts to the equator and more or
less disappears when concentrations of atmospheric carbon dioxide rise above 550
parts per million.



to be conservative, especially in the light of the recent rapid decreases
in land-locked glacial and polar ice mass in Greenland (Cressey, 2007;
Steffensen et al., 2008; Zhang et al., 2008) and Antarctica (Barnes and
Peck 2008). Under conditions where coral growth is maximal, coral
reefs are able to keep pace with comparatively high rates of sea-level
rise (Douglas et al., 2000), although this may mean that reef growth
may “back-step” in cases of catastrophic rises such as that seen 121,000
years ago (Blanchon et al., 2009). In past periods of rapid sea-level
change, corals have been healthy due to the relatively small or nonexis-
tent impact of humans. These assumptions may be invalidated today,
when sea-level rise is being accompanied by highly stressful sea tem-
peratures and acidities that are likely to dramatically slow the growth
of corals and coral reefs, thereby presenting the specter of deteriorat-
ing reefs that “drown” as sea level rises.

There are a large number of other factors that will influence the
health of coral reefs into the future. Warmer sea temperatures will
drive more intense storm activity (Webster et al., 2005), leading to
greater damage to some coral reefs, which when coupled with slowing
growth and reduced coral survivorship, may mean that the balance
is tipped away from coral-dominated reefs to reefs that are substan-
tially different.

Prognosis for the Future of Coral Reefs

In exploring the future of coral reefs, it is instructive to look at the con-
ditions that coral reefs have experienced over the past several hundred
thousand years. This type of analysis allows one to understand the
range of variability in the past relative to the conditions projected to
occur in the future. We recently analyzed (Hoegh-Guldberg et al.,
2007) sea temperature (from proxies) and carbonate ion concentra-
tions (from carbon dioxide concentrations) for typical coral reef envi-
ronments over the past 420,000 years using measurements of ancient
atmospheric carbon dioxide and global temperatures derived from the
Vostok ice core data series (Petit et al., 1999). This analysis revealed
that the key conditions for coral reefs (i.e., temperature and carbonate
ion concentration; Kleypas et al., 1999) varied significantly over the
past 420,000 years (fig. 15-2) but that current conditions on coral
reefs were well outside the envelope in which this variability had oc-
curred. Perhaps even more significant is that fact that the changes that

270 p r e d i c t i n g f u t u r e e x t i n c t i o n s



are occuring over decade and century timescales today used to occur
over thousands of years in the past (Hoegh-Guldberg et al., 2007).

The trajectory that coral reefs are currently on is rapidly approach-
ing two significant thresholds (fig. 15-2B). The first occurs when
tropical seas become 2 degrees Celsius warmer than they were prior
to the Industrial Revolution, a condition that we know will cause un-
sustainable coral bleaching and mortality on an annual basis. The sec-
ond, which occurs more or less simultaneously, is that oceans will be
acidified to the point where they will have carbonate ion concentra-
tions of less than 200 micromoles per kilogram of water. Both field
and laboratory studies reveal that the latter is around the point at
which coral calcification struggles to keep up with erosion, and hence
maintain carbonate reef structures. As a result, many of these all-
important structures will crumble and slowly disappear. Hopefully,
decisive and effective action to reduce emissions of carbon dioxide will
stabilize and eventually reverse the upward trend in atmospheric car-
bon dioxide.

As a final point in this discussion, it is instructive to consider how
coral communities will change over the coming decades. The very
rapid rate of rise in atmospheric carbon dioxide is already driving peri-
odic mass mortality events and a slowing of reef calcification. Given
that not all corals have the same sensitivity to thermal stress (Hoegh-
Guldberg and Salvat, 1995; Marshall and Baird, 2000; Loya et al.
2001; McClanahan, 2007) or even reduced carbonate concentrations
(Kleypas and Langdon, 2006), some are likely to be more persistent
than others as conditions change. For this reason, massive and encrust-
ing corals (e.g., Porites, Favia) may be more prominent on future reefs
than branching corals (e.g., Acropora, Stylophora), leading to changes in
the community structure of reef-building corals and the extinction of
some branching coral species. Naturally, given that even these tougher
species have their limits, reefs will eventually become largely devoid of
corals as ocean temperatures and acidities continue to rise.

These futures are not distant. Three decades ago, the potential ex-
tinction of a reef-building coral species would have been unthinkable
given the stability of tropical environments and the vast geographic
distributions of most species (Veron and Stafford-Smith, 2000). In
2004, however, the US National Marine Fisheries Service received a
request from the Center for Biological Diversity to place the Carib-
bean species of Acropora (Acropora palmata and Acropora cervicornis) on
the US Endangered Species list on account of the precipitous decrease
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in the distribution and abundance of these once dominant coral spe-
cies. This was finally granted on May 4, 2006. Although the circum-
stances of a restricted and highly stressed ocean basin such as the
Caribbean probably predispose coral species in the Caribbean to ex-
tinction (when compared to the vast, moderately stressed Pacific
ocean), the listing of these two species represented a wake-up call for
coral reef biologists and conservations, who may have been concerned
about the loss of functional coral reefs as opposed to the extinction of
coral species (Bruckner et al., 2002; Precht et al., 2002; Precht et al.,
2004). According to Carpenter (2008), almost one-third of coral spe-
cies are vulnerable to extinction by climate change and local threaten-
ing processes.

The Fate of Coral Reef–Associated Organisms

Rapid changes in the environmental factors associated with climate
change, such as sea temperature and acidity, are likely to eliminate
coral-dominated reefs (fig. 15-4A) and transform them into vastly dif-
ferent systems that are occupied by very different organisms such as
seaweeds. Today, there are a growing number of examples that illus-
trate what these ecosystems might look like in the future. For example,
many areas across the Caribbean have lost almost all of their coral-
dominated reefs, leaving behind communities that are vastly different
from those of 50 years ago. Naturally occurring coral reefs at high lat-
itudes also give us clues as to what future communities might look
like. These areas, like those of the southwest Australia (fig. 15-4B),
typically have lower coral cover, which does not contribute enough
calcium carbonate to maintain significant reef frameworks. This situa-
tion will expand in warmer, more acidic seas, however, with carbonate
reef structures beginning to crumble and disappear, as is already hap-
pening in some heavily affected areas (fig. 15-4C). As a result of these
changes, ecological processes and resources will change radically, lead-
ing to changes in the species composition of the organisms that associ-
ate with these new reef communities and structures. With this change
comes the question of what happens to all the other species that nor-
mally associate with coral reefs. Perhaps surprisingly, this question has
not been answered adequately for anything more than reef fish at this
point. This said, there are a number of “commonsense rules” that ap-
pear to apply in terms of which species on the coral reef are more sen-
sitive to global change than others.
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Figure 15-4. Coral reefs are sensitive to climate change. (A) Healthy coral-
dominated reef on the Great Barrier Reef in Australia; (B) high-latitude coral reef
of Jurien Bay, western Australia, and (C) heavily impacted reef in Karimunjawa,
Indonesia, showing the devastated reef framework and dead coral. Photos:
O. Hoegh-Guldberg.
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Returning to table 15-1, we see that a high level of habitat speci-
ficity is associated with increased vulnerability to extinction. This
characteristic varies quite significantly across the various organisms
that occupy coral reefs. Some organisms have highly specific require-
ments for habitat and will not be found on reefs that no longer have
that habitat. For example, many butterfly fish (Chaetodontidae) re-
quire living colonies of corals from the family Acroporidae as habitat
for recruitment, protection from predators, and as food (fig. 15-5A).
These species tend not to be found on reefs where corals such as Acro-
porid corals have disappeared or are naturally absent (Pratchett et al.,
2006). On the other hand, fish such as surgeon fish (fig. 15-5B),
scarids, and siganids appear to be somewhat independent or even pos-
itively correlated with the loss of coral (Wilson et al., 2008). In this
case, the fish involved do not have to eat coral (if they do at all), and
have ecological requirements that don’t require corals to be present.
Not surprisingly, these fish are often found in areas within coral reefs
that often do not have high levels of coral cover (e.g., inshore and
back-reef areas).

The general principles underlying which species are more vulnera-
ble appear to apply across the board for fish on coral reefs. Wilson and
colleagues (2008) visited twenty-one sites across the Indo-Pacific that
had been affected by coral bleaching, mass coral bleaching, and other
stresses, and which had recovered to varying extents. Using this infor-
mation, they related fish community composition to the amount of
coral cover at the various sites. Fish that were highly tied to coral de-
clined dramatically, while fish that were either omnivorous or herbivo-
rous (and had no specific requirements for coral) did not change or in-
creased (fig. 15-6). Often in these cases, the supply of grazing surfaces
and provision of a place to hide from predators will be sufficient.
However, one has to be careful with assumptions based on the appar-
ent requirements of the adult phase given that specific requirements
can arise in the juvenile stages which are not met by the adult habitat.
Munday et al. (2004) has also pointed out that specialist species are far
more vulnerable than generalist species, not only because they are spe-
cific in their requirements by definition, but they are often in lower
abundance and distributed more patchily. Roberts and Hawkins
(1999) identified both of these as characteristics conferring vulnerabil-
ity to extinction (table 15-1). Understanding the direction of change
in terms of which species will become vulnerable to extinction will re-
quire careful consideration of the full set of ecological requirements of
any particular species or group of organisms.



There is probably little doubt that similar results would be ob-
tained for coral-dependent invertebrates and the many other organ-
isms that associate with coral reefs. Information beyond that about
fish and corals, however, is extremely limited (Przeslawski et al.,
2008). Several previous studies have focused on benthic crustacea
associated with living coral colonies. These studies have revealed that
the species composition of decapod crustacea (shrimps and crabs)
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Figure 15-5. Coral fish show a broad range of associations with coral communi-
ties, from those that are obligatory to those that are not. The requirement for coral
may affect their extinction vulnerability. (A) The butterfly fish, Chaetodon plebius,
has an obligatory relationship with Acroporid corals—eating, recruiting into, and
hiding among them. (B) Generalists such as the herbivorous surgeon fish, Acan-
thurus lineatus, have a far more facultative relationship with corals, and may show
increases in abundance when coral cover decreases. Photos: O. Hoegh-Guldberg.
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responds to the coral colony size, the surrounding habitat, and behav-
ioral interactions between species (Abele and Patton, 1976; Black and
Prince, 1983; Gotelli et al., 1985). When the host coral colony dies,
the infaunal community shifts from a dominance of predominantly
symbiotic species to small facultatively associated normal symbionts
(Coles, 1980; Glynn, 1993). Preston and Doherty (1990) analyzed
the agile shrimp fauna living in live and dead colonies of a single spe-
cies of reef-building coral, Pocillopora verrucosa, on the central Great
Barrier Reef in Australia. Their study highlights the potentially enor-
mous diversity of coral-dependent organisms, with the identification
of more than twenty species of coral-dwelling shrimp that regularly in-
habited colonies of P. verrucosa, with three species being coral special-
ists (obligates). Clearly this complexity within complexity is just the
tip of the iceberg with a very clear message that the loss of corals and
the structures that they build are very clear threats to a poorly known
yet sizable component of marine biodiversity.

Until advances are made in the taxonomy of the multitude of spe-
cies that live in and around coral reefs, estimates of the number of spe-
cies that are highly vulnerable to extinction through the loss of coral-
dominated reef systems will be speculative at best. However, one
might list the following characteristics of coral reef species that would
make them a high risk for extinction.

• Obligatory dietary requirement for coral or coral-dependent or-
ganisms. Many fish and invertebrates depend on living coral as
part of their diets. The loss of corals as a food source would di-
rectly threaten these organisms with extinction (Moran, 1986;
Rinkevich et al., 1991; Turner, 1994; Graham et al., 2007;
Pratchett et al., 2008; Wilson et al., 2008).

• Commitment to a settlement cue that is dependent on coral or
involves a requirement for live coral by new recruits. This is
widespread on coral reefs with highly specific settlement prefer-
ences (Sale et al., 1984; Feary et al., 2007) and often involves
homing in on particular coral species or genera (Gotelli and
Abele, 1983; Gotelli et al., 1985; Öhman et al., 1998).

• Requirement for complex three-dimensional reef structure to
hide from predators. Many organisms on coral reefs require
their three-dimensional structures, which provide a complex
set of hiding places for coral reef organisms (Pratchett et al.,
2008). Where corals have disappeared due to human stresses
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(fig. 15-5C) or storms, much of this three-dimensional topol-
ogy and complexity also disappears.

• Need for close spacing of coral habitat to be able to access
mates. Although corals can reproduce asexually by fragmenta-
tion (Highsmith, 1982; McKinney, 1983), and could theoreti-
cally exist for centuries without undergoing sexual reproduc-
tion, many organisms require access to the opposite sex. In
order to be able to persist, these organisms require coral col-
onies to be within close proximity to each other to have access
to mates (Abele and Patton, 1976; Black and Prince, 1983;
Gotelli et al., 1985; Roberts and Hawkins, 1999; Cowen et al.,
2000; Sale, 2002; Cowen et al., 2006).

The shaping of coral reef ecosystems by reef-building corals neces-
sarily dictates that many species are dependent on the health and pres-
ence of these organisms. Although similar relationships hold for other
marine communities such as rocky shores, kelp forests, and sea-grass
beds, the sheer number of species involved in coral reefs (i.e., 1
million–9 million species) means that the projected loss of corals and
the reef structures due to climate change will have huge consequences
for tropical and indeed global biodiversity.

Species Extinction Versus Functional Extinction

As pointed out earlier, the phrase “extinction of coral reefs” is used fre-
quently in both public and academic discourse as part of the concern
for the future of coral reefs with rapid climate change. The phrase im-
plies that coral reefs and the species that live on them will disappear if
we continue down the current enhanced greenhouse pathway. Many
coral reef organisms, however, have characteristics that make them rel-
atively invulnerable to extinction. This suggests that many coral reef
organisms will survive even if coral reefs as the functional ecosystem
do not. What will be fascinating (though disturbing) for future gener-
ations of biologists is how these new assemblages will take shape and
function. Beyond this, the functional extinction of coral reef ecosys-
tems remains a serious crisis for humanity. Coral reef ecosystems sup-
port enormous numbers of relatively disadvantaged people living
along tropical coastlines through the provision of subsistence food
sources, income, and coastal protection. The loss of functional coral
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reef ecosystems represents a severe threat to these people and their so-
cieties. It is hoped that there will be a global commitment not to let
this disturbing future unfold.
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Chapter 16

Extinction Risk in a Changing Ocean

Benjamin S. Halpern and Carrie V. Kappel

285

Only a handful of marine species are known to have gone globally ex-
tinct in modern times (Carlton et al., 1999; Dulvy et al., 2003). Yet it
is difficult to know if this low extinction rate is due to greater resilience
of marine species relative to terrestrial species, less human impact on
marine species, or simply an artifact of so little of the ocean having
been explored and documented. Into this already uncertain extinction
picture, climate change presents additional complication.

Climate change is already leaving its mark on the oceans, and fu-
ture changes are expected to be much greater. There are four key driv-
ers of change in oceans: rising sea level, increasing ultraviolet light
exposure, changing ocean temperature, and acidification. Ocean acidi-
fication in particular has raised the specter of catastrophic species ex-
tinction, as any species with a calcified structure (e.g., corals, mol-
lusks) may no longer be able to exist if the oceans become too acidic.
Rapid loss of sea ice and the “squeeze” of coastal habitats caught be-
tween developed shorelines and rising sea level seriously threaten
many species. Oceans are also expected to respond indirectly to cli-
mate change through shifts in circulation and upwelling dynamics,
primary productivity, storm (disturbance) regimes, and patterns of
precipitation that alter land-based inputs into oceans and likely lead to
more frequent and severe hypoxia in coastal waters (Justic et al., 1996)
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and changing sediment regimes. The causes of these changes to the
oceans are fairly well known, but we are just beginning to understand
their consequences for marine species (Scavia et al., 2002; Harley et
al., 2006).

Our aim with this chapter is to assess and predict how climate
change will drive future exinctions in non-coral ocean organisms, us-
ing known extinctions and threatened species in the oceans as a point
of reference. Coral reefs—the ocean’s canary in the coal mine—have
received most of the recent attention with respect to climate change
impacts (e.g., chapters 7 and 15, this volume), yet plenty is known
about species’ vulnerabilities and patterns of threats for the rest of the
ocean, and our focus here is on species that live beyond coral reefs. In-
stead of asking how many species are at risk of extinction due to each
climate change driver—an important but difficult question to an-
swer—we instead review what makes marine species vulnerable to ex-
tinction in general and evaluate how different aspects of climate
change interact with those traits or ecosystem states to increase species’
vulnerability to extinction. This predictive framework, which includes
species’ capacity to adapt to climate change, should apply to any spe-
cies, including coral reef species. Additionally, we place this frame-
work in the broader context of the full suite of human threats to ma-
rine species to evaluate how climate change interacts with other threats
to affect species’ vulnerability to extinction.

Drivers of Extinction Risk in Marine Species

Below we focus on and evaluate seven categories of biological or phys-
ical factors that influence marine species’ susceptibility to extinction.
Similar efforts have been done by the International Union for Conser-
vation of Nature (IUCN) in developing the Red List of threatened
species (Baillie et al., 2004), and to a lesser extent in the United States
as part of the Endangered Species Act (relatively few marine species
have been listed to date). The literature addressing each individual cat-
egory is vast, and so we seek to be illustrative, not comprehensive. Fig-
ure 16-1 provides a schematic overview of how different threats to
species—climate change–related and otherwise—directly and indi-
rectly affect these extinction risk factors; it builds on previous schema
by others (Harley et al., 2006; Brook et al., 2008).
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Figure 16-1. Schematic of the effects of human-derived stressors on marine pop-
ulations and their extinction risk. The population is represented by the central box
and divided into larval and adult life stages, with potential effects on larval and
adult abundances and population range and distribution. Ecological factors that
are (at least in part) a function of the species’ environment (transport, community
composition, and habitat) are represented by gray bubbles. Climate change driv-
ers are highlighted in black rectangles with white text. Other drivers are in white
boxes. Stressors can affect populations directly and indirectly, via interactions with
community composition and habitat. Arrows highlight the paths by which drivers
affect populations and are labeled with their potential outcomes.

Ecophysiology

Organisms’ physiologies dictate the environmental conditions under
which they can survive, grow, and reproduce, yet direct physiological
impacts seldom lead to species extinctions (Clarke, 1993). Increased
ocean temperatures, ocean acidity, nutrients, ultraviolet radiation, and
turbidity, as well as more frequent and severe hypoxia events, sea-level
rise, and changing patterns of ocean circulation and weather all affect
the environmental conditions experienced by organisms and, in turn,
their distribution and ecology (fig. 16-1). The impact of these changes
on species’ physiology will depend on their tolerance for and adapt-
ability to variation in physical and chemical conditions, where within



their own tolerance range they currently exist, and the overall ecologi-
cal context. Living in suboptimal conditions is energetically costly, be-
cause growth, reproduction, and survival are generally optimized
within a fairly narrow range of conditions (Clarke, 1993; Pörtner,
2008). Such costs could eventually lead to loss of subpopulations and
restriction of species’ ranges. Species with very specialized or narrow
tolerances for environmental conditions and limited ability to move or
adapt are more prone to extinction (Carlton et al., 1991; Vermeij,
1996).

Global ocean temperatures have increased on average 0.1 degree
Celsius between 1961 and 2003 (range 0.0–0.5 degree Celsius, de-
pending on depth and location), with temperatures expected to climb
another 0.5–2.5 degrees Celsius by 2100 (Levitus et al., 2005; IPCC,
2007). Physiological processes are temperature-dependent; animals
and plants restrict growth and reproduction under suboptimal condi-
tions, and under extreme conditions may die (fig. 16-1). Intertidal
species are adapted to temperature fluctuation and so might be ex-
pected to be resilient to warming, but some, like the snail Tegula fune-
bralis, already exist at their upper thermal limit and cannot adapt to
warming beyond the range of temperatures they usually experience
(reviewed by Tomanek, 2008). Shallow subtidal congeners, by con-
trast, are more adaptable to warming, despite a narrower background
level of temperature variation. However, some species that experience
little to no variation in temperature lose their ability to acclimate to
changing thermal conditions. Therefore, both species with very nar-
row thermal tolerances and those with extremely broad thermal toler-
ances live close to their thermal limits. The adaptive capacity of these
organisms to respond to climate change may be most limited
(Tomanek, 2008).

Anthropogenic increases in atmospheric carbon dioxide have
made the oceans steadily more acidic, with an average drop in ocean
pH of 0.1 units (IPCC, 2007; Guinotte and Fabry, 2008). The effects
of this acidification are only just beginning to be studied, but some or-
ganisms may be particularly affected. Basic cellular processes like pro-
tein synthesis are compromised when extracellular pH balance is dis-
rupted; lower invertebrates and especially small-bodied species and
life-forms (e.g., larvae, Dupont et al., 2008) are less able to maintain
this acid-base balance (Pörtner, 2008). Calcifying organisms (e.g.,
plankton-like coccolithophores and pteropods, deep-sea corals, echin-
oderms, and mollusks) are also likely to be affected, as vast areas grad-
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ually become undersaturated in aragonite and calcite, the building
blocks of shells and skeletons. Species living at high latitudes and those
that produce shells of magnesium-calcite or aragonite will be most sus-
ceptible to acidification (fig. 16-1). However, adaptive capacity of
most species to changing pH is unknown.

Interactions between increasing greenhouse gases and ozone de-
pletion may lead to increased ultraviolet radiation in many parts of the
globe (Hartmann et al., 2000). Increased radiation damages cells,
which increases stress on organisms, in turn making organisms more
susceptible to other stresses, both climate-related and otherwise. Shal-
low-water planktonic species and those with planktonic life stages may
be most susceptible to ultraviolet radiation (Lesser and Barry, 2003)
(fig. 16-1). Furthermore, these environmental factors are not chang-
ing in isolation. Rising temperatures, more frequent hypoxia events,
and increased acidification, for example, are likely to co-occur and will
undoubtedly interact in complex ways within organisms’ physiologies
(Pörtner, 2008).

Ecophysiological needs set the context for many of the other driv-
ers of marine extinction risk that will be described below. A species’ ba-
sic physiological needs for survival, growth, and reproduction set a
minimum bar for escaping population extinction in a particular place.
However, depending on a species’ motility, population attributes (e.g.,
growth rate), and habitat characteristics and other features, it may be
able to escape some or all direct ecophysiological effects of climate
change simply by moving or growing out of inhospitable conditions.

Individual and Population-Level Attributes

Many basic traits of individuals and populations can lead to enhanced
extinction risk (for two influential lists see Ehrlenfeld, 1970 and Ter-
borgh, 1974). At the individual level, large body size, high trophic
level, habitat or trophic specialization, and limited dispersal/mobility
are consistently associated with extinction risk (McKinney, 1997); we
discuss several of these in more detail below. These traits can influence
either an individual’s mortality probability or the number of individu-
als, and therefore, population abundance and vulnerability (McKin-
ney, 1997). Populations close to their minimum viable population size
are at greater risk of extinction because even small disturbances can re-
sult in catastrophic losses of individuals.
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Climate change likely interacts with population traits in ways sim-
ilar to other disturbances. Population traits associated with extinction
probability in both modern and fossil data sets include low mean pop-
ulation size, limited range, low density, and population fluctuations,
while low intrinsic growth rate (r), seasonal aggregations, and low ge-
netic variation have also been linked to modern extinctions (McKin-
ney, 1997). Building on this empirical foundation, the IUCN criteria
for determining vulnerability include recent population reduction and
continued decline, small population size, extreme fluctuation in popu-
lation size or range, small range size (either extent of occurrence or
area of occupancy), range fragmentation, shrinking range or habitat,
and sparse or small subpopulations. Below we address aspects of spe-
cies’ ranges. Small population size is particularly problematic for some
species, which suffer negative growth rates due to Allee effects. For ex-
ample, endangered white abalone (Haliotis sorenseni), the first marine
invertebrate species listed under the US Endangered Species Act, was
reduced by 99.9 percent over 30 years, primarily by overharvest
(NOAA, 2001). Like many marine species, it reproduces via external
fertilization of spawned gametes. Fertilization success requires popu-
lation densities of at least 0.15 per square meter (1.6 per square foot);
current densities of 0.0002 per square meter (0.002 per square foot)
are far below this threshold (Babcock and Keesing, 1999; Hobday and
Tegner, 2000).

It remains unclear how climate variables will interact with individ-
ual traits like body size to influence extinction risk (or conversely, adap-
tive capacity). For example, smaller organisms and life stages are less
able to buffer changes in extracellular pH and so are more susceptible to
ocean acidification (Pörtner, 2008). Large-bodied bivalve species were
more likely to shift their geographical ranges in response to Pleistocene
climate change, though the process behind this, whether local extinc-
tion or expansion, remains unclear (Roy et al., 2001). On the Pacific
coast of South America selective extinction among epifaunal, short-
ranged, small-bodied bivalves during a late Neogene mass extinction
event may have been due to anoxia, cooling, and/or destruction of pro-
tected bays (Rivadeneira and Marquet, 2007). However, other paleon-
tological studies have shown no size selectivity of mass extinction
events (reviewed by McKinney, 1997). For many marine fishes, large
body size leads to enhanced extinction risk (reviewed by Reynolds et
al., 2005), although this is likely because larger bodied species are more
heavily exploited and/or because body size is correlated with late age of
maturity, slow growth rates, and long life span, all of which are also as-
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sociated with demographic vulnerability to strong and rapid distur-
bances (Pimm et al., 1988; Dulvy et al., 2003). Although overharvest
puts large-bodied marine fish species at risk, habitat degradation tends
to threaten small-bodied marine and freshwater fishes differentially
(Olden et al., 2007).Teasing out the unique contribution of body size
to climate change vulnerability remains a research challenge.

To the extent that climate changes lead to increased variability
in ocean conditions (e.g., increased storm frequency or severity; in-
creased extreme temperature events), they may increase the probabil-
ity of catastrophic losses from small and/or isolated populations. In
addition, as extreme events become more frequent, populations with
low intrinsic growth rates may not be resilient enough to recover from
one disturbance before the next hits. Finally, individual and/or popu-
lation growth will allow some populations to track hospitable habitat
conditions even in a changing ocean climate, but those with slow
growth rates may not be able to adjust their distributions quickly
enough (see further discussion below).

Range Size and Population Structure

A species’ spatial extent (i.e., its range) and the distribution of popula-
tions within that range can have important consequences for its vul-
nerability to extinction (Gaston and Fuller, 2009). Species with larger
ranges should be more resilient to disturbances and local extirpations,
as they are likely to exist in locations beyond the disturbance. This re-
silience is further influenced by the distribution of populations within
that range. Distributional patterns can vary dramatically (Sagarin and
Gaines, 2002a, b); species that are evenly distributed across the range
are likely most resilient, while highly patchy populations are likely
most vulnerable because loss of a few patches can disrupt connectivity
among populations and increase chances of extinction of the entire
metapopulation (IUCN, 2001; Gaston and Fuller, 2009).

Where climate change results in reduced range size or increased
isolation, extinction risk will increase for small-range or patchily dis-
tributed species. Furthermore, species most abundant at range edges
may be highly susceptible to climate change if shifting ranges squeeze
these populations into smaller areas. The terrestrial literature is replete
with such examples (Parmesan and Yohe, 2003; Parmesan, 2006).
Marine examples are less well documented, although recent analogous
work shows that assemblages of demersal fishes have been moving
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into deeper (colder) waters as sea temperatures have increased in the
North Sea over the past 25 years, constricting their available habitat
(Dulvy et al., 2008).

Habitat Needs

Reliance on specific habitats can enhance a species’ extinction risk, par-
ticularly where habitats have limited distribution (Carlton et al., 1991;
Vermeij, 1996; McKinney, 1997), because any reduction in available
habitat will likely reduce the abundance of species relying on the habi-
tat and limit the potential for adaptive range shifts. Changing ocean
conditions are likely to shift the distribution of many marine habitats,
but perhaps most drastically, sea ice, which is being lost at an alarming
rate in the Arctic (DeWeaver, 2007). Polar bears, walrus, ringed seals,
and other arctic animals that depend on sea ice for shelter and as a
hunting ground are finding it increasingly difficult to sustain them-
selves through the Arctic summer as sea ice breakup continues to shift
earlier into spring (Learmonth et al., 2006; chapter 8, this volume).

For other species, especially those that depend upon coastal habi-
tats, sea-level rise could lead to a significant loss in habitat, particularly
in places where landward migration of habitat is limited by coastal de-
velopment and shoreline hardening. In the United States, major estu-
aries may lose from 20 to 70 percent of important intertidal habitat for
migratory shorebirds within the next century due to sea-level rise
(Galbraith et al., 2002). Coastal habitat losses will likely reduce popu-
lation sizes and potentially increase extinction risk, in particular for
species that require coastal ecosystems such as mangroves and estuar-
ies as nursery habitats. Extinction risk to migrating species such as
salmon and eels, which depend on both oceanic and riverine habitats,
may increase significantly with climate change as habitat conditions
are disrupted in both systems by rising temperatures and sea level
(Mueter et al., 2002; Battin et al., 2007).

For pelagic species, suitable habitats with hospitable ocean condi-
tions may develop in new locations. As long as these new locations
are accessible via dispersal of adults or young, these species are un-
likely to be habitat-limited. However, these habitats must be present
at the appropriate time as well as climatically appropriate. For exam-
ple, many pelagic species depend on productive locations (e.g., up-
welling zones, fronts, etc.) or times of the year for feeding. Changes
in ocean conditions are already starting to alter the phenology of
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planktonic communities, and differences in species’ responses to cli-
mate change have resulted in mismatches in marine trophodynamics
(Edwards and Richardson, 2004). Documented changes in marine
plankton communities are much larger in magnitude than phenolog-
ical changes on land and are likely to affect the distributions of other
dependent species (e.g., marine mammals, Learmonth et al., 2006).

Species Interactions and Food Web Dynamics

Specialized species interactions may make species more vulnerable to
extinction (McKinney, 1997; chapter 18, this volume). For example,
specialized trophic relationships can lead species to follow others into
endangerment or extinction, as with the eelgrass limpet, Lottia alveus,
which went extinct in the Atlantic ocean basin in the early 1930s after
the eelgrass, Zostera marina, upon which it was specialized to live and
feed, succumbed to a wasting disease (Carlton et al., 1991). Eelgrass
populations in the entire range of the limpet were wiped out, though
Zostera survived in refuge populations in brackish waters where the ap-
parently stenohaline limpet could not follow it. As sea-level rise and
changing ocean climate affect the distribution of many coastal and bio-
genic habitats, additional cases like this one may arise, where species
with very specific habitat requirements or specialized relationships
with other species cannot follow the path their hosts take through a
changing ocean. Furthermore, species with varied tolerances for envi-
ronmental variation and different adaptive capacities will result in
reshuffled ecological communities as climate changes.

This same kind of disruption is affecting predator-prey relation-
ships and entire food webs, especially in pelagic systems. Phytoplank-
ton productivity is tightly coupled to ocean conditions, with blooms
when nutrients and light are plentiful, followed by die-offs. Many
ocean food webs have evolved to take advantage of phytoplankton
blooms and the zooplankton production that follows, and climate
change is already demonstrably changing these food webs in some
places (Grebmeier et al., 2006). This production is often highly sea-
sonal, and annual migrations of species such as whales are timed to
take advantage of it (Learmonth et al., 2006). In addition, many ma-
rine species have a planktonic larval form; feeding larvae depend on
planktonic production to grow and recruit successfully into juvenile
and adult populations. Changes in ocean phenology may leave some
species without prey to eat (Edwards and Richardson, 2004). Other
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species may benefit as they are released from predation by such
changes. Yet other species may be exposed to novel predators as more
mobile species move into new habitats.

In other places, such as upwelling zones, steadier levels of high
productivity are fed by cold, nutrient-rich water being upwelled from
the deep. Coastal upwelling may intensify under climate change
(Bakun, 1990), although El Niño events, which can result in reduced
upwelling and deepening of the thermocline in the eastern Pacific,
may become more severe (Hansen et al., 2006). These combined ef-
fects remain poorly understood, but could have major effects on ocean
productivity and upwelling-dependent species such as kelp in up-
welling regions (Harley et al., 2006). Recent climate-related changes
in upwelling and productivity in the California Current have led to
precipitous declines in zooplankton productivity and related declines
in the breeding success of seabirds, including vulnerable species such
as marbled murrelets (Becker et al., 2007).

Dispersal Abilities

To survive, species must be able to reach hospitable conditions where
they can feed, grow, reproduce, and survive over the long term. In
general, species capable of longer-range dispersal should be better
equipped to move as climate change alters the distribution of suitable
habitat. This dispersal may be accomplished at the adult, juvenile, or
larval stage. In particular, many marine species have a planktonic larval
phase, leading to the potential for long distance dispersal in many ma-
rine populations, although even species with long larval periods may
be retained close to natal populations (e.g., Cowen et al., 2000; Arms-
worth et al., 2001; Swearer et al., 2003). Additionally, successful
range expansion will depend on recruitment of sufficient numbers to
new areas to establish sustainable populations. Given the variability in-
herent in long distance larval dispersal, this may be a difficult hurdle to
overcome.

Predicting extinction risk from larval dispersal distances is diffi-
cult. Data on the distribution, abundance, and population structure
dating back to the 1970s in England and Scotland showed that the
warm water intertidal topshells, Gibbula umbilicalis and Osilinus linea-
tus, both of which have very short larval periods (about 3 days), have
expanded their northern range limits by about 80 kilometers (50
miles), extending into the colder waters of the English Channel and
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northeast Atlantic in response to recent warming (Mieszkowska et al.,
2006; Mieszkowska et al., 2007). In contrast, warm water barnacles
(Chthamalus spp.), which have much longer larval periods of several
weeks, have not been as successful in extending their ranges. Short dis-
tance dispersal may overcome Allee effects and allow for establishment
of new subpopulations; however, short distance dispersers may re-
main vulnerable to local catastrophic events. This suggests that the in-
teraction among dispersal mode, pelagic larval duration, and adapta-
tion may be more complicated than “longer is better.”

Cumulative Impacts, Synergistic Interactions, and Nonlinearities

Climate change is not the only threat to species, and so extinction risk
will also be a function of the presence and intensity of other stresses
(e.g., overharvest, pollution, invasive species) affecting the factors de-
scribed above, and the potential interaction of these threats with cli-
mate change (fig. 16-1). Climate change consistently emerged as the
top threat to marine systems at global and regional scales (Halpern et
al., 2008; Halpern et al., 2009; Selkoe et al., 2009), but the cumula-
tive impact of all threats is much greater than climate threats alone. In
particular, overharvest of species is a dominant driver of extinction risk
for many if not most marine species to date (Baillie et al., 2004; Kap-
pel, 2005). The cumulative impacts of nonclimate threats can increase
habitat fragmentation and decrease population size, increasing extinc-
tion probability directly as well as indirectly by exacerbating the
threats caused by climate change. Stressor overlap can also lead to syn-
ergistic impacts that are greater than the sum of the parts, although the
nature and extent of these synergies remain difficult to predict (Crain
et al., 2008; Darling and Cote, 2008). For example, increasing carbon
dioxide concentration in the oceans, combined with warming, may
lead to the development of vast “dead zones” where aerobic respira-
tion is no longer possible by most creatures (Brewer and Peltzer,
2009). Such synergies are implicit in the methodology used by IUCN
to classify species as threatened—in most cases species are listed be-
cause several criteria are exceeded.

An additional challenge to predicting extinction risk for species is
that most factors described above respond in nonlinear ways to chang-
ing climate stress (Pörtner, 2008; Koch et al., 2009). When such non-
linearities involve thresholds, where small changes in driver variables
can lead to large changes in response variables, as with many of the
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ecophysiological traits, small changes in climate can lead to sudden and
potentially unexpected and dramatic changes in species abundance
and extinction probability. In some cases these thresholds are known
and understood (e.g., temperature tolerance limits), but in many cases
they are not, and we still know relatively little about whether or how
such thresholds interact with the suite of other factors discussed here.

A Framework for Predicting Marine Extinctions

Our discussion above and the schematic in figure 16-1 suggest no sim-
ple rules of thumb or a single model for predicting vulnerability to ex-
tinction for all marine species. Few factors directly affect population
sizes of species, especially for the climate-related threats, and the indi-
rect pathways of impact vary from relatively simple to quite complex.
Two lines of evidence, however, can help shed some light on this issue.
First, some geographies and ecosystems are currently much more heav-
ily affected than others, and species in these areas are therefore likely at
much greater risk of extinction. Across all threat types, intertidal and
shallow subtidal ecosystems, such as coral reefs, mangroves, and sea-
grass beds as well as continental shelves, are the most affected systems
globally (Halpern et al., 2008), in large part because human popula-
tions are concentrated in coastal areas and heavily use and impact these
nearshore ecosystems. Species that use these ecosystems, partially or ex-
clusively, are likely more prone to extinction synergies with climate
change than other species. Hotspots of human impact on the oceans,
such as the North Sea and East and South China Seas, regardless of eco-
system type used by species, are also likely to have high extinction prob-
ability for species endemic to or highly abundant in those regions.

Second, we can build on the IUCN approach to classifying extinc-
tion probability to more directly account for the variables addressed
here, and in turn try to isolate the role of climate change. IUCN crite-
ria focus on reproductive capacity and population size, distribution,
and trends, which are the ultimate drivers of extinction probability.
Above we explored the many proximate causes of declining popula-
tion trends that can provide helpful “early warning” signs and in some
cases easier-to-measure metrics of extinction probability. We con-
ducted a simple accounting of these variables for a small subset of
marine species already listed by IUCN (but not necessarily at risk
from climate change; table 16-1). This accounting approach ignores
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Table 16-1. Extinction vulnerability factors affected by climate change
for select IUCN Red List species.

Mediterranean Hawaiian Galápagos
Monk Seal Monk Seal Vaquita Fur Seal

Scientific Name Monachus Monachus Phocoena sinus Arctocephalus
monachus schauinslandi galapagoensis

Taxon Mammal Mammal Mammal Mammal
IUCN Rank

VU/EN/CR CR CR CR EN
Harvested currently Y/N N N N N
Ecophysiology

Water temperature
Narrow or very broad vs. medium medium medium medium medium
Cold/warm warm warm warm mixed

Salinity
Estuarine/marine marine marine marine marine

Turbidity
Photosynthetic/heterotrophic heterotrophic heterotrophic heterotrophic heterotrophic

pH
Mg-calcite/aragonite/calcite calcite calcite calcite calcite
Poor/good extracellular pH balance good good good good

UV
Shallow/deep shallow shallow shallow shallow

Habitat dependence
Critical habitat specialists N Y (beach) N N
Sea ice N N N N
Nursery Y Y N Y
Breeding aggregation Y Y N N
Migratory N N N N
Diad- or anadromous Y/N N N N N

Interspp dependencies
Obligate/strong/weak weak weak weak weak

Dispersal
Adult

Sessile/sed/mobile/highly mobile mobile mobile mobile mobile
Larval

No/short/long No No No No
Individual attributes

Body size (m) 2.5 2.25 1.5 1.4
Trophic level predator predator predator predator

Population attributes
Pop size 400 591 570 17,500
Age at maturity (yrs.) 4 7.5 3–6 5
Life span (yrs.) 20 15 20 20
Selection (r/K) K K K K

Range
Size

IUCN bins medium very large medium very large
Subpopulation structure

Frag/non-frag (# subpopulations) frag frag non-frag non-frag
% range occupied small 10 N/A 90
Max subpop size 130 75 N/A N/A



Table 16-1. Continued.

Steller Northern
Fin Whale Sea Lion Marine Otter Fur Seal

Scientific Name Balaenoptera Eumetopias Lontra felina Callorhinus
physalus jubatus ursinus

Taxon Mammal Mammal Mammal Mammal
IUCN Rank

VU/EN/CR EN EN EN VU
Harvested currently Y/N N Y Y Y
Ecophysiology

Water temperature
Narrow or very broad vs. medium very broad medium medium medium
Cold/warm mixed cold cold cold

Salinity
Estuarine/marine marine marine marine marine

Turbidity
Photosynthetic/heterotrophic heterotrophic heterotrophic heterotrophic heterotrophic

pH
Mg-calcite/aragonite/calcite calcite calcite calcite calcite
Poor/good extracellular pH balance good good good good

UV
Shallow/deep shallow shallow shallow shallow

Habitat dependence
Critical habitat specialists N N N N
Sea ice N N N N
Nursery Y Y N Y
Breeding aggregation Y Y N Y
Migratory Y N N Y
Diad- or anadromous Y/N N N N N

Interspp dependencies
Obligate/strong/weak weak weak weak weak

Dispersal
Adult

Sessile/sed/mobile/highly mobile highly mobile mobile highly
Larval

No/short/long No No No No
Individual attributes

Body size (m) 26 2.9 0.9 1.75
Trophic level krill eater predator invert pred predator

Population attributes
Pop size 85,000 >20,000 1,000 1,000,000
Age at maturity (yrs.) 8 4.5 2 4
Life span (yrs.) 26 10 25
Selection (r/K) K K K K

Range
Size

IUCN bins global very large large ocean
Subpopulation structure

Frag/non-frag (# subpopulations) frag frag (2) frag frag
% range occupied 10 small
Max subpop size 18,000 >10,000 300 680,000
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Table 16-1. Continued.

Hooded Seal Black Abalone Pinto Abalone Green Turtle

Scientific Name Cystophora Haliotis Haliotis Chelonia mydas
cristata cracherodii kamtschatkana

Taxon Mammal Mollusk Mollusk Reptile
IUCN Rank

VU/EN/CR VU CR EN EN
Harvested currently Y/N Y Y Y Y
Ecophysiology

Water temperature
Narrow or very broad vs. medium narrow medium narrow very broad
Cold/warm cold mixed cold warm

Salinity
Estuarine/marine marine marine marine marine

Turbidity
Photosynthetic/heterotrophic heterotrophic heterotrophic heterotrophic heterotrophic

pH
Mg-calcite/aragonite/calcite calcite aragonite aragonite calcite
Poor/good extracellular pH balance good poor poor good

UV
Shallow/deep shallow shallow shallow shallow

Habitat dependence
Critical habitat specialists Y (ice) N N Y (beach)
Sea ice Y N N N
Nursery Y N N Y
Breeding aggregation N N N N
Migratory N N N Y
Diad- or anadromous Y/N N N N N

Interspp dependencies
Obligate/strong/weak weak strong weak weak

Dispersal
Adult

Sessile/sed/mobile/highly mobile highly sessile sessile highly
Larval

No/short/long No short short No
Individual attributes

Body size (m) 2.3 0.2 0.16 1.5
Trophic level predator herbivore herbivore herbivore

Population attributes
Pop size 600,000 90,000
Age at maturity (yrs.) 5 4 4 33
Life span (yrs.) 27 50 15 50
Selection (r/K) K r r K

Range
Size

IUCN bins very large large large global
Subpopulation structure

Frag/non-frag (# subpopulations) frag (3) frag non-frag frag
% range occupied
Max subpop size 125,000 28,000
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Table 16-1. Continued.

Northern
Waved Albatross Rockhopper Penguin Ganges Shark

Scientific Name Phoebastria irrorata Eudyptes moseleyi Glyphis gageticus
Taxon Bird Bird Shark/Ray
IUCN Rank

VU/EN/CR CR EN CR
Harvested currently Y/N N Y N
Ecophysiology

Water temperature
Narrow or very broad vs. medium N/A narrow narrow
Cold/warm N/A cold warm

Salinity
Estuarine/marine marine marine estuarine

Turbidity
Photosynthetic/heterotrophic heterotrophic heterotrophic heterotrophic

pH
Mg-calcite/aragonite/calcite N/A N/A calcite
Poor/good extracellular pH balance N/A good good

UV
Shallow/deep shallow shallow shallow

Habitat dependence
Critical habitat specialists N N Y
Sea ice N N N
Nursery Y N N
Breeding aggregation Y Y N
Migratory N N N
Diad- or anadromous Y/N N N N

Interspp dependencies
Obligate/strong/weak weak weak strong

Dispersal
Adult

Sessile/sed/mobile/highly mobile highly highly mobile
Larval

No/short/long No No No
Individual attributes

Body size (m) 0.9 0.55 2
Trophic level predator predator predator

Population attributes
Pop size 35,000 120,000
Age at maturity (yrs.) 5 4
Life span (yrs.) 45 30
Selection (r/K) K K K

Range
Size

IUCN bins large large very small
Subpopulation structure

Frag/non-frag (# subpopulations) non-frag frag (4) non-frag
% range occupied
Max subpop size N/A 45,000 N/A

300



Table 16-1. Continued.

Barndoor Skate Bocaccio Rockfish Shortnose Sturgeon

Scientific Name Dipturus laevis Sebastes paucispinus Acipenser brevirostrum
Taxon Shark/Ray Bony Fish Bony Fish
IUCN Rank

VU/EN/CR EN CR VU
Harvested currently Y/N Y Y Y
Ecophysiology

Water temperature
Narrow or very broad vs. medium narrow medium medium
Cold/warm cold mixed mixed

Salinity
Estuarine/marine marine marine estuarine

Turbidity
Photosynthetic/heterotrophic heterotrophic heterotrophic heterotrophic

pH
Mg-calcite/aragonite/calcite calcite calcite calcite
Poor/good extracellular pH balance good good good

UV
Shallow/deep deep deep shallow

Habitat dependence
Critical habitat specialists N N N
Sea ice N N N
Nursery N N Y
Breeding aggregation N N Y
Migratory N N Y
Diad- or anadromous Y/N N N Y

Interspp dependencies
Obligate/strong/weak weak weak weak

Dispersal
Adult

Sessile/sed/mobile/highly mobile mobile sedentary mobile
Larval

No/short/long No long short
Individual attributes

Body size (m) 1.5 0.9 1.4
Trophic level predator predator predator

Population attributes
Pop size
Age at maturity (yrs.) 8 5 4–12
Life span (yrs.) 16 50 67
Selection (r/K) K r r

Range
Size

IUCN bins very large very large very large
Subpopulation structure

Frag/non-frag (# subpopulations) frag frag frag
% range occupied
Max subpop size 35,000
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synergies among factors and assumes equal importance of each, but
provides a mechanism for better assessing species’ vulnerabilities to cli-
mate change. Our efforts to fill in this table produced several salient
take-home lessons: (i) for many species, some key attributes are un-
known, (ii) different sets of factors will likely be more important for
different taxonomic groups—for example, mammals are particularly
sensitive to habitat factors, while mollusks may be more sensitive to
ecophysiological factors, and (iii) ecophysiology and dispersal factors
are not well considered by IUCN for non-coral species but will likely
play a key role in extinction vulnerability, especially in combination
with other factors. Lesson (i) highlights key challenges for such assess-
ments, lesson (ii) provides some methods for quickly predicting vul-
nerability for groups of species, and lesson (iii) emphasizes the need to
consider a broader suite of factors when assessing extinction vulnera-
bility if the true impact of climate change is to be fairly assessed.

The IUCN Red List presently classifies 363 marine species as
threatened by climate change (i.e., climate change is a threat to the
species and its status is vulnerable or worse). A full 78 percent of these
are associated with coral reefs, with only eighty species from other eco-
systems threatened by climate change. We suspect this is a significant
underestimate.

Conclusions

Predictions of species extinction on land have relied on bioclimatic
models that evaluate species’ environmental tolerances and the chang-
ing landscape of available habitat (chapters 2 and 4, this volume). Such
approaches are not likely to prove as effective in the ocean because ma-
jor data gaps remain. We know very little about the distribution of
physical and climatic conditions that define habitats (e.g., much of the
ocean floor has not been mapped) or the true home range size and
traits of most species. In addition, detailed predictions of exactly how
ocean conditions are likely to change are still nascent. The picture is
further complicated by the number and variety of extinction drivers
described above and the potentially complex ways they interact. Cal-
careous species, those dependent on ice habitat, and those whose life
cycles are intimately connected to estuarine and freshwater habitats
that will be affected by sea-level rise and changing precipitation are
clearly susceptible. The Census of Marine Life (http://www.coml.org)

302 p r e d i c t i n g f u t u r e e x t i n c t i o n s

http://www.coml.org


has documented 335,163 marine taxa and 178,214 valid marine spe-
cies to date (Appeltans et al., 2010). Species vulnerable to ocean acidi-
fication—scleractinian corals (1,997 known valid species) and shelled
mollusks (40,533 known valid species)—represent approximately 24
percent of known marine species (Appeltans et al., 2010). Although
certainly not all corals and mollusks will go extinct due to acidification,
many additional marine species will be affected by acidification, warm-
ing, and other impacts of anthropogenic climate change. It is impossi-
ble at this stage to give a definitive estimate of the number of species at
risk, but it is likely to be greater than 5 percent, and perhaps much
greater. Five percent would equate to about 9,000 species, considering
only those that have already been described by science, and a much
higher number if all species (described and undescribed) are included.
It is particularly worrisome that many foundation species—salt marsh
plants, kelp, oysters, and of course, corals—are likely very sensitive to
climate change; the loss of these species could lead to dramatic cascad-
ing losses of species dependent on the habitat created by these founda-
tion species, although the nature and extent of such cascading effects
remains largely unknown.
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Climate Change and Freshwater Fauna
Extinction Risk
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Fresh waters—rivers, streams, lakes, ponds, wetlands—cover less than
1 percent of the earth’s surface, yet their biodiversity is unrivaled. Fully
10 percent of all known animal species and a third of all vertebrate spe-
cies, including about 40 percent of the world’s fishes, live in fresh wa-
ters. Other well represented groups include insects, crustaceans, mites,
and mollusks (table 17-1). Further, an estimated 20,000–200,000
freshwater animal species (mostly invertebrates, including those cryp-
tic species inhabiting ground waters) have yet to be described (Strayer,
2006). Despite this rich diversity, extinction risk of freshwater species
has been largely overlooked (Strayer and Dudgeon, 2010).

The freshwater fauna contain a disproportionate number of imper-
iled species (Master et al., 2000; Strayer and Dudgeon, 2010). The In-
ternational Union for Conservation of Nature Red List (IUCN, 2007)
identifies 2,832 freshwater species as extinct, critically endangered, en-
dangered, or vulnerable, but this list is biased by including only the
largest-bodied and best-studied taxa (e.g., fish, mollusks, odonates)
from well surveyed regions. The few very approximate estimates of ac-
tual imperilment for all freshwater fauna (Wilcove and Master, 2005;
Strayer, 2006) suggest that perhaps 10,000–20,000 species are pres-
ently at serious risk of extinction, even in the absence of rapid climate
change. Simple extrapolations of recent trends, combined with cur-
rent extent of species imperilment, suggest future extinction rates for
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freshwater fish, crayfish, mussels, gastropods, and amphibians to be
about an order of magnitude greater than the projected extinction rates
for land and marine birds, reptiles, and mammals (Ricciardi and Ras-
mussen, 1999).

The high extinction risk of freshwater species is, seemingly para-
doxically, explained in large part by the very feature that has created
such diverse systems: habitat isolation. Freshwater environments are
embedded in a terrestrial landscape that strongly restricts the move-
ment or dispersal of aquatic organisms (e.g., amphibians, fishes, large
crustaceans, mollusks), including those with aerial adults (insects) or
resting stages (small crustaceans). Even where habitats are connected
hydrologically in stream and river networks, individuals are often lim-
ited in their ability to move upstream and downstream because natural
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Table 17-1. Summary of the known freshwater fauna of the world,
excluding wholly parasitic forms.

Approximate number Number of
Phylum of described species IUCN-listed species

Porifera (sponges) 219 0
Cnidaria (hydras, jellyfish) 30 0
Platyhelminthes (flatworms) 1,300 1
Nemertea 22 0
Gastrotricha 300 0
Micrognathozoa 1 0
Rotifera 2,000 0
Nematoda (roundworms) 1,900 0
Nematomorpha (horsehair worms) 330 0
Annelida (oligochaetes, leeches,

polychaetes) 1,800 0
Mollusca (snails, mussels, clams) 5,000 497
Bryozoa (moss animalcules) 90 0
Entoprocta 2 0
Crustacea 12,000 254
Chelicerata (mites) 6,000 0
Tardigrada (water bears) 60 0
Uniramia (insects) 75,000 241
Chordata (vertebrates) 18,000 2,064

Compiled from Strayer (2006) and Balian et al. (2008). “IUCN-listed species” include spe-
cies listed by IUCN (2007) in the following categories: “extinct,” “extinct in the wild,” “crit-
ically endangered,” “endangered,” and “vulnerable.”



biophysical features pose barriers (e.g., Pringle, 2003). For example,
large rivers generally act as movement barriers for species inhabiting
headwater streams. In the face of rapid climate change, freshwater spe-
cies will be challenged to move freely through river corridors to find
more favorable habitats. This challenge is greatly exacerbated by hu-
man disruption of hydrologic connectivity through extensive con-
struction of dams. Species that are unable to move will be challenged
to either tolerate changing local environmental conditions or possibly
genetically adapt to them (Poff et al., 2002; Allan et al., 2005).

The current global freshwater biodiversity crisis (Dudgeon et al.,
2006; Strayer and Dudgeon, 2010) stems from many types of human
activity: severe alteration of natural runoff patterns, fragmentation of
river corridors by dams, increased addition of sediment and nutrients
from poor land use practices, and introduction and spread of harmful
nonnative species. Climate change is expected to intensify the threats
to freshwater fauna, although it will be difficult to identify the in-
creased risk specifically attributable to climate change versus other
forms of anthropogenic global change (Sala et al., 2000). The chal-
lenge of doing so is further complicated by recognition of another key
feature of freshwater ecosystems: species vulnerability has a regional
context. Geographic variation in climate change will induce region-
specific thermal and hydrologic deviations from recent historical cli-
matic conditions. This, combined with regional variation in species
richness, in species sensitivities to climate deviations and in habitat
fragmentation, requires regional-scale analysis of vulnerability. For ex-
ample, tropical species have evolved under more constant thermal re-
gimes compared to temperate species, and thus they may be more sen-
sitive to a unit increase in temperature (e.g., Deutsch et al., 2008;
Tewksbury et al., 2008).

Beyond the modeling challenges of regional-scale projections of
climate change and species vulnerability, there is added uncertainty
associated with human responses to climate change. Freshwater sys-
tems are already heavily impacted by human activities (Malmqvist
and Rundle, 2002; Allan, 2004; Palmer et al., 2008; Vörösmarty et
al., 2010), and the manner by which human societies respond or
adapt to climate change through water development and manage-
ment will bear strongly and directly on species extinction risk (Poff,
2009; Strayer and Dudgeon, 2010). Strategic, proactive management
actions by humans will increasingly be recognized to be of para-
mount importance to sustaining freshwater diversity in a rapidly
changing world.
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Inability of Current Modeling Frameworks to Predict Global
Freshwater Extinction Risk

Developing models to forecast extinction risk for individual freshwa-
ter species or groups of species is still in its infancy and suffers from
significant knowledge gaps. To date, modeling approaches fail to cap-
ture the fundamental aspects that define freshwater vulnerability:
highly dispersal-limited species living in linear, dendritic landscapes
characterized by numerous natural barriers and human-caused frag-
mentation. Moreover, existing models are based on the (often im-
plicit) assumption that the current distributions and abundances of
aquatic species are in equilibrium with some largely static set of envi-
ronmental conditions, whether in space or time. In this view, species
themselves are typically assumed to show no variation across spatial or
temporal gradients and to occupy a fixed niche space that cannot dy-
namically respond or adapt to changing environmental conditions.

Aside from simple extrapolation of current trends (e.g., Riccardi
and Rasmussen, 1999), two general types of models have been used to
estimate extinction risk in fresh waters. First, species-area modeling is
based on the universal statistical relationship between area sampled
and number of species observed. A regression on many paired observa-
tions of area (catchment size, lake area, or river discharge, lake vol-
ume) and species tallied yields a relation that is often applied at broad
geographic extents across multiple basins—for example, Australia
(Poff et al., 2001) or globally (Xenopolous et al., 2005). This relation
has been used to predict the numbers of species that would become
vulnerable to extinction if specific flow reductions were to occur under
future climatic conditions or human activities (e.g., Xenopoulos et al.,
2005; Xenopolous and Lodge, 2006).

These models, although appealingly simple, suffer from important
limitations stemming from underlying equilibrial assumptions and
scale-dependence (see Botkin et al., 2007; McGarvey and Hughes,
2008). For example, the underlying assumption of an “equilibrium”
between area and fish richness is violated by the fact that in many rivers
the total number of species has increased greatly in recent history due
to the spread and establishment of nonnative species, generally with-
out concurrent extinction of native species (Leprieur et al., 2008).
Further, these relationships typically are based on static environmental
measures (catchment size, mean annual discharge) that fail to capture
seasonal dynamics that may act as bottlenecks on species richness. For
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example, intermittent Australian streams have much lower fish rich-
ness than do perennial streams of similar catchment size, probably due
to high variation in runoff including stream drying that creates extinc-
tion-colonization cycles (Poff et al., 2001; see also Angermeier and
Schlosser, 1989). Similarly, rivers of similar catchment area may sup-
port fewer top vertebrate predator species if seasonal drying is part of
the river’s natural flow regime (Sabo et al., 2010).

A second modeling approach uses climate change predictions to
evaluate how species ranges will shift with climate-induced modifica-
tions to the environment. So-called bioclimatic models presume that
the geographic range of a species can be effectively defined in terms of
a small number of climatic variables, most prominently temperature
and precipitation. These models have been used widely to predict the
spread of invasive species in the terrestrial and aquatic realm, and they
are now being used to project how native species ranges may shift with
climate change (see Jeschke and Strayer, 2008 for a thorough review).

Bioclimatic models are subject to criticism of limited biological
realism. For example, they assume that biotic interactions are unim-
portant in setting a species’ range and that species have fixed niches not
subject to change under novel selection regimes, despite some recent
evidence to the contrary (Broennimann et al., 2007; Pearman et al.,
2008). More subtly, when applied to native species, these models pre-
dict many “unoccupied” locales where environmental conditions are
suitable but the species does not naturally occur, because species are
unable to move or disperse to these favorable habitats. Failure to in-
corporate species ability to move along and across river networks of
varying connectivity will continue to limit the value of these models
to predict extinction risk for native freshwater species (Jeschke and
Strayer, 2008).

Developing a Framework for Modeling the Threat to
Freshwater Diversity Posed by Climate Change

To credibly estimate global freshwater extinction risk requires an ap-
proach that explicitly incorporates the key features of freshwater eco-
systems and their particular sources of vulnerability. Adopting the ter-
minology of Turner et al. (2003), we can identify vulnerability to
extinction as a function of three components: extrinsic exposure to cli-
mate change, intrinsic sensitivity of species to altered environmental
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conditions, and resilience, or a species’ ability to cope with the change
(cf. Dawson et al., 2011). This vulnerability can be ameliorated or ex-
acerbated by the human response to climate change. Figure 17-1 cap-
tures the general conceptual model that summarizes the major compo-
nents of this framework, which we discuss more fully below.

Extrinsic Exposure to Climate Change: Importance
of Regional Context

Patterns of precipitation and temperature, which act as environmental
drivers for freshwater ecosystems, vary substantially from region to re-
gion, reflecting geographic variation in recent historical climatic pat-
terns. Geographic projections of changes in air temperature and pre-
cipitation also bear a strong regional signature, as shown in figure
17-2 for the continental United States. Streamflow is an integrated re-
sponse to temperature and precipitation, and it likewise shows a
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Figure 17-1. General conceptual model showing how freshwater species extinc-
tion vulnerability is a function of exposure to regional climate change, intrinsic
species sensitivity, and landscape resilience. Vulnerability is potentially exacerbated
or ameliorated by human response to climate change.
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strong regional signature in projected deviations from contemporary
conditions (fig. 17-3). Clearly, the extrinsic exposure of species to cli-
mate change has a strong regional context.

Water temperature regulates organismal bioenergetics and popula-
tion size and ultimately sets the geographic limits to a species’ range
(Magnuson et al., 1979; Vannote and Sweeney, 1980; Caissie, 2006).
Modeled future changes in water temperature suggest extensive local
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Figure 17-2. Projected changes in mean annual temperature (A) and precipitation
(B) for the United States based on a multimodel ensemble of sixteen global cli-
mate models (median value of the first model run, Girvetz et al., 2009) under
greenhouse emission scenario A2 (IPCC, 2007) for a comparison of 1961–1990
versus 2070–2099.



extirpations and potential range shifts for many species. For example,
coldwater fish species (e.g., salmon, trout, char) in North America are
projected to suffer substantial reductions in thermally suitable habi-
tat with climate warming (see Mohseni et al., 2003; also Eaton and
Scheller, 1996; Rahel et al., 1996; Wegner et al., 2011). For aquatic in-
sects, whose development and maturation depend on annual thermal
conditions, Sweeney et al. (1992) estimated a northward shift in pre-
ferred thermal regimes for some species of 422 kilometers (262 miles)
for a 4-degree Celsius increase in air temperature. These kinds of stud-
ies do not address species extinction risk per se, but they suggest that ex-
tinction risk is high for species having limited range, low thermal toler-
ance, and limited dispersal ability.

Changes in precipitation will translate into altered hydrologic re-
gimes in streams and rivers and inflows to wetlands and lakes. Tempo-
ral variation in the magnitude, timing, duration, and frequency of hy-
drologic extremes (floods, low flows) act as ecological bottlenecks to
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Figure 17-3. Median changes in runoff interpolated to US Geological Survey wa-
ter resources regions from Milly et al. (2005) from twenty-four pairs of global cli-
mate model simulations. The numbers on the map represent percentage agree-
ment among models for projected changes in runoff. Reprinted from Lettenmaier
et al. (2009).



exert strong selective force on organisms and shape species adaptations
and abundance (Poff et al., 1997; Lytle and Poff, 2004). Ecologically
distinctive types of flow regimes vary geographically with prevailing
climatic and geologic controls on runoff. Examples in the United
States include predictable spring flood snowmelt-dominated systems
in the montane West, stable groundwater-fed systems in limestone or
glaciated geologies, and flashy, unpredictable rainfall-dominated sys-
tems that can be perennial or seasonally intermittent in humid or des-
ert regions (Poff, 1996). The amount and timing of runoff can also di-
rectly influence the extent to which spatially separated habitats are
connected to one another (Pringle, 2003). A change in precipitation
regime can modify connectivity within river networks, for example, by
shifting perennial streams (or stream segments) to intermittent ones
(Seager et al., 2007) that fragment habitat and disconnect populations
of aquatic organisms.

Intrinsic Sensitivity of Freshwater Fauna: Species Traits That Influence
Vulnerability to Climate-Induced Extinction

Species differ widely in their sensitivities to environmental change
based on intrinsic traits that determine their ability to accommodate
local environmental change. Unfortunately, the sensitivities of most
freshwater species to environmental conditions are poorly known. It
is, however, possible to group species broadly according to key biolog-
ical attributes (traits) that reflect relative sensitivity to altered thermal
and hydrologic regimes. Given the tremendous diversity of the fresh-
water fauna, a species-specific focus is infeasible for estimating global
extinction risk, so a traits-based approach for taxonomic groups is ap-
pealing. We are now just beginning to understand how species traits
relate to different stages of the extinction process (rarity, extirpation,
and extinction) and how these traits respond to individually and inter-
actively different sources of environmental change (see Olden et al.,
2008). In principle, many sensitivity traits could be selected; here we
identify four that are particularly important in assessing vulnerability
and can be attributed to many taxonomic groups.

environmental tolerance

A species’ tolerance for a wide range of environmental conditions,
or to environmental extremes, is likely to be a key predictor of its
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sensitivity to rapid climate change. For example, in the temperate
zone, cold-adapted species appear to be more sensitive to warming
than warm-adapted species (see Morgan et al., 2001). Thermal toler-
ance attributes have been described for various temperate freshwater
groups, such as fish (Eaton and Scheller, 1996; Frimpong and Anger-
meier, 2009), aquatic insects (Poff et al., 2006; Yuan, 2006), and
groundwater crustaceans (Issartel et al., 2005). Likewise, species in-
habiting hydrologically stable habitats are more sensitive to imposed
hydrologic variation than are species living in hydrologically variable
environments (Poff and Ward, 1989). Species tolerant of more vari-
able (disturbed) habitats have traits suited for resisting and recovering
from disturbance (rapid reproduction, high mobility, trophic general-
ization, etc.; see Townsend, 1989).

Tolerance may be correlated to other sensitivity traits. For exam-
ple, broadly tolerant species often occur over a broader geographic
extent, and because they can accommodate greater variance in envi-
ronmental conditions, they would be expected to have greater oppor-
tunities to disperse to more favorable environments as local environ-
mental conditions change. By contrast, species with narrow tolerances
are often localized in their distribution (small range size), although
they can, in principle, be widely distributed habitat specialists. Two ex-
amples are some groundwater species that occur in relatively narrow
thermal limits in geographically disjunct aquifers (Issartel et al.,
2005), and aquatic insects with isolated populations restricted to small
streams in montane alpine zones (Finn et al., 2006).

dispersal ability

Another key trait that will influence a species’ extinction risk is its abil-
ity to move (disperse) through river networks or across the terrestrial
landscape to locate suitable habitats when local conditions become un-
favorable. Freshwater species possess either a solely aquatic lifestyle
(all life stages) or an amphibiotic one (including a terrestrial phase,
characteristic of most amphibians and aquatic insects). Although we
have limited knowledge of dispersal ability for most species (Bohonak
and Jenkins, 2003), some generalizations are possible.

For example, species that are strong fliers as adults (e.g., insects
such as odonates, some beetles, and some stoneflies) or are passively
dispersed (some small crustaceans and mollusks) readily cross drain-
age divides within a continent. Strong aerial dispersers will be less sen-
sitive to rapid environmental change than weak dispersers, because
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they can selectively colonize most favorable habitats across broad geo-
graphic extents (e.g., Bonada et al., 2007).

By contrast, large unionoid mussels, groundwater crustaceans,
and large-bodied aquatic species (e.g., fish, crayfish) largely depend on
connected waterways of suitable quality to move among drainages and
extend their range. Where there are barriers, natural or human-caused,
ability to move will be restricted.

genetic adaptation

Accommodation of freshwater species to new environmental condi-
tions could occur via either phenotypic adjustment or selection for
heritable genetic variation within a species (Ghalambor et al., 2007).
In general, our understanding of the genetic basis for freshwater
species adaptation to changing environmental conditions is poor
(Hughes et al., 2009), and there is limited firm evidence for genetic
adaptation to specific environmental regimes (Lytle and Poff, 2004;
Lytle et al., 2008). Many examples exist of interpopulation differences
in character states that could be either phenotypic or genetically based.
For example, the generation time for some aquatic insect species varies
with local thermal regime (Ward and Stanford, 1982). Hassall et al.
(2007) found that odonate species have advanced their timing of
emergence coincident with climate warming over the twentieth cen-
tury, although it is not clear if this is a phenotypic or genotypic
response. For fish, Blanck and Lamouroux (2007) examined trait
variation for wide-ranging European fish species and found large
among-population variation in growth rate, mortality rate, and length
of breeding season, but not in fecundity and body size. It is possible
that geographically variable traits offer some opportunity for genetic
response to climate change, and more efforts to document such trait
variability could advance our ability to project species extinction risk
(see discussion in Ghalambor et al., 2007).

range size and/or population size

The range size of a species is a potential indicator of its vulnerability to
rapid environmental change. In general, species with smaller geo-
graphic ranges are expected to be more vulnerable to global extinction
under rapid environmental change, due to limited ability to withstand
stochastic environmental and demographic fluctuations (Lawton and
May, 1995), as has been shown for fish (Angermeier, 1995). Such
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species are often characterized by small population size, which further
increases extinction risk.

Our knowledge of most freshwater species’ ranges is incomplete
(Heino et al., 2009), although some taxa such as fish are reasonably
well described (e.g., Lee et al., 1980; Leprieur et al., 2008). Informa-
tion gleaned from published sources is summarized in figure 17-4,
which shows the distribution for selected taxa in North America based
on the number of US states and Canadian provinces (unadjusted for
areal extent or latitudinal range) in which they are known to occur. In
some poorly dispersing groups (like prosobranch snails, crayfish, cap-
niid stoneflies), the majority of species are restricted to just one or two
states (and typically with a restricted range within a state). Groups with
stronger dispersal ability generally have broader geographic ranges;
these include odonates, fish, pulmonate snails, and small sphaeriid bi-
valves (which can be passively dispersed), but some species with small
ranges are also included. Species with large ranges might be presumed
to be at lower risk, especially where a large latitudinal range is encom-
passed, but these broadly distributed species dominate just a few
groups.

For a few taxa, such as freshwater fish, a relatively good under-
standing of sensitivity to environmental conditions allows some as-
sessment of risk associated with contemporary human activities and
with future climate change. Figure 17-5, which illustrates three such
indicators for native fish species in the United States, makes clear that
species sensitivity varies regionally. “At risk” species are of most con-
cern in the Southeast and Southwest; thermally sensitive cool- and
cold-water species occur mostly in the colder climates of the montane
West and northern tier of states; and small-bodied species (indicative
of small home-range size and/or relatively poor dispersal ability) are
most prevalent in the most southerly states. These maps, when consid-
ered with regional exposure to climate change (figs. 17-2 and 17-3)
and with landscape resilience, suggest significant regional variation in
vulnerabilities of fish faunas to climate change.

Freshwater Resilience: Habitat Connectivity and Human
Fragmentation of Riverine Corridors

Although resilience could be considered solely an attribute of the spe-
cies (e.g., genetic adaptation), here we consider resilience more



Figure 17-4. Range sizes (expressed as the number of US states and Canadian
provinces where the species is known to occur) for native species belonging to se-
lected groups of North American freshwater animals. The number of species in
each taxonomic group for which data were available is given in parentheses. Be-
cause of widespread extirpations of unionoid mussel populations, the data for this
group exclude states and provinces from which the species has already been extir-
pated. Data for fish include diadromous as well as purely freshwater species. Be-
cause of incomplete distributional information, data for capniid stoneflies may un-
derestimate range sizes. Data from NatureServe (2009) and Mackie (2007).
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Figure 17-5. Maps of three measures of sensitivity of freshwater fish species for
sixth-level Hydrologic Unit Codes across the continental United States. Sensitiv-
ity was characterized as (A) the number of highly imperiled and imperiled fish spe-
cies according to the conservation ranking of NatureServe (G1 and G2 cate-
gories), (B) the percentage of native species exhibiting a temperature preference
for cold or cool waters (less than 26 degrees Celsius), and (C) the percentage of
native species with a maximum body length of less than 10 centimeters (3.9
inches) total length (termed small-bodied species). We assume that increasing val-
ues of these three metrics reflect more vulnerable catchments to the impacts of cli-
mate change due to greater numbers of at-risk species, more species sensitivity to
future warming trends (thermal guild), and more restricted ability to disperse to
more favorable habitats (body size).
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broadly as a feature of the landscape, namely the connectivity of
aquatic habitats that can allow species the opportunity to move to
more hospitable habitats as local conditions change. The insular na-
ture of freshwater systems and the associated strong dispersal limita-
tion of many freshwater species implies that many of these species are
vulnerable to extinction risk from rapidly changing environmental
conditions. Therefore, the connectivity among suitable habitats is a
critical element of species resilience to climate change.

The degree of natural connectivity of aquatic habitat in an area can
be represented in various ways, one of which is the density of stream
channels in a region. More surface water indicates not only total aquatic
habitat, but also reduced overland distance among similar habitats.
This can be especially important for species living in small, headwater
streams and having limited ability to disperse overland (Finn et al.,
2007; Hughes et al., 2009). Drainage density thus represents a natural
source of resilience for freshwater species, and it varies greatly at re-
gional scales within the United States, largely reflecting patterns in an-
nual precipitation along an arid-humid gradient (fig. 17-6A).

Basin orientation and altitudinal range also influence species re-
silience to climate change. For example, basins with little topographic
relief and with an east-west orientation, such as in the US Great Plains,
provide minimal opportunity for aquatic species to escape increas-
ing temperatures (Matthews and Zimmerman, 1990). Similarly, cold-
adapted species in alpine streams may have limited thermal refuge as
temperatures warm (Poff et al., 2002; Hering et al., 2009). By con-
trast, north-south–oriented basins provide greater resilience. As an ex-
ample, during Pleistocene glaciation fishes in North America moved
southward ahead of advancing ice sheets and recolonized in the North
as the glaciers retreated, but in Europe the Alps offered no southern
refuge and many fish species became extinct (Mahon, 1984; Ober-
dorff et al., 1997).

Humans have dramatically increased the insular nature of fresh-
water habitats in the last one hundred years by erecting tens of thou-
sands of large dams and millions of small structures globally. These
structures not only fragment river drainages and interrupt upstream-
downstream connectivity (Jackson et al., 2001; Nilsson et al., 2005),
but they also homogenize regional variation in climate-driven stream-
flow dynamics (Poff et al., 2007). In the United States the fragmenta-
tion of rivers has been dramatic, as illustrated in figure 17-6B. Popula-
tions of many freshwater species that were potentially connected via
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dispersal in recent historical times now occur as isolated subpopula-
tions, which have an increased risk of local extirpation (Winston et al.,
1991). The effects of human-caused fragmentation of freshwater sys-
tems on dispersal rates of species that move solely through river chan-
nels (e.g., fish) have scarcely been studied. But simple metapopulation
models suggest that the freshwater biota might be subject to a very
large extinction debt from this fragmentation (Strayer, 2008), and
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Figure 17-6. Maps showing natural (A) and anthropogenic (B) fragmentation at
the sixth-level HUC for the United States. Dam density is for dams greater than 2
meters (6.5 feet) in height based on the National Inventory of Dams (USACE,
2007). See text for discussion.



there is some evidence that highly fragmented populations have high
extinction rates (Fagan et al., 2002).

Vulnerability of Freshwater Species to Regional
Climate Change

Exposure to climate change, combined with species sensitivity and
landscape resilience, generate vulnerability to extinction. As stated ear-
lier, we have many knowledge gaps about species-level sensitivities, al-
though some major freshwater faunal groups can be categorically sep-
arated from one another to make qualitative distinctions in extinction
vulnerability. Table 17-2 presents a general summary of relative vulner-
ability of particular faunal groups, showing how possession of particu-
lar species traits makes these groups differentially vulnerable to rapid
climate change.

Figure 17-7 presents a general conceptualization of species vulner-
ability in terms of exposure, sensitivity, and resilience. Species toler-
ance to varying environmental conditions can be envisioned as rang-
ing from broad (eurytopic species) or narrow (stenotopic species), and
species dispersal (movement) ability from strong to weak. Strongly
dispersing species are able to move across the terrestrial matrix,
whereas weak dispersers comprise both species with limited overland
movement (e.g., amphibians, some insects) and those solely reliant on
movement through water (e.g., fish and many mollusks and crusta-
ceans). For the purposes of this illustration, other aspects of sensitivity
can be considered to co-vary with these two dimensions. For example,
potential for genetic adaptation can be viewed as functionally similar
to environmental tolerance, so adaptable species would show a similar
response as eurytopic species. Likewise, species with small ranges or
population sizes would be expected to show a similar response as weak
dispersers.

Tolerant (eurytopic) species (fig. 17-7A) show relatively low vul-
nerability along the exposure axis, because they are able to tolerate
changing conditions. With increasing exposure, tolerances can be ex-
ceeded, but the ability to move to colonize suitable new habitats will
reflect innate dispersal ability coupled with the extent of landscape
fragmentation. So, for example, weak dispersers in highly fragmented
landscapes would be more vulnerable than strong overland dispersers,
which would show relatively low vulnerability.
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For intolerant (stenotopic) species (fig. 17-7B), vulnerability in-
creases relatively rapidly in response to exposure to changing environ-
mental conditions compared to eurytopes. Strong overland dispersers
are less vulnerable than weak dispersers across all levels of landscape
fragmentation. Weakly dispersing stenotopes will have the greatest
overall extinction risk (e.g., the groundwater fauna in table 17-2), par-
ticularly if they also have a small geographic range.
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Table 17-2. Traits of freshwater species relevant to predicting species
extinction risk from climate change.

Trait High-risk Taxa Low-risk Taxa

Small natural range size Groundwater species, Many species in glaciated
many decapods (cray- regions
fish), unionoid mus-
sels, prosobranch
snails, benthic fishes

Reductions in range Habitat specialists Habitat and trophic
size from past hu- generalists
man activities

Low environmental Groundwater taxa Species in temporally vari-
tolerance able waters

High sensitivity to Species restricted to Species of intermittent
hydrologic change highly stable or sea- waters

sonally predictable
waters

Poor cross-basin dis- Groundwater specialists, Strong fliers (odonates,
persal ability non-diadromous some caddisflies, stone-

fishes, unionoid bi- flies), diadromous spe-
valves, most deca- cies, amphibious species,
pods, insects without species that are easily
aerial or amphibious passively dispersed in ac-
stages tive (small pulmonate

snails) or resting (ecto-
procts, cladocerans)
stages

Ranges in areas of cur- Species with small Wide-ranging species
rent or future water ranges in highly af-
stress for humans fected regions (cf.

first category)



Conclusions

In conclusion, a precise estimate of global extinction rates for freshwa-
ter species is clearly beyond our grasp at the moment. Given the re-
gional context of extrinsic exposure and landscape resilience, modeling
efforts to estimate extinction need to be conducted by region and then
aggregated to larger national and global scales. We have identified a
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Figure 17-7. Extinction vulnerability response surfaces for freshwater species hav-
ing different intrinsic sensitivities as a function of climate change exposure and
habitat fragmentation (inverse of resilience). Sensitivity is defined in terms of two
traits: environmental tolerance (broadly tolerant or eurytopic species, and weakly
tolerant or stenotopic species) and dispersal ability (species that are strong over-
land dispersers, and species that are weak overland dispersers and/or require hy-
drologic connectivity to move). Extinction vulnerability is represented separately
for eurytopic (upper panel) and stenotopic (lower panel) species.



general framework with specific elements that need to be better under-
stood and captured to ensure credible modeling estimates. Despite the
limitations of current models to robustly forecast extinction risk for
freshwater species, we are highly confident that freshwater extinction
rates due to climate change in the twenty-first century will equal or
exceed that of most terrestrial systems given the exceptionally high
background (nonclimate) rates (Riccardi and Rasmussen, 1999). With
perhaps tens of thousands of freshwater species currently at risk of ex-
tinction (Wilcove and Master, 2005; Strayer, 2006) on a global scale,
we can reasonably expect many thousand species to be lost as tempera-
tures warm and precipitation regimes become more variable. These at-
risk species belong to particularly vulnerable groups, as characterized
by a variety of biological attributes (sensitivity traits) and narrow habi-
tat requirements (table 17-2). However, as we have emphasized, the ul-
timate vulnerability of even these most sensitive species will depend on
resolving some key questions: What is the geographic range of the spe-
cies? What is the projected exposure to climate change across the geo-
graphic range? What degree of connectivity is there among suitable (or
transitional) habitats that will allow movement during climate change?
Additional challenges are posed by considering how climate-induced
changes in species interactions (Sala et al., 2000; Van der Putten and
Visser, 2010) and in the spread of invasive species (Rahel and Olden,
2008) will further exacerbate extinction risk for freshwater species.

To better characterize species vulnerability, we argue that a traits-
based approach holds much promise because we cannot hope to assem-
ble adequate information for every species (e.g., Angermeier, 1995;
O’Grady et al., 2004; Olden et al., 2007, 2008). Species sensitivity is
likely to be related to particular traits, which can be broadly ascribed
across many freshwater taxa (table 17-2). Lumping species according
to trait sensitivities can allow rough estimates of extinction vulnerabil-
ity to be made, once these are placed in context of region-specific tem-
perature and hydrologic change and landscape fragmentation.

The challenge in this approach is to identify traits that can be
linked directly (mechanistically) to climatically driven environmental
changes, that can be measured, and that can be generally applied at re-
gional to global scales. This will require advances in current approaches
to quantifying trait characteristics of species, as has recently been
undertaken by the International Union for Conservation of Nature
for some well studied groups, including birds, amphibians, and reef-

328 p r e d i c t i n g f u t u r e e x t i n c t i o n s



building corals (see http://www.sciencedaily.com/releases/2008/10/
081013142545.htm). Traits are generally attributed to whole species,
but ideally we need to account for intraspecific variation in traits if we
hope to predict extinction risk at regional scales. In a hierarchical frame-
work we can begin to identify some traits that can be assigned as “mean
state” values for species. We might, for example, be able to make coarse
assessments at regional scales based on body size, relative dispersal abil-
ity, and possibly thermal tolerance (see Angermeier, 1995; Poff et al.,
2006; Blanck and Lamouroux, 2007; Olden et al., 2007).

More information on dispersal ability of species is sorely needed.
This information can inform our understanding of how many and
which species are currently dispersal-limited (as opposed to being lim-
ited by local environmental conditions or biotic interactions), thereby
allowing us to know when it is appropriate to apply existing modeling
approaches (e.g., bioclimatic models) or whether we need to explicitly
include dispersal. Knowledge of dispersal limitation can also guide
management across modern fragmented landscapes and inform the
need for potential assisted dispersal (McLachlan et al., 2007; Hoegh-
Guldberg et al., 2008; Olden et al., 2010) of freshwater species.

Finally, a very real—and easily overlooked—driver of future fresh-
water extinctions will be the human response to climate change.
Global analyses of future “water stress” indicate that certain regions of
the world are likely to suffer disproportionately in the future as ex-
panding populations confront anticipated reductions in runoff from
climate change (Palmer et al., 2008). Freshwater ecosystems are al-
ready highly stressed (Dudgeon et al., 2006) and fragmented by water
conveyance and storage infrastucture, and human management of this
infrastructure is a key to future freshwater sustainability, including spe-
cies persistence. Such changes may also promote the range expansion
and impact of invasive species, thus further enhancing extinction risk
(Rahel and Olden, 2008). We should anticipate engineering responses
to climate change or prevent the most destructive of these responses.
Incorporating ecosystem needs for freshwater in water resources plan-
ning to enhance water quality and connectivity will augment system
resilience, and this, combined with enhanced flexibility in manage-
ment of water infrastructure, can reduce extinction risk, as can estab-
lishment of conservation reserves that aim to maintain habitat connec-
tivity and natural variation in environmental processes (Poff, 2009;
Strayer and Dudgeon, 2010; Poff and Richter, 2011).
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Chapter 18

Climate Change Impacts on Species
Interactions: Assessing the Threat of

Cascading Extinctions

Lesley Hughes

337

Complex networks of interacting species play important roles in the
maintenance of biodiversity, the stability of food webs, and the eco-
system services that communities provide. Predicting the myriad of
impacts that climate change will have on ecological interactions is a
complex task. Species will respond individualistically to climatic and
atmospheric changes. The geographic ranges and/or temporal coinci-
dence of species that currently interact may therefore progressively
move apart, while species that do not presently co-occur may do so in
the future. Novel species combinations will result, and many present-
day relationships between species may become increasingly decou-
pled. Changes in species interactions have enormous potential to alter
community structure and composition, and these impacts may be even
greater than the direct effects of a changed climate.

This chapter addresses the circumstances by which changes in the
nature or intensity of species interactions could lead to extinction of
one or more of the interacting partners. Such predictions are necessar-
ily highly speculative and are not yet captured in most species or com-
munity models used to assess extinction risk. Recent developments
in several families of models, however, present promising avenues of
research.

DOI 10.5822/978-1-61091-182-5_18, © 2012 Island Press
, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change



Which Interactions Will Make Species Most Vulnerable?

Each time a species undergoes a change in geographic range, phenol-
ogy, or population size, cascading impacts to other species (e.g., polli-
nators, competitors, predators) may be expected. Indeed, these indi-
rect effects may have greater impacts on many species than the direct
effects of changes in atmospheric carbon dioxide, temperature, sea
level, or rainfall. Progressive decoupling of present-day interactions
between species will result in cascading changes in trophic interac-
tions, food web structure, and ecosystem processes (Traill et al.,
2010). Species with specialist requirements for particular habitats,
mutualists, or hosts will be intrinsically more vulnerable to rapid
change than those with more generalist habits.

We can distinguish between two broad categories of extinction re-
sulting from changed species interactions—those due to (i) increasing
negative interactions with other species (in the case of parasites, pred-
ators, or competitors), and to (ii) declining positive interactions (in
the case of a mutualist, host, or prey). In the latter case, the most ex-
treme outcome is coextinction (or secondary extinction) that will occur
if a species goes extinct because another species on which it is depen-
dent is extinguished (Stork and Lyal, 1993). Where this triggers ex-
tinctions among multiple interacting species, extinction cascades or
chains of extinctions (sensu Diamond, 1989) may result.

Mechanisms of Change

Within each category of potential extinction, we can also identify
four broad mechanisms by which changed interactions will occur: (i)
phenology-mediated, (ii) spatially mediated, (iii) population-medi-
ated, and (iv) changes mediated by diet quality. These mechanisms are
not mutually exclusive.

Phenology-Mediated Changes

Studies of phenology provide some of the strongest evidence for cli-
mate change impacts on species (Hughes, 2000; Rosenzweig et al.,
2008; Thackeray et al., 2010), and these changes are already resulting
in altered synchrony of life cycles between species (match/mismatch

338 p r e d i c t i n g f u t u r e e x t i n c t i o n s



hypothesis, sensu Cushing, 1990; fig. 18-1). Such disruption may be
particularly important for species whose successful reproduction relies
on a narrow window of seasonal food resources (e.g., Both et al.,
2009). Disruption in synchrony may be especially critical for migra-
tory animals; migration is initiated by cues at wintering rather than
breeding sites. A growing disjunction between phenology in overwin-
tering areas and that in summer breeding grounds has been docu-
mented for several bird species (e.g., Inouye et al., 2000; Both and
Visser, 2001).

Spatially Mediated Changes

As climate zones shift, geographic ranges are also shifting, especially in
those species most capable of dispersal, such as birds, butterflies, and
some pelagic marine organisms. Any decrease or fragmentation in
range size may also reduce the opportunity for interaction with other
species, assuming that such changes will not occur in the same direc-
tion and at the same rate among the participants.

Population-Mediated Changes

Individualistic species’ responses to climate change mean that there
will be winners and losers, and therefore impacts on population sizes.
However, our basic lack of knowledge about whether most food webs
are regulated by top-down or bottom-up processes limits our ability
to predict impacts on populations of most species.

Analyses of population trends associated with large-scale me-
teorological phenomena do offer some insights. Variation in the
North Atlantic Oscillation, for example, mediates the influence of
density-dependence (Forchhammer et al., 2002), predator popula-
tions (Wilmers et al., 2006), and synchrony in predator-prey dynamics
(Post and Forchhammer et al., 2004). Within species, populations that
fluctuate dramatically may be more vulnerable to extinction because
the effective size of these populations is lower (Heino, 1998).
Changes in population sizes depend not only on the type of interac-
tions with other species in a food web, but also on the strength of
those interactions and how disturbances such as extreme climatic
events affect interaction strength (e.g., Harmon et al., 2009).
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Figure 18-1. The match/mismatch hypothesis. (A) Interaction between two
trophic levels explained by this hypothesis. A high match is represented by tempo-
ral overlap of the predator and its prey. An increase in time lag (t0) between two
population peaks (m1, m2: mean peak time for populations 1 and 2, respectively)
leads to a low match. Adapted from Cushing (1990). (B) Example of mismatch
due to climate change. The environmental cues (dashed line), triggering onset of
egg laying, change in asynchrony to the environmental conditions prevailing
when chicks are reared and when birds’ energetic demands are highest, as shown
for the great tit (Visser et al., 1998) from Durant et al. (2007).
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Changes Mediated by Diet Quality

Plants grown at elevated carbon dioxide are generally less nutritious
due to increased carbon:nitrogen ratios and reduced digestibility. This
fundamental shift in the quality of the base of all food chains will have
cascading impacts on all species, although most immediately to herbi-
vores (see below).

Which Interactions Are the Most at Risk?

Although climate change may affect virtually all interactions among
species, some impacts can be identified as being more likely to cause
major disruptions to populations and therefore more likely to lead to
species extinctions.

Plant-Herbivore Interactions

Plants and their herbivores represent almost 50 percent of described
species on Earth (Strong et al., 1984), and the interactions among
them affect many aspects of communities and ecosystems (Coley,
1998). Further, it has been estimated that 22–47 percent of plant spe-
cies globally are threatened with extinction (Pitman and Jorgensen,
2002). Because many plants have at least one species-specific insect
herbivore (Strong et al., 1984; Janzen, 2003), the potential for co-
extinction of many host plant–specific invertebrates is extremely high.
The loss of tropical butterfly species from Singapore, for example, has
been attributed to the loss of specific larval host plants (Koh et al.,
2004a).

Plant-herbivore interactions will be affected directly by climate
impacts on the participants, and indirectly, via nutritional impacts of
enhanced carbon dioxide on the host plants. Herbivores feeding on
plants grown at elevated carbon dioxide often develop more slowly,
and have reduced body size and fecundity as adults, despite increased
consumption rates. Elevated carbon dioxide can also affect competi-
tion among herbivorous insects (Stacey and Fellowes, 2002) and their
susceptibility to natural enemies (Stiling et al., 2002).

Notwithstanding the experimentally demonstrated impacts of
carbon dioxide on invertebrate herbivores, it seems unlikely that this
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particular driver will, by itself, lead to extinctions. Carbon dioxide is
increasing steadily, rather than abruptly, exerting an ongoing selection
pressure on herbivores to adapt to the altered food supply. Some ver-
tebrate herbivores, however, may be more vulnerable, partly due to
their reduced capacity for rapid evolutionary adaptation (e.g.,
Kanowski, 2001).

Although carbon dioxide impacts may not be catastrophic for
most herbivores, the potential for plant-herbivore interactions to be
affected by changes in distributions of the partners is high. Many her-
bivores, especially flying insects, are considerably more mobile than
their hosts and thus have greater capacity to respond to shifting cli-
mate zones by altering their geographic range. Colonization of new
hosts is likely for the more generalist species, potentially leading to re-
ductions in herbivore pressure on the original hosts and increased
pressure for the new partners.

Decoupling of interactions via changes in the timing of life cycles
is also likely. Herbivorous insects that currently emerge synchronously
with the bud burst of their host plants may starve if they hatch too
early, or be forced to eat tougher, less digestible leaves if they emerge
too late; either situation could result in a reduction in plant damage, as
well as risks to the herbivores. Warmer springs disrupt the otherwise
tight synchrony between bud burst in the oak Quercus robur and the
winter moth Operophtera brumata egg hatch (Visser and Holleman,
2001). As springs become progressively warmer, the winter moth eggs
have been hatching up to three weeks before bud burst, leading to
higher mortality and lower reproductive success, with impacts on
birds that prey on the moth larvae (Visser et al., 2004). Similar trophic
asynchronies have also been recorded in aquatic systems; rising sea
temperatures are affecting the recruitment of bivalves such as Macoma
balthica (Philippart et al., 2003) by advancing their spawning and thus
creating a mismatch with the light-dependent phytoplankton on
which they feed.

Interactions among Hosts, Pathogens, Parasites, and Parasitoids

Forty percent of known species are parasitic, and recent studies of food
webs suggest that about 75 percent of trophic links involve a parasite
species (Dobson et al., 2008). Parasite diversity may be an underap-
preciated component of many ecosystems; numerical estimates of par-
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asite diversity in coral reefs, for example, indicate that parasites could
total more than ten times the number of fish species (Justine, 2007).
Virtually all aspects of existing host-parasite relationships will be af-
fected by climate change, including the dynamics and seasonality of
disease transmission, probability of host-switching, virulence of infec-
tions, host susceptibility, parasite and host survival rates, immuno-
competence, size and location of contact zones, and the quality and
quantity of vector-breeding sites (e.g., Patz et al., 2000; Kovats et al.,
2001; Wilmers et al., 2006; Dobson et al., 2008; Acevedo-White-
house and Duffus, 2009).

Climate change has been implicated in the phenomenon of emerg-
ing infectious diseases that often occur when parasite species begin in-
fecting hosts with which they have no previous history of association
(Brooks and Hoberg, 2000; Gould and Higgs, 2008). New diseases
appear to be emerging at unusually high rates, particularly in marine
environments where disease incidence will interact with, and exac-
erbate, the impacts of other stresses such as ocean acidification (fig.
18-2; Harvell et al., 2002; Brandt and McManus, 2009; but see Smith
et al., 2006; Lafferty, 2009).
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Figure 18-2. The percentage of the Florida Keys Coral Reef Monitoring Project
stations where disease increased significantly between 1996 and 2002, with 1997–
1998 El Niño noted. The data come from 105 randomly chosen stations that were
censused annually by uniform survey methods (Lafferty et al., 2004).



Because parasites, parasitoids, and pathogens regulate both verte-
brate and invertebrate populations (e.g., Stireman et al., 2005; Wil-
mers et al., 2006), affect concentrations of environmental pollutants
(e.g., Sures, 2003), and stabilize food webs (Dobson et al., 2008),
subsequent impacts on communities and ecosystem function are ex-
pected as a result of changes to host-parasite relationships.

Although parasites and disease have been frequently documented
as causing extirpation of populations, the role of disease in global spe-
cies extinctions is poorly understood. Smith et al. (2006) estimated
that of the more than 830 species extinctions over the last 500 years
documented by the International Union for Conservation of Nature,
only 3.7 percent have been attributed in part to infectious disease.
However, it is interesting to note that impacts of climate change on
the disease chytridiomycosis have been implicated in perhaps the first
documentation of a climate change–related extinction in amphibians
(Pounds et al., 2006; chapter 6, this volume).

What types of parasites or hosts are likely to suffer increased extinc-
tion risk? On the parasite side, species with complex life cycles (those
that need multiple host species) may be less successful at dispersing
geographically than those with direct life cycles (Poulin and Morand,
2004; Koh et al., 2004b). Highly host-specific parasites will also suffer
disproportionately as host populations fluctuate because they will be
more sensitive than generalists to variation in host emergence time or
development rate and may miss narrow windows of host vulnerability.
Inefficiently transmitted species will most likely be lost first because
they will be less likely to persist at low host densities. Although a para-
site species that uses a range of host species will not necessarily go ex-
tinct if one of its host species declines to extinction, the parasite will de-
cline as each potential host species is lost or itself declines in range and
abundance (Altizer et al., 2007). Additionally, given the evidence of
minimum thresholds of host density below which parasites cannot sus-
tain recruitment (Anderson and May, 1986), many parasites will go
extinct even before their host disappears. Arguably, the least endan-
gered parasites will be sexually transmitted parasites and pathogens that
are transmitted by infected females to their offspring. Although highly
host-specific, these pathogens can persist in smaller populations (Dob-
son et al., 2008).

On the host side, infectious disease can drive populations tem-
porarily or permanently to low numbers or densities, predisposing
them to extinction by other forces (de Castro and Bolker, 2005; Ger-
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ber et al., 2005). Infectious diseases that are host-specific and density-
dependent are unlikely to be the sole cause of species extinction be-
cause they typically die out when the host population falls below a
threshold density (Anderson and May, 1986). Infectious diseases that
are frequency-dependent and/or use reservoir hosts are more likely to
induce extinction in their hosts (de Castro and Bolker, 2005).

One of the few comprehensive studies to investigate the potential
impact of climate change on a host-parasite relationship predicts a par-
asite-induced collapse of populations of the marine amphipod Coroph-
ium volutator, an abundant species on the mudflats of the Danish Wad-
den Sea (Mouritsen et al., 2005; Poulin and Mouritsen, 2006). A
simulation model parameterized with field and experimental data indi-
cated that a warming of less than 4 degrees Celsius will cause popula-
tion crashes of the amphipod due to mortality induced by microphal-
lid trematodes to which it is host.

Predator-Prey Interactions

The consumption of one species by another drives the flow of energy
in ecosystems. The population dynamics of predators can regulate
prey populations, and vice versa. In particular, increases or decreases in
populations of top predators can have strong cascading impacts
through food webs; marine systems appear particularly sensitive to
such top-down regulation (e.g., Guidetti, 2007; Baum and Worm,
2009). Increasing asynchrony and intensity of predator-prey interac-
tions associated with recent climate trends have been found in a wide
variety of taxa, including frogs and newts (Beebee, 1995), Antarctic
sea birds (van Franeker et al., 2001), phytoplankton and herbivorous
zooplankton (Winder and Schindler, 2004), wolves (Wilmers et al.,
2006), Arctic lemmings and their predators (Gilg et al., 2009), birds,
and nest predators (Martin, 2007).

Recent work suggests that warming may directly affect predator-
prey interactions in some invertebrate species by decreasing handling
time, increasing predator attack rates, and decreasing the ratio of per
capita feeding rate to metabolic rate (Vucic-Pestic et al., 2010). As a re-
sult, predator-prey oscillations may be dampened in some interac-
tions, thus stabilizing their dynamics. However, warming has also
been shown to reduce ingestion efficiency, potentially resulting in an
increased risk of starvation (Rall et al., 2010).
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Invasions by top predators can have strong cascading effects in
ecosystems. Climate change–related changes in abundance of a top
predator, the northern pike (Esox lucius), have been implicated in the
local extirpation of the Arctic char (Salvelinus alpinus) in a subarctic
lake ecosystem (fig. 18-3, Byström et al., 2007). This replacement ap-
parently took place quickly (in less than 4 years) following invasion by
the pike, a more warm-adapted species.

Predators may also mediate the effects of climate fluctuations and
changes in climatic extremes. On Isle Royale, Michigan, and in Yel-
lowstone National Park, the grey wolf (Canis lupus) buffers the effects
of large-scale climate phenomena on prey populations (Wilmers et al.,
2006) and on the dynamics of the scavenger community for which
they provide carrion (Wilmers and Getz, 2005).

Pollination

Changes in temperature, rainfall, and carbon dioxide directly influence
the level of resources available to pollinators (e.g., Bond, 1995; Ty-
lianakis et al., 2008; Mitchell et al., 2009). Many plants are respond-
ing to warming by flowering earlier (e.g., Rosenzweig et al., 2008),
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Figure 18-3. Schematic food web for Arctic char and ninespined stickleback pikes
(left) and predicted changes in food web structure (right) in the presence of pike.
Gray hatched figures and consumption arrows represent transient food web struc-
ture during pike establishment (Byström et al., 2007).



and the response appears linear in many cases (e.g., Menzel et al.,
2006). Climatic variables will also directly affect pollinator distribu-
tion and abundance (Mitchell et al., 2009) and shifts in the composi-
tion of pollinator assemblages may affect the quality of the pollinator
service provided (Bond, 1995; Mitchell et al., 2009). Linear relation-
ships are also found for the effect of warming on pollinator phenology
(e.g., Menzel et al., 2006). Future phenological mismatches between
plants and pollinators are likely, resulting in changes to diet breadth of
the pollinators (Hegland et al., 2009).

Extrapolating from phenological shifts observed over the past cen-
tury, Memmott et al. (2007) predicted that phenologies of plants and
pollinators will be advanced on average 1–3 weeks by the end of the
twenty-first century. As a result, Memmot et al. estimated 17–50 per-
cent of pollinator species in a prairie-forest transition zone in Illinois
may suffer some level of disruption in food supply. This analysis indi-
cated that although the impacts on specialized pollinators were pre-
dicted to be greatest, even generalist pollinators could also experience
considerable reductions in resources.

The important question here is whether any of these changes will
lead to complete reproductive failure in plants or to complete loss of
food resources for a pollinator. In general, the impacts of mismatches
between plants and their pollinators would be expected to be more se-
vere on the pollinators because of their nutritional dependence on
plant resources. Pollinators such as hummingbirds might be especially
vulnerable due to their high metabolic requirements for nectar (Heg-
land et al., 2009). Further, the generally shorter life spans of insect pol-
linators compared to plants will make them more sensitive to climatic
variability (Hegland et al., 2009).

Factors influencing which plant species may be more at risk include
plant breeding system, length of flowering period, pollination mode,
and the degree of reproductive dependence on seeds (Bond, 1995).
Most plants are pollinated by several species, often of widely diverse
taxonomic origin, and pollination by a single species seems rare, al-
though figs, Yucca, and orchids are notable exceptions (Bond, 1995;
Waser and Ollerton, 2006; Swarts and Dixon, 2009). Most pollina-
tor systems therefore have a degree of built-in redundancy and are
thus less vulnerable to future disruption (Hegland et al., 2009). In
highly seasonal climates, such as those in alpine areas and at high lati-
tudes, inclement weather often disrupts pollinating insects, and most
plants seem well insured against pollinator failures (Bond, 1995).

Climate Change Impacts on Species Interactions 347



Wind-pollination, self-pollination, and asexual propagation are com-
mon, and insect-pollinated flowers are often visited by many species
(Bond, 1995). By contrast, tropical floras may contain species at higher
risk. Lowland tropical forests, in particular, have unusually low levels of
self-pollination, very high levels of dioecy, and more specialized polli-
nator relationships (Bond, 1995; Bawa and Dayanandan, 1998).

Cascading impacts of reduced pollinator success may also be ex-
pected in some regions. The most severe El Niño–associated drought
on record in Borneo (1997–1998) caused a substantial break in the
production of fig inflorescences and led to the local extinction of polli-
nating fig wasps (Harrison, 2000). Predictions of more frequent and
severe El Niño–associated drought in the lowland dipterocarp forests
of southeast Asia (IPCC, 2001) are therefore of concern because figs
represent an important food resource for a wide variety of animal taxa
(Terbough, 1986; Harrison, 2000).

In many cases, disruption of pollinator relationships may not lead
directly to extinctions, but may nonetheless contribute to population
declines, rendering species more vulnerable to extinction from other
stresses. Introduction of the brown tree snake (Boiga irregularis) to
Guam resulted in the extinction of several native bird pollinators. Cas-
cading impacts to the plant species these birds pollinated, including
lower seed set and recruitment, were subsequently recorded (Morten-
sen et al., 2008).

Dispersal

As for plant-pollinator systems, the majority of plant-disperser rela-
tionships are fairly general, with the seeds of most plants being dis-
persed by several animal species, and most dispersers relying on several
plant species for resources. Such diffuse interactions will presumably
buffer most populations against decoupled relationships. Breakdowns
in dispersal mutualisms seem rare, but when they occur they can be
devastating. Fruit production on Barro Colorado Island in Panama,
for example, tends to be high during El Niño events and uses much of
the plants’ reserves. When a mild dry season follows, fruit production
is very low and has been known to lead to the death of many frugivo-
rous vertebrates (Wright et al., 1999). Predictions that El Niño events
in the future may become more frequent and/or more intense (IPCC,
2001) are therefore a cause for concern in these systems, as for obli-
gate plant-pollinator relationships.
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Competition

Although climate change will undoubtedly affect competitive interac-
tions among species (e.g., Poloczanska et al., 2008), identifying situa-
tions where such changes will lead to species extirpation is even more
difficult than for the other types of interactions because the role of
competition in determining the distribution and abundance of spe-
cies, relative to other factors, is poorly understood. Carbon dioxide
enrichment, for example, may promote woody plant invasion of grass-
lands through its effect on competitive interactions between grass and
tree seedlings (Bloor et al., 2008), but extrapolating to species extinc-
tions is tenuous at best. Similarly, vines and scramblers in Amazonian
rain forest may be relatively more advantaged than the woody species
on which they grow (e.g., Phillips et al., 2002), leading to changes in
the structure and function of many plant communities, but not neces-
sarily to global extinctions. Perhaps one of the most likely roles that
competition may play in species extinction is on coral reefs, where
competition for space is intense. Faster growing species are expected
to take advantage of new colonization sites as sea levels rise. Coupled
with the multiple stresses of coral bleaching due to high ocean temper-
atures, and the impacts of ocean acidification (chapter 16, this vol-
ume), such competitive effects may be critical.

Moving from Anecdote to Quantification

The assessment of extinction risk under climate change as a result of al-
tered biotic interactions is at a fledgling stage. However, recent ad-
vances in three distinctive families of models offer promising, though
somewhat disparate, avenues of research.

Species Distribution Models

Most attempts to forecast climate change impacts on biodiversity
have relied on bioclimatic envelope modeling, whereby present-day
distributions of species are combined with environmental variables to
project potential distributions of species under future climate scenar-
ios (chapter 4, this volume). One of the most frequently identified
shortcomings in these models is that biotic interactions are not in-
cluded (e.g., Davis et al., 1998). Recent analyses have shown that
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inclusion of additional predictor variables representing the presence-
absence of known competitors can significantly increase the predictive
power of models (reviewed in Guisan and Thuiller, 2005). A handful
of studies have attempted to overcome the limitation of species distri-
bution models in terms of lack of biotic interactions either by explicitly
including the distribution of an interacting species as a predictive vari-
able (Araújo and Luoto, 2007), or by examining the overlap of the
current and predicted geographic ranges of the interacting species
(Schweiger et al., 2008). Preston et al. (2008), for example, showed
that projections of range change of two endangered species, the Quino
checkerspot butterfly (Euphydryas editha quino) and the California
gnatcatcher (Polioptila californica californica), were reduced by 68–100
percent when availability of habitat was included in the models, com-
pared to using climate variables only.

Perhaps the most exciting future prospect in this area of research is
the development of “hybrid models” that couple “classic” species dis-
tribution modelling with mechanistic models that incorporate demo-
graphic, genetic, and other processes (Araújo et al. 2006). For exam-
ple, Keith et al. (2008) combined a time series of habitat suitability
models with spatially explicit stochastic population models to explore
factors that influence the viability of plant species populations under
climate change scenarios in the South African fynbos.

Coextinction Models

Recent development of models to estimate the probability of coextinc-
tion also holds promise. Koh et al. (2004b) proposed two methods to
estimate loss of dependent species as increasing numbers of hosts were
extinguished. They estimated that at least two hundred species extinc-
tions have already occurred via this mechanism and that a further
6,300 affiliate species are “co-endangered”—that is, likely to go extinct
if their currently endangered hosts become extinct (fig. 18-4). Extend-
ing these models further, Dunn et al. (2009) estimated that the num-
ber of potential extinctions of parasite species could be an order of
magnitude greater than that of hosts; extinction of species of five
North American carnivores was estimated to result in the coextinction
of fifty-six parasite species.

Estimates of potential coextinction in helminth parasites illustrate
the magnitude of the potential impact of future change. Dobson et al.

350 p r e d i c t i n g f u t u r e e x t i n c t i o n s



(2008) estimated that there are between 75,000 and 300,000
helminth species parasitizing vertebrates, and of these, 3–5 percent are
threatened with extinction in the next 50–100 years. Avian extinctions
are projected to be a major driver of parasite extinctions because the
bulk of helminth diversity occurs in birds. Rare and specific tropical
parasites were predicted to be lost rapidly as tropical bird species de-
cline. However, common parasite species that can use a range of host
species in the temperate zone may be significantly buffered against ex-
tinction (Stork and Lyal, 1993; Bush and Kennedy, 1994). This sug-
gests that the relationship between loss of host species and loss of par-
asite species will tend to be concave (Koh et al., 2004b). At best, the
relationship may be sigmoidal in shape, with the point of inflexion de-
termined by the relative proportion of species that are host-specific
(Dobson et al., 2008).

Food Web and Community Models

Structural comparisons of the networks formed by interacting spe-
cies are beginning to offer useful insights into the sensitivity of these
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Figure 18-4. Proportion of affiliate species expected to go extinct through co-ex-
tinction for a given proportion of host extinction in eight affiliate-host systems
(Koh et al., 2004b).



networks to perturbations such as climate change (Tylianakis et al.,
2008; Allesina et al., 2009; Dupont et al., 2009). Networks of mutu-
alists such as plants and their pollinators or dispersers tend to show a
nested structure that is robust to species loss. In contrast, networks of
species with antagonistic interactions (predator-prey, host-parasite)
appear to be more compartmentalized, with each compartment in-
cluding a group of strongly interacting plants and animals, but few in-
teractions among different compartments (Tylianakis et al., 2008).
These types of networks may be more sensitive to disruption if partic-
ular species, especially top predators, are lost.

Topological analysis of natural food webs (e.g., Dunne et al.,
2004; Memmot et al., 2007) and local stability analysis of model food
webs (e.g., Pimm, 1980; Jonsson et al., 2010) also show that con-
nectance of an ecological community and its trophic complexity affect
its response to species loss. These studies have been extended using
methods of permanence analysis (Ebenman et al., 2004) to investigate
the effects of both direct and indirect interactions on the response of
communities to species loss. Although not specifically directed at as-
sessing the impacts of climate change, these studies nonetheless pro-
vide useful insights as to which communities may be most vulnerable
in the future. Eklöf and Ebenman (2006), for example, showed that
complex communities are, on average, more resistant to species loss
than simple communities; the number of secondary extinctions de-
creases with increasing connectance (fig. 18-5).

Conclusions

More than 30 years ago, Janzen (1974) raised the specter of the “most
insidious sort of extinction, the extinction of ecological interactions.”
Predicting the direct effects of future changes in atmospheric carbon
dioxide and climate for even single, well studied species is a challeng-
ing task. Predicting future impacts on the multitudinous interactions
among species is more difficult by orders of magnitude. For some rela-
tionships, current knowledge about cues that trigger components of
the life cycle, or factors that determine range margins, mean that de-
coupling of present-day relationships can be predicted with some con-
fidence. Similarly, a lack of dramatic impacts on generalized, diffuse re-
lationships, such as those between most plants and their pollinators,
may also be expected. However, anticipating the effects of novel spe-
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cies combinations is largely speculative and likely to remain so until far
greater research emphasis is given to measuring impacts on multi-
species communities.
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And now for the good news. The good news is that, paradoxically, be-
cause we have done so little to prepare for conservation in the face of
climate change, there is much room to reduce the number of potential
extinctions it may cause. Solutions to the problem must come from
both sides—adaptation and mitigation.

Jessica Hellman, Vicky Meretsky, and Jason MacLachlan look at
closing the gap in conservation strategies. They examine ways of mak-
ing protected areas, ecosystem services, and species more robust to
the changes in climate that are sure to come. They point out that as
change becomes more severe, the adaptive capacity for conservation
and nature will be exhausted, and that the longer we wait to adapt
the more extreme and more expensive solutions will become. The
book concludes in chapter 20 with a look at the overall prospects for
reducing extinction risk of species, with particular emphasis on the
need to reduce global greenhouse gas emissions and to have binding
international agreement on action to reduce human-caused climate
change.

The actions outlined in the two chapters of this part are not sim-
ple. They are politically complex, and so far have largely eluded coop-
erative international action. Nonetheless, they are not out of reach—
the technical knowledge needed to reduce greenhouse gas emissions is

PART VI

Conservation Implications



largely available. The actions needed for adaptation of conservation
strategies are increasingly clear. What is needed is political willpower
and concerted global action to avoid unacceptable consequences for
people, the ecosystems on which they depend, and nature.
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Chapter 19

Strategies for Reducing Extinction Risk
under a Changing Climate

Jessica J. Hellmann, Vicky J. Meretsky,

and Jason S. McLachlan

363

In a world characterized by increasing mean temperatures and a higher
frequency of climatic extremes, species will reorganize their geo-
graphic distributions to track changing conditions, evolve new envi-
ronmental tolerances, or risk local or global extinction. Limitations on
rapid evolutionary change for most organisms of conservation con-
cern suggest that range shifts are the most feasible mechanism for
evading extinction under climate change, and migration was a com-
mon mode of species response following postglacial warming (Davis
and Shaw, 2001). Changes in the geographic ranges of species will
cause changes in communities, altering biological systems as we know
them and affecting ecosystem services and functions. Central to these
ecological changes are changes in cultural, economic, and aesthetic
values.

In this chapter, we outline five strategies for conservation under
climate change—strategies to avoid species-level extinction and the
loss of genetic diversity within a species. The concept of biodiversity
management under climate change could include a broad range of bio-
diversity values, such as aesthetics of maintaining an ecosystem type
(e.g., forest versus grassland) without concern for individual species
identity, or one might be interested in species-level or genotypic-level
management not for the sake of conservation but for maximization of
an economically valuable good or service. Achieving these goals also

DOI 10.5822/978-1-61091-182-5_19, © 2012 Island Press
, ,L. Hannah (ed.) Saving a Million Species: Extinction Risk from Climate Change



will involve aspects of the five strategies presented here. However, we
hope that efforts to preserve ecosystems do not undermine actions
that target genetic preservation (Chan et al., 2006; Naidoo et al.,
2008; Ranganathan et al., 2008).

We do not make recommendations of which strategies should be
used because much remains to be studied before this issue can be ad-
dressed comprehensively. Instead, we qualitatively compare various
strategies to point out complementary and conflicting elements. Table
19-1, for example, describes steps of implementation for each strategy
to facilitate comparison and contrast. The main purpose of this chap-
ter is to provide a single place where alternatives are characterized and,
at least initially, compared.

The Need for Conservation Action

We start our review of alternate strategies by considering the need for
conservation action that specifically addresses threats due to climate
change. The ways climate change might affect species conservation are
numerous and mostly poorly understood. Species may change their
phenology, with potentially cascading impacts on other species
(Walther et al., 2002). The effect of biotic interactions on the abun-
dance of species of interest, including the impact of disease, may
change in unanticipated ways as climate changes (Pound et al., 2006;
Moorcroft et al., 2006). And there are many other potential nonlinear-
ities as the direct impact of climate on species interacts with other an-
thropogenic drivers of environmental change, such as habitat frag-
mentation.

Given the magnitude of impending climate change, however, it is
certain that many species will be displaced hundreds of kilometers
from their current range (Williams et al., 2007). This has important
implications for conservation strategies, which we address directly be-
low. The threat of species displacement is, of course, mitigated by the
capacity of species to naturally disperse to safe new habitats. Some spe-
cies are obviously capable of such translocations, but the extent of nat-
ural dispersal is unknown for many species.

Even fecund species with special adaptations for dispersal and
large populations may be more dispersal-limited than we might guess.
For example, red maple—a widespread tree in eastern North Amer-
ica with broad environmental tolerances, a relatively short time to
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reproduction, and abundant wind-dispersed seeds—would seem to
have a high capacity for spread under future warming. If we assume a
doubling of carbon dioxide within 50 years (Intergovernmental Panel
on Climate Change scenario A2: IPCC, 2007), figure 19-1 shows that
the average rate of spread of red maple is less than 5 kilometers (3
miles). These rates are based on model results from Clark et al. (2003),
using measured life history traits and seed dispersal. A high net repro-
ductive rate (R0 = 1,325) was based on recent increases of red maple
abundance in eastern forests. Even under the more optimistic IPCC
B1 scenario of a doubling of carbon dioxide within 100 years, red
maple spreads less than 10 kilometers (6.2 miles). Faster rates may be
possible under fortuitous circumstances (Nathan, 2006), but natural
dispersal is likely to limit spread. Even when rapid capacity is possible,
inherent stochasticity in the underlying population processes make
predicting these rates impossible (Clark et al., 2003).

At whatever rate species’ ranges shift to accommodate changing
climate, dispersal into new territory (and concomitant range retreats
elsewhere) has important consequences for genetic diversity. The same
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Figure 19-1. Total range shifts expected for natural dispersal of red maple by the
time of a doubling of atmospheric carbon dioxide under the IPCC A2 and B1
emissions scenarios; based on Clark et al. (2003). Thick line shows the mean ex-
pectation of shift. Boxes indicate 50% confidence intervals and whiskers indicate
90% confidence intervals.



long-distance dispersal that might allow species to match the rate of
shifting climate envelopes is likely to result in strong founder effects
that generally reduce genetic diversity in newly colonized territory
(Hewitt, 1996). Furthermore, genotypes in areas of range retreat may
be lost (McLaughlin et al., 2002; Hampe and Petit, 2005). The geo-
graphic distribution of adaptive (ecotypic) variation in most species is
largely unknown, but we have increasingly rich understanding of the
distribution of neutral genetic data gathered from the field of phylo-
geography (e.g., Soltis et al., 2006). We can use such data to estimate
how much genetic diversity is threatened by range shifts due to climate
change.

Consider how far the southern edge of species’ ranges in North
America would have to recede northward before major clades in spe-
cies’ phylogenies are put at risk. Using twenty published studies of
broadly distributed species spanning a wide range of taxonomic
groups with phylogeographic data (references in Soltis et al., 2006;
plus Zakharov and Hellmann, 2008), we measured the distance from
the southern range limit of each species to the northern range limit of
each major clade in that species, using clades described in the original
citation. We then calculated the proportion of major clades that would
be at risk of extinction under scenarios of a northward retreat ranging
from 100 to 1,000 kilometers (62 to 620 miles).

This quick calculation reveals that significant portions of a spe-
cies’s genetic diversity could be lost if local extinctions predominate
where local genotypes are concentrated. Many of the species studied
would lose genetic diversity if their southern territory shrank by as lit-
tle as 300 kilometers (186 miles) (fig. 19-2a). Figure 19-2b illustrates
the potential for loss of genetic diversity in an example species, Lirio-
dendron tulipifera. Sewell et al. (1996) identified three electrophoretic
groups in an allozyme analysis of L. tulipifera, suggesting that if the
southern boundary retreated 180 kilometers (112 miles) (A in fig. 19-
2b), the southernmost clade would be at risk of extinction. A retreat of
650 kilometers (404 miles) would put the next most southerly clade at
risk (B in fig. 19-2b).

Of course, the extent to which a loss of genetic diversity is of con-
servation concern depends on its functional significance (Hedrick,
2001; Kohn et al., 2006). In Liriodendron tulipifera, for example, the
“peninsular” genotype (black circles in fig. 19-2b) is so divergent from
other genotypes that it may have originally been a separate isolated
species that introgressed with “upland” genotypes (white circles) dur-
ing Pleistocene range shifts (Parks et al., 1994; Sewell et al., 1996). It
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Figure 19-2. (a) The loss of genetically distinct clades for twenty species with in-
creasing distance within 1,000 kilometers (620 miles) of a retreating southern
range boundary (see text). Thick line indicates the median value; the box is the in-
terquartile range; and whiskers show the range. (b) The distribution of major elec-
trophoretic groups in Liriodendron tulipifera (adapted from Sewell et al., 1996).
Black circles are the highly divergent peninsular group, gray circles are Sewell et
al.’s “coastal intermediate group,” and white circles are the common “upland
group.” The range of Liriodendron is depicted in light gray. (A), (B), and (C) are
the distances estimated to threaten 33 percent, 67 percent, and 100 percent, re-
spectively, of major clades in this species.



has distinct morphological and ecological features. This variant occurs
in a different habitat and with different floristic associations than more
northerly variants (Parks et al., 1994). Thus, this may be the sort of
functional genetic diversity that we wish to conserve under climate
change.

The analyses above suggest that individual taxa, particularly at the
level of populations and species, are highly likely to be threatened,
even if we have little information about the total percentage of species
endangered. Given the interaction of climate change with habitat frag-
mentation, a high percentage of species may also experience range
contraction. As well, genetic diversity is highly likely to be endan-
gered, even in widespread species. Thus, managers should consider
the effects of conservation strategies for climate change on genetic as
well as species preservation.

Five Alternate Strategies

Given this background, we now consider five alternate and nonexclu-
sive approaches to conservation under a changing climate with the aim
of stimulating discussion and directed research.

Established Approaches to Conservation Biology

Traditional conservation biology encompasses a suite of practices that
addresses a wide range of threats other than climate change. In the
past, these activities largely considered in situ solutions to in situ prob-
lems. In addressing climate change, one would use traditional conser-
vation to reduce other threats so that target individuals can expend
more time and energy in coping with climate change. This assumes
populations can withstand increased mortality from climate change if
mortality from other factors has declined. Common management ac-
tivities for in situ protection include removal of invasive species, pro-
tection from herbivory or predation, and management of disturbance
regimes. Land acquisition can enlarge in situ habitat to support larger
populations and reduce stochastic risks to small or fragmented popula-
tions. Under climate change, larger populations also provide a greater
number of colonists to establish new populations naturally through
translocation.
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There also are established efforts to provide landscape connectiv-
ity through land acquisition. These efforts provide stepping stones or
continuous corridors to connect larger habitat blocks and enhance ef-
fective habitat area (Tewksbury et al., 2002; Bennett, 2003). Such ac-
quisitions also enhance opportunities for species to modify their
ranges in response to climate change (see below).

Established approaches are well understood by managers and
grow out of existing conservation actions that benefit many species;
no special training or public education is needed to extend their use to
conservation against climate-change impacts (table 19-1). However,
these business-as-usual approaches may not be sufficient to achieve
biodiversity conservation objectives (e.g., see McLachlan et al., 2007).
More ambitious and more specific actions may be needed to account
for the pace of climate change and the needs of particularly vulnerable
populations and species.

Managers using established approaches to offset climate-change
impacts must add climate-mediated threats to the formal or informal
risk assessments they already conduct for managed species. Monitor-
ing will be needed to detect population trends, and thresholds that sig-
nal a stressor that has previously been compatible with species’ persis-
tence (e.g., competition with an invasive species) should be reduced
given potential interactions with climate change. In situ conservation
for species that have been successfully conserved historically may need
to be renewed or greater protection may need to be afforded to mini-
mize new risk from climate change (Root and Schneider, 2002).

Research needed to guide in situ conservation is generally the
same research needed to guide all biodiversity conservation under cli-
mate change: improved climate forecasting at local and regional scales
and improved understanding of tolerances of species to climate change
(including interactions of climate-change tolerance with other threats)
(Botkin et al., 2007; Pelini et al., 2009). In particular, information on
tolerances of apparently vulnerable species would improve triage and
avoid unnecessary efforts aimed at species that appear to be at risk but
that can, in fact, tolerate climate change (Dawson et al., 2011).

Strategically Managing for Resistance

For species at the northern or upper extent of their habitat (e.g.,
mountaintop species, sea-ice–dependent marine mammals), species
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with habitat too fragmented to permit successful range extension, or
species with narrowly defined habitats that are not available outside
their present range, range extension is unlikely, leaving aggressive in
situ (or ex situ, see below) conservation as the only option(s). In these
cases, managers might pursue in situ conservation much more inten-
sively than traditional approaches generally permit (Parmesan, 2006)
(table 19-1).

Managing for resistance to climate change could involve aggres-
sive control of competitors and predators or the use of pesticides, her-
bicides, or exclosures (Millar et al., 2007). These practices are expen-
sive and will likely need to be ongoing if, in fact, they are successful.
Protection may require that managers not only enhance the ability of
target species to resist climate change but also reduce potential com-
petitor or predator species that are naturally extending their ranges
into the management area, and prevent harmful changes to distur-
bance regimes that are an aspect of changing climate. In some cases,
the intensity of such efforts may approach cultivation, essentially creat-
ing a wild-animal park or arboretum.

For species that can be protected in relatively small areas, cli-
matic refugia may provide effective options for in situ conservation
(Millar et al., 2007). Such refugia often already harbor species that re-
quire temperatures cooler than the local norm. Management actions,
including manipulating hydrology, vegetation, and disturbance re-
gimes, may enhance the effectiveness of small refugia for long-term
conservation.

Intensive in situ conservation runs the continual and increasing
risk of creating unsustainable tensions between the active maintenance
of constant conditions and the changing climate and species comple-
ment of the surrounding landscape (Millar et al., 2007). Management
will need to be increasingly heavy-handed and may come into conflict
with public perceptions of appropriate land use or appropriate eco-
nomic priorities. Finally, in situ efforts may fail, even catastrophically
(if fire or flood control efforts fail, for example). However, in situ ef-
forts may buy time for alternative strategies to be developed and may
buy time for populations to adapt to changing climate.

Conservation of management-dependent endangered species—
species that will never truly recover in the sense used in the Endan-
gered Species Act—already employs intensive efforts such as those de-
scribed above. The number of management-dependent species is likely
to grow under climate change, particularly if conservation efforts are
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limited to in situ approaches. However, if in situ efforts are used in
conjunction with the next two approaches, which attempt to extend
species’ ranges, long-term dependency on intensive efforts may be
avoided.

Landscape Conservation to Facilitate Natural Range Change

For relatively mobile species, facilitating natural range change is an ob-
vious management approach (table 19-1). Managing the larger land-
scape to facilitate natural range change builds from earlier work on
corridors (e.g., Bennett, 2003; Beier et al., 2008), and such landscape
management could include a variety of types of connectivity. For
example, in their discussion of conservation of migration, a prob-
lem very similar to geographic range change, Webster et al. (2002)
emphasized habitat diversity and created the concept of “migration
connectivity.”

Landscapes that promote geographic range change under climate
change must also have a broad ecological context, including widely
spaced stepping stones, tightly focused travel paths, and continuously
connected habitats. In some areas, for example, where high-intensity
agriculture, industry, or urban development dominate, populations of
conservation concern will be restricted to protected areas. Enabling
these populations to move in response to climate change will require
improving connectivity among protected areas (Williams et al., 2005;
Phillips et al., 2008; Hole et al., 2009). In less modified landscapes,
however, protected areas may not be the primary focus of connectiv-
ity; instead, a variety of public and private lands could support move-
ment through a landscape. Given the time frame of climate change,
enabling population movement via these mechanisms will not be a
one-time event, but an ongoing process of land use planning for cen-
turies to come.

Landscape management for geographic range change will require
a very large spatial scale—a larger scale than the other strategies dis-
cussed in this chapter. Management at this scale, involving multiple
watersheds, states, provinces, or countries, is rarely performed, likely
due to the obvious difficulties (see, for example, Lindenmayer et al.,
2010). However, climate change demands new attention to landscape
conservation, and it will require unprecedented cooperation between
public and private landowners. For example, in the United States, na-

376 c o n s e r v a t i o n i m p l i c a t i o n s



tional wildlife refuges have been encouraged to think outside their
boundaries in addressing their conservation responsibilities (Fisch-
man, 2003), and several federal agencies have programs that provide
modest support for conservation on private lands. But no agency has a
legislative mandate or a budget that allows it to plan or to impose re-
gional corridors on the landscape.

Mechanisms that encourage private landowners to participate
in landscape conservation initiatives would significantly increase the
chances for successful collaboration (Theobald and Hobbs, 2002;
Brown and Harris, 2005). Existing public land networks are too
sparse, and expansion through acquisition is too expensive to allow
corridors to be public-lands-only initiatives. Programs that create ease-
ments or contractual conservation on grasslands, wetlands, and forests
could be made more responsive to connectivity concerns through
changes in the ranking processes used to determine which landowners
will receive easement subsidies (Ribaudo et al., 2001; e.g., the US
Farm Bill). The use of private lands for climate change mitigation (car-
bon sequestration) would provide additional funding possibilities for
private land contributions to corridors.

In addition to the unprecedented scale of landscape management
needed to enable natural range change under climate change, sessile
and slowly advancing species are unlikely to be able to advance pole-
ward or upward sufficiently rapidly to balance range loss due to cli-
mate change (fig. 19-2a). And of those that can advance quickly, not
all are desirable: range expansion of invasive species and disease vec-
tors also may be facilitated.

Presently, research is lacking to allow managers to predict which
species will benefit from what kinds of landscape-scale conservation
and to what extent.

Managed Relocation

In some cases, we may feel a special responsibility to aid species whose
spread is limited, and “managed relocation” (MR) may emerge as an
acceptable conservation option. We follow Richardson et al. (2009) in
using “managed relocation” over “assisted colonization” or “assisted
migration” (Hunter, 2007; Hoegh-Guldberg et al., 2008) for its neu-
tral connotation, its application to both facilitation and prevention of
range change, and its full array of steps, from introduction through
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cultivation and, if necessary, subsequent control or removal. MR is an
intervention strategy in which organisms are intentionally moved
from areas of historical occupancy to new areas where they are pro-
jected to persist under emerging conditions (McLachlan et al., 2007;
table 19-1).

The concept of MR is an old idea with a new twist. Humans have
regularly moved species intentionally, often with the aim of advancing
conservation or maximizing production of an ecosystem service (Grif-
fith et al., 1989). However, MR differs from many of these cases by
placing species outside their native ranges. The reason for action—po-
tential losses due to climate change—also is a distinguishing character-
istic of MR. On its surface, MR is a potentially appealing approach
for overcoming fundamental constraints on natural range change,
whether inherent or human-caused. However, MR applies only to
individual genotypes or species. Groups of species might be moved
in concert, but MR is generally not a strategy for community- or
ecosystem-level conservation in the way that in situ approaches are, for
example. In addition, the difficulty of implementing MR will make it
costly, though perhaps less costly than land acquisition for traditional
conservation or corridor construction (see table 19-1 and above).

Figure 19-3 illustrates the balance between the potential pros and
cons of MR using species endangerment as an example motivation and
the risk of introducing novel invasive species as the principal risk. If it
achieves its goal, MR would reduce the number of species endangered
due to climate change, as illustrated by the shaded area in figure 19-3A
(Mueller and Hellmann, 2008). However, MR could further increase
risk of invasion, as illustrated by the shaded area in figure 19-3B (ide-
ally, however, species assisted in a migration program should not have
features of invasive species). The difference in the shaded values of fig-
ures 19-3A and 19-3B captures the relative value of MR, and this value
must be positive to warrant its pursuit. Of course, the simple compar-
ison of endangerment (extinction) and invasion risk does not account
for interactions such as the possibility that assisted species could cause
native species to become endangered. An additional concern with MR
is the risk to the original population, particularly if it is imperiled, of
removing individuals for establishment elsewhere. A similar compari-
son of benefits and risk is necessary for MR activities motivated by
ecosystem services (e.g., timber production), where benefits avoided
are production losses instead of extinctions.
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Figure 19-3. (A) Schematic illustrating historic and potential future trajectories
of the number of endangered species (data from Dawson and Shogren, 2001).
Managed relocation is assumed to reduce the number of species endangered by
climate change (shaded area). Future projections (dashed lines) are concave-up,
reflecting an accelerating rate of climate change under a business-as-usual scenario
and assuming that climate change causes species endangerment in a proportional
way. (B) Schematic illustrating invasive species (from Office of Technology Assess-
ment, 1993) in the United States without and with MR (see text). Managed relo-
cation is assumed to increase the number of invasive species (shaded area). Data
missing for individual taxa were filled with linear interpolation. Future projections
are linear to reflect a continuation of historical trends, assuming that the pool of
potential invaders for North America remains large.



Ex Situ Conservation

In those instances when a species or population cannot be conserved
in its present or anticipated future range, captive propagation or prop-
agule banking may be an option. Where the original range of the spe-
cies is not its future range, the precise interpretation of “ex situ” is am-
biguous; here, we use the term to indicate conservation in specialized
facilities such as zoos and botanical gardens (Maunder et al., 2004).
The limitations of captive propagation for wildlife conservation have
been extensively documented, particularly limitations on the number
of species that can be accommodated, the genetic impacts of captive
propagation, the disease risks of multispecies facilities, and the failure
of some species to propagate in captivity (Conway, 1986; Snyder et
al., 1996). For plants, an optimistic estimate suggests that 60 percent
of imperiled species might be accommodated (CBD, 2002).

If only a portion of the existing population is to be taken ex situ,
careful demographic and genetic analysis is needed to ensure that both
in situ and ex situ population fragments are sustainable. Triage for cap-
tive propagation often must take into consideration the impacts of the
choice of species for the host institution: income and risk for zoos and
botanical gardens may vary as a function of choice of species.

Ex situ propagation provides no impetus for eventual repatriation,
which may require considerable social and financial effort if land is
limiting. Ex situ efforts should be paired with efforts to ensure that
repatriation occurs as soon as possible so that genetic impacts are
limited and habitat is available (Snyder et al., 1996; Maunder et al.,
2004). In some cases, this repatriation might ultimately constitute
MR, where individuals are placed outside their historic range.

Even if ex situ conservation efforts can limit genetic impacts, ini-
tial propagule selection is still subject to sampling error of the genome,
and genetic diversity may still be lost through differential viability
(Guerrant and Fiedler, 2004). Furthermore, no propagule bank can
guarantee the preservation of its material indefinitely.

Choosing among Conservation Strategies

Conservation efforts under climate change would rarely be limited to a
single approach. Traditional conservation approaches are often already
in use at some scale, and may be adequate for many common, mobile,
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or human-tolerant species. Species well suited or initially limited to in
situ conservation should be fairly easy to identify because there will be
no other place available or readily available. For others, their present
existence in a climate refugium may grant them some initial immunity
to climate change or at least buy managers time to plan alternate
strategies. In situ conservation may initially be straightforward and in-
expensive except where new land acquisition or extensive habitat mod-
ification for strategic resistance is needed. Ex situ conservation is best
used as a safety net, beginning early enough that collection of cap-
tive stock or propagules does not constitute a risk to the wild popula-
tion. MR may be more widely useful than ex situ conservation, but
many questions about MR remain unanswered (Richardson et al.,
2009). Corridor establishment requires complex social coordination.
Whereas all of these techniques may involve many partners, partnering
in corridor establishment is essential at the scale climate change re-
quires, and the choice of partners is fixed, in part, by the landscape.
Population monitoring (including monitoring of population size and
phenology) and availability of climate models on ecologically relevant
scales are the biggest missing links we face in the support system for all
approaches to biodiversity conservation. The National Phenology
Network (www.usanpn.org) and the National Climate Change and
Wildlife Center (nccw.usgs.gov) are working to fill the monitoring
gap, but formal trend detection usually requires at least a decade of
data.

Conclusions

Biodiversity conservation under climate change is a staggeringly uncer-
tain task. Adaptive management is the tool most recommended for ef-
ficient conservation in the face of uncertainty (Holling and Meffe,
1996), but its implementation to date is incomplete and tentative (e.g.,
Gunderson and Light, 2006; Jacobson et al., 2006; Walters 2006;
but see also, e.g., Bormann et al., 2007; van der Brugge and van Raak,
2007).

Adaptive management requires monitoring of the species and eco-
systems that management affects. Monitoring results feed into deci-
sion making, resulting in modified goals and actions whose results are
in turn monitored, continuing the cycle (Holling, 1978). Few agen-
cies or organizations have an institutional history of or funding for the
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level of monitoring needed to support activities such as intensive in
situ conservation or MR. However, agencies making programmatic
changes and practitioners employing the strategies described here to
conserve species and communities in the face of climate change are all
breaking new ground. Adaptive monitoring (Lindenmayer and Li-
kens, 2009) will be needed to measure progress and to detect thresh-
old conditions. Without such data, chances of success will be seriously
diminished.

The flexibility needed to modify management in response to
monitoring results is not easy for natural resources agencies that must
remain accountable to the public as they continually modify their
practices. Federal agencies are required to file National Environmen-
tal Policy Act (NEPA) documents, particularly environmental impact
statements, that must specify actions in some detail (Mandelker,
2006–2008), and the level of effort required to produce an environ-
mental impact statement presently makes it impractical to update
these documents frequently. A change to more numerous, smaller im-
pact statements, and other novel procedures are needed to allow
adaptive management and the need to respond to new information.

As increasing numbers of agencies, nongovernmental organiza-
tions, volunteers, and researchers explicitly focus on climate change,
the need for cross-organization communications also will increase.
Formal research to test approaches and detect thresholds will not keep
pace with information needs. As practitioners learn from their own ex-
periments, as they encounter unpredictable system behaviors, conver-
sions, collapses, etc., we need information sharing that is faster and
less demanding than traditional peer-reviewed publication. Some new
venues are trying to meet this need. For example, the Conservation
Registry website (www.conservationregistry.org/) allows users to
describe, track, and map conservation projects. Similar sites at cses
.washington.edu/cig/cases and www.cakex.org provide information
on local and state-level adaptation planning and allow users to upload
cases to the database. The US Fish and Wildlife Service’s Journal of
Fish and Wildlife Management (www.fws.gov/science/publicationsys
.html), an in-house, peer-reviewed journal, provides a publication
venue for useful information unsuited for traditional peer review (e.g.,
due to lesser impact). Blog and wiki sites may offer additional options
for informal information sharing among practitioners.

Managers should begin now to acquaint themselves with data re-
quirements and strategies for implementation (table 19-1). Adaptive
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management provides the best possibility of success if we can find the
institutional and societal fortitude to commit to it. The process can be
readily communicated to the public to provide context for the likely
future errors and the need for flexibility and responsiveness to new
data and new approaches as these arise. Many kinds of new partner-
ships will be needed to protect biodiversity under climate change. We
should get started; institutional change at most levels is slower than
climate change and we’ve given climate a head start.
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Chapter 20

Saving a Million Species

Lee Hannah

389

Are a million species at risk of extinction from climate change? This
book has explored the analyses required to answer that question.
From estimates of the number of species on Earth, to their imperil-
ment by climate change, we have looked across taxa, across methods,
and across geographies to estimate risk.

The threat from climate change is clear. Massive coral bleaching
and terrestrial extinctions are already linked to warming. The number
of species whose ranges are known to be shifting due to climate
change are mounting each year. In the oceans, acidification poses a
threat that is still being assessed, but that clearly will affect millions of
species for centuries to come.

Teasing out the species at risk of extinction and quantifying their
number is more daunting. We have seen that the initial estimates were
based on methods that are still relevant today, despite much interven-
ing debate. Thomas et al. (2004) used climate models and biological
models similar to those used in climate change biology today. The spe-
cies assessed represented multiple taxa and multiple regions of the
world.

Refinements of the initial 2004 estimates have been slow to arrive.
This is probably because global analyses require major investments
in data gathering and modeling, and are unlikely to substantially
change the conclusions of the Thomas et al. analysis. The single global,
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systematic follow-on estimate (Malcolm et al., 2006) confirmed the
general findings of Thomas et al. The Malcolm et al. results were based
on species endemic to global biodiversity hotspots and properly used
the endemic area relationship to estimate extinction risk, thus address-
ing some of the most important criticisms of the Thomas et al. meth-
ods. We have seen that among several possible sources of bias in the
Thomas et al. methods, most would tend to produce underestimates
of risk. The MaxEnt theory of ecology now offers possible improve-
ments on these methods, making it possible to assess extinction risk
from modeling results with a stronger theoretical foundation. These
results (table 5-1) suggest that for species with modest population
sizes (less than 10,000) and a minimum viable population size of
1,000, extinction risk calculated from MaxEnt theory and the species-
area relationship approach used by Thomas et al. would be of a similar
order of magnitude.

Current extinctions offer less insight into possible magnitude of
risk, but expand the pool of species affected into the marine realm. The
hundreds of terrestrial extinctions linked to climate change involve am-
phibians killed by a fungal pathogen. The contributory role of climate
change in these extinctions is a subject of current controversy. The first
marine extinction linked to climate change was driven by coral bleach-
ing, reminding us that millions of marine species are at risk from cli-
mate change; those associated with coral reefs are at most immediate
risk. The first coral extinction was proved to be local, rather than global,
when a range extension of the species was discovered, highlighting the
difficulties of documenting and estimating extinctions in the face of
limited taxonomic information. Other heavily bleached corals may be-
come functionally extinct, rather than biologically extinct, hanging on
in tiny patches but losing their critical mass for reef-building.

The past shows major episodes of extinction linked to climate
change. Climate change is implicated as an ultimate or proximal cause
in all of the five major extinction events that occurred from 65 million
to 500 million years ago. More recent events such as the Paleocene-
Eocene Thermal Maximum have seen large numbers of extinctions due
to rapid climate perturbation. Another wave of extinctions occurred as
Earth descended into the ice ages, but subsequent glacial-interglacial
transitions saw few extinctions until humans arrived on the scene. The
Pleistocene extinctions at the end of the last glacial period showed the
power of climate change and human impact working together.
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Predicting future extinctions without models is difficult. We know
that large numbers of tropical, freshwater, and marine species are vul-
nerable to the impacts of climate change. Knowing which of these spe-
cies might go extinct is limited first by our lack of knowledge of the
species themselves and then by our emerging understanding of climate
change impacts. For most of the species on Earth, estimation of extinc-
tion risk can be approximated only by extrapolation from the risk
faced by better known (modeled) species. We know that most species
are insects, but we don’t know exactly how many insect species there
are, much less their climatic tolerances. We know that species numbers
are greatest in the tropics and that tropical mountains with large num-
bers of species arrayed across steep climatic gradients are particularly at
risk. The Andes, Himalayas, and mountains of New Guinea stand out.
In the marine realm, species are at risk from both climate change and
the direct effects of increasing carbon dioxide on ocean chemistry.
Corals are immediately at risk and of greatest concern, but millions of
other species face this double threat.

Subsequent modeling and other lines of evidence tend to confirm
the general magnitude of the terrestrial extinction risk estimated by
Thomas et al., and suggest that millions of additional marine and
freshwater species need to be included in the assessment of global ex-
tinction risk due to climate change. Specifying the extinction risk of
these species, and the distribution of risk across taxa and regions, are
major research priorities. It is clear that millions of species are at ele-
vated risk of extinction due to climate change and losses to genetic
biodiversity may be even higher (Bálint et al 2011). What proportion
of those species might actually be driven to extinction by climate
change alone is a much more difficult, and largely academic, question.

The real question is not the risk of extinction due to climate
change alone, but the risk due to climate change in association with all
of the other things people are doing to the planet. To focus on the
biggest parts of the problem, climate change and land use change/hab-
itat loss will interact in ways that exacerbate probabilities of extinction.
Species whose ranges are shifting will interact with declining habitat,
making persistence difficult in the face of dynamics.

To prevent extinctions, we must therefore act on both habitat loss
and climate change, and do so quickly. Most of the world’s most bio-
logically unique areas have already lost more than 70 percent of their
high quality habitat. Range shifts in these biodiversity hotspots will
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face tremendous difficulties. Climate change will elevate already high
extinction risk in these areas.

When climate change and habitat loss are considered together, the
number of species at risk of extinction is clearly in the millions, even at
low-end global species counts, if present trends continue. Millions of
marine organisms are affected by coral bleaching, acidification, and
overfishing. Millions of terrestrial organisms are affected by forest
clearing, habitat loss, and range shifts.

Waiting for precise numbers of species at risk misses the point. We
understand the threats, we understand many of the actions needed to
greatly reduce these threats. What then, does a world look like in
which risk of extinction is declining? Climate change may hold the an-
swer on both fronts. Regulatory approaches to halting habitat loss
have had limited success, especially in the major frontiers of loss in the
tropics. An incentive-based complement to regulation seems needed
to stabilize the frontiers. Financing from climate change carbon mar-
kets can provide just this incentive. Those markets will become fully
active when global action on climate change mitigation is imple-
mented at scale. Reduced Emissions from Deforestation and Degrada-
tion (REDD) under the United Nations Framework Convention on
Climate Change (Grainger et al., 2009) will therefore herald both re-
duced habitat loss and a broader global effort to reduce greenhouse
gas emissions.

The other side of climate change is dealing with the biological
changes that will take place due to greenhouse gases already in the at-
mosphere. We are already committed to substantial change in climate
and substantial biological reorganization as a result. Improved conser-
vation strategies are needed that contribute to further reduction in
habitat loss at the same time that they enable conservation of species
whose ranges are shifting. This is a large, but not intractable, task. Pro-
tected area additions and connectivity have been shown to be effective
in “climate-proofing” existing conservation networks (Hannah et al.,
2007; Phillips et al., 2008; Williams et al., 2005). An international
framework to support planning and cross-border implementation is
needed to ensure cost-effective deployment of these tools (Hannah,
2009). Suites of complementary, more intensive management actions
may be needed (Hoegh-Guldberg et al., 2008; McLachlan et al.,
2007). Earlier reductions in greenhouse gases will both reduce the
biological damage to be dealt with and limit the need for intensive
management options.
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Climate change is the environmental issue of this century.
Through REDD, solutions to climate change can help address habitat
loss, the environmental issue of the last century that plagues us still.
Innovative conservation strategies can reduce the risk of extinction
due to climate change and habitat loss individually and as interacting
forces. Exact quantification of the extinction risk of climate change
may elude us for some time. But we know that the risk is large, and
magnified by habitat loss. The important action is therefore not the
quantification of the risk, but its reduction—through vigorous climate
change policy action, including REDD, and through adaptation ac-
tions that make our conservation systems robust to climate change and
habitat loss.
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