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Supervisors’ Foreword

One of the historical goals of condensed matter physics is to explain the diversity
that characterizes different quantum states of matter in the condensed phase.
Understanding its origin would unravel new quantum phenomena, with a potential
for advanced functionalities in devices. At the core of this diversity lies a subtle
balance between different forces on a microscopic scale. Such forces govern the
coupling among the fundamental particles that characterize the material properties.
As a result, the interplay between the constituent particles makes the study of
condensed matter an intrinsic many-body problem.

In order to address the details of the many-body problem, in the early twentieth
century, band theory provided a first intuitive classification of the quantum
mechanical behavior of electrons in solids, leading to the distinction between metals
and band insulators. However, most complex solids nowadays escape this simple
classification, requiring more advanced and refined models for treating the inter-
actions among several elementary excitations. These solids are currently referred to
as “Quantum materials”, as their fundamental properties arise from a complex
interplay between electron—boson interactions and electron—electron correlations.
Phenomena such as high-temperature superconductivity; spin, charge, and orbital
ordering; metal—insulator transitions, colossal magnetoresistance, and many others
are believed to be direct manifestations of this phenomenology.

The most promising strategy to reveal the details of complex many-body sys-
tems is understanding the spectrum of their elementary excitations, since the latter
reflect the balance among the forces within the solid. Some of these elementary
excitations can still be described as fermionic particles with renormalized proper-
ties, i.e., dressed of interactions. Other elementary excitations, mostly of bosonic
nature, involve a cooperative, wave-like motion of many particles in the system
simultaneously. These are dubbed “collective excitations”, which represent the
main topic of this book. The spectrum of the elementary excitations, similarly to the
underlying interactions, depends on a number of external parameters that can be
tuned at will. For example, it is well known that the energy, linewidth, and intensity
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of a collective excitation can vary as a function of temperature, pressure, magnetic
or electric field, and chemical doping depending on the specific material that is
investigated. This in turn reflects how the combination of several microscopic
forces inside the solid is affected by the same subset of external parameters. More
recently, another external parameter has become available, which can be tuned to
investigate and modify the properties of quantum materials: Light. Indeed, photons
in the form of short, tailored light pulses interact with matter and can prepare a
system in a highly nonequilibrium state that depends on the nature of the pho-
toexcitation process itself. As a result, the dynamical response of a system can be
followed with a temporal resolution comparable to the timescale of the relevant
microscopic processes in the material.

In this book, Dr. Baldini focuses on the role of collective excitations in gov-
erning the properties of quantum materials beyond conventional band theory,
namely strongly interacting metals and insulators, and strongly correlated super-
conductors and multiferroics. In so doing, he develops a novel spectroscopic
technique that relies on ultrafast broadband optical probes in the visible and
deep-ultraviolet range. This cutting-edge approach has a main advantage over other
conventional spectroscopic probes, as it allows to simultaneously track high-energy
collective modes (such as plasmons and excitons) in the frequency domain and
low-energy collective modes (such as phonons, magnons, and exotic charge-density
excitations) in the time domain. The dynamical behavior of these collective exci-
tations in turn unveils the real-time evolution of complex many-body phenomena
occurring in the solid at low energies. As such, the methodology implemented by
Dr. Baldini hits deep inside the paradigm of correlated electron systems and
allowed him to obtain a number of important results. To name a few, the first
observation of the phonon-mediated mechanism connecting distinct electronic
subsystems in the multiband superconductor MgB,, the discovery of strongly
bound excitons in anatase TiO,, and the use of the latter excitons to detect the
interfacial electron transfer in dye-sensitized systems.

All the results presented in this book are cast and described in a broad per-
spective, providing an extensive and simplified introduction to concepts. At the
same time, deep physical insights are offered by the combination of novel exper-
imental data and state-of-the-art theoretical calculations. The book reads like an
advanced treatise in condensed matter physics that, by a few examples, explains
topics of huge interest in the field, discussed with a critical eye and a very original
vision. It also contains an exhaustive and rich list of references. The high quality of
Dr. Baldini’s work has also been recognized by the members of the jury that
evaluated his thesis, comprising distinguished names in the field such as Prof.
Anthony James Leggett (Nobel Prize in Physics 2003—University of Illinois at
Urbana-Champaign, USA), Prof. Thomas Elsaesser (Head of the Max Born
Institute, Germany), Prof. Jo€l Mesot (Head of the Paul Scherrer Institute,
Switzerland), and Prof. Vincenzo Savona (Director of the Doctoral program in
Physics at EPFL, Switzerland). The thesis has been also awarded the prestigious
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Dimitris N. Chorafas Prize 2017, which is assigned for outstanding work in selected
fields in the engineering sciences, medicine, and the natural sciences. We are
convinced that this work provides a highly valuable reference textbook for any
scientist starting a project in this field of research and in particular young ones.

Lausanne, Switzerland Prof. Majed Chergui
December 2017 Prof. Fabrizio Carbone



Abstract

Revealing the emergence and the dynamics of collective excitations in complex
matter is a subject of pivotal importance, as it provides insight into the strength and
spatial distribution of interactions and correlations. At the same time, collectivity lies
at the origin of several cooperative phenomena in many-body systems, which can
lead to profound transformations, instabilities and, eventually, phase transitions.
Mapping the interactions of the collective bosonic excitations with the fermionic
particles and among themselves leads to the comprehension of the many-body
problem. In this thesis, we investigate the dynamics of collective excitations in
strongly interacting and correlated systems by means of ultrafast broadband optical
spectroscopy. Within this approach, a material is set out-of-equilibrium by an
ultrashort laser pulse, and the photoinduced changes in its optical properties are
subsequently monitored with a delayed probe pulse, covering a broad spectral region
in the visible or in the ultraviolet. Collective excitations can be unraveled either in
the frequency domain as spectral features across the probed range or in the time
domain as coherent modes triggered by the pump pulse. Studying the renormal-
ization and temporal evolution of these collective excitations gives access to the
hierarchy of low-energy phenomena occurring in the solid during its path toward the
thermodynamic equilibrium. This framework is explored in a number of prototypical
materials with an increasing degree of internal complexity beyond conventional
band theory. Among the most remarkable results obtained in this work, we observe
crosstalk phenomena between distinct electronic subsystems in MgB,, discover
bound excitons coupled to the phonon bath in anatase TiO,, provide a selective and
quantitative estimate of the electron—phonon coupling in La,CuOQ,, reveal precursor
superconducting effects in NdBa,Cu;0,_s and unravel a lattice-mediated mecha-
nism behind the magnetic order melting in the multiferroic TbMnOs.

Keywords Ultrafast Optical Spectroscopy + Many-Body Physics
Collective Excitations - Strongly Correlated Electron Systems
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Introduction

In physics, the term “collective excitations” refers to fictitious particles, mostly of
bosonic nature, that do not center around individual particles, but involve a
cooperative, wave-like motion of many particles in the system simultaneously. This
motion is governed by the global interaction among the constituent particles. As
such, collective excitations express the paradigm of the many-body problem, which
represents one of the most fascinating yet challenging topics in condensed matter
physics.

A major interest in revealing the emergence and dynamics of collective behavior
comes from theoretical physics, since the collective excitations give access to the
strength and spatial distribution of fundamental interactions and correlations in
matter. At the same time, collectivity lies at the origin of several cooperative
phenomena in many-body systems, which can cause profound transformations,
instabilities, and, eventually, phase transitions. Understanding the interactions
of the collective excitations with the fermionic particles and among themselves
leads to the comprehension of the many-body problem.

A second area of interest is that of technology, as collective excitations hold
huge promise for future developments and applications, especially in relation to
energy sciences, health sciences, data storage, and signal processing. The dream is
to engineer novel devices where collective modes can be efficiently generated,
manipulated, and detected, similarly to what occurs in electronics with the electrons
and in photonics with the photons. While this task has already been accomplished
in the specific case of plasmonics, its extension to other collective excitations of
interest is far from being reached. Prominent examples include excitonics, which is
key to the future of photovoltaics; phononics, which can lead to novel function-
alities for quantum materials through the control of their lattice modes; magnonics,
which can open the doors to the use of magnons as information carriers in magnetic
storage devices; and polaritonics, which is expected to bridge the gap between
electronics and photonics for high-speed signal processing applications.

The first crucial step toward this technological goal involves a complete map-
ping and understanding of the physics behind collective excitations. In this regard,
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spectroscopy represents the ideal tool through which physicists can gain insights
into the quantum world. Nowadays, advanced spectroscopic methods are providing
detailed information on the physics of complex materials under equilibrium con-
ditions, unveiling the subtle effects associated with strong interactions and corre-
lations. Although this approach still represents the primary and most valuable tool
for revealing the electronic structure and behavior of matter, it provides only a
time-averaged picture of the underlying physics. As a result, this hinders the pos-
sibility to directly observe dynamical phenomena that are at the heart of many
fundamental processes, such as the transport of charges or the immediate response
of a system to external stimuli. Moreover, the separation of overlapping spectro-
scopic features with different origins is not obvious at equilibrium, especially when
the material properties result from the coexistence or the competition between
distinct exotic phases of matter.

This calls for the development of experimental methods that can disentangle the
contributions of the different degrees of freedom on the basis of their timescale. In
real materials, such a nonequilibrium approach can be realized through the devel-
opment and use of ultrafast spectroscopy. In this scenario, an initial impulsive
perturbation sets the system far from the equilibrium, and the coupling among
different electronic and structural excitations can be subsequently followed in real
time with a variety of probes. One of the main frontiers in the field involves the
dynamical investigation of collective excitations. Mapping the temporal evolution
of these modes is highly desirable, as it bears the signature of the low-energy
phenomena occurring in the system during its path to reach the thermodynamic
equilibrium. This framework embodies the main subject of this thesis and, as such,
it is explored in a number of prototypical materials. Within our approach, the
fingerprint of the collective excitations of interest is revealed in the optical spectrum
of the system, either in the frequency or in the time domain. Indeed, ultrafast
broadband optical spectroscopy represents a powerful tool for accessing the
dynamics of collective excitations lying at very different energy scales, thus
unraveling the details of interactions and correlations in quantum many-body
systems. To this end, the structure of the present thesis is organized to study several
candidate materials where strong electron—boson interactions and electron—electron
correlations act alone or simultaneously to determine the underlying properties. In
this regard, we describe these solids by increasing the degree of internal complexity
beyond conventional band theory.

Chapter 1 introduces the basic concepts behind the quantum many-body prob-
lem, namely the interplay between the electron—boson interaction and the electron—
electron correlations. We show how the intrinsic nature of the many-body problem
leads to the emergence of collective excitations and we briefly describe the elec-
trodynamic properties of the collective modes of interest for this thesis. We finally
discuss the main prospects and frontiers for the physics of collective excitations in
quantum many-body systems, which involves their study and control under
nonequilibrium conditions using tailored laser pulses.

Chapter 2 describes how the many-body problem can be addressed experi-
mentally via the spectroscopic investigation of the elementary excitation spectrum
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in quantum materials. The need for extending the spectroscopic study under
nonequilibrium conditions is justified, and the current state of knowledge on the
many-body processes occurring out-of-equilibrium is also described. Finally,
ultrafast broadband optical spectroscopy is presented as the main experimental
approach adopted in the framework of this thesis. In this regard, strong emphasis is
given to the technical details of the used experimental setups.

Chapter 3 is devoted to the study of strong electron—phonon interaction in
multiband anisotropic Fermi liquids. We investigate the case of MgB,, which is a
prototypical example of two-band superconductor in the strong coupling regime.
By tracking the renormalization of a high-energy plasmon with sub-picosecond
time resolution, we reveal the dynamics of the interband scattering process con-
necting the two bands and we elucidate its microscopic origin. This also allows us
to highlight hot phonon effects involving extremely fast timescales in the system.

Chapter 4 deals with the description of band insulators in the intermediate-to-
strong electron—phonon coupling regime. We focus our attention on anatase TiO,
and reveal the central role played by many-body correlations in stabilizing col-
lective charge excitations in the form of strongly bound excitons. We demonstrate
the universality of our finding in the typical samples used for applications and we
gain information on the low-energy carrier dynamics in the material by monitoring
how the exciton signature renormalizes over time. Finally, we get first important
insights into the exciton—phonon coupling mechanism in this system and we pro-
pose a possible application involving the detection of the excitonic feature.

Chapter 5 introduces the concept of strong electron—electron correlations by
presenting a set of experiments on the charge-transfer insulator La,CuO,. This
material represents the undoped parent compound of one cuprate family, and its
properties arise from a complex interplay between electron—electron correlations
and electron—phonon interactions. Here, we investigate the latter coupling by
detecting how different coherent optical phonons modify the spectral properties
of the material in the vicinity of its fundamental gap. We set the basis for a selective
estimate of the electron—phonon matrix elements using this methodology, which
can be extended to other classes of strongly correlated quantum systems.

Chapter 6 extends the investigation of cuprates, focusing on the superconducting
phase in an underdoped crystal of the bilayer material NdBa,Cu;0-—_s. Here, the
main challenge is to disentangle the contributions of distinct competing phases,
which are represented by the superconducting and the pseudogap correlations. By
interrogating the system out-of-equilibrium, the different states can be separated
through their characteristic timescales, and undetected features related to precursor
pairing correlations above T¢ can be directly revealed. The signatures of the pre-
cursor state manifest both in the incoherent transient reflectivity response and in the
anomalies of specific coherent optical phonon modes.

Chapter 7 addresses the physics of cooperation in multiferroic manganites. Here,
our aim is to elucidate the hierarchy of phenomena following photoexcitation across
the fundamental gap of TbMnO3, which lead to a delayed melting of its cycloid spin
order. We observe a complex collective structural response, which we assign to
anti-Jahn-Teller polaron formation. We propose that these long-lived self-trapped
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carriers hinder the emission of magnons and other spin-flip mechanisms. Thus, the
energy is stored in the lattice via its ultrafast reorganization and subsequently
transferred to the spin subsystem, causing the magnetic order melting. The coherent
collective response also allows us to gain insights into one of the long-standing
questions in manganite physics, namely the origin of the fundamental charge gap.



Chapter 1 ®)
Strong Interactions and Correlations e

One of the most intriguing yet challenging fields of research in contemporary
condensed matter physics is the investigation of many-body effects in strongly cor-
related quantum systems. This class of materials provides an excellent playground
for discovering exotic phenomena involving charge, lattice, spin and orbital degrees
of freedom and leading to extraordinarily varied chemical and physical properties.
Understanding electronic correlations in prototypical systems like cuprates and man-
ganites can pave the route to the potential design and engineering of novel materials
with tailored functionalities. As a consequence, the main goal of current research is
to identify the underlying mechanisms shared by these solids, so that their emerging
phenomena can be accounted for by new theoretical models. In this Chapter, we
describe the current status of understanding of the paradigm behind these systems.
In Sect. 1.1, we put strong emphasis on the role played by the excitation spectrum
in reflecting the signature of the many-body interactions and correlations that simul-
taneously act in the solid. In this regard, we provide some prototypical examples
by gradually increasing the degree of complexity from the weakly correlated Fermi
liquids to the systems governed by an intermediate correlations regime, which is the
most difficult to address on both the theoretical and experimental sides. In Sect. 1.2,
we introduce the concept of collective excitations in many-body systems, and explain
why their study can provide valuable insights in the behaviour of complex materials,
and open up new avenues for technological developments. Finally, in Sect. 1.3, we
give a perspective on the intriguing frontiers offered by the physics of collective
excitations for addressing long-standing problems in condensed matter research and
for reaching the control of the material functionalities at ultrafast timescales.
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2 1 Strong Interactions and Correlations

1.1 The Paradigm of Strong Interactions and Correlations

The search for a complete theoretical framework to capture the physics of strong
interactions and correlations in complex materials is an old problem faced by con-
densed matter physics. It has deep roots in the history of physics soon after the
formulation of the band theory by Bethe, Sommerfeld and Bloch [1-3]. Band theory
provided an intuitive yet profound description of the quantum mechanical behaviour
of electrons in solids, leading to explain the origin of the difference between met-
als and insulators. One of the cornerstones of this theory is the assumption of a
free electron model in metals, in which the interactions among electrons are com-
pletely neglected. It is therefore natural to believe that the first considerations on
the transport and photoconductivity properties of NiO created a huge surprise in the
physics community [4]. While band theory was predicting NiO to behave as a metal,
experimental data were pointing towards a heavily insulating scenario. Peierls and
Mott readily recognized that the breakdown of band theory in the description of NiO
had to be related somehow to the presence of an incomplete d electron shell in the
transition metal ions [5], whose main role is to produce a non-negligible Coulomb
interaction among the electrons. This observation opened the doors to new frontiers
in condensed matter physics and led to coin the term “Mott insulator” to describe a
solid violating band theory.

Since then, a number of systems has been found to contradict the expectations
of band theory. The simplest examples of metals at low temperatures could be read-
ily treated within the framework of Landau’s theory of Fermi liquids [6], where
the role of electron-electron interactions was reduced to small corrections of sus-
ceptibilities of the free electron gas. Bardeen-Cooper-Schrieffer (BCS) theory of
phonon-mediated superconductivity [7] and the subsequent extension by Eliashberg
[8] unveiled the need of considering the electron-boson interaction for explaining
the superconducting (SC) instability in Fermi liquids. It was soon recognized that
the physics of more complex solids with incomplete d- or f- electron shells required
the inclusion of both electron-boson interactions and electron-electron correlations,
which could not be simply considered as weak perturbations of the free electron
gas regime. Although this called for the search of more exotic microscopic mecha-
nisms beyond band theory, for long time the task of extending the quantum theory of
solids was just considered as a mere puzzle for theorists, without any possible impli-
cations for the field of technology. New enthusiasm towards this area of research
followed the unexpected discovery of a variety of exotic electronic phenomena, such
as high-temperature (high-T¢) superconductivity [9] and colossal magnetoresistance
[10], which hold huge promise for the development of future devices and applica-
tions. Indeed, such phenomena are thought to be governed by two distinctive and
common features, that have been revealed by a number of spectroscopies: (i) The
presence of strong interactions (strong electron-boson coupling), which gives rise
to effects like polaronic transport, incipient charge- and spin-density wave (CDW,
SDW) instabilities and renormalizations of the electronic structure [11]; (ii) A sub-
tle interplay between low- and high-energy scales, whose origin lies in the strong
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electronic correlations spreading the material’s spectral-weight (SW) over a wide
energy range [12].

Corollary to these features is the dual nature that electrons exhibit in these
materials [13]. For example, in most situations, itinerant carriers originating from
wavefunction hybridization are found to coexist with localized carriers generated by
boson-mediated carrier dressing, electron-electron repulsion and intrinsic inhomo-
geneities. Unravelling the details of this duality would shed light on many of the
unsolved enigmas of contemporary condensed matter physics.

As the main source of uncertainty lies in the electronic structure of many materials,
experimental probes of the many-body electron motion and energetics have been
widely applied [12, 14, 15]. The deep understanding of a solid’s excitation spectrum
in response to an external perturbation provides a benchmark for tests of theoretical
models and can lead to the comprehension of the elusive ground state (GS) properties
of the material. It is therefore pivotal to clarify the effects that strong interactions and
correlations produce on the electronic structure of a solid, which become apparent in
the so-called one- and two-particle excitation spectra of the material. The one-particle
excitation spectrum results from the removal or the addition of an electron in the solid
and represents a signature of charged excitations that can be probed by photoemission
and inverse-photoemission spectroscopies [ 14]. The two-particle excitation spectrum
arises instead from the interaction between the solid and a low-energy light field
(i.e. with a photon energy below the material ionization threshold), resulting in the
creation of neutral excitations that are detectable by optical probes [12].

To introduce a qualitative picture of how the electron-boson interaction and the
electron-electron correlation renormalize the electronic structure of a material, it 1S
instructive to consider first the example of Fermi liquids. In the simplest picture, the
Fermi liquid quasiparticles, obeying the Pauli exclusion principle, reside in a partially
filled parabolic band (Fig. 1.1a). The electrodynamic response of the system can be
described by the Drude model [16], in which the complex optical conductivity is
expressed as

ne’tp 1 Ode

o(w) =

(1.1)

. = . 9
m, 1—iwtp 1 —iwtp

where e is the electronic charge, 7 is the effective carrier density, and m,, is the
band mass of the carriers (which typically differs from the free electron mass m,),
1/zp is the scattering rate, and oy, is the dc conductivity that can be probed by
transport. From this description, it results that the electrodynamic response of the
Fermi liquid is characterized by the emergence of a Lorentzian peak centered around
zero frequency and related to intraband processes (red feature in Fig.1.1d). The
contribution of interband transitions (blue feature in Fig. 1.1d) is found to arise at
higher energies and is typically well reproduced by band structure calculations. The
electronic kinetic energy in a Fermi liquid is proportional to the SW associated with
the intraband Drude contribution.

To describe the emergence of electron-boson coupling, a milestone is repre-
sented by Eliashberg theory of interactions [8]. The presence of a strong interac-
tion with a bosonic collective mode at 2 leads to a renormalization of the electronic
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Fig. 1.1 Schematic diagram representing the impact of electron-boson interaction and electron-
electron correlations on the one- and two-particle excitation spectrum of a solid. In the top panels,
the momentum-resolved single-particle spectral function is shown for a a weakly correlated, b an
interacting and c a correlated material. The two particle spectral function is represented in the three
cases in Panels (d), (e) and (f), respectively. Panels (g), (h) and (i) display the frequency-dependent
scattering rate retrieved in the three different cases. The figure has been adapted from Ref. [12]

energy-momentum dispersion near the Fermi level Er (Fig. 1.1b). The spectral shape
of the optical conductivity undergoes a marked change, revealing an absorption side-
band at w > ¢ (Fig. 1.1e). This absorption sideband can take the form of a satellite
progression or can merge into a broad incoherent background as the electron-boson
coupling strength increases. In any case, the SW associated with this sideband is
transferred from the coherent Drude peak, thus conserving the total SW of the sys-
tem typically below 1eV. Consequently, electron-boson interaction alone does not
alter the kinetic energy with respect to the Fermi liquid scenario. The frequency-
dependent scattering rate 1/7p(w) shows a step in the proximity of €2, which is the
signature of an enhanced scattering probability at higher energies (Fig. 1.1h). The
same concept of electron-boson interaction is also central to the physics of insula-
tors, as excitons and high-energy interband transitions can display strong couplings
to other collective modes, modifying their profile [17].
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We conclude by discussing the case of strong electron-electron correlations. Once
correlations are introduced, they manifest as a pronounced broadening of the energy-
momentum dispersion relation far from from Eg (Fig. 1.1c), thus suggesting that the
concept of weakly damped Landau quasiparticles does not hold over the entire energy
range. This leads to a remarkable reduction of the low-energy SW compared to band-
structure expectations, suppressing the value of the kinetic energy. Importantly, the
SW removed from the coherent Drude response is transferred to high energies of the
order of the on-site Coulomb energy U and/or of interband transitions (violet feature
in Fig. 1.1f). At the same time, large values of the scattering rate are reached and
become evident in the two-particle excitation spectrum (Fig. 1.11).

In the following sections, we focus on several examples that will be extensively
treated in the framework of this Thesis. All these examples involve scenarios in
which the electron-boson interaction and the electron-electron correlations act either
separately or simultaneously to offer a variety of emergent phenomena in quantum
many-body systems.

1.1.1 Electron-Phonon Interaction in the Strong Coupling
Regime

By adopting an increasing degree of complexity in the many-body problem, the first
type of interaction that can be considered is the one that establishes among electrons
and phonons. Although this interaction is present to a certain extent in all solids, it is
its magnitude and structure that lead to remarkable consequences on the behaviour
of some materials. In general, the electron-phonon interaction describes how the
energy of an electronic charge is affected by alterations of the atomic positions in
the encompassing medium, and can be written in the form

1

JQ

Vep = Z M'7 (k+ q, k)Aqe'IC]L.q,gck,(r , (1.2)

k.q.n

where Aq , = aq,, + afq’n. The operators c:( +q.0 Cko describe scattering of an elec-

tron with spin o from the band state k to k+q, while destroying aq,, or creating afq,n
a phonon in band n with wave vector (. The main task for theory and experiment
is to derive expressions and reveal the details of the matrix element M, (k + q, k)
regulating this process.

In the presence of a sizeable coupling, the atoms of the lattice undergo a local
displacement around the electron during its propagation through the crystal. This,
in turn, can have a tremendous impact on the behaviour of the system, producing
instabilities of the electronic structure towards other phases of matter or strongly
renormalizing the charge dynamics. In the following, we describe two remarkable
manifestations of this interaction, namely the phonon-driven SC instability in con-
ventional metals and the concept of polarons in the specific case of insulators. Here,



6 1 Strong Interactions and Correlations

only the salient features that are relevant to the topics of the following Chapters will
be discussed. A more detailed description of the quantum many-body theory behind
the electron-phonon interaction is provided in books such as Refs. [18-20].

The electron-phonon interaction has acquired renewed interest from the late
1950s, right after the formulation of the BCS theory of superconductivity [7]. Accord-
ing to the BCS theory, the SC transport in conventional metals is realized upon the
formation of bound pairs of electrons (i.e. Cooper pairs) via the exchange of virtual
phonons. This interaction is frequency dependent and becomes attractive for spe-
cific frequency regions. As a result, only the electrons within a Debye energy of the
Fermi surface undergo pairing, thus becoming part of a many-electron eigenfunction
describing the GS of the superconductor. The success of this theory lies in the correct
description of the SC properties of weak superconductors, in which the magnitude
of the electron-phonon interaction is rather small. Further extensions of this theory
by Eliashberg [8] allowed to capture the properties of those materials that lie in the
strong coupling regime, such as lead and tin [21]. The parameter discriminating the
weak and the strong coupling regimes is represented by the electron-phonon mass
enhancement factor A [22]. The discovery of new classes of superconductors, such as
cuprates [9] and pnictides [23], has shed light on the fragility of the BCS framework
in providing a universal description of the SC state of matter. Despite this limita-
tion, BCS theory still represents one of the most valuable successes of many-body
physics and its influence persists even today in the formulation of novel theories of
superconductivity.

In this regard, more recent examples of phonon-mediated superconductivity at
Tc > 35 K have paved the route to new applications of BCS/Eliashberg theories.
The discovery of superconductivity at 39K in the layered system MgB, [24] and
that at 203K in H,S under pressure [25] have come as huge surprises to the physics
community. While the case of H,S is still under intense debate at the time of writing
to clarify the strength of the electron-phonon coupling, the lattice anharmonicity and
the involvement of multiple bands in the SC properties [26, 27], the case of MgB,
has reached a general consensus concerning its main properties. It is nowadays well
established that MgB, represents a prototypical example of two-band superconduc-
tor [28-37], in which two distinct electronic bands (the o and 7 bands) crossing
Er contribute to the SC properties by offering distinct coupling strengths with the
phonon degrees of freedom [38—42]. In other words, MgB, embodies a rare type
of phonon-mediated two-band superconductor in the strong coupling regime and,
as such, has been the perfect playground to go beyond the established Eliashberg
theory by implementing its anisotropic version [28, 43]. The phonon of interest is
the optical boron stretching branch along the I'-A direction in the BZ, which gives
rise to a pronounced peak around 70meV in the Eliashberg function «?F(w) and is
characterized by a large degree of anharmonicity [40, 44]. Besides governing the
SC properties of MgB., this phonon mode is also expected to play a central role in
the normal state properties of the material, offering an off-diagonal scattering chan-
nel that connects the two bands. This phonon-mediated interband scattering process
is intimately related to the electron-phonon coupling mechanism and has remained
elusive over time, despite 15 years of research on MgB,. As this mechanism reflects
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a dynamical manifestation of the electron-phonon coupling, it cannot be addressed
directly via equilibrium spectroscopy, thus requiring the intrinsic time resolution of
ultrafast spectroscopies to be unraveled. The first excursion of this Thesis towards the
comprehension of the electron- phonon coupling mechanism involves the real-time
observation of the phonon-mediated o -7 interband scattering in MgB,, to which
Chap. 3 is devoted. To track the dynamics of this process, we rely on the renor-
malization of a high-energy plasmon mode that can be detected by measuring the
material transient reflectivity [45].

Besides the BCS/Eliashberg theory of superconductivity, another key manifes-
tation of the electron-phonon coupling in solids is the emergence of polarons. The
motion of an electronic charge through the lattice generates a potential well that, after
overcoming a threshold and becoming sufficiently deep, can even bind the carrier
itself. In this situation, the carrier is said to “self-trap”, i.e. it is bound in the well
that it induces and cannot escape without a significant movement of the ions. The
unit comprising the self-trapped carrier and the associated pattern of displaced ions
is typically known as “polaron”. The polaronic coupling results in a renormalization
of the bare electron mass, velocity, and scattering processes, thus leading to a slow
motion of the self-trapped carrier along the crystal. The polaron model is an old
topic in condensed matter physics, dating back to the pioneering work of Landau
and Pekar [46]. The subsequent developments by Frohlich, Holstein and Feynman
aimed at a classification of the polaron species in terms of large, small and intermedi-
ate, depending on the extension of the polaron wavefunction over the crystal lattice
[47-50]. The Frohlich model relies on the coupling with (polar) optical phonon
modes, whose parameters (like the longitudinal phonon quantum energy) can be
obtained via infrared spectroscopy [47]. The Holstein model depicts instead a situa-
tion where the electron-phonon interaction is local [48, 49]. The interplay between
the electron-phonon coupling and the presence of defects/impurities in the crystal
lattice can also give rise to more complex scenarios of electron localization [51].

The polaron problem has been subsequently extended to more exotic cases in
which an agile body interacts with a relatively deformable environment. In this
regard, one of the frontiers is represented by the study of the polaronic coupling
between an exciton and the surrounding atoms [17]. Nowadays, this still represents
a hard task, since it implies to understand the combined effects of electron-hole
correlations and phonon coupling. This problem is addressed in Chap. 4, where we
discover strongly bound excitons in anatase TiO, and set the basis for the detailed
description of their interaction with the polar modes of the lattice. Another example
of interest is offered by materials in which an electron occupies one of the empty
degenerate e, levels on a transition metal ion in an octahedral crystal field. The lattice
reacts locally by undergoing a Jahn-Teller (JT) distortion, thus lowering the energy
cost associated with the presence of the excess charge. The electron dressed by this
JT displacement is known as JT polaron [20]. On the contrary, in lattices where a
collective JT distortion is already at play, the presence of an excess carrier can lead
to the local relaxation or even removal of the JT distortion. The latter situation is
referred to as anti-JT polaron [52]. This concept led to the initial search and discovery
of high-T¢ superconductivity [9], following the prediction that high-T¢ values could
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be found in JT-distorted materials due to the condensation of a bipolaronic charged
Bose liquid. This subject will be discussed in Chaps. 5 and 7.

We remark that both the BCS-Eliashberg theory of superconductivity and the
polaron model provide an elegant framework to describe the effects produced by the
electron-phonon interaction but neglect the possible coexistence of strong electron-
electron correlations. The interplay between the electron-phonon interaction and the
electron-electron correlation, with disorder tipping the balance on a local scale, is
expected to give rise to a variety of exotic phenomena that are hardly captured by cur-
rent theoretical models. In this regard, estimating the electron-phonon coupling in a
correlated material for specific lattice modes can contribute advancing our knowledge
on the preferential phonons to which the electronic excitations are mainly coupled. In
this Thesis, we make the first step to this purpose, by evaluating the electron-phonon
matrix elements in La,CuQOy for a specific mode. The extension of this approach to
many lattice modes and across a material phase diagram can in turn provide valu-
able inputs for simplified theoretical models such as the Hubbard-Holstein model
[53-57].

1.1.2 Interplay between Low- and High-Energy Scales in
Cuprates

Elucidating the origin of high-T¢ superconductivity in cuprates is probably the
most studied, yet unsolved, problem faced by condensed matter physics. The inter-
est in addressing this long-standing open question is driven mostly by fundamen-
tal research rather than by applications. Cuprates have always represented a novel
paradigm for broadening the frontiers of solid state physics, offering unique phenom-
ena that are not shared simultaneously by other classes of materials: Unconventional
superconductivity [58, 59], stripe/nematic/CDW order formation [60—66], opening of
a pseudogap (PG) [67-70], precursor and critical phenomena [71-75], strange metal
behaviour [76, 77], dichotomy of the charge carrier nature [78], possible quantum
criticality [79, 80], Mott physics [59, 81, 82], electronic phase separation. The emer-
gence of such a variety of electronic phases is mostly associated with the extreme
sensitivity that cuprates manifest towards external parameters and stimuli. This sen-
sitivity is reflected in the complexity of the cuprate phase diagram, which is shown
in Fig. 1.2. This has been adapted from very recent works in literature at the time
of writing, and it represents the state-of-the-art of the knowledge on cuprate physics
[66, 83].

A possible explanation behind this exotic behaviour is that cuprates are char-
acterized by an intermediate regime of electronic correlations, which connects the
extreme Mott insulator and Fermi liquid scenarios [84, 85]. This imposes several
limitations to theory, as both the independent particle picture and the fully correlated
Mott regime fail miserably in describing the microscopic properties of these com-
pounds. Moreover, an intermediate-to-strong electron-boson interaction is expected
to play a substantial role in the renormalization of the charge dynamics, as in most
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Fig. 1.2 Tentative phase diagram for the cuprates as a function of temperature and hole doping
on the CuO; planes. The temperature scale Ty defines the Néel temperature for the AFM Mott
insulating phase. The temperature scale T* describes the emergence of the PG, which competes
with the SC phase. The latter settles below the temperature Tc and extends from p = 0.05 to p =
0.32. Below Tco, some form of short-range charge ordering arises as another competing phase and
leads to the suprression of Tc. Tons represents the temperature below which SC phase fluctuations
can be detected. In the normal phase, cuprates are considered as strange metals to account for non-
Fermi liquid behaviour. In the extreme overdoped region, Fermi liquid behaviour is retrieved. The
phase diagram has been adapted from a combination of those reported in Refs. [66, 83]

transition metal oxides (TMOs) [11]. Among the prominent bosonic excitations that
have been identified or proposed, we can mention phonons, magnons, Josephson
plasmons, excitons and polarization waves, and each of these collective excitations
can generate a field that substantially affects the transport and the interactions of the
fermionic particles. As a result, it is this lying in the “world of the intermediate” that
makes cuprate physics so elusive and puzzling to both theory and experiment. As
an additional element, disorder modifies the balance among the different forces on
a local scale and leads to an intrinsic degree of inhomogeneity even in high quality
single crystals [86]. All these subtle microscopic features concur in making cuprates
the ideal playground for testing theories of cooperation and/or competition among
several order parameters at a macroscopic scale.

The current Paragraph has neither the ambition, nor the intention, of provid-
ing a rigorous description of the complex physics behind the cuprates. Its goal is
twofold: (i) To briefly illustrate how the physics of the electron-boson interactions
and the electron-electron correlations have given foundation to two distinct schools of



10 1 Strong Interactions and Correlations

thought in the past for understanding unconventional superconductivity in cuprates;
(i1) To connect this long-standing debate to the framework of this Thesis.

In regard to the first task, it is crucial to recall the main conclusion hold by the BCS
theory of superconductivity and by its extensions for describing the so-called “con-
ventional pairing mechanism” [7, 8]. In this scenario, low-energy virtual phonons act
as a glue between two electrons, providing a retarded attractive interaction between
them and leading to the formation of Cooper pairs. In cuprates, the role of the retarded
interactions have been widely considered after the discovery that the formation of
Cooper pairs is still valid and lies behind the mechanism of superconductivity (which
is a priori not obvious). This has led to the search for the glue lying at the origin of
high-T¢ superconductivity. As this glue cannot be provided solely by lattice vibra-
tions, other frameworks involving spin fluctuations/polarization, electric polarization
or charge density have been put forward [87-89]. This picture resembles the conven-
tional mechanism, in which the mediating virtual phonons are replaced by a different
low-energy glue of bosonic nature. Experimental data of ARPES and optics showed
the presence of a peak in the electron-boson coupling function at ~60meV, which
may be related to a spin resonance or to a phonon mode [90-93]. Additional mod-
elling of the optical data also provided evidence for the decreased contribution of the
60meV peak for increasing doping and for the presence of a broader contribution
extending to higher energies (300 meV) [94]. This observation may support the idea
that the pairing glue involves some kind of electronic degrees of freedom, such as
spin, charge or orbital fluctuations.

In an opposite scenario, the existence of the retarded interactions has been doubted
and a completely different mechanism involving non-retarded interactions associated
with high-energy electronic scales has been proposed [95, 96]. Here, the most impor-
tant element is represented by the proximity of the SC state to the Mott phase. Since
the significant timescale of the interactions taking part to the pairing is the inverse of
the Mott-Hubbard energy U (which lies in the range of some e V), such interaction can
therefore be considered instantaneous. This is well depicted by the famous cartoon
reported by Anderson in Ref. [95] and shown in Fig. 1.3a, representing an elephant
(Mott-Hubbard energy scale U), a mammoth (superexchange interaction J) and a
little mouse (electron-phonon coupling A) in a refrigerator. “We have a mammoth
and an elephant in our refrigerator—do we care much if there is also a mouse?”
Consistent with this high-energy picture, a variety of studies showed that the physics
of cuprates is not governed by processes living at energies close to Eg alone. The
underlying “Mottness is at the origin of the SW transfer between high- and low
energies detected by a number of studies [59, 97-101]. These peculiar effects have
been found to set in around T¢ and involve surprisingly high energies, from the mid-
infrared (MIR) to the visible range. Remarkably, transfers of SW from the interband
spectral region are not expected to occur in the conventional BCS picture and imply
that the Ferrell-Glover-Tinkham sum rule is not satisfied within the intraband region
alone [59, 102].

A different framework involving the high-energy scales, known as “the MIR sce-
nario”, was put forward on theoretical basis [103—105]. In this picture, it was postu-
lated that superconductivity in cuprates is driven by a saving of the inter-conduction
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“We have a h and an elephant in our refrig
do we care much if there is also a mouse?”

Fig.1.3 aCartoon showing amammoth, an elephant and a mouse inside a refrigerator. The elephant,
the mammoth and the mouse embody the Mott-Hubbard energy U, the superexchange interaction
J and the electron-phonon coupling A, respectively, thus setting a direct comparison among the
magnitude of the three energy scales in cuprates. The image has been reprinted with permission from
Ref. [95], credits of Joe Sutliff. b Cartoon representing the concept behind our ultrafast broadband
optical spectroscopy experiment to unveil the importance of the different energy scales to the SC
pairing mechanism in cuprates. A light pulse opens the refrigerator and the SC condensate is set
out-of-equilibrium. The oscillations of the SC condensate will resonate on the energy scale/scales
that is/are playing a role in the pairing mechanism

electron Coulomb energy, and specifically in the part associated with long wave-
lengths (q < 0.3 Al ) and MIR frequencies (0.6—1.8 eV). In other words, all or most
of the SC condensation energy comes from saving the Coulomb energy in this partic-
ular wavevector- and energy regime. The decrease in Coulomb energy would reflect
an enhanced screening caused by the Cooper pair formation, as the latter modifies
the bare density response function of the system. From these argument, it is evident
that this scenario results in a strong modification of the electrodynamic properties
of the system [104], producing remarkable changes in the MIR loss function (i.e.
in the region that mainly involves the contributions from the conduction electrons
in the CuO; planes and is characterized by a broad feature known as MIR peak).
Experimentally, these changes can be detected as sizeable modifications in the loss
function measured by optics at q = 0 [78, 106] or as large drops in the electron
scattering cross-section probed by differential transmission Electron Energy Loss
Spectroscopy (EELS) at finite q.

To settle the controversy behind the origin of superconductivity in cuprates and to
elucidate possible synergies between different mechanisms, one needs a technique
that can monitor both the electron-boson interaction and the high-energy scales. In
the context of this Thesis, we make a first step towards this goal by using a non-
linear optical technique out-of-equilibrium, based on the pump-probe spectroscopy
method (described in details in Chap.2). This approach has two main strengths: (i)
to disentangle the contributions of the different electron-boson scattering channels
on the basis of their characteristic timescales; (ii) the possibility to set specific col-
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lective excitations out-of-equilibrium using a laser pump pulse and subsequently
monitor their impact on other degrees of freedom using a delayed optical probe
pulse. In Chap. 2, we will refer to the first observable as the “incoherent response” of
pump-probe spectroscopy, and to the second observable as the “coherent response”.
In the latter case, when the collective excitation is represented for example by an
optical phonon, this technique can provide a very selective and quantitative estimate
of the electron-phonon coupling matrix elements. When the collective excitation is
represented by the pair-breaking Bogoliubov mode [107], this technique can obtain
information on possible pairing actors in superconductivity, by studying how the
perturbed condensate affects and couples to other elementary excitations [108, 109].
In the language of the cartoon of Fig. 1.3a, this is like opening the refrigerator using
a light pulse and setting superconductivity out-of-equilibrium. Therefore, the oscil-
lating SC condensate can be considered as a trampoline. By monitoring how the
elephant and the mammoth react to the oscillations of the SC condensate, one can
gain information on the pair-mediating or the pair-breaking mechanism (Fig. 1.3b).
Using this technique in optimally doped (OP) La,_, Sr,CuQy, it has been recently
shown that the Bogoliubov mode couples to a high-energy excitation lying on the
Mott scale, i.e. the remnant of the CT excitation [ 108]. Due to the crucial involvement
of collective modes in our approach, a substantial part of this Chapter is devoted to
discuss the physics of collective excitations in solid matter. The main limitations
imposed by our approach are: (i) the limited spectral range that can be monitored;
(ii) the possibility to study collective excitations only in the long-wavelength limit,
i.e. at q = 0. The first drawback can be overcome by extending the probing region to
cover the THz, MIR or the ultraviolet (UV) spectral ranges [110, 111]. The second
restriction will be possibly released by the future development of the x-ray/electron
analogues of the technique, which are expected to give access to a wider q-range of
the elementary excitations.

At the time of writing, the task is therefore to set the basis for these future develop-
ments to occur, while gaining novel insights into the physics of cuprates. In Chap. 5,
we investigate the electron-phonon matrix elements in the undoped parent compound
La,CuQy, where superconductivity and density wave effects are quenched and the
system is electronically governed by Mott physics. In Chap. 6, we also demonstrate
that our nonequilibrium method becomes a sensitive probe to the onset of fluctuating
phenomena, like precursor SC correlations. In this regard, we also show how the
emergence of precursor SC effects renormalizes some features in the bosonic excita-
tion spectrum of a cuprate. In other words, the modification of the bosonic spectrum
encodes the onset of short-range SC correlations.

In conclusion, addressing the physics of cuprates still remains a formidable task
after thirty years since their discovery. Despite the disagreement between the different
theoretical frameworks, a general consensus has been reached on the experimental
side, in that the elementary excitation spectrum hides the fundamental manifestation
of the mechanism behind superconductivity. This calls for the implementation of
novel experimental techniques that can reveal new details imprinted on the elemen-
tary excitation spectrum with unprecedented time (spectral) and spatial (momentum)
resolution.
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1.1.3 Cooperative Phenomena in Manganites

Another intriguing manifestation of the balance between interactions and correlations
is the emergence of cooperative phenomena in a wide class of oxides. Cooperative
mechanisms lie at the heart of exotic electronic instabilities governing the properties
of numerous materials at the macroscopic scale. Prototypical systems for the study
of these effects are the manganites, which, similarly to cuprates, are also controlled
by Mott physics and by an extreme sensitivity to the external conditions.

Since the 1990s, the main open question in the physics of mixed-valence mangan-
ites has been represented by the microscopic explanation of their colossal magnetore-
sistance, i.e. the colossal reduction of the electric resistivity that doped manganites
undergo upon application of a magnetic field [10]. However, it was soon realized that
addressing this problem had to involve another change of paradigm in the field of
strongly correlated quantum systems. Indeed, manganites represent a fertile ground
for the coexistence and mutual coupling among different order parameters, which
complicates the description of the phenomena at the origin of the colossal magnetore-
sistance. As a result, in the last years, the focus of much research has been shifted to
understand at first the complex relationship among the different degrees of freedom
in the undoped parent compounds.

In these Mn>* solids, the electronic properties arise from the subtle balance among
anumber of relevant energy scales [112, 113]. The on-site effective Coulomb interac-
tion and the charge-transfer (CT) energy, embodied respectively by the Mott-Hubbard
energy scale U and A, govern the electronic behaviour of the system within the frame-
work of intermediate-to-strong electronic correlations. The intra-atomic exchange
term, represented by the Hund coupling, is also relatively strong and implies that
all electron spins must be aligned within the d* configuration. The electron-phonon
interaction lies at the heart of the orbital ordering in the material through the coop-
erative JT distortion of the lattice and strongly renormalizes the charge transport via
polaronic coupling. The antiferromagnetic (AFM) superexchange interaction plays a
fundamental role in defining the spin ordering pattern of the system. The coexistence
of all these energy scales reflects in the richness and complexity characterizing the
spectra of the elementary excitations in the undoped manganites [114, 115]. Assign-
ing all these excitations is highly desirable, because they could play a crucial role in
multiband Hubbard models used to capture the properties of the unconventional states
developed upon doping. Despite huge efforts, this task still remains a real challenge.
Experimentally, features associated with distinct phenomena often overlap and give
rise to overcrowded spectra, thus hindering their clear assignment [115]. Moreover,
the evolution of the spectroscopic signatures as a function of external parameters,
crucial for unravelling many-body effects at play, are often too complicated to be
reproduced even with phenomenological models. This makes manganites very elu-
sive and ambiguous materials even to the most advanced experimental probes. A pro-
totypical example of this ambiguity regards the classification of these solids within
the Zaanen-Sawatzky-Allen (ZSA) scheme [114-118]. Since manganites, similarly
to cuprates, also lie in the “land of the intermediate”, their salient properties become
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hard to capture on the theory side with simplified model Hamiltonians or ab initio
calculations.

Despite imposing a limitation to a detailed understanding of the physics behind
these materials, such an internal complexity opens up new frontiers for the observa-
tion of exotic phenomena. Indeed, it becomes clear that key to this goal is to modify
the energy landscape and the balance among the different interactions by applying
an internal or an external perturbation. The simplest degree of freedom that can be
varied is represented by the rare-earth ion R in the formula RMnOj3 of orthorhombic
manganites. What can appear in first instance as an innocent substitution leads in
reality to a dramatic rearrangement of the structural, electronic, orbital and magnetic
properties of the solid. Despite preserving the insulating character of the manganite,
rare-earth substitution causes a strong structural deviation from the ideal perovskite
lattice and eventually leads to a structural phase transition from orthorhombic to
hexagonal. This is shown in the phase diagram of Fig. 1.4, which has been adapted
from Ref. [119]. More interestingly, this structural distortion has profound conse-
quences on magnetism, activating new paths for the spin interaction among different
Mn>* ions. The AFM ordering changes from A-type to E-type across the transition,
but a small portion of the phase diagram involves more interesting spin patterns in
correspondence of TbMnO3 and DyMnOs. Indeed, when the emerging magnetic
interactions retain a competing character, magnetic frustration precludes simple spin
ordering to establish and the system reorganizes with exotic chiral spin patterns
to save energy. Thus, these unconventional spin orderings are a beautiful result of
the interplay between the physics of cooperation and competition among several
degrees of freedom. It is in these conditions that novel unexpected and fascinating
phenomena can arise, the most subtle of which is the development of a ferroelec-
tric polarization inside the manganite, thus giving rise to multiferroicity. At first
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sight this effect is counter-intuitive, as ferroelectricity and magnetism are generally
mutually exclusive or competing order parameters. In the manganites, instead, the
ferroelectric polarization rises as a secondary order parameter which is induced by
the presence of the spiral order via the inverse Dzyaloshinskii-Moriya interaction
and it is further stabilized by specific lattice displacements [120-122]. As multifer-
roicity in the manganites is a manifestation of the concept of multiple coupled order
parameters, novel hybrid magnon-phonon modes (known as “electromagnons”) are
expected to appear in the excitation spectrum of the system [123]. Studying these
collective modes is attracting much interest as a way to reveal all the sources and
symmetry of the magnetoelectric coupling [124—127].

From the previous discussion, it becomes evident that the central task in solving
the paradigm of manganites is to establish the “cause-effect” relationship behind their
phenomenology. To this aim, a powerful approach is to investigate this relationship
directly in the time domain, in which the different elementary excitations of the solid
appear with distinct timescales. This approach relies on the use of a tailored pump
pulse to set the manganite in a nonequilibrium state, followed by a delayed pulse
that probes the evolution of the system. In the simplest scheme, one can separate the
contributions related to the different degrees of freedom (charge, lattice, spin, orbital)
depending on their characteristic temporal response, which is already a remarkable
result. This is the playground of single- or two-colour pump-probe spectroscopy,
whose application on the manganites has provided a wealth of information on the
electron-lattice/electron-spin interactions, the spin order melting or the generation of
coherent bosonic modes as phonons and orbitons [128—130]. More advanced ultrafast
methods allow to selectively monitor an observable associated with a specific degree
of freedom or to gain spectrally-resolved insights into the nonequilibrium response
of the system. In the manganites, the former framework has elucidated the complex
interplay among different order parameters, following the selective melting of the
charge, orbital or spin order in real time [131, 132]. In contrast, spectrally-resolved
nonequilibrium studies have never been applied to manganites. Mapping the ultrafast
renormalization of the elementary excitation spectrum is highly desirable, as it can
(1) reveal the presence of dynamical processes manifesting only in a specific spectral
region; (ii) unveil subtle shifts of the SW associated with many-body effects; (iii)
find novel observables contributing to the assignment of ambiguous spectral features.
These are the main goals behind the experiments presented in Chap. 7 of this Thesis on
the multiferroic manganite TbMnOj5. Using high-energy photons covering the broad
spectral range of the intersite d-d transitions, we are able to reveal the temporal
hierarchy of low-energy phenomena leading to the melting of the cycloid spin-order
after photoexcitation. Moreover, by studying the behaviour of the coherent collective
modes of the material, we also gain insights into one of the unsolved problems behind
the physics of insulating manganites, i.e. the character of their fundamental gap.

All these arguments lead to conclude that the nonequilibrium approach is a very
promising scheme for shedding light on some controversial aspects of the manganite
physics. In this regard, our conclusions for manganites are very similar to the ones
we have drawn for cuprates in the previous section. On the contrary, the main differ-
ence between the two classes of materials upon perturbation with an optical pump
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pulse lies in the fact that doped manganites are more prone than cuprates to exhibit
interesting photoinduced phase transitions [128, 133—-135]. Although this feature is
simply related to the rich phase diagrams shown by the manganites as a function
of doping, it still justifies the efforts to realize the light-induced control of phase
transitions in an ultrafast fashion. A different framework will be presented at the end
of this Chapter, as the resonant excitation of specific collective modes is paving the
route for the observation of even more exotic phenomena in both classes of solids.
Once again, this in turn confirms the importance of describing the role of collective
excitations in many-body systems, which is the subject of the following Section.

1.2 The Role of Collective Excitations in Many-Body
Systems

From the previous Sections, it emerges that the general challenge in condensed matter
physics is to approach the problem of many particles in complex systems. In a few
cases, the physics of a many-body system can be still treated within the single-
particle approximation by considering each particle as not the original electron but
as a fermionic quasiparticle that becomes dressed of many-body interactions. As
we have already mentioned in Sect. 1.1, this is the cornerstone of Landau’s theory of
Fermi liquids, which applies to the situation of weakly interacting particles in a metal
[6]. The breakdown of the Fermi liquid approach naturally leads to novel scenarios,
which typically involve the presence of strong interactions, strong correlations and
lower dimensionality. In these exotic cases, a deep and complete comprehension of
the system becomes a formidable task.

The approach that is commonly adopted is therefore to construct a minimal
theoretical model that is able to capture the salient properties of a specific mate-
rial. However, for unravelling the hidden details of a many-body system, a different
strategy must be used, which involves predicting and understanding the excitation
spectrum of the material. Indeed, elementary excitations result from the balance
among several forces inside the solid and govern all the relevant physical proper-
ties, such as the transport mechanisms and the response of the system to external
perturbations. In other words, elementary excitations represent the signature of the
many-body system. Some of these elementary excitations can be still traced back
to the quasiparticle concept and associated with an effective mass and a character-
istic lifetime. However, there also exists another kind of fictitious particles, mostly
of bosonic nature, which are known under the name of “collective modes”. These
excitations do not center around individual particles, but involve a cooperative, wave-
like motion of many particles in the system simultaneously. This motion is therefore
governed by the global interaction among the constituent particles. Most collective
excitations (e.g. phonons, plasmons, magnons...) are intrinsic to the solid, while oth-
ers arise as a consequence of the interaction with an external field. For example, the
strong coupling of the electromagnetic field with a collective excitation carrying an
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Fig. 1.5 Phononics,
example of a novel research
field involving the use of
collective excitations for
technological purposes.
Credits of Joerg M. Harms,
Max Planck Institute for the
Structure and Dynamics of
Matter, Hamburg

electric- or magnetic-dipole moment results in the emergence of “polaritons” [136],
which are hybrid modes characterized by unique quantum optical properties [137—
139]. While collective excitations are present to some extent in all solids, it is in the
case of strongly correlated systems that collectivity gives rise to a rich variety of
emergent phenomena and leads to profound transformations depending on the exter-
nal conditions [140]. This aspect has been widely described in Sects. 1.1.2 and 1.1.3.
Thus, investigating the physics of collective modes in complex solids can reveal
invaluable information on the many-body problem in the presence of cooperative or
competing interactions.

Besides embodying the paradigm of the many-body problem, collective modes
hold a huge promise for new technological developments and applications, especially
in relation to energy sciences, health sciences, data storage and signal processing.
The dream is to engineer novel devices where collective modes can be efficiently
generated, manipulated and detected, similarly to what occurs in electronics with the
electrons and in photonics with the photons [141-144].

First steps towards this goal have been made in the field of plasmonics, which
has now become a reality [145]. Plasmonics deals with the interaction between the
electromagnetic field and peculiar transverse collective modes known as surface plas-
mons. The latter are coherent oscillations of delocalized electrons, which set at the
interface between two materials where the real part of the dielectric function changes
sign across the interface [146]. Surface plasmons possess remarkable properties,
including strongly enhanced local fields, dramatic sensitivity to the modification of
the local environment and the ability to localize energy to tiny volumes not restricted
by the wavelength of the exciting light. For these reasons, the generation, manipula-
tion and detection of surface plasmons is nowadays exploited in several applications,
the most famous of which is the surface plasmon resonance for detecting nanometer
changes in thickness, density fluctuations or molecular adsorption [147].

Following the successful example of plasmonics, new areas of research are quickly
emerging to explore the potential of collective excitations. For example, excitonics
is now viewed as an ideal route for mediating the flow of energy at the nanoscale
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Fig. 1.6 Pictorial representation of emergent collective modes in condensed matter systems. a
Orbital waves (orbitons) in orbitally-ordered materials, involving a periodic modulation in the shape
of the electronic clouds (adapted from Ref. [152]). b Amplitude and phase modes (amplitudon and
phason) in a CDW system. Pink lines denote the static CDW, grey lines depict the change occurring
in the CDW. Blue dots are the ions and the arrows indicate their motion

in photovoltaic materials, since strongly localized excitons are relatively immune to
longer-range structural defects and disorder [148]. Phononics (Fig. 1.5) is gradually
establishing as a powerful tool for controlling the structure of materials, thus tailoring
their functionalities [149]. Magnonics is a promising field that aims to use propa-
gating spin waves, i.e. magnons, as information carriers in devices [150]. Finally,
polaritonics is expected to bridge the gap between electronics and photonics (100
GHz-10 THz) or to go beyond photonics (>300THz) for high-speed signal pro-
cessing applications, by exploiting the coupling between the electromagnetic field
and transverse polarization fields inside the solid (e.g. those from transverse optical
phonons or from excitons) [151].

Such a technological perspective for the physics of collective excitations naturally
leads to an important question concerning the fate of this area of research. Are there
other collective excitations that can provide a valuable platform for facing future
challenges in technology? The answer to this question is deeply intertwined with
the fundamental concept of spontaneous symmetry breaking in condensed matter
[153]. Whenever the symmetry of a system spontaneously breaks, an order parameter
establishes in the lowest-energy phase and collective modes naturally emerge as low-
lying excitations. The higher is the complexity of the order parameter, the more exotic
is the nature of the collective modes arising in the system. In this framework sits
the research on strongly correlated quantum systems, as these materials are natural
candidates to search for new collective modes that can be manipulated and controlled
by external stimuli. A prototypical example is provided by the orbitally-ordered
manganites, where emerging collective modes are orbital waves named orbitons
(displayed in Fig. 1.6a), involving a periodic modulation in the shape of the electronic
clouds [152]. CDW systems offer a valuable platform for exploring collective modes
of hybrid electronic-structural character [154], like the amplitude mode of the CDW
(amplitudon), involving periodic changes in the charge density amplitude throughout
the lattice, or the phase mode (phason), which gives rise to a translation of the
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condensate (shown in Fig. 1.6b). Finally, more exotic collective modes of electronic
origin emerge in the physics of superconductors. Prominent examples involve: the
Higgs mode, a neutral excitation associated with the amplitude of the SC gap [155,
156]; the Anderson-Bogoliubov mode, which involves charge and phase fluctuations
of the SC condensate [107]; the Leggett mode, consisting of dynamic oscillations of
Cooper pairs between two distinct superfluids [157].

In the following sections, we put emphasis on the collective excitations that will
play a fundamental role in the framework of this Thesis, namely plasmons, excitons
and phonons.

1.2.1 Plasmons

Plasmons are quantized collective oscillations of the charge density that arise in a
plasma, i.e. a system of mobile charged particles interacting with one another via
Coulomb forces. In metals and highly-doped semiconductors, the plasma is repre-
sented by the electron density and plasmons emerge as collective excitations of the
many-electron system, leading to a coherent motion of all particles with a common
frequency and wave-vector [158]. As a result, these modes play a fundamental role
in the electrodynamics of solids and their study provides valuable information on
intrinsic many-body phenomena governing the physics of materials.

Depending on the character of the collective excitation, plasmons can be transverse
or longitudinal modes. Prototypical examples of transverse plasmons are the surface
plasmons in metallic thin films/nanoparticles (NPs) [146] or a particular type of
Josephson plasmons in high-T¢ cuprate superconductors [159]. The transverse nature
of these collective modes allows them to absorb light, thus becoming detectable in
the absorption spectrum of a material. Examples of longitudinal plasmons are the
conventional bulk plasmons of metals and doped semiconductors, which arise in
correspondence of the zero-crossings of the dispersive part of the material dielectric
function €;(q, w). As the longitudinal nature of these waves prevents their direct
excitation by photon absorption, their observation becomes possible only via photon-
or electron inelastic scattering [160, 161]. In the last decades, these probes have
established as a powerful tool for investigating the charge-density response function
of metals, unveiling the details of the dielectric screening and the associated crystal
potential, local-field, and exchange-correlation effects.

In the following, we focus our discussion only on the longitudinal plasma modes,
since in Chap. 3 the renormalization of a high-energy longitudinal plasmon is mon-
itored to track the low-energy carrier dynamics of the two-band superconductor
Mng.

The origin of the concept of longitudinal plasma oscillations lies in the semiclas-
sical Drude model of the electron conduction in metals, in order to explain the cut-off
response of the reflectivity above a certain frequency w), [16, 162]. A striking impli-
cation of the free carrier model is that the dielectric constant changes from negative
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Fig. 1.7 Schematic representation of a metallic slab sustaining longitudinal plasma oscillations.
a At equilibrium, a perfect compensation of the positive ion and negative electron charges occurs
along the whole metallic slab. b, ¢ Collective displacements of the electron gas in one direction
or the other are shown. This in turn creates positive and negative surface charge layers, depicted
in blue and violet, respectively. In the presence of a collective electronic displacement, a restoring
force sets in and gives rise to oscillations at a frequency w),

to positive as the frequency goes through w,. Within the Drude model, the plasma
frequency of the free-electron gas takes the form

| ne?
w, = , (1.3)
€pmy

where n is the number of electrons per unit volume, e is the electron charge, ¢ is the
vacuum permittivity and my is the bare electron mass. From Eq. 1.3, it follows that
very large values of n lead to a high plasma frequency, which can be even pushed to the
UV spectral region. This implies that, in the absence of other absorption processes,
the reflectivity drops abruptly above @, and some of the light can be transmitted
through the metal. In doped semiconductors, it is the presence of impurities that
leads to a free-carrier plasma reflectivity edge, lying typically in the infrared [163].
In this case, Eq. 1.3 has to be modified to account for the carrier effective mass and
the background polarizability of the bound electrons.

From the semiclassical framework of the Drude model, plasmons arise as oscilla-
tions of the whole displaced electron gas with respect to the fixed lattice of positive
ions [16] (Fig.1.7). These collective oscillations proceed with a frequency w, and
can be sustained only in the absence of dissipative phenomena. In reality, the inspec-
tion of the plasmon energy-momentum dispersion relation allows to highlight the
presence of dissipative mechanisms. For small values of the wave vector q, the lack
of single-particle excitations in the region of the plasma oscillations leads to a negli-
gible damping; for larger q, the plasmon dispersion curve merges into the continuum
of single-electron excitations at a wavevector q. and for q > q, the oscillations will
be damped and decay into the single-particle continuum (Landau damping) [164]. A
notable exception to this behaviour is offered by the c-axis plasmon mode of MgB,,
which reappears periodically in higher BZs due to the strong coupling between the
single-particle and collective excitation channels [45]. As already observed, this
mode will be subject of investigation in Chap. 3, although in the q = 0 limit.

Finally, the renormalization of the bare plasma frequency as a function of temper-
ature can offer valuable information on peculiar many-body processes occurring in
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a system. In single-band metals, the bare plasma frequency is expected to decrease
for increasing temperature [165-167]. In multiband systems with electron- and hole-
like bands and strong electron-boson coupling, the carrier density n in every band
depends on the details of the electron-boson interaction. As a result, the temperature
dependence of n (i.e. the size of the Fermi surface) is strictly related to the thermal
activation of the interaction processes [168, 169]. An analogous scenario will be
proposed also in Chap. 3 for explaining the anomalous behaviour of the a- and c-axis
bare plasma frequencies of MgB,.

1.2.2 Excitons

Excitons represent collective excitations emerging in a non-metallic system. An ideal
exciton can be considered as an electrically neutral quantum of electronic excitation
energy, travelling in the periodic structure of a crystal. As such, it can be viewed
as a bound electron-hole pair that involves the transport of energy, but not of a
net charge. As the exciton arises just in the presence of both the electron and the
hole, its existence is intimately related to the absorption of a light field at a given
frequency. The collective nature of an exciton provides a clear manifestation during
the absorption of light. Differently from single-particle optical transitions, in which
only one single-particle state gets excited by the incident light field and all the other
states do not participate (Fig.1.8a), the excitonic transition is a “collective” one,
which involves many states of the electronic band structure. A simple cartoon for
this phenomenon is shown in Fig. 1.8b.
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Fig. 1.8 a Schematic representation of single-particle optical transitions, in which only an indi-
vidual particle is excited by the incident light and all the other states are silent; b Schematic repre-
sentation of a “collective” excitation associated with an excitonic transition, in which many states
participate. The arrow shading indicates the strengths of the different transitions. As a result, the
excitation energy becomes smaller than the bandgap since the collective character of the response
is energetically stable
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Fig. 1.9 Schematic representation of the wavefunction for a a Wannier-Mott, b a CT and ¢ a
Frenkel exciton

A necessary condition for this many-state transition to occur and for the exciton
to form is that the electron and hole group velocities are the same, i.e. that the
gradients of the CB and the VB are identical in a specific portion of the BZ. As a
consequence, while the excitation energy of a single-particle transition is just the
difference between the initial and final single-particle states, the excitation energy
of an excitonic transition is lower than the fundamental band gap. The stabilization
energy with respect to the uncorrelated particle-hole limit is the fingerprint for the
collective nature of the state created in the absorption process and is typically known
as the “exciton binding energy” (Eg). This quantity measures the strength of the
electron-hole interaction giving rise to the peculiar bound state, in which the electron
and hole are found to move together with the same group velocity.

From the discussion above, it follows that the rigorous determination of Eg relies
on the estimate of the fundamental energy gap for both charged (single-particle)
and neutral (two-particle) excitations. The former gap, known as “electronic gap”
(Ee1), can be measured by a combination of photoemission and inverse photoemission
spectroscopy; the latter gap, the so-called “optical gap” (Eq), can be extracted by
optical spectroscopy. It follows that Eg can be simply defined as

Ep = E¢1 — Eopt. (1.4)

Depending on the value of Ep and the spread of the wavefunction, excitons in
condensed matter can be classified under different types. Wannier-Mott excitons
represent hydrogenic electron-hole pairs delocalized over several unit cells of the
lattice and arise in semiconductors with high dielectric constant (Fig.1.9a). The
other extreme is represented by Frenkel excitons, which correspond to a correlated
electron-hole pair localized on a single lattice site and mostly prevail in solid rare
gases and molecular solids (Fig. 1.9c). Intermediate between these two regimes is
a number of exotic excitations that are typically referred to as CT excitons. In the
language of molecular physics, CT excitons form when the electron and the hole
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occupy adjacent molecules in a molecular structure of an organic semiconductor
[170]; on the other hand, in the language of strong electron correlations, CT exci-
tons embody the lowest-energy neutral excitation that is found in insulating TMOs,
involving an electron in the transition metal 3d orbitals and a hole in the oxygen 2p
orbitals [171, 172]. Irrespective of the origin, the concept of CT exciton is always
related to a transfer of charge from one atomic site to another, thus spreading the
wavefunction over several unit cells and retaining an intermediate character between
the Wannier-Mott and Frenkel limits (Fig. 1.9b).

Studying these collective electronic excitations is of great importance, as it
provides detailed information about the magnitude and spatial distribution of the
electron-hole correlations. The natural technique to probe excitons is represented by
optical spectroscopy at low temperature, as the excitons manifest as narrow peaks
preceding the absorption continuum [163]. Thus, optical spectroscopy alone can
reveal the nature of the lowest-energy charge excitations of an insulator, provided
that the fundamental gap has a direct character. In the presence of a fundamental indi-
rect gap, the determination of Eg by optical spectroscopy alone is hindered and the
situation becomes more complex. We will illustrate an example of such a scenario in
Chap. 4. Additional information on the exciton energy-momentum dispersion, which
offers a precise estimate of the exciton transport properties, are instead provided by
resonant inelastic x-ray scattering (RIXS) and EELS [171, 172].

To describe the properties of the neutral excitations occurring upon photon absorp-
tion or scattering, in the last decade much progress has been made by ab initio theo-
retical calculations. One of the main achievements for theory has been the inclusion
of the screened electronhole interaction involved in the formation of excitons. This
interaction is described in the so-called BetheSalpeter equation (BSE), which solves
for the neutral excitation energies as the poles of a two-particle Green’s function
[173]. The solution of the BSE typically begins with a many-body electronic struc-
ture calculation to solve for the single-particle quasielectron and quasihole. The BSE
formalism subsequently introduces an interaction term that mixes the two types of
charged transitions. Despite being computationally demanding, this technique proved
successful in reproducing the salient feature of the experimental optical spectra of
standard semiconductors and TMOs [174].

Novel frontiers in fundamental exciton research involve the study of exciton
physics in the presence of strong interactions and correlations in complex materials.
Excitons are high-energy bosonic collective excitations and, as such, they are more
prone to undergo severe renormalizations upon interaction with other particles in a
material. In the past, a body of work focused on the renormalization processes that the
exciton experience in simple semiconductors upon chemical- or photo-doping [175].
Several single-particle and many-body effects as Pauli blocking, exciton screening
and carrier-induced bandgap renormalization (BGR) were identified experimentally
and modelled theoretically. More remarkably, research in this area successfully iden-
tified the sources of optical nonlinearity occurring in bulk semiconductors and nanos-
tructures, opening the doors to the use of excitonic materials for applications and
technology [176]. Extending these concepts to the case of strongly interacting and
correlated quantum systems is not trivial, as excitons are likely to interact with the
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phonon field or with other elementary excitations [17]. On the experimental side, one
needs to reveal the fingerprints of such exotic interactions by performing extensive
temperature studies or by applying state-of-the-art techniques. On the theory side,
suitable extension of the BSE should be developed in order to include the effects
of electron-phonon interaction or of a finite doping. In the framework of this The-
sis, these concepts will be deeply explored in Chap.4, in which we report on the
experimental discovery and the complete theoretical modelling of bound excitonic
quasiparticles in the strongly interacting d° insulator anatase TiO». In this regard, the
application of advanced ultrafast spectroscopic techniques paves the route toward a
selective and quantitative estimate of the exciton-phonon interaction, an aspect which
has never been accessible via conventional steady-state methods.

1.2.3 Phonons

Collective excitations of the atoms in a solid are known as phonons. These modes play
a fundamental role in the physics of a crystal, determining its thermodynamic, trans-
port and electrodynamic properties. The description of phonons within the quantum
theory of solids has been the subjects of numerous books [18-20] and it is out of the
scope of this Thesis. In Sect. 1.1.1, we have already explored some remarkable man-
ifestations of the electron-phonon interactions in the strong coupling regime. Here,
in this section, we restrict our discussion to another aspect of primary importance
for the development of the following Chapters, namely the impact that phonons have
on the electrodynamic properties of materials. In this regard, it is useful to distin-
guish between two separate effects: the direct manifestation of phonon modes in the
infrared or in the Raman spectra of a material [160] and the signature that phonons
leave on the high-energy charge excitations of the solid (like the optical bands of
polarons, excitons and uncorrelated particle-hole excitations) [17].

In the first scenario, insightful information on the phonon degrees of freedom at
q = 0 can be retrieved either via direct absorption or via scattering of the electro-
magnetic radiation by a phonon mode in the crystal. Direct absorption relies on a
dipole-allowed process and is achieved by shining a resonant infrared field on the
crystal. As the electromagnetic waves are transverse, they can couple to the trans-
verse optic phonon modes of the solid at ¢ = 0, which thus become observable in
infrared spectroscopy. In contrast, the spontaneous inelastic scattering of radiation
by phonons is a nonlinear process (quadratic in the electric field) and is typically
achieved using photons in the visible or near-infrared range, which interact with the
polarizable electron density and the bonds in the solid. As a consequence, the system
is maintained in a virtual energy state for a short period of time before releasing a
new photon (which is inelastically scattered). The signature of the phonon mode is
left on the scattered photon, which possesses lower (Stokes) or higher (anti-Stokes)
energy than the incoming photon [160].

From the above arguments, a phonon is named infrared/Raman-active if its exci-
tation involves the absorption/scattering of the incident electromagnetic radiation in
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Fig. 1.10 a Real part of the optical conductivity in SrTi;_,Nb, O3 samples at 300 and 7 K for
different values of the doping x. An incoherent band, which is the signature of large polarons in
the material, is found to emerge as a function of doping and shows a satellite-like structure at 7
K. Adapted from [177]. b Temperature-dependent spectra of the dielectric function € = €1 + i€
of SrTiO3, in which the bandgap energy is found to blueshift for increasing temperature. This
anomalous behaviour is a manifestation of the electron-phonon coupling in the material. Adapted
from Ref. [178]

the long-wavelength limit. The emergence of a phonon mode in the infrared or in the
Raman spectrum of a material relies solely on the symmetry of the mode according
to group theory considerations. Typically, when the crystal possesses inversion sym-
metry, Raman-active modes are silent in infrared spectroscopy and infrared-active
modes are silent in spontaneous Raman scattering. This concept is deeply rooted in
the field of molecular spectroscopy, as the rule of mutual exclusion states that no
normal modes can be both infrared and Raman-active in a molecule possessing a
centre of symmetry. However, upon breaking spatial inversion symmetry, the same
mode can simultaneously appear or be silent in both spectroscopies.

Another manifestation of phonons on the electrodynamics of a solid is represented
by their effect on the high-energy excitations of the material. In the simple case of
indirect bandgap semiconductors like Si or Ge, indirect absorption is only related to
the mediation of phonons when impurities and defects are neglected [163]. In more
complex scenarios of intermediate electron-phonon coupling, a series of sidebands
due to coupling to several phonon modes are typically observed in correspondence
of polaron absorption or interband particle-hole excitations. An example is offered in
Fig. 1.10a, in which a large polaron band is shown to develop in the optical conduc-
tivity spectra of SrTi;_,Nb, O3 as a function of doping x and at two different temper-
atures (adapted from Ref. [177]). The sidebands are smeared out in the presence of
strong electron-phonon coupling, leading to broad Gaussian lineshapes manifesting
even at the lowest temperature [17].

More subtle effects of the electron-phonon coupling emerge when temperature
dependences are performed. Both the phonon modes detected in infrared spec-
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troscopy/Raman scattering and the high-energy excitations of the solid are expected
to soften with increasing temperature. This renormalization is accounted for by the
thermal expansion of the lattice and, in the case of the high-energy interband transi-
tions, it is well described by the empirical Varshni model [179]. However, anomalous
situations have also been observed [178, 180, 181], in which the energy of an exci-
tation hardens as the temperature is increased. An example is given in Fig. 1.10b, in
which the temperature-dependent dielectric function of SrTiO3 (adapted from Ref.
[178]) is shown. An anomalous temperature dependence of the direct gap is found.
The description of the microscopic processes behind these effects are a current topic
of research and no conclusive explanation has been provided yet. In the framework
of this Thesis, an anomalous temperature dependence has been revealed in the exci-
ton spectrum of anatase TiO, and associated with the effect of the electron-phonon
coupling at finite temperature.

1.3 Novel Frontiers in the Physics of Collective Excitations

In the previous Sections, we underlined how the study of collective excitations can
decisively shape our comprehension of quantum many-body phenomena in com-
plex matter. Nowadays, this task is being accomplished by two distinct, yet inti-
mately related, areas of research, namely atomic physics and solid state physics. On
the atomic physics side, tremendous developments in the field of trapped ultracold
atomic gases in optical lattices has provided a physical realisation of a variety of
quantum models, both for fermionic and bosonic particles [182]. The use of these
quantum simulators provides a wealth of information concerning the emergence and
the dynamics of several collective modes, which is important for unravelling the
underlying symmetries of a system. In this regard, strong emphasis is being given to
the search for those collective modes that play a fundamental role in elementary parti-
cle physics [183]. On the solid state physics side, the use of advanced spectroscopies
has contributed to the discovery and assignments of novel collective excitations in
quantum materials, whose properties shed light on the presence of interactions and
correlations at the microscopic scale.

As already described above, one of the main frontiers in the latter field involves the
study of the collective excitations under nonequilibrium conditions using ultrafast
spectroscopies. Mapping the temporal evolution of these modes is highly desirable,
as it bears the signature of the low-energy phenomena occurring in the system during
its path to reach the thermodynamic equilibrium. This framework represents the main
subject of this Thesis and, as such, it is applied to a number of materials characterized
by a gradual degree of internal complexity beyond conventional band theory. The
fingerprint of the collective excitations of interest is revealed either in the frequency or
in the time domain, which is a powerful tool for accessing the dynamics of collective
excitations lying at very different energy scales. The extension of this scheme to
retrieve momentum-resolved information represents the future step in this field of
research.
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Fig. 1.11 Pictorial representation of the ultrafast control on a strongly correlated system via reso-
nant excitation of an infrared-active phonon mode. The atoms associated with the eigenvector of the
excited mode are strongly displaced from their equilibrium positions. The excitation of this infrared-
active phonon can trigger additional lattice modes via a nonlinear coupling. A new nonequilibrium
structure is developed and this can favor the emergence of novel quantum phenomena. Credits of
Joerg M. Harms, Max Planck Institute for the Structure and Dynamics of Matter, Hamburg

A relatively new frontier in collective mode physics is strictly related to the con-
cept of “control” under nonequilibrium conditions. This implies either the control
of a specific collective excitation or the control of a material through a collective
excitation. The former scenario holds special promise in magnonics and it relies
on the use of coherent collective excitations in the time domain. These modes are
coherent in the sense that two time-separated optical pulses can enhance or suppress
the oscillation associated with the mode, depending on their mutual separation in
time. As a result, a particular mode can be switched on and off by designing a suit-
ably shaped train of laser pulses. In other words, this is a type of quantum control
based on the interference between a collective mode and itself. This framework has
been particularly studied in the case of phonons in band semiconductors and CDW
materials [184, 185], but its extension to the characteristic modes of magnets and
superconductors is attracting interest for engineering new protocols of coherent con-
trol that may have an impact on technology and applications. An alternative and very
powerful approach is instead based on the control of a material properties through
the excitation of a specific dipole-allowed (i.e. infrared-active) collective mode using
high laser fluences (Fig. 1.11). As these modes lie typically in the THz or FIR spec-
tral range, strong limitations in achieving their intense resonant excitation have been
imposed by the scarcity of suitable laser sources. Recent progress in ultrafast laser
physics and quantum electronics have opened the doors to the implementation of
laser schemes that can selectively excite these infrared-active collective modes in the
THz and FIR range. The impact of this method has been exceptional, particularly in
the field of strongly correlated quantum systems. As these materials are very sensitive
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to external stimuli, tailored photoexcitation of a collective mode can produce a vari-
ety of fascinating, yet still quite unpredictable, effects. The most impressive results
have been achieved by resonant pumping infrared-active phonon modes in high-T¢
cuprate superconductors and in manganites. In the cuprates, this has led to the estab-
lishment of a highly coherent state above T that resembles the properties of the SC
phase [186, 187]. In underdoped (UD) monolayer cuprates of the La,_,Ba,CuQO4
family, the Josephson plasmon resonance has been shown to emerge above T¢ upon
suppression of the stripe order competing with superconductivity [186]. More sur-
prisingly, in UD bilayer cuprates of the YBa,Cu307_s family, this nonequilibrium
state has even been shown to persist up to room temperature (RT) and to involve a
deformation of the crystal lattice which disrupts the competing CDW order [187,
188]. As a result, this ultrafast pathway is likely to stabilize superconductivity. In
the manganites, pumping specific infrared-active modes has led to the creation of
metastable electronic states or to the melting of the spin and orbital orders [149,
189, 190]. As the laser pump pulses used for these experiments are very intense and
are believed to be absorbed selectively by the excited collective mode, the radiation-
matter interaction is highly nonlinear and has paved the route to the development of
the so-called “nonlinear phononics” scheme. The goal here is to reach the control
of the lattice of a material within the framework of ionic Raman scattering [149,
191]. Motivated by these results, new advances in the field are exploring the res-
onant excitation of Josephson plasmons [192] and electromagnons [193], opening
new intriguing perspectives for the future of this research area.

In conclusion, all these developments make the physics of collective excitations a
fertile area of research, justifying the scope of their detailed analysis to gain insights
into elusive low-energy phenomena in many-body systems. Before discussing the
case studies of this Thesis, in the next Chapter we first introduce the spectroscopic
methods aimed at the identification of the elementary excitations in condensed matter
systems. We put special emphasis on the nonequilibrium techniques, as these will
represent the main experimental tool for our investigation.
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Chapter 2 )
Equilibrium and Nonequilibrium oo
Spectroscopy of Condensed Matter

In Chap. 1, we observed that understanding the excitation spectrum of a solid allows
to reveal the elusive GS properties of the solid itself. Within this framework, the field
of spectroscopy holds a huge promise for the future of condensed matter physics.
Spectroscopy deals with the study of the interaction between matter and a specific
source of radiative energy (e.g. the electromagnetic radiation, other particles like
electrons and neutrons, acoustic vibrations, mechanical stress...). Over the last fifty
years, the development of advanced spectroscopic techniques aimed at probing the
excitation spectrum of solids has rapidly improved the approach of physicists to
investigate the behaviour of condensed matter systems. Nowadays, it has become
clear that there exists no unique method for unveiling the hidden physical properties
of a complex solid. Only the combination of various techniques can indeed generate
a detailed description of the quantum processes occurring in a material. The synergy
among the different methods has become extremely beneficial also to theory, as
the validity of the theoretical models can be tested by computing a broad class of
observables that are accessible from a variety of experiments.

For these reasons, in Sect.2.1, we provide a survey of the experimental tech-
niques commonly used for probing the equilibrium (or steady-state) properties of
condensed matter systems. The purpose of this survey is twofold: (i) Highlight that
different probes access distinct observables and manifestations of the GS properties
of the system; (ii) Set the basis for the extension of the steady-state techniques to
their nonequilibrium counterparts. Indeed, one of the current frontiers of condensed
matter research involves the development of novel spectroscopic techniques to reveal
subtle details that have remained undetected from the application of previous exper-
imental probes. In this regard, ultrafast spectroscopies hold great potential, due to
their intrinsic ability of addressing the interplay between different electronic and
structural excitations on the basis of their temporal response. While in Sect. 2.2 we
offer a broad overview on the different classes of ultrafast techniques, in Sect.2.3 we
devote particular attention to the field of ultrafast optical spectroscopy, which is the
main experimental method explored in the framework of this Thesis. After provid-
ing a complete description of the processes monitored by this technique, in Sects. 2.4
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and 2.5 we describe the technical details of the two experimental setups that have
been used for performing the measurements described in the following Chapters.

2.1 Experimental Probes of Elementary Excitations

The aim of equilibrium spectroscopies in solids is to explore, map and interpret the
spectrum of the elementary excitations with high energy and momentum resolution.
In this regard, it is instructive to illustrate the taxonomy of the main excitations char-
acterizing a complex solid, which is indicated by the schematic cartoon of the energy-
and momentum-dependent density of states (DOS) in Fig. 2.1. Besides the low-energy
single-particle excitations in metals (not shown), which give rise to a well-defined
Fermi surface and to low-energy fermionic bands, phonons and magnons dominate
the excitation spectrum up to ~250 meV and possess a characteristic dispersion that
depends on their nature. At intermediate energies, one observes the emergence of
on-site electronic transitions within the d orbitals of transition metal ions (d d tran-
sitions), CT excitations, and excitations across the Mott gap, which display reduced
dispersions because of their localized nature. Finally, at higher energy (up to ~1
keV), the characteristic excitations are the dispersionless core-valence transitions.
Depending on its nature (fermionic vs. bosonic), symmetry and energy, a particular
excitation in the solid can be mapped more precisely using a specific experimen-
tal technique. Moreover, not all experimental methods are capable of accessing the
energy-momentum dispersion relation of the excitations, imposing a limitation in
the amount of information that can be extracted.

Density A
of States

Phonons
0-100 meV d-d,
Excitons i
Bi-magnons leV _ Mo, CT gaps Core-valence
0-500 meV 2-4eV excitations
300-1000 eV

Snergy

Fig. 2.1 Energy-momentum dispersion relation of the main elementary excitations in complex
solids, which can be probed by spectroscopic methods
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In this Section, we review the working principles behind some of the established
spectroscopic probes of condensed matter systems under equilibrium conditions,
putting emphasis on the observables that can be accessed and making a link with the
taxonomy described in Fig.2.1. In this survey, we do not include the experimental
techniques aimed at the investigation of the structural and morphological properties
of materials, as they are out of the scope of this Thesis.

The fundamental properties of a solid depend on its low-energy electronic
structure, i.e. on the details of the energy-momentum dispersion relation of the
fermionic particles. Key experimental tools for the study of the electronic structure
are angle-resolved photoemission spectroscopy (ARPES) and acanning tunneling
spectroscopy/microscopy (STS/STM). ARPES records the photoemission intensity
of electrons residing in the filled states of the material at a specific energy and
momentum, thus allowing for a detailed mapping of the band dispersion, the Fermi
surface and many-body correlations [1]. In contrast, STS/STM measures the tunnel-
ing current, differential conductance, or the height at a specific position, providing
information on both filled and empty states [2]. These two experimental techniques
offer complementary information on the single-particle excitation spectrum of the
material, i.e. the spectrum of the fundamental charged excitations. ARPES does not
provide a high spatial resolution, since the beam illuminating the sample has a typ-
ical spot size ranging from tens to hundreds of micrometers, leading to spatially
mixed and averaged values. In contrast, STS/STM possesses a spatial resolution on
the sub-nm length-scale, thus offering local information and probing the real-space
emergence of inhomogeneous electronic states. As aresult, STM and ARPES provide
high spatial and momentum resolution in the measurement of a material electronic
structure, respectively. The main limitation of these techniques is related to their
extreme surface sensitivity, which often prevents them from retrieving the electronic
properties of the bulk. Despite this weakness, it is widely accepted that ARPES and
STS/STM represent superior techniques for probing the “Fermiology” of quantum
systems, which can be directly compared to the results of ab initio electronic struc-
ture calculations. On the contrary, these techniques are not suitable for accessing the
bosonic excitations of a solid, as they manifest only indirectly via the renormalization
of the electronic structure [3-5].

Another sensitive probe of the electronic structure is optical spectroscopy, which
is performed in the energy region from 1 meV to 10 eV [6]. This method allows
obtaining the two-particle excitation spectrum of the material, i.e. the spectrum of
the neutral excitations of the solid, thus revealing the absorption/emission processes
related to various excitations and collective modes. Indeed, besides measuring the
intraband and interband transitions, optical spectroscopy also unveils the signature of
dipole-allowed transverse collective excitations at q =0, like infrared-active phonons,
plasmons, magnons and excitons. However, it probes only a limited subset of collec-
tive modes (depending on their symmetry) and cannot access their energy-momentum
dispersion relation. The extension of absorption and emission spectroscopies to the
soft- and hard x-ray regimes provides additional information on the unoccupied DOS
and on the local structure of a material.
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Complementary probes of collective modes are therefore needed. An alterna-
tive and very powerful approach to map the collective excitations relies on per-
forming inelastic photon-, electron- or neutron-scattering experiments, like sponta-
neous Raman scattering, RIXS, EELS and inelastic neutron scattering (INS). Each
one of these techniques possesses its own strengths and drawbacks. Spontaneous
Raman scattering gives access to the Raman-active excitations of the solid, provid-
ing insights into their energy, lifetime and symmetry. As the scattered radiation lies
in the visible/near-infrared range, in first order the excitations can be mapped only
close to the I' point of the BZ. Higher-order spontaneous Raman scattering pro-
cesses extend this framework to all modes in the BZ, provided that the simultaneous
creation of excitations is constrained by momentum conservation. Despite its limi-
tations, spontaneous Raman scattering has established as one of the primary sources
of characterization of solids, since it is relatively simple and can be performed under
varying experimental conditions (temperature, pressure, magnetic field). Using this
technique, Raman-active phonons, (bi)-magnons, orbitons, excitons and longitudinal
plasmons have been widely studied [7]. IXS or its resonant version (RIXS) extends
the class of observables probed by spontaneous Raman scattering by using a photon
wavelength of the order of the material lattice constant. In this way, the dispersion
of the elementary excitations can be accessed and the symmetry of such excitations
evaluated by performing a detailed polarization dependence [8]. The cross-section
of the IXS process is especially high at large momenta. Detailed knowledge on the
intermediate q’s regime is offered instead by EELS, which is a very sensitive probe of
the momentum-dependent material loss function from low-energies up to the core-
levels [9]. Its main drawback is associated with the sample preparation, as EELS
requires a transmission electron microscope (TEM) to be implemented and can mea-
sure only carefully-prepared thin specimens. INS is a superior technique for mapping
the energy-momentum dispersion relation of lattice- and magnetic collective modes
over the whole BZ, but, contrary to the previous techniques, it typically requires the
use of large single crystals, posing a limitation to the range of solids that can be
probed.

From this survey, it becomes evident that the different strengths of the established
spectroscopies can successfully provide a unified picture of the equilibrium micro-
scopic properties of complex solids. Despite the wealth of information that can be
extracted, these experiments offer only a time-averaged picture of the underlying
mechanisms governing the physics of these materials. As a consequence, the sepa-
ration of the contributions related to the different degrees of freedom is a challenge.
This aspect becomes particularly limiting in the study of strong interactions and
correlations, as the material properties often result from the coexistence or the com-
petition between different exotic phases of matter. Even in the presence of a single
electronic phase, the interplay between the charge, spin, orbital and lattice degrees
of freedom gives rise to intricate excitation spectra. The same interplay also leads to
the emergence of a number of collective bosonic modes, which play a crucial role in
the charge transport by scattering or dressing the fermionic particles.
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2.2 Ultrafast Techniques

In the previous Section, we concluded that the complexity behind strongly correlated
electron systems calls for experimental methods that are able to disentangle the con-
tributions of the different degrees of freedom. In the last decades, this task has been
accomplished by the so-called ultrafast spectroscopies, which have become a real-
ity thanks to recent advances in femtosecond laser technology. Nowadays, ultrafast
spectroscopy serves as an effective tool for unravelling the many-body dynamics of
atoms, molecules and solids, since the dynamical evolution of a system can be fol-
lowed with a temporal resolution comparable to the timescale of relevant microscopic
processes.

The main idea behind such a nonequilibrium approach is to excited a system using
a pump pulse and subsequently monitor the coupling between different electronic
and structural excitations with a variety of probes. The pump pulse is typically an
ultrashort laser pulse, whose photon energy can be tuned either to optical frequencies
or to the FIR/THz range. The probe can be either an ultrashort pulse of photons
(covering a specific spectral region from the THz to the x-rays) or an ultrashort
packet of electrons. This method allows one to track a variety of observables, like
the single-particle spectral function (via time-resolved ARPES), the two-particle
spectral function (via time-resolved optical spectroscopy), the diffraction pattern
(via time-resolved x-ray or electron diffraction), the inelastic scattering of photons
or electrons (via time-resolved Raman, RIXS or EELS) or the real-space image of
a material (via time-resolved STM and TEM). In other words, depending on the
specific phenomenon that has to be probed, direct insight into the chemistry and
structure of materials can now be achieved via spectroscopy or diffraction with a
sub-picosecond time resolution (Fig.2.2).

From the discussion above, it becomes evident that ultrafast spectroscopy is able
to capture the properties of a given system only in its nonequilibrium state. On one
hand, this represents a strongly limiting factor when these techniques are applied on
strongly correlated quantum systems, as a complete theoretical framework describ-
ing the material properties is already lacking at equilibrium. Hence, it becomes
extremely challenging to predict the pathways followed by a complex material upon
interaction with the pump pulse. On the other hand, ultrafast spectroscopy holds
huge promise when the excitation is carefully prepared and a specific observable of
the system is monitored with a suitable probe. Strongly correlated quantum systems
are particularly sensitive to the application of external stimuli, making them the per-
fect candidates in which to discover hidden phases of matter or to implement exotic
states. At the same time, the use of tailored pulses is being explored as a fertile route
towards the light-induced control and manipulation of the order parameter in these
materials. Among the most relevant results recently obtained within the context of
light-induced phase transitions, we can cite the realization of the metal-insulator tran-
sition in Mott insulators [15, 16], the weakening [17] or the possible enhancement
[18-20] of superconductivity in the cuprates or in organics and the melting of charge,
orbital or spin order in the manganites [21-23]. The extension of these concepts to
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Fig. 2.2 Schematic representations of different ultrafast techniques. In all the figures the photoex-
citation is provided by a near-infrared pump pulse. In trARPES, the probe is an extreme UV pulse
that photo-ejects the electrons in the solid. In ultrafast optics the probe is an optical pulse that probes
the variation in the dielectric properties of the material. In x-ray/electron diffraction, the probe is an
ultrashort packet of electrons or x-ray photons that is elastically scattered by the material and records
its diffraction pattern. In inelastic scattering, the probe is an ultrashort packet of electrons/visible/x-
ray photons that is inelastically scattered by the material and records the spectrum of elementary
excitations. In time-resolved TEM, the probe is an ultrashort packet of electrons travelling in the
TEM column and producing real-space images of the sample. The figure has been adapted from
[10-14]

the field of topological matter is also attracting increasing interest, due to its potential
in the creation of novel topological phases under nonequilibrium conditions and in
the manipulation of the material properties for opto-spintronic applications [24, 25].

2.3 Ultrafast Optical Spectroscopy

In Chap. 1, it was concluded that one of the distinctive characteristics of strongly
interacting and correlated quantum systems is the non-trivial interplay between low-
and high-energy degrees of freedom. The origin of this interplay lies in the electron-
electron and electron-boson interactions, which spread the optical SW as a function
of temperature over a wide energy range and create complex excitations and satellites
extending up to a few eV. Prominent examples of high-energy excitations include
excitons, d-d transitions, Mott and CT gaps or the characteristic spectral signatures of
polaronic carriers. Addressing such a phenomenology is a challenge for experimental
probes. Potentially, one needs a technique that can reveal the temporal hierarchy of
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phenomena occurring in the material and simultaneously monitor the low- (meV)
and high-energy (eV) scales with a temporal resolution of tens of femtoseconds.

A powerful method that fulfills the above-mentioned requirements is represented
by ultrafast broadband optical spectroscopy. The underlying idea behind this tech-
nique is to illuminate a material with an ultrashort laser pulse and subsequently
monitor the changes in the material optical properties with a delayed continuum
probe, covering a broad spectral region in the visible or in the UV (Fig.2.3). This
approach possesses a number of advantages over other steady-state and ultrafast tech-
niques. First, it allows monitoring the renormalization of the high-energy spectrum
of the material under study, which depends on the dynamics of all the low-energy
particle-hole excitations produced by the pump beam. In this regard, special atten-
tion must be reserved to high-energy bosonic collective modes as plasmons and
excitons, since the dynamical evolution of their properties (peak energy, linewidth,
lineshape...) sheds light on the complex many-body processes occurring in the mate-
rial. Second, this technique gives access to the dynamics and intrinsic properties of
low-energy bosonic collective modes that are coherently excited via the Impulsive
Stimulated Raman Scattering (ISRS) process [26] or by a long-lived perturbation of
the electronic ground state [27]. The combination of the ISRS framework and the
use of a broad detection window in the optical range allows one to address one of the
paradigms behind strongly correlated quantum systems [28—34]. When corroborated
by theoretical calculations, this approach provides a very selective and quantitative
estimate of the electron-boson coupling [29-31, 35, 36]. In addition, when some
external parameter (e.g. temperature, pressure, magnetic field) is varied, the change
of the electron-boson coupling can be followed across the phase diagram of the
material [31].

In the description provided above, we have assumed that the pump photoexcita-
tion occurs at a specific photon energy. However, tuning the pump photon energy,

Fig. 2.3 Cartoon of an
ultrafast broadband optical
spectroscopy experiment. A
solid is photoexcited with an
ultrashort pump pulse and its
optical properties are
subsequently monitored in a
broad energy range with a
delayed continuum probe
pulse
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polarization, temporal duration and shape is highly desirable to prepare a correlated
electron system in a well-defined excited state (ES). Several are the reasons behind
the implementation of such an approach in this class of solids: (i) To unveil the
detailed coupling between low- and high-energy excitations [34]; (ii) To investigate
the carrier dynamics and many-body effects under different conditions of photoex-
citation [37]; (iii) To hit specific resonances in the generation process of coherent
collective modes; (iv) to achieve the light-induced control of the material properties
[19, 20].

The concept of developing a nonequilibrium spectroscopy with a highly tun-
able pump pulse and a broad probing range is not a novel one, as it represents the
cornerstone of the so-called “multidimensional” scheme of ultrafast optics. Multi-
dimensional optical spectroscopies represent the optical analogues of multidimen-
sional Nuclear Magnetic Resonance techniques and have been extensively used in
the investigation of species of biological and chemical interest over the last decades.
These methods were first developed in the infrared range [38] as a powerful tool
to probe vibrational couplings, and subsequently implemented in the visible range
for studying electronic/excitonic couplings [39, 40]. Finally, their extension into the
deep-UV has given access to a very rich spectral region for the purposes of ultrafast
biology [41]. In the language of physical chemistry, multidimensional spectroscopies
are typically based on either a “transient absorption” or a “coherent photon-echo”
approach. Since in solid-state physics the probed observable is typically the transient
reflectivity of a material, in the following we will refer to the two schemes as the
“frequency-domain” and the “time-domain” approach, respectively.

The “frequency-domain” technique follows the typical pump-probe scheme, in
which the pump pulse is reduced in bandwidth before interacting with the sample.
During the measurements, the pump photon energy is scanned and narrow band
pump, broadband probe spectra are recorded for a given pump-probe time delay. The
“time-domain” technique (photon-echo spectroscopy) is instead an interferometric
approach thatrelies on the use of four different beams. The optical scheme is designed
such that three beams form three corners of a square and are focused onto the sam-
ple. Here, phase-matching conditions give rise to an echo pulse, which is emitted
towards the fourth corner (Fig.2.4). This echo pulse is collinearly overlapped with
a local oscillator pulse for heterodyne detection. Both the “frequency-domain” and
the “time-domain” methods investigate the same third-order response function of the
material, but differ in the way the response is read out, in the time resolution and
in the internal complexity of the method. Pushing multidimensional spectroscopy to
probe strong interactions and correlations in quantum solids is one of the frontiers
of the field [42].

Irrespective of the complexity of the developed technique, the nonequilibrium
evolution of the system can always be separated in terms of the so-called “incoherent”
and “coherent” responses, which are direct manifestations of the type of interaction
between the pump pulse and the material. The next Paragraphs of this Section are
specifically aimed at providing a deeper comprehension of the temporal response
emerging in a typical nonequilibrium experiment. We separately discuss the origin
of the “incoherent” and the “coherent” response in Sects. 2.3.1 and 2.3.2, respectively.
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Fig. 2.4 Simplified scheme of a “time-domain” multidimensional spectroscopy, based on the
photon-echo configuration. Three broadband ultrashort pulses form three corners of a square and
are focused onto the sample. An echo pulse is emitted towards the fourth corner thanks to phase-
matching conditions. This echo pulse is collinearly overlapped with a local oscillator for heterodyne
detection

2.3.1 Incoherent Response

The simplest mechanism through which an ultrashort pump pulse can interact with
a solid is via dipole-allowed processes. In this scenario, the corresponding matter-
radiation interaction Hamiltonian is linear in the electric field and the dynamics
are governed by the incoherent relaxation of the system. The photoexcited carriers
cool down in femto- to picoseconds, first by distributing the excess energy among
themselves and then by transferring the energy to other degrees of freedom (phonons,
magnons...). To illustrate the details of the dynamics, here we make a distinction
between the case of metals and that of band insulators.

Metals. In metals, the simplest phenomenological description of the ultrafast dynam-
ics is offered by the so-called two-temperature model [43]. In this framework,
the metal is divided into two subsystems, namely the conduction band (CB) elec-
trons with a temperature 7, and the ionic lattice with a temperature 7. The two-
temperature model describes the flow of heat between the electrons and the lattice,
which occurs upon photoexcitation as 7, > 7. The first underlying assumption
of this model is that the electron and phonon subsystems are each maintained in
a thermalized state by Coulomb electron-electron and anharmonic phonon-phonon
interaction, respectively. The time evolution of the energy (or temperature) of the
electron gas and the lattice is given by two coupled equations
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dT,
C, - = V. (. VT,) — H(T,, Tp) + P(t), (2.1
dT,
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where, P(t) is the amount of laser power that is dissipated in a unit volume of the
electron gas and C, and C. are the specific heats of the electrons and lattice, respec-
tively. H is the energy transfer rate between the electrons and the lattice. The term
V - (k. VT,) describes the diffusive electronic heat transport out of the excited region.
Neglecting the heat transport and applying several approximations, these equations
can be re-expressed as

C di = T,(t) — T (t (2.3)

edt —_g[e - L()]v .
dT,

ch—tL = glT.(t) — T, ()], (2.4)

where g is the effective electron-phonon coupling constant, which is proportional
to the square of the electron-phonon deformation potential. Assuming a weak per-
turbation regime (7, — Ty < Ty, with Tj the initial equilibrium temperature), one
can write C.(T,) = yT,, where y is the electronic specific heat coefficient. This
leads the electronic temperature dynamics to be governed by an exponential decay
with a time constant 7, ,, ~ yTy/g. This situation is schematically illustrated in
Fig.2.5a, where the dynamics of the electronic and lattice temperatures are indicated
in red and blue, respectively. For large perturbations, a nonexponential behaviour is
instead predicted. At short time delays, a large slowing down of the 7, dynamics
occurs, which is eventually followed by an exponential decay with time constant
Te, pi as T, approaches T;.

The original two-temperature model and its extensions successfully reproduce
the ultrafast dynamics of noble metals following femtosecond laser perturbation
[44-46]. However, in more complex systems, the two-temperature model fails in
describing the dynamics and alternative frameworks must be used. One common
approach is to increase the number of interacting reservoirs that build up the system,
thus generating a multi-temperature model. For example, a three-temperature model
has been applied to reproduce the demagnetization dynamics in ferromagnetic (FM)
metals (in which the three reservoirs are the electrons, the lattice and the spins, as
schematically represented in Fig.2.5b) [47], or to describe the anisotropic electron-
phonon coupling of high-T¢ cuprate superconductors (in which the three reservoirs
are the electrons, the efficiently coupled phonons and the remaining lattice modes)
[48, 49]. To capture the normal-state properties of cuprates, even four-temperature
models have been applied [50].

Nevertheless, besides the case of simple metals, the validity of these models have
often been doubted, as they imply that a certain degree of equilibrium is present within
each reservoir. Given the short time scales, this assumption is not always valid and
imposes a limit on the applicability of this description. Moreover, for systems with
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(@) Two temperature model (b) Three temperature model
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Fig. 2.5 a Schematic representation of the two-temperature model for reproducing the dynamics
of noble metals. The electronic (7,(t)) and lattice (7 (t)) temperature dynamics are indicated in red
and blue, respectively, and they equilibrate with a time constant . ,; < 1 ps. b Cartoon for a three-
temperature model for materials with a spin degree of freedom. The three interacting reservoirs are
the electrons, the lattice and the spins. Their effective interactions are expressed via the g parameters

a strong electron-boson coupling, the assumption that the electron-electron scatter-
ing is much faster than electron-phonon scattering is no longer valid [51, 52]. In
this case, the initial relaxation of photoexcited electrons proceeds via the emission
of high-energy bosons, which only subsequently release their energy to the elec-
tron system via boson-electron scattering, and to low-energy bosons via anharmonic
decay. In the framework of this Thesis, the latter situation applies to MgB,, which
is a prototypical example of anisotropic Fermi liquid in the strong electron-phonon
coupling regime. Understanding the details of the ultrafast dynamics in this class of
materials represents a new challenge also for theoretical research.

Band insulators. We now briefly describe the incoherent response detected by ultra-
fast optical experiments in the case of band insulators, assuming for simplicity that
no impurities and defects are present in the system. Under this condition, the incoher-
ent response can only be generated by exciting interband transitions with the pump
pulse. In a direct optical absorption process, this leads to the creation of electron-hole
(e™-h™) excitations across the energy gap of the insulator (Fig.2.6). If the incident
photon energy is larger than the gap, the nonequilibrium e~ and 4™ densities possess
an excess energy and occupy different electronic states before relaxing to the bottom
of the respective bands. This in turn influences the dielectric properties of the mate-
rial, as the photoexcitation leads to a redistribution of SW in the solid. A delayed laser
pulse centred around a specific photon energy can therefore reveal the microscopic
processes affecting the ultrafast dynamics in a well-defined spectral range [53].
Typically, as the system evolves towards equilibrium, there is momentum and
energy relaxation among the photoexcited particles [54]. Momentum relaxation
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Fig. 2.6 Schematic Conduction
representation of the e -h™" Band

pair creation following
illumination of a direct
bandgap semiconductor with
a photon energy hwg. The
subsequent intraband energy
relaxation is depicted via
optical phonon emission
with energies hwpy,
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occurs on a femtosecond time scale via elastic and inelastic scattering. On the same
time scale, carrier-carrier scattering of the e~ (h™) results in Coulomb thermalization
and allows the e~ (h™") system to be described by a Fermi-Dirac distribution with
temperature T, (T}). Intraband energy relaxation of carriers proceeds mainly via the
emission of optical phonons (as depicted in Fig. 2.6) and it is usually complete within
several hundreds of femtoseconds. The emitted optical phonons undergo decay into
two or more lower energy phonons via multiphonon mechanisms related to lattice
anharmonicity.

Finally, recombination processes reduce the density of the nonequilibrium car-
riers via radiative or non-radiative relaxation channels. In the absence of defects
and impurities, two-body radiative recombination processes and three-body non-
radiative band-to-band (intrinsic) Auger processes are the primary sources of recom-
bination [55]. Intrinsic Auger recombination refers to the mechanism occurring at
sufficiently high excitation densities, in which an e~-h* pair across the bandgap
recombines non-radiatively by transferring the energy to a third particle. The pres-
ence of impurities and defects in real materials alters and typically dominates the
recombination dynamics, especially at low excitation densities. In simple semicon-
ductors, the recombination dynamics can be unravelled by mapping the evolution
of the decay time as a function of the absorbed laser fluence and fitting it with the
solution of the following phenomenological rate equation [55]

d
d—’t’ — —An — Bn® — Cn?, (2.5)
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where n is the photocarrier density, and A, B and C are parameters determining
the strengths of the different processes. The first term represents the single-carrier
trapping, the second term consists of the radiative decay and trap-Auger mechanisms,
the third term embodies the intrinsic Auger processes.

In more complex materials, the presence of strong interactions between the pho-
toexcited carriers and bosonic degrees of freedom is also expected to modify the
evolution of the system towards equilibrium. A first example is offered by the local-
ization of carriers due to polaronic coupling, as this phenomenon shifts the optical
SW to incoherent bands at low energies, whose dynamics can be detected directly
with a MIR probe pulse or indirectly by following the photoinduced transparency of
the above-gap region [56, 57]. A second example involves the presence of excitonic
features at high energies, as the incoherent renormalization of these bosonic col-
lective excitations is a very sensitive probe of the low-energy many-body processes
occurring in the system [58, 59]. In this regard, Chap. 4 of this Thesis will shed light
on the ultrafast carrier dynamics of anatase TiO, by monitoring the behaviour of its
strongly bound excitons.

2.3.2 Coherent Response

In the previous Paragraph, we described a scenario in which the pump excitation
occurs through dipole-allowed processes, in which the matter-radiation interaction
Hamiltonian is linear in the electric field. Under these conditions, we observed that
the dynamics of the system are governed by an incoherent evolution of the optical
properties. In this Paragraph, we extend the class of phenomena that can be mon-
itored using pump-probe spectroscopy, by including the second-order term of the
matter-radiation interaction Hamiltonian (i.e. quadratic in the electric field). In this
case, the interaction between the pump pulse and the sample can result in a coherent
modulation of the optical properties in the time domain, due to the population of spe-
cific collective modes in the material. This scenario becomes effective when the time
duration of the pump pulse is shorter than the period of the coherent oscillations. It is
important to remark that such coherent modes are typically generated only during the
excitation with ultrashort laser pulses, in contrast to hot incoherent collective modes
that are created during the cooling process of hot carriers for several hundreds of
femtoseconds. The term “coherent” indicates that two time-separated optical pulses
can amplify or suppress the oscillating motion depending on their mutual separation.

The emergence of coherent collective modes in pump-probe spectroscopy was first
reported in 1985 as a periodic modulation of the transient grating signal from organic
materials [60] and subsequently observed in the transient reflectivity of semimetals
[61] and semiconductors [62]. Since then, a body of work has been devoted to coher-
ent optical phonon spectroscopy as a powerful route to probe lattice dynamics and to
estimate the coupling between the electronic excitations and the vibrational degrees
of freedom. More recently, the extension of the technique to strongly-correlated quan-
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tum systems has paved the route to the observation of coherent collective modes of
electronic origin (i.e. magnons, orbitons, charge-density fluctuations) [28, 63-67].
These studies have prompted the development of different theories to interpret
the generation of the coherent collective modes in solids. While the description
can vary from semiclassical to a quantum-field theory, the relevant normal mode’s
coherent amplitude Q is always expressed in terms of a driven harmonic oscillator.
The equation of motion for the coordinate of a normal mode A can be written as

a2 d
dthk +2 ﬂ& +Q20; = F.(0), (2.6)

where €2, /27 is the natural frequency of the undamped oscillator and S is the damping
parameter. By assuming for simplicity 8 = 0, we can solve the equation of motion,
which yields

0,(1) = / dr’Wm’), @.7)
—00 A

with the initial conditions Q; (—o0) = 0 and F(—o0) = 0.
When Q;, is considered as an operator, the quantum mechanical computation leads
to the same result. Indeed, according to the Kubo formula

0 =1+ / At ([0,(1), 01 (V) Fu(t)

- / dUDEL(t — 1) Fu(1), 2.8)

where the retarded non-interacting phonon propagator is

51n(S2q)\t)

D (1) = —%G(I)([qu(t), Q-q.(O)) = —0()—5—— )
q

(2.9)

The function 6(t) denotes the Heaviside step function. While the theory up to this
point s general, the classification of the generation processes arises from the temporal
profile of the driving force F, (t), which can be impulsive or displacive.

Impulsive stimulated Raman scattering (ISRS). In the impulsive framework [26,
68], a broadband optical pulse offers multiple combinations of two photons whose
energy difference matches the energy of a specific mode in the material (Fig.2.7a).
As a result, an impulsive (8-like) driving force initiates the coherent motion on the
electronic GS of the system. More precisely, a polarization in the solid is driven by
the incident light field, which has a fast component corresponding to the laser central
frequency w; and a “slow” modulation corresponding to the pump pulse shape

E@) = &@)e' . (2.10)
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Fig. 2.7 Scheme for the generation mechanisms of coherent collective modes in condensed matter
systems. a,b ISRS; ¢,d displacive excitation. For the two generation mechanisms, the potential
energy surfaces of the electronic GS and ES of the systems are shown in (a) and (c), while the
time-profile of the driving force and the resulting coherent response in (b) and (d)

The frequency w; is typically in the visible range and & (¢) is the pulse shape with slow
dynamics with respect to ;. (typically on the order of 50 fs). The Raman Hamiltonian
for one-phonon light scattering averaged over one cycle of period T = 27 /w,, of the
light wave reads

Hp=—Y F,0. (2.11)
A
with the generalized time-dependent force acting on mode A given by

Vv oe .
F.(t) = Eé"(t)a(a%)é" ®). (2.12)

Here ¢ is the dielectric tensor of the material and its derivative de/d Q; represents
the so-called Raman tensor. As a result, the quantity

2

e-—-e|, (2.13)
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where e is a unit polarization vector, determines the cross-section for spontaneous
Raman scattering. When this force field is substituted in Eq. 2.8, it leads to the same
result as in the classical computation. Clearly, a necessary condition for the mode
to be excited is that it is Raman active, i.e. e/ Q; #* 0. Assuming the presence
of a single oscillator of mass M and frequency €2;, the impulsive force in Eq.2.12
produces an oscillation with maximum amplitude

Q)L,max =

, (2.14)

VZF |0€pum
| ()

2QAMC 8Qk

where the fluence .# measures the energy per unit surface arriving at the sample per
each pulse. The dielectric tensor €pump is the one projected according to the polar-
ization of the pump beam. This ISRS process can occur both under nonresonant and
resonant conditions. Importantly, a resonant excitation leads to the enhancement of
the Raman scattering cross-section, thus amplifying the amplitude of the coherent
modes.

Displacive excitation. The displacive framework is instead achieved when a sudden
shift of the potential starts the coherent oscillation on the electronic ES of the system
(Fig.2.7¢). The potential shift in the ES is achieved by applying a step-function-like
force during the pump excitation process (Fig.2.7d). In this scenario, the ultrafast
laser pulse creates a nonequilibrium carrier density in the material, which then cou-
ples to the bosonic collective mode in question and provides the force F; (t) in Eq. 2.6.
The shift in the equilibrium coordinate is assumed to be a linear function of the pho-
toexcited electron density n(¢). The theory for displacive excitation was originally
formulated to describe the generation of totally-symmetric modes [27], for which
the force F, (t) is proportional to the average value (i.e. isotropic component) of the
excited charge density n(¢). However, this theory can also be extended to the exci-
tation of lower-symmetry modes, provided that the appropriate component of the
excited carrier density is used as the driving force. In this Thesis, we will analyse
the emergence of coherent optical phonons generated via the displacive mechanism
in Chap. 5-7.

A different context in which the displacive excitation also plays a central role
concerns the excitation of coherent acoustic phonons (CAPs) in materials [69-71].
The generation of CAPs is based on the conversion of the optical energy of the
pump beam into mechanical energy by a photoinduced stress o (z,t). The equation of
elastic motion that is used to treat the phenomenology of CAPs is a semiclassical one,
as it is based on the classical approach of wave physics, but includes the quantum
mechanical source term o (z,t). The equation of motion reads

32 02 1 0o(z,t
o _ 3_'4:_M, (2.15)
at? 22 p 0z
where u and p are respectively the displacement and the mass density in the mate-
rial. Importantly, the source term o(z,t) is composed of different contributions,
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embodying the microscopic processes that take place in the CAP generation. At the
time of writing, five different mechanisms have been identified as possible sources
of CAPs: Deformation potential (DP), thermoelasticity (TE), inverse piezoelectric-
ity (PE) [72, 73], electrostriction and magnetostriction [74]. While DP, TE and PE
are generally at play in a broad class of materials, the occurrence of electrostriction
and magnetostriction is rather rare. For this reason, here we briefly discuss only
the three main sources of the photoinduced stress. The DP mechanism is instanta-
neous and is based on the electronic pressure resulting from a spatial redistribution
of photoexcited electrons after pump photon absorption. This redistribution induces
a perturbation of the internal electric fields, forcing the ions to displace from their
original positions. The TE mechanism is instead driven by the electron-phonon ther-
malization, as soon as the electronic subsystem transfers its energy to the phononic
subsystem via phonon emission. An impulsive increase in phonon emission produces
a rapid heating of the lattice and, because of lattice anharmonicity, the temperature
increase produces a TE stress giving rise to the CAP. This process is also known as
phononic pressure. PE is a phenomenon occurring in non-centro symmetric mate-
rials, in which there exists a mutual coupling between a macroscopic electric field
(E) inside the material and the lattice strain. In other words, the separation of the
barycentre of positive and negative charges leads to a strain in the crystal structure.
There are different situations where E exists in a material: external application of a
bias, pre-existing built-in field in the vicinity of semiconductor surface or in a hetero-
junction, a dynamic separation of electrons and holes (Dember field) or the internal
polarization of ferroelectric domains [71]. After the interaction between the pump
and the system, the photoexcited carriers can screen E, thus producing a transient
time- and space-dependent E that induces a stress and launches CAPs. In the general
case, the three effects of DP, TE and PE coupling take part simultaneously to the CAP
generation. In practice, depending on the parameters of the pump photoexcitation
and the material properties, one of them will dominate over the others. In Chap. 4,
we will show how to estimate the relative magnitudes of the DP and TE couplings
for the generation of CAPs in anatase TiO5.

Comparison between ISRS and displacive excitation. In regard to the generation
mechanism, as the bosonic modes interact with light only through the electrons, both
ISRS and the displacive excitation give access to the electron boson coupling in the
system. As a consequence, the two mechanisms differ solely in the nature of the
electronic transition. Based on this argument, the displacive excitation was proposed
to represent a resonant case of ISRS, in which the ES possesses an infinitely long
lifetime [26, 68]. More recently, the model has been refined to account for finite
electronic lifetime, providing more flexibility to reproduce the experimental findings
[75]. One can verify the details of the generation mechanism by studying the phase
of the coherent modes and performing a pump polarization dependence. In the pure
ISRS framework, the coherent modes are expected to give rise to a sine wave as a
function of time; in the language of molecular physics (where these effects have been
extensively studied), this is consistent with a scenario of “wavepacket” dynamics in
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the GS potential energy surface of the system. In contrast, in the purely displacive
excitation regime, the coherent modes manifest in the time domain as a cosine wave;
again, in the language of molecular physics, this corresponds to a framework of
“wavepacket” dynamics in the ES potential energy surface of the system. The two
frameworks of molecular physics and condensed matter physics reconcile in the
picture shown in Fig.2.7. Moreover, the coherent modes driven by ISRS (second
order process) are expected to follow the symmetry of the Raman tensor, while those
mediated by the displacive excitation should obey the polarization dependence of
the optical absorption (first order process). In general, however, a single collective
mode can be triggered via a combination of the ISRS and displacive excitation.

Detection mechanism of the coherent modes. We also discuss the details of the
detection process of the coherently generated collective modes. In principle, a variety
of experimental methods can resolve the coherent modes, provided that the coherent
mode in question acts on the specific observable that is probed by the technique.
Coherent oscillations have been revealed by trARPES [76-78], time-resolved x-ray
[79-83] and electron [84] diffraction, trEELS [85], time-resolved TEM [86] and a
variety of time-resolved optical techniques, including four-wave mixing [60], tran-
sient reflectivity [27, 32-34, 70, 75] and transmission [30, 69], transient magneto-
optical Kerr effect [87, 88] and transient second harmonic generation (SHG) [89,
90]. Here, we concentrate only on the detection mechanism offered by the optical
probes of reflectivity and transmission, since it is relevant to the purpose of this
Thesis. Once a coherent collective excitation is generated, it induces a change in the
dielectric function of the crystal. By treating, for simplicity, the collective coordinate
as a time dependent classical variable Q(t) and assuming the elementary excitation is
slow with respect to the frequency at which the optical properties are observed, then
the Hamiltonian and all optical properties become functions of time. For coherent
optical phonon modes, this leads to a modulation of the dielectric function & that

follows
d

Ae(w, 1) =—47 ) é(a))Q(t). (2.16)
X

where x is the susceptivity tensor and the sum runs over all the modes excited in
the system with a specific symmetry X. In the same way, for a coherent charge
fluctuation, it leads to

dx
dNy

Ae(w,t) = —47 Z (w)ANx (1), (2.17)
X

where the sum runs over all the density fluctuations present in the system, charac-
terized by an operator Ny and a specific symmetry X.
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As a result, when the transient reflectivity (AR/R) of the material is probed,
the time-varying collective mode coordinate Q; induces oscillations in the material
reflectance through the modulation of the dielectric tensor. This is expressed by

R = 0,.(1), (2.18)
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where eprope 18 the dielectric tensor projected according to the polarization of the
probe beam and t is the time delay between the pump and the probe. The first factor
on the right-hand side of Eq.2.18 is known from Fresnel’s equations. Taking the
polarizations such as €pump = €probe and evaluating Eq.2.18 at the time of the maxi-
mum amplitude, one can obtain an equation for the squared magnitude of 0&probe/d O
in terms of experimental quantities. Thus, Eq.2.18 gives access to the full resonant
Raman profile. Since this detection process is governed by the deprepe/0Q, Raman
tensor, linear optical detection can provide information only about the Raman-active
modes.

Extension to broadband spectroscopy. The validity of the above discussion applies
already at the single-wavelength pump-probe level, in which both the pump and
probe pulses are characterized by the same photon energy. A powerful extension
of this technique involves the use of a widely tunable pump pulse, in order to hit
different resonances in the generation process of the coherent bosonic modes. At the
same time, covering a broad detection range with a continuum probe in the vicinity
of a specific high-energy charge excitation (e.g. a polaronic band, an exciton, the
fundamental absorption gap in a semiconductor, the CT/Mott gap in a correlated
insulator...) provides access to the energy-dependent Raman matrix element for the
collective mode under study. This aspect will be deeply discussed in Chaps.5, 6 and
7 in the case of La;CuQOy4, NdBa;Cu30¢,, and TbMnOj3 respectively. Remarkably,
the determination of the Raman matrix elements is important from the fundamental
point of view, as they carry microscopic information on the electron-boson matrix
elements of a certain material [68]. Currently available methods for evaluating the
electron-boson (e.g. electron-phonon) coupling allow one to obtain only averaged
information over all modes (e.g. phonons). In contrast, when corroborated by the-
oretical calculations, ultrafast broadband optical spectroscopy provides a selective
and quantitative estimate of the electron-boson coupling for specific collective modes
[29-31]. From the experimental side, the Raman matrix elements reveal the selectiv-
ity of the pump photon energy and polarization in the excitation process of a specific
collective mode, which opens intriguing scenarios towards the coherent control of
collective modes in complex materials.
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2.4 Ultrafast Broadband Visible Spectroscopy'

In the previous Section, we have highlighted how ultrafast optical spectroscopy has
largely improved since its early implementation on molecules [91-94], noble met-
als [45, 46, 95, 96] and semiconductors [58, 97]. Nowadays, advanced techniques
are even capable of reaching a time resolution of less than 10 femtoseconds and of
capturing the ultrafast dynamics in previously unexplored spectral ranges [98—101].
Assessing the phenomenology of strongly correlated quantum systems requires one
to modify the basic scheme of ultrafast optical spectroscopy in order to: (i) Achieve
a high time resolution and detect possibly excited low-energy coherent bosonic
modes of the material under study; (ii) Offer a broad detection window covering
the region of the high-energy interband transitions of the solid, where the bosonic
modes are likely to resonate; (iii) Provide a high versatility in the determination of
the nonequilibrium optical properties under varying experimental conditions (tem-
perature, magnetic field...); (iv) Obtain a high signal-to-noise ratio to clearly identify
the spectro-temporal features characterizing the ultrafast optical response.

Practically, the extension of this framework to the study of complex solids requires
the development of a suitable cryogenic environment for the sample and, in most sit-
uations, the implementation of a reflection geometry. In the last years, first important
steps towards this goal have been made. A 250 kHz repetition-rate setup has been
used for measuring the broadband transient reflectivity (AR/R) of cuprates [31, 37,
50, 102, 103] and other transition metal oxides [104, 105], offering a high tunability
in terms of pump photon energies and explored temperature range. However, due to
limitations in the time resolution, coherent Raman-active bosonic modes were only
observed up to a frequency of ~19 meV [31]. More recently, a broadband (0.75—
2.40 eV) and high time resolution (9-13 fs) instrument has been implemented with
the same purpose [52]. Nevertheless, up to now, only operation down to 100K has
been demonstrated, due to the challenge of maintaining the same pulse compres-
sion inside a cryostat. This hinders the possibility to probe the strongly correlated
quantum phases emerging at a lower temperature scale.

In the following, we present a versatile experimental setup for femtosecond broad-
band optical spectroscopy in the visible spectral range, which allows us to specifi-
cally address this problem [106]. The apparatus is based on a cryo-cooled amplified
Ti:Sapphire laser and offers an overall time resolution of ~45 fs. The pump beam can
be tuned to different photon energies to explore several excitation conditions, while
the probe is a broadband continuum covering the spectral region from 1.75 to 2.85
eV. The setup has been designed to allow systematic transient reflectivity (AR/R) and
transmissivity (AT/T) studies for different temperatures (8—-340 K) and applied mag-
netic fields (0—1 T). Section 2.4.1 describes the laser system and the optical design of
the setup, Sect.2.4.2 illustrates the design of the cryostat in which the experiments
are performed, Sect.2.4.3 highlights the operation of our instrument in terms of sig-

I'The Sect.2.4 is reprinted with permission from E. Baldini et al., Structural Dynamics 3, 064301.
Copyright 2016 American Institute of Physics.
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nal acquisition and processing. The basic scheme of this setup opens up intriguing
possibilities for the future implementation of low-temperature time-resolved broad-
band magneto-optical measurements and time-resolved spectroscopic ellipsometry
(SE) [107-109].

2.4.1 Laser System and Electronics

Our femtosecond broadband optical spectroscopy setup is laid out in a standard
pump-probe configuration. An overview of the setup and its laser system is given in
Fig.2.8. A Ti:Sapphire oscillator (KM Labs, Griffin), pumped by a continuous-wave
Nd:YVOq laser (Coherent, Verdi-V5), emits ~45 fs pulses at 1.55 eV with arepetition
rate of 80 MHz. The output of the oscillator seeds a cryo-cooled Ti:Sapphire amplifier
(KM Labs, Wyvern-1000), which is pumped by a Q-switched Nd:YAG laser (Lee
Laser, LDP-200MQG). This laser system provides ~45 fs pulses at 1.55 eV with a
repetition rate of 3—10 kHz at a pulse energy of up to 3 mJ [110].

In a basic configuration, a few pJ of the laser output are used for the pump beam
when exciting a sample at 1.55 eV. Optionally, the pump output can be frequency-
doubled to 3.10 eV using a f-barium borate (BBO) crystal, or can be tuned in
the infrared between ~60 meV (20 wm) and 1 eV (1.2 wm) using a commercial
optical parametric amplifier (Light Conversion, TOPAS-C with NDFG stage). The
white light pulse serving as the probe beam is generated by focusing pulses with an
energy of about 1 uJ into a calcium fluoride (CaF,) crystal of 3 mm thickness using
a combination of a lens with short focal distance and an iris to limit the numerical
aperture of the incoming beam. The generated continuum ranges from 1.72 to 2.92
eV and is peaked around 2.20 eV. The CaF, crystal is mechanically oscillated to slow
down crystal degradation by spatial hole-burning caused by the high laser intensity.

Pump laser (amplifier)
2.33 eV, 10 ns, 3-10 kHz, 70 W

Ti:Sapphire amplifier
1.55 eV, 45 fs, 3-10 kHz, 1 mJ PROBE
(optional: TOPAS, 60 meV-1 eV)

delay line

¥ CaF, crystal

PUMP
chopper ? % I

\ | s

A/2-plate

A/2-plate

optional: insert BBO to
double pump photon
energy

cryostat

Spectrometer
with synchronized
CMOS array

fiber
coupler

Pump laser (oscillator)
2.33eV,CW,5W

1.55 eV, 45 fs,
80 MHz, 2.5nJ

(

Ti:Sapphire oscillator

Fig. 2.8 A diagram of the ultrafast broadband visible spectroscopy setup, detailing the laser system
and the broadband pump-probe experiment
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The residual component of the generating beam at 1.55 eV is eliminated using a
high-pass coloured glass filter, and the divergent white light beam is collimated and
focused onto the sample in a dispersion-free manner using a pair of off-axis parabolic
mirrors, impinging onto the sample surface at an angle of 15-20°. The spot sizes
of the pump and probe beams at the sample surface are measured by a CCD-based
beam profiler. Typical full width at half maximum dimensions of the near-Gaussian
profiles are 150 x 150 wm? for the pump beam and 50 x 50 jum? for the probe beam.
The polarizations of the pump and probe beams can be adjusted using half-wave
retardation plates. The time-delay between pump and probe is adjusted via the use
of a retroreflector mounted on a mechanical delay stage (Newport, M-UTM25PE-1),
which is installed in the probe path prior reaching the CaF, crystal for white light
generation.

The specular reflection of the probe beam is collimated into an optical fiber using
an achromatic lens. The fiber couples the beam into a f/4-spectrometer, which uses
a linear complementary metal oxide semiconductor (CMOS) array as a detector
(Hamamatsu, S10453-1024Q). The electronic shutter of the CMOS detector is syn-
chronized to the incoming laser pulses through a series of electronic circuits, sketched
in Fig.2.9. The core piece is a 16-bit analog-to-digital converter that produces a mas-
ter clock pulse train at 11 MHz, fast enough to read out all 1024 detector pixels from
pulse-to-pulse at the maximum laser repetition rate of 10 kHz. The signal derived
from the amplifier pump laser trigger is synchronized to the master clock and ulti-
mately paces the readout operations of the CMOS array. The same trigger signal
is halved in frequency and sent to the chopper controller, which synchronizes the
rotation of the mechanical chopper blade to the incoming laser pulses. The chopper
runs at a quarter of the laser repetition rate, blocking and letting pass pulses in pairs
of pump pulses. This is done to eliminate a particular intensity fluctuation that often
occurs with continuously pumped Q-switched pump lasers that are operated at repe-
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Fig. 2.9 Schematic representation of the synchronization electronics
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tition rates around the inverse lifetime of the gain medium (in Nd: YAG, T =230 pus).
In this regime, the “memory” of the gain medium extends over multiple pulses. Due
to feedback between pulses (a relatively weak pulse leaves more residual gain for
the next pulse, which will be stronger and leave less residual gain for its successor)
repetitive intensity fluctuations are observed at half the repetition rate, often referred
to as a “Ding-Dong” effect. Even when this modulation is very small («1%), it can
give rise to a strong artefact in the measured transient signal. By chopping pulse pairs
(i.e. chopping at 1/4 of the repetition rate) this artefact is fully suppressed.

A gate signal is then created using the reference output of the chopper controller,
and combined with the trigger signal. This gated trigger is finally used to start the
data acquisition process of the CMOS array. Along the way, several extra delays
are added to compensate for cable lengths, beam propagation, and positioning of
the various elements along the beam path. Using this process, it is ensured that: (i)
The electronic shutter of the CMOS array is opened in a time window around the
arrival of the laser pulses; (ii) The shutter is closed between the arrival of pulses
to reduce background noise; and (iii) All detector pixels are read out in the period
between pulses. To compensate for the pump beam fluctuations, a photodiode is also
connected to a channel of the analog-to-digital converter to monitor and eliminate
the fluctuations of the pump beam intensity.

2.4.2 Sample Environment

The cryostat assembly used for optical experiments, shown in Fig.2.10, is based
on a closed-cycle liquid helium cold head (Advanced Research Systems Inc., DE-
204) with a vibration-reducing gas interface. The cryostat expander is mounted to
the laboratory ceiling, while the cold head and cryostat shroud are supported from
the optical table, completely isolating the latter from the strong vibrations of the
expander. The cold head allows for experiment temperatures between 8 and 340 K.
Samples are mounted using fast-drying silver paint on a small copper plate attached
to a copper wire of 2mm thickness descended from the cold head.

The sample shroud is a custom design made of aluminium, allowing for the
application of an external magnetic field, and is fitted to a standard ConFlat flange
using a soft, annealed copper gasket. Optical access is provided via a 1-inch window
port at the front. The window material is chosen according to the pump and probe
energies of the experiment. For experiments in the visible/near-infrared range, CaF,
is used. A turbo pump, backed up by an oil pump, is attached to the back of the shroud,
the proximity to the sample significantly improving the vacuum. The vacuum pressure
is measured by a sensor attached to the cold head shroud. Achievable minimum
pressures range from 10~ mbar at R to 10~° mbar at 10 K. The vacuum is improved
after closing the cryostat by heating up to the maximum temperature over ~10 h.
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Fig. 2.10 The cryostat assembly with the magnet in position. From top to bottom, the assembly
comprises the expander (dark gray), the gas interface (black), the cold head shroud (dark gray), and
the aluminium sample shroud (light gray)

The sample shroud depicted in Fig.2.3 is optimized for transient reflectivity and
ultrafast magneto-optical Kerr effect measurements. The small cubic sample space
of about 1cm edge length allows bringing the poles of an electromagnet (GMW
Associates, 3470) close enough to the sample to achieve in-plane fields ranging from
0 to 1 T. For transmission and ellipsometric measurements, different aluminium
shrouds were designed. In particular, for transient SE, the shroud features probe
entrance and exit windows under 70° with respect to the pump entrance window
(which allows the pump to illuminate the sample under normal incidence).

2.4.3 Signal Acquisition and Processing

In the previous Paragraph, we described the possibility of performing measurements
both in reflection (AR/R) and transmission (AT/T) geometry, depending on the
specific sample (bulk crystal, thin-film...) that is measured. In this Paragraph, we
focus on the acquisition and preliminary processing of the data. For simplicity, we
restrict our discussion to transient reflectivity measurements on bulk crystals.
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The differential reflectivity change AR/R is extracted from the data by calculating
the quantity AR (w, t)

ﬁ(w 1= Rpumped(ws 1) — Runpumped(a)s 1)
R ’ Runpumped (@, 1)

, (2.19)

where Rpumped and Ruppumpea are the two arrays containing the sums over the spectra
received from the analog-to-digital converter. Every individual curve is corrected
for the offset spectrum Rgya(w), which is acquired before every scan by measuring
the light entering the fiber when the probe beam is blocked and the pump beam
is open, eliminating the scattered pump light as well as any ambient light from the
acquired spectra. It is important to note that the sign of the right-hand side of Eq.2.19
depends on the electronic phase offset of the chopper as well as its position along
the beam path, which have to be adjusted properly to obtain the physical sign of the
reflectivity change. Finally, the dataset AR/R(w,t) containing the reflectivity change
at every time delay for every probe energy is retrieved in the form of a rectangular
matrix. In a typical experiment, the acquisition of each matrix is repeated multiple
times to improve the statistics of the measurement. Hence, the experiment strongly
relies on the repeatability of scans, implying the stability of the sample under laser
light illumination for hours.

Acquiring a dataset for one set of experimental parameters (fluence, polarization,
sample temperature) typically requires from few hours to a whole day, depending on
the signal level and the desired signal-to-noise ratio. Before the data are analysed,
the AR/R matrix has to be corrected for the Group Velocity Dispersion (GVD) of the
probe beam. Since the probe beam is not dispersion-compensated after generation of
the white light continuum, the probe pulses arrive at the sample stretched to a duration
of few picoseconds. This is beneficial for the experiment, because it significantly
reduces the momentary probe light intensity in the sample. It is noteworthy that the
probe beam dispersion is not a limiting factor for the time resolution of the setup,
which is given on the detection side by the much smaller effective pulse duration per
detector pixel. The correction of the GVD is done numerically by defining values for
time-zero (i.e. pump-probe overlap) for a number of probe photon energies across
the spectrum by looking at the time traces AR/R(t). Typically, the onset of the signal
can be used as point of overlap. The final result depends on the exact method used to
define time-zero given a certain slope, but consistent results can easily be achieved
due to the fact that the GVD can be represented as a Taylor series with sizeable
contributions only up to third order. While the time traces can be understood in terms
of the sample response to a §-like excitation convolved with the Gaussian shape
of the pump pulse, it is in general not necessary to deconvolve the traces to obtain
the true pump-probe overlap in time. It should be noted, however, that the GVD
correction has an intrinsic uncertainty that cannot be pushed very far below half the
pump pulse duration. The raw data are corrected for GVD by shifting each time trace
by its assigned time-zero value, as well as subtracting any possible offsets caused by
noise in the offset spectrum from Eq.2.19. The matrix is then trimmed around the
edges to eliminate missing data points.
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Integrating over a typical value of 1000 laser shots per acquisition, the setup has
an intrinsic noise level of about 0.1% rms. The main noise sources are given by
the amplifier output noise, which is strongly increased by the nonlinear white light
generation process, the electronic noise of the CMOS array and the noise due to
AD conversion. The signal-to-noise ratio is improved statistically by repeating each
measurement many times, typically up to 100 scans per matrix. In addition, the out-
put of several detector pixels is binned, averaging in energy. In this way, relative
reflectivity changes down to the order of 10~* can be observed. Although the mea-
surable signal variation is several orders of magnitude higher than the one detected
in single-wavelength (i.e. oscillator based) pump-probe experiments, we remark that
the advantage of our broadband probe is to provide a spectrally-resolved picture of
the nonequilibrium optical response, revealing valuable information on the electronic
structure of the material under study. This aspect is particularly crucial when one
aims at unveiling SW transfers occurring on ultrafast timescale in strongly correlated
quantum systems. In addition, for most systems, the pump fluences required for pro-
ducing a reflectivity change of 10~ in the optical range are still within the linear
regime of the sample response [17]. Finally, the use of an amplified laser system is
ideal for the study of photoinduced phase transitions in complex materials, where
fluences on the order of ~ mJ/cm? are typically required [15, 16, 22, 111, 112].

2.5 Ultrafast Two-Dimensional Deep-UV Spectroscopy

In the previous Sections, we described how the combination of a highly tunable pump
pulse and a broad detection scheme can offer new perspectives in the field of ultrafast
optical spectroscopy of strongly correlated quantum system. The main goal of this
Thesis is to reveal the low-energy nonequilibrium dynamics of strongly interacting
and correlated many-body systems by tracking the signature of specific collective
modes either in the time- or energy domain. In the latter case, it is important to
observe that many collective modes of interest (i.e. excitons and plasmons) lie in
the in the deep-UV spectral range. This calls for the extension of broadband optical
spectroscopy to the spectral region between 3.10 and 4.80 eV. A further develop-
ment of this technique towards the multidimensional scheme would help clarifying
the carrier dynamics and many-body effects under different conditions of photoexci-
tation. Only a few broadband pump-probe setups have been reported so far in the UV
range and all of them implement a multidimensional scheme based on a photon-echo
configuration [113—115]. In this regard, the covered spectral bandwidth extends over
less than 0.2 eV in the UV. This limitation is imposed by the stringent requirements
on phase stability and temporal, as well as spatial, chirp control within this scheme.
A different approach relies on the implementation of a transient absorption multidi-
mensional spectroscopy in the UV, that enables measurements with photon energy
windows of 1.3 and 0.9 eV along the probe and pump axis, respectively. This method
is essentially a pump-probe scheme where two pulses are sent to the sample. The
pumping process exploits a small bandwidth tunable pulse, while the probe is a broad
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UV pulse. The scan along different time-delays is repeated while changing the pump
photon energy, leading to the construction of a two-dimensional (2D) spectrum line
by line. The energy resolution is limited by the step in the pump photon energy, while
the time resolution by the duration of the pump pulse.

In the literature, pioneering multidimensional spectroscopy experiments on con-
densed matter systems have been performed either in the visible range [34, 116—118]
or in the THz regime [119, 120]. Thus, our approach opens the doors to the study
of high-energy excitations in wide band-gap insulators with strong interactions and
correlations. In Chap.4, we make use of this technique to investigate the excitonic
spectral features of anatase TiO,, which is a prototypical example of strongly inter-
acting band insulator. Future extensions of this technique to more complex correlated
solids could involve the study of the CT gap in NiO [121] and of the spin-polaron
spectral features of LaSrMnOy [122]. In the following Paragraphs we present the
details of the setup used for the experiments of Chap. 4.

2.5.1 Laser System

The ultrafast broadband UV experiments have been performed using a novel setup of
tunable UV pump and broadband UV probe [93, 94, 123]. An overview of the setup
and its laser system is given in Fig.2.11. A 20 kHz Ti:Sapphire regenerative amplifier
(KMLabs, Halcyon + Wyvern500), providing pulses at 1.55 eV, with typically 0.6 mJ
energy and around 50 fs duration, pumps a noncollinear optical parametric amplifier
(NOPA) (TOPAS white-Light Conversion) to generate sub-90 fs visible pulses (1.77—
2.30 eV range). The typical output energy per pulse is 13 mJ. Around 60% of the
output of the NOPA is used to generate the narrowband pump pulses. The visible
beam, after passing through a chopper, operating at 10 kHz and phase-locked to the
laser system, is focused onto a 2mm thick BBO crystal for performing SHG and
obtaining the UV pump pulse. The pump photon energy is controlled by the rotation
of the crystal around the ordinary axis and can be tuned in a wide spectral range
up to ~0.9 eV. The typical pump bandwidth is 20 meV and the maximum excitation
energy is about 120 nJ. The pump power is recorded on a shot-to-shot basis by a
calibrated photodiode for each pump photon energy, allowing for the normalization
of the data for the pump power.

The remaining NOPA output is used to generate the broadband UV probe pulses
with ~1.3 eV bandwidth through an achromatic frequency doubling scheme. A
simple picture for the achromatic frequency doubling scheme is shown in Fig.2.12.
It comprises two fused silica prisms that spatially disperse and recollimate the visible
beam coming from the NOPA. The resulting spatially chirped beam is focused with a
90° off-axis parabolic mirror on a 200 pm thick BBO crystal. The goal is to match the
angular chirp with the (external) phase matching angle for SHG of all probe photon
energies. The frequency-doubled beam is subsequently recollimated with another
90° off-axis parabola and recombined with two additional CaF, prisms.
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Fig. 2.11 A diagram of the ultrafast 2D deep-UV spectroscopy setup, detailing the laser system
and the broadband pump-probe experiment

Fig. 2.12 Schematic of the
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The pump and probe pulses, which have the same polarization, are finally focused
onto the sample, where they are spatially and temporally overlapped. The full width
at half maximum of the pump and the probe spot size is 100 mm and 40 mm,
respectively, resulting in a homogeneous illumination of the probed region. This
setup can be used either in transmission or in reflection configuration.

2.5.2 Sample Environment

When the femtosecond 2D UV spectroscopy setup is used in the reflection configura-
tion, the investigated single crystals are mounted on a rotating sample holder, in order
to explore the AR/R response along the desired crystallographic axis. The portion
of the probe beam reflected by the polished surface of the crystal is subsequently
detected and the time evolution of the difference in the UV probe reflection with and
without the pump pulse reconstructed. At the time of writing, the setup allows for
measurements only at RT.

In the case of transmission measurements, the sample typically consists of a thin-
film or of a colloidal solution of NPs. In the latter case, the colloidal solution is
circulated into a 0.2 mm thick quartz flow-cell to prevent photodamage of the NPs
and its concentration is adjusted to reach the desired optical density. Alternatively,
for limiting the issues of cross-phase modulation (CPM) in the sample and achieving
a higher time resolution, the colloidal solution can be made flowing in the form of
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0.2 mm thick jet. The probe is measured after its transmission through the sample and
its detection synchronized with the laser repetition rate. The difference of the probe
absorption with and without the pump pulse is measured at different time delays
between the pump and the probe, thanks to a motorized delay line in the probe path.
A schematic representation of the transmission configuration is provided in Fig. 2.13.

After the sample, the reflected/transmitted broadband probe beam is focused in a
multi-mode optical fiber (100 wm), which is coupled to the entrance slit of a 0.25m
imaging spectrograph (Chromex 250is). The beam is dispersed by a 150 gr/mm
holographic grating and imaged onto a multichannel detector consisting of a 512
pixel CMOS linear sensor (Hamamatsu S11105, 12.5 x 250 mm pixel size) with
up to 50 MHz pixel readout, so the maximum read-out rate per spectrum (almost 100
kHz) allows us to perform shot to-shot detection easily. The described experimental
setup typically offers a time resolution of 150 fs, but can be improved to 80 fs with the
adoption of a prism compressor on the pump pulses, at the expenses of a reduction
of the probe bandwidth in the achromatic frequency doubling scheme.
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Chapter 3 ®)
Clocking the Interband Scattering Gzt
in Strongly Interacting Multiband Metals

One of the cornerstones of ultrafast spectroscopy is the ability to disentangle the
carrier dynamics from the response of other degrees of freedom. The origin of this
concept is intimately related to the so-called two-temperature model, the earliest and
simplest phenomenological model describing the nonequilibrium response of con-
ventional Fermi liquids [1]. According to this scenario, the interaction between an
optical pump pulse and the solid solely involves the electronic degrees of freedom,
raising their temperature T, while leaving the lattice temperature T; unchanged.
As the system evolves, energy exchange among the hot electrons and the lattice
occurs until T, = Tr. After that, the system eventually relaxes on longer timescales
to reach the thermodynamic equilibrium. The first strong assumption behind this
model is that the electron and phonon subsystems are each maintained in a thermal-
ized state by Coulomb electron-electron and anharmonic phonon-phonon interaction,
respectively. Moreover, the electron-electron scattering rate is considered to be much
larger than the electron-phonon scattering rate. This, in turn, leads to the description
of the system via two coupled differential equations, whose dynamics is governed
by the electron-phonon coupling constant. Besides requiring small corrections to its
original formulation, the two-temperature model still provides a robust starting point
to interpret the ultrafast dynamics of weakly interacting and correlated metals [2—4].

Going beyond conventional band theory, the two-temperature model is seriously
invalidated when strong electron-boson interaction plays a central role in the physics
of metals and semimetals. Whenever a preferential electron-boson interaction chan-
nel exists, it dominates the carrier thermalization via simultaneous heating of the
bosonic mode. In the last years, a body of work has demonstrated the emergence
of hot optical phonon effects in graphite [5-8] and graphene [9], leading to the
failure of the two-temperature model. Key ingredient to this scenario is the fall of

Parts of this chapter are reprinted with permission from E. Baldini et al., Physical Review
Letters 119, 097002. Copyright 2017 American Physical Society.
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the assumption that the electron-electron scattering proceeds much faster than the
electron-phonon scattering. This is particularly true in semimetals, where strong
electron-phonon coupling arises due to the ineffective screening of the Coulomb
interaction [10, 11]. Clear manifestations of such a strong coupling involve the pres-
ence of Kohn anomalies [12] and the shift of the phonon frequencies upon carrier
doping [13]. In this strong coupling regime, the photoexcited nonthermal electron
distribution has an increased probability to generate hot optical phonon modes before
degrading into a lower energy quasiequilibrium electron distribution. In carbon-based
materials, the formation of such a quasi-Fermi carrier distribution by the combined
action of electron-electron and electron-phonon interaction is found to occur within
250 fs [7, 9]. This suggests that the duration of the nonthermal electron distribution
concurs with the strong electron-phonon coupling to efficiently generate hot phonons
within this first stage of “coupled” dynamics [7, 8].

Differently from cold phonons, hot phonons can be reabsorbed by the carriers,
resulting in a slower electron cooling that persist for several picoseconds [9]. The
strongly coupled lattice modes in graphite are represented by the Eyy interlayer
shear mode and the Ey,, carbon stretching mode [6]. Importantly, due to their high
quantum energies up to 200 meV, these modes can be effectively become hot only
in the presence of high-energy electrons, as those photoexcited by an ultrashort laser
pulse in the optical range. Once set out of equilibrium, hot phonons cool down within
a timescale of tens of picoseconds [5], i.e. the time required by lattice anharmonicity
to dissipate their excess energy via phonon-phonon scattering.

From this discussion, it emerges that photoexciting a strongly interacting
semimetal typically leads to an ultrafast and efficient hot phonon generation. Nowa-
days, this picture is well accepted in a large part of the ultrafast spectroscopy com-
munity and is raising interest in the fields of condensed matter theory and material
science. On the theory side, these phenomena are still lacking a complete and detailed
many-body framework, especially due to the difficulty of developing a nonequilib-
rium approach. On the application side, strongly coupled optical phonons are believed
to hinder the dc transport and cause the energy relaxation of electrons subjected to
high electric fields in carbon-based materials [14]. With this respect, it is important
to underline that in these compounds the hot phonon generation proceeds dramati-
cally faster than in doped semiconductors, in which such phenomenon has been first
explored [15, 16]. This is due to the strong electron-phonon coupling present in these
semimetals and the large phonon quantum energies involved.

A step further in hot phonon research involves the observation of an anisotropic
coupling between different subsets of carriers and a specific phonon. An intriguing
system that can serve as a benchmark for this purpose is represented by the anisotropic
Fermi liquid MgB,. The crystal structure of this material consists of graphite-type
layers of B atoms, separated by hexagonal close-packed layers of Mg. As such,
it shares a similar crystal structure to graphite. More interestingly, this anisotropic
compound provides a rare example of two-band phonon-mediated superconductor
in the strong coupling regime below T¢ =39 K [17]. Thus, in its normal state, MgB,
is characterized by the simultaneous presence of two electronic subsystems, known
as the o and & carriers, governing the low-energy transport and electrodynamic
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properties [18]. The electron-phonon coupling is very asymmetric between the two
electronic subsets, as the o holes display a coupling three times larger than the
7 carriers [19-23]. So far, the existence of a highly anisotropic electron-phonon
coupling in the o - and 7 -bands has been accessed experimentally only in an indirect
way, via quantum oscillations [24] or as a signature of the two superconducting gaps
[25, 26]. The optical phonon branch of interest is the one of the Eo; mode, involving
the in-plane stretching of the B-B bonds and giving rise to a strong peak in the
Eliashberg function o?F(w) around 70 meV [19, 20, 23, 27, 28]. The combination of
multiband behaviour and strong electron-phonon coupling with only one high-energy
mode makes MgB, afascinating candidate in which to observe novel effects related to
hot phonon generation and dissipation. Preliminary evidence for the presence of hot
phonon effects in MgB, has been provided by a recent broadband pump-probe study
in the near-infrared [29], but could not be interpreted in relation to the multiband
framework due to the absence of a clear observable. To overcome these limitations
and disentangle the dynamics of both types of carriers, one needs to selectively
monitor suitable observables under nonequilibrium conditions. In MgB,, the large
disparity of electron-phonon coupling between the two electronic subsystems allows
one to exploit hot phonon effects as a platform for highlighting the dynamics of the
o holes and disentangling it from the response of the 7 carriers. By combining this
observable in the time domain with a spectral feature associated solely with the
carriers, a complete mapping of the charge dynamics within the two bands can be
achieved. This aspect is of pivotal interest in MgB», as it sheds light on a fascinating
topic that has remained elusive over the years, namely the mechanism responsible
for connecting the two bands in the normal state. Depending on its origin (electron-
or phonon-mediated), such interband scattering is expected to take place on a sub-
picosecond or picosecond timescale, which requires the intrinsic time-resolution of
ultrafast spectroscopies to be unravelled.

In this Chapter, we reveal the presence of hot phonon effects and elucidate the off-
diagonal scattering mechanism connecting the two different bands in MgB, [30]. To
this aim, we photoexcite both the o and i carriers with an ultrashort laser pulse and we
subsequently monitor the change of reflectivity in a broad spectral range covering the
plasma edges of the a- and c-axis. While the dynamics of the o carriers is entangled
with the ultrafast response of the hot phonon modes to which they are strongly
coupled, the signature of the 7 carriers is uniquely encoded in the renormalization of
the c-axis plasmon in the material. Thus, the combination of high temporal resolution
and broad probing range allows us to separate the contributions of the o and 7 carriers,
leading to the observation of a phonon-mediated interband scattering mechanism.
Furthermore, this work shows that the photoinduced creation of a hot phonon bath
in a multiband system can be used to selectively trigger a transient increase of the
number of carriers in a given band, opening new perspectives for the selective carrier-
density manipulation via near-infrared light. Section 3.1 is devoted to the description
of the intrinsic properties of MgB,, focusing on its peculiar band structure. This
naturally leads to the discussion of the electrodynamic properties of the material
under equilibrium conditions, which are presented in Sect. 3.2. Section 3.3 illustrates
the spontaneous Raman scattering response of the material, putting special emphasis
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on the role played by the E», mode at q =0. Section 3.4 focuses on our nonequilibrium
study, which leads to the identification of hot phonon effects and the observation of
the o - interband scattering process. Section 3.5 shows the results of the theoretical
calculations that rationalise our findings. Conclusions are given in Sect.3.7.

3.1 Mng

A prototypical multiband system with strong electron-phonon interaction is MgB.,
which crystallises with alternating hexagonal layers of Mg atoms and graphite-like
honeycomb layers of B atoms (Fig. 3.1a). Despite having been synthesised for the first
time in the 1950s [32], this material had not received particular attention for almost
fifty years. The scenario changed tremendously in 2001, following the discovery of
high-T¢ superconductivity at temperatures as high as 39 K [17]. At the beginning, the
high-T¢ was erroneously considered as the signature of an unconventional (i.e. non-
BCS) type of pairing in this material. Soon after, studies of the B isotope effect on
Tc [33] and experiments on the 1B nuclear spin-lattice relaxation rate [34] indicated
that an s-wave phonon-mediated mechanism of superconductivity is instead at play
in MgB;. To correctly describe the BCS-like superconductivity at 39 K in MgB,, the
crucial elements to evaluate were represented by the electronic structure, the phonon
dispersion and the electron-phonon coupling.

The calculation of the electronic structure and Fermi surface of MgB, led to a
first intriguing result [18]. The band structure is shown in Fig.3.1b, as calculated

(@)

Energy (eV)

Fig. 3.1 a Crystallographic structure of MgB, with highlighted Mg and B hexagons. Blue atoms
represent Mg, red atoms represent B. b Band structure of MgB, adapted from Ref. [31]. The Fermi
level Er is at zero energy and the o, w and ¢ bands are indicated. The green arrow represents the
o-m interband transition, while the blue arrow the -¢ transitions that define the c-axis plasmon
energy
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in Ref. [31]. Two distinct electronic bands are observed to cross the Fermi energy
(Ef), namely the quasi-2D hole-like o bands, formed by hybridized s-p, , orbitals
of the B atoms, and the three-dimensional (3D) hole- and electron-like 7 bands
with B p, symmetry. This peculiar electronic structure is at the origin of an exotic
phenomenon emerging in MgB,, namely the appearance of multiple SC gaps. This
two-band superconductivity scenario was first proposed theoretically [35] and soon
confirmed experimentally by a number of studies, including heat capacity exper-
iments [36], ARPES [25], STS [37, 38] and spontaneous Raman scattering [26,
39-42]. The calculation of the phonon dispersion and related electron-phonon cou-
pling led to identify the doubly degenerate mode with Ep, symmetry at I' as the
phonon responsible for the high-T¢ behaviour of MgB, [19, 20, 23, 27, 28]. This
optical phonon involves the in-plane (hexagon distorting) movement of B atoms and
displays a high degree of anharmonicity. The eigenvector associated with this mode
causes a large modification in the orbital overlap between neighbouring B atoms,
thus modulating in particular the energies of the o bonds. As a result, the holes
residing in the o bands along the I'-A direction of the BZ interact very strongly
with this optical phonon branch and display a three-times larger coupling than the
carriers at the top of the r bands [19-23]. The coupling was also predicted to possess
a nonlinear character [27]. The two SC gaps in MgB, arise naturally from the dif-
ferent strengths of the electron-phonon coupling in the o and 7 bands, which have
been successfully modelled via Eliashberg theory [22, 23]. The value of T¢ can be
considered as the result of competing effects of small carrier density in the o bands,
large and nonlinear electron-phonon coupling, and phonon anharmonicity. In this
respect, MgB, represents a very rare system, where multiband physics and strong
electron-phonon coupling coexist and concur in providing peculiarity to the proper-
ties of an otherwise conventional superconductor. For example, if the two electronic
bands were independent, two non-interacting SC condensates would share the same
lattice but display different Ti-s and distinct SC properties. In contrast, in the pres-
ence of a large interaction, the two bands would become mixed and the distinction
of their energy gaps would be removed. In MgB,, the two electronic subsystems
weakly interact through scattering from states in one band to states in the other and
through Coulomb repulsion. This small interaction is responsible for many proper-
ties of MgB,, causing for instance both bands to become SC at the same T¢ but with
different gap energies. One of the main goals of our study is to observe the real-time
crosstalk between the o and 7 bands and to identify the mechanism lying at the
origin of this interband scattering on the basis of its timescale.

3.2 Steady-State Optical Properties

The starting point of our study naturally follows the characterization of the single-
particle electronic structure of MgB, and deals with the electrodynamic properties
of the material. Indeed, optical experiments have provided key insights into the
multiband structure of MgB, and the strength of the electron-phonon interaction.
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Figure 3.2a shows the real part of the optical conductivity o;(w) at RT, in response
to an in-plane (blue curve) or c-axis (pink curve) polarized electric field. The spectra
have been adapted from the SE measurements of Ref. [43]. The in-plane and c-
axis response exhibit a strongly anisotropic character but share a similar metallic
behaviour, characterized by a Drude peak at low energies. In the in-plane response
an intense interband transition also emerges at 2.60 eV. Such interband transition
occurs at the M point of the BZ [44], where a Van Hove singularity strongly enhances
the DOS [18]. As this excitation involves occupied states in the o band below Ep
and unoccupied states in the = band above Eg, it is typically referred to as the o -7
interband transition (indicated as a green arrow in Fig.3.1b).

The metallic nature of the system and the emergence of the -7 interband transi-
tion become also evident in the steady-state reflectivity R(w), which is displayed in
Fig.3.2b as calculated from SE measurements. Consistent with the data of Fig. 3.2a,
we observe the presence of a reflectivity plasma edge that extends up to 2.00 eV in the
in-plane response and to 2.60 eV in the c-axis response. While the in-plane plasma
edge is significantly broadened by the presence of the intense interband transition at
2.60 eV, the c-axis plasma edge is very sharp.

In the electrodynamics of the material, the contrast between the two subsets of
carriers emerges from the different anisotropies of the plasma frequencies w,, , and
wp, contributing to the in-plane- and c-axis responses. Indeed, from previous optical
studies, it was concluded that the cylinder-like 2D o bands possess a negligible
electromagnetic response along the c-axis and play a relevant role only in the in-plane
conduction [43-45], in agreement with measurements of the Hall coefficient [46].
As a consequence, the c-axis optical response of MgB, is totally dominated by
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Fig. 3.2 a Real part of the optical conductivity and b reflectivity of MgB, measured via SE at
RT along the a-(blue curves) and c-axis (pink curves). The data have been adapted from Ref. [43].
The red arrow indicates the pump photon energy and the grey shaded area the probing range of the
nonequilibrium experiment
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the contribution of the more 3D & bands. This scenario has been further refined
by theoretical calculations of the o and & contributions to the plasma-edges [47].
Hence, the in-plane bare plasma frequency reflects a mixed response between the o
holes and 7 carriers, while the c-axis bare plasma frequency is an extremely sensitive
probe of the 7 carrier density.

The importance of the plasma frequency calls for a deeper investigation of the
real part of the dielectric function €, as it can reveal insightful information on the
existence of collective plasmon modes in correspondence to the drop in reflectivity.
The real part of the dielectric function €; is shown in Fig.3.3a. While the in-plane
response maintains a negative sign over the whole spectral range, the c-axis response
changes sign in correspondence to 2.65 eV. This zero-crossing in € is the signature
of a longitudinal plasmon mode appearing at the screened plasma frequency wj, . =
2.65 eV. Correspondingly, a peak is expected to take place at the same energy in the
loss function of the system.

This plasmon has been subject of intensive theoretical and experimental study
in the past [31, 48-51]. Although this bosonic mode has no relevance to supercon-
ductivity [50], from the previous discussion it is evident that such a plasmon has a
strong impact on the dielectric and electrodynamic properties of the material [43,
48], leading to the two-colour nature of MgB, depending on the incident light polar-
ization [43]. Ab initio calculations highlighted that the energy of this collective mode
is mainly determined by the interband transitions from the B & to the Mg ¢ bands,
which possess an almost parallel dispersion in the I'-K-M plane of the BZ (indicated
with the blue arrow in Fig. 3.1b) [49]. Correspondingly, its real-space charge distri-
bution involves coherent charge fluctuations between parallel sheets of B and Mg
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Fig. 3.3 a Real part of the dielectric function of MgB, measured via SE at RT along the a-(blue
curves) and c-axis (pink curves). The c-axis response changes sign around 2.65 eV, indicating
the emergence of a plasmon mode. The data have been adapted from Ref. [43]. b Calculated and
measured energy-momentum dispersion relation of the c-axis plasmon. The experimental data are
indicated as symbols on top of the calculated cosinusoidal dispersion and have been obtained using
different experimental energy resolution conditions. The figure has been reprinted with permission
from Y. Q. Cai et al., Physical Review Letters 97, 176402. Copyright 2006 American Physical
Society [48]
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atoms. Finally, the dispersion of this collective mode far from q = 0 has been inves-
tigated by EELS and IXS measurements [48, 51]. Remarkably, it was found that due
to the strong coupling between single-particle and collective excitation channels in
MgB,, the conventional Landau-damping mechanism does not restrict this mode to a
small fraction of the momentum space [52], leading to the extension of its sinusoidal
dispersion to higher BZs along the c¢* axis [48]. The energy-momentum dispersion
relation of the c-axis plasmon is shown in Fig.3.3b, which has been adapted from
Ref. [48].

Despite the wealth of information that can be extracted by steady-state electrody-
namic measurements like optics, IXS and EELS, these experiments provide only a
time-averaged picture of the underlying charge dynamics. This hinders the possibil-
ity to directly observe dynamical phenomena as the interband scattering between the
two different bands. To this aim, in Sect.3.4, we apply ultrafast broadband optical
spectroscopy on MgB, to unravel the details of the charge dynamics occurring upon
photoexcitation.

3.3 Spontaneous Raman Scattering

In Sect. 3.1, we discussed the crucial role played in MgB, by the E», bond-stretching
phonon branch in providing the glue that binds the carriers into pairs. In this Section,
we describe the emergence of this mode and of other peculiar collective excitations,
as detected by spontaneous Raman scattering. The purpose of this discussion is
twofold: (i) To introduce the underlying properties of the “glue boson” of MgB, in
the long-wavelength limit q = 0; (ii) To illustrate how MgB, can be considered as a
prototypical system where to study exotic Raman-active low-energy collective modes
that may emerge also under nonequilibrium conditions within the ISRS framework.
All these features make MgB, a natural playground for the study of many-body
effects even in the absence of strong electron-electron correlations.

Figures 3.4a and 3.4b show the resonant Raman response of MgB, in the Ej,
and A, scattering channels, respectively. The data, adapted from Ref. [42], have all
been measured at 8 K, and the normal state response has been obtained by applying
a static magnetic field of 5T along the material c-axis direction. To provide resonant
enhancement to the measured excitations, the E,, signal has been measured using
an incident photon energy of 2.57 eV, while the A;, response using a photon energy
tuned at 1.65 eV.

‘We observe that in both scattering configurations the response involves electronic
and phononic contributions. The E;; symmetry channel comprises a threshold of
Raman intensity at 3—5 meV and a sharper peak at 13 meV. These low-energy fea-
tures are suppressed once the material is driven in the normal state. These are the
signatures of elementary excitations of electronic origin, associated with Bogoliubov
quasiparticles in the system. This pair-breaking peak (typically referred to as coher-
ent SC peak) is a representative feature characterizing all superconductors, since it
arises from the breaking of the Cooper pairs in the SC state [53]. More precisely,
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Fig. 3.4 Spontaneous Raman scattering spectra of an MgB, single crystal in the normal (red) and
SC (blue) states for the (a) Ezg and (b) Ajg scattering channels. The data are adapted from Ref.
[42]. All measurements are performed at 8§ K and the normal state has been achieved by applying a
5T magnetic field parallel to the c-axis

during the Raman process, the incoming photon breaks a Cooper pair of energy 2A;
on the Fermi surface and the photon that is scattered retains a signature of this excita-
tion showing a decreased photon energy of 2A;. Concerning MgB,, we observe that
the threshold at 3-5 meV does not evolve into a clear pair-breaking peak because
the probed material was in the dirty limit. However, being a (charged) reflection
of the SC gap, this pair-breaking peak allows gaining insightful information on the
symmetry of the SC gap and on the possible coupling of superconductivity with
other elementary excitations. The presence of two superconductivity-related peaks
in the Raman spectra of MgB, has always been considered as a strong evidence in
favour of the multi-gap SC nature of this material, in which the two gaps are 2A,,
and 2A,. Hence, it is not surprising that, after the discovery of MgB,, spontaneous
Raman scattering has played a crucial role in confirming experimentally the coex-
istence of two distinct gaps [26, 39-42]. As demonstrated also by other techniques,
the symmetry of the SC gap in MgB; is s-wave (with a slight anisotropy), leading to
the invariance of the pair-breaking peaks’ energy under different Raman scattering
geometries.

The high-energy part of the Ey, spectrum is instead dominated by a broad band
centred around 80 meV. This is the only Raman-active phonon allowed in this symme-
try channel from group theory considerations and corresponds to the above described
E, bond-stretching mode. As already observed, this mode strongly couples to the
o holes, thus making MgB, an anisotropic Fermi liquid in a strong electron-boson
coupling regime. The unusual broad linewidth of this mode in the Raman spectra
has been subject of extensive debate [26, 28, 40, 42, 54]. As the role of impurity
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scattering can be excluded, the two remaining contributions are: (i) Strong phonon-
electron coupling; and (ii) Anharmonic decay into lower energy phonons. While
Density Functional Theory (DFT) calculations point towards a negligible effect of
phonon anharmonicity [28], the analysis of the phonon self-energy at q = 0 suggests
that o carriers cannot represent a scattering channel [54]. Nowadays, a consensus
has been reached in that the main origin of the E», phonon linewidth is represented
by its giant anharmonicity [42].

In the A;, scattering geometry, different structures become evident. For our pur-
poses, we do not discuss the details of all the other features above 20 meV in Fig. 3.4b,
since they are due to two-phonon modes arising from flat portions in the phonon dis-
persion as measured via IXS [28]. Here, we restrict our discussion to the origin of the
broad feature emerging around 10 meV. Remarkably, this feature is related to the SC
state but it is active only in the A g scattering channel. Tuning the excitation photon
energy towards the o -7 interband transition (i.e. performing a resonant Raman exper-
iment as in Ref. [42]) results in the suppression of this mode, thus suggesting that the
mode acquires more contrast when the electronic continuum above the fundamental
threshold of the SC gap is weaker. This feature has been assigned to the spectral fin-
gerprint of the Leggett collective mode, which arises in multiband superconductors
containing two coupled superfluids due to a simultaneous cross-tunneling of a pair
of electrons [55]. As observed above, the two superfluids in MgB, are represented
by the o and m condensates, which are neither strongly interacting nor totally inde-
pendent. The weak coupling between the two condensates allows a mutual crosstalk
via dynamical oscillations of Cooper pairs. These in turn produce small fluctuations
of the relative phases between the two superfluids, but the total electron density is
maintained constant at every spatial point of the material. In a multiband supercon-
ductor where the Leggett mode is below the pair-breaking peaks, it is long-lived due
to the absence of scattering channels. In MgB,, as the Leggett mode lies between A,
and A,, it is expected to rapidly relax into 7-band quasiparticles within a couple of
tunneling oscillations [55]. A complete theoretical treatment of the emergence of the
Leggett mode in the A, Raman response of multiband superconductors is provided
in Ref. [56]. Recently, from the analysis of ARPES data, it was suggested that not
only the E;, bond-stretching mode but also the Leggett mode strongly interact with
the quasiparticles, leading to a pronounced renormalization of the Fermi velocity in
the energy-momentum dispersion relation close to the Fermi surface [57].

After presenting the possible collective modes that can play a fundamental role
in our nonequilibrium dynamics of MgB,, in the following we describe the results
of our pump-probe study where we elucidate the scattering mechanism between the
o and 7 bands.

3.4 Ultrafast Broadband Optical Spectroscopy

In our experiments, we use an ultrashort 1.55 eV laser pulse to set the o and 7
electronic subsystems of MgB, out of equilibrium and follow the o-7 interband
scattering by probing the variation of the sample reflectivity (AR/R) with a broadband
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pulse covering the plasma edges of both axes. In Fig. 3.2a, b, the pump photon energy
is represented by a red arrow and the probed spectral region is highlighted with a
grey shaded area. We use a high-quality (0001)-oriented MgB, thin-film, which has
been carefully handled to prevent its oxidation upon exposure to air (more details are
given in Appendix A.1). In our geometry, the in-plane polarized pump beam hits the
sample surface at normal incidence and it is in-plane polarized; the probe beam is
directed towards the sample under an angle of 15°, primarily detecting the in-plane
plasma edge but also exploring the c-axis response.

Figure 3.5 shows the colour-coded map of AR/R at 10K as a function of the probe
photon energy and time delay between pump and probe. Direct inspection of the map
reveals three features evolving in time: (i) A broad positive contribution centered
around 2.15 eV (labelled P,), which has a straightforward correspondence with the
in-plane plasma edge (see Fig.3.2b); (ii) A broad negative background covering the
2.55-2.90 eV spectral region, which mirrors the o-7 interband transition centered
around 2.78 eV; and (iii) A narrow feature around 2.67 eV (P.), which overlaps with
the broad interband transition and becomes stronger with increasing time delay. This
feature is assigned to the c-axis plasmon of MgB,, as discussed below.

All features become more evident in the transient spectra at selected time delays.
Figure 3.6a, b collect the AR/R spectra during the rise and the decay of the response,
respectively. During the rise (Fig.3.6a), the positive feature P, undergoes a slight
redshift of its maximum, while the barely observable peak of feature P, does not
evolve in energy. In the relaxation (Fig.3.6b), three salient effects take place: (i)
Both the low-energy zero-crossing point around 1.80 eV and the peak of the feature
P, shift to higher energies as a function of time; (ii) An isosbestic point in AR/R
develops around 2.50 eV; (iii) The feature P, reinforces its weight over time and
undergoes a pronounced blueshift. The detailed temporal evolution of the P, peak is
mapped in Fig.3.7.

Fig. 3.5 Colour-coded map
of AR/R at 10K as a function
of probe photon energy and
time delay between pump
and probe. The pump photon
energy is set at 1.55 eV and
the absorbed fluence is 1.2
mJ/cm?
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Fig. 3.6 a, b Transient spectra of AR/R for different time delays during (a) the rise (b) the decay
of the response
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Complementary information is provided by the AR/R temporal dynamics. Several
time traces are shown in Fig.3.8a,b at representative probe photon energies. We
observe that the signal displays a much longer rise time than the response function
of our set-up (45 fs), reaching its maximum absolute amplitude at 170 fs. More
remarkably, the AR/R decay depends on the probe photon energy, as the relaxation
dynamics in correspondence to the feature P, (2.67 eV) differs from the one governing
the rest of the spectrum. As expected from Fig. 3.6b, on the low-energy side (red trace
at 1.80 eV in Fig. 3.8a) the signal undergoes a sign change over time, consistent with
previous single-wavelength pump-probe experiments in the normal state [58, 59].
These results are rather independent of the sample temperature, except that the feature
P, becomes sharper for decreasing temperatures.
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Fig. 3.8 a Normalized AR/R temporal traces up to 2.5 ps at 10K for different probe photon
energies, indicated in the labels. b AR/R temporal traces up to 12 ps in correspondence of the P,
and P, spectral features

We first consider the evolution of P, and of the interband transition features. Recent
broadband pump-probe experiments covering the 0.75-1.40 eV spectral range of
MgB; have revealed a negative sign in the AR/R response [29]. Thus, the positive
sign of P, in our spectra is compatible with an instantaneous broadening of the a-axis
plasma edge in the rise of the response. Moreover, during the same rise time, the
a-axis plasma edge blueshifts significantly, which is evidenced by the AR/R zero-
crossing evolution. Similarly, during the relaxation, the a-axis plasma edge narrows
and redshifts over time, which is evidenced by the AR/R zero-crossing evolution.
The negative background in the 2.50-2.85 eV region suggests that an ultrafast change
of the o -7 interband transition has also occurred after the photoexcitation, involving
a broadening of its shape.

We now focus on the assignment of the feature P., which comprises a very nar-
row peak in correspondence to the c-axis plasma edge. A simple phenomenological
explanation for the presence of a sharp peak in the AR/R spectrum of an ideal metal
can be provided by recalling that, at high frequencies, the dielectric function €;(w)

can be written as 5
k!

@p
€1(@) = €0 — 2, (3.1)
1)
where €, is the high-frequency dielectric constant, a);‘f = 4g7ie’/m and m is the
electron mass. By assuming that the main effect of the pump pulse is to change the
effective carrier concentration 7, it results that
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Hence, AR/R displays a peak at ), i.e. the energy at which €; =0. The same argument
applies to the loss function L(q, w) = Im[e~!(q, w)], where q is the momentum
transfer. Therefore, the increase of 7 implies a rigid shift of the plasma edge towards
higher energies. Following these considerations, we naturally assign P, to the c-axis
longitudinal plasmon mode, which consistently lies at ~2.65 eV in the equilibrium
optical spectra (i.e. in correspondence to the zero-crossing of €; at q = 0).

3.4.1 Fluence Dependence

We now investigate how the feature P, is renormalized as a function of the incom-
ing pump fluence. In this regard, we perform a fluence dependence at RT by vary-
ing the absorbed fluence of one order of magnitude in the range 0.24-2.4 mJ/cm?.
Figure3.9a,b show the AR/R spectra at different absorbed pump fluences and for
a time delay of 170 fs and 2.4 ps, respectively. The values of the corresponding
absorbed pump fluence are given in the labels. The wiggles that emerge in the spec-
tral range 1.80-2.40 eV are artifacts due to an interference pattern affecting our probe
pulse during the fluence dependence.

In correspondence to the maximum of the response (170 fs, Fig.3.9a), the c-
axis plasmon peak is barely visible and becomes more apparent only for increased
pump fluence. In addition, a redshift of ~20 meV manifests when the absorbed
pump fluence is increased from 0.24 mJ/cm? to 2.40 mJ/cm?. At long time delays
(2.4 ps, Fig.3.9b), the c-axis plasmon is more evident and a similar redshift of ~20
meV is retrieved in the peak position when the absorbed pump fluence is increased
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Fig. 3.9 Transient spectra of AR/R at RT for different absorbed fluences for a delay time of (a)
170 fs (b) 2.4 ps
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from 0.24 mJ/cm? to 2.40 mJ/cm?. These shift can be interpreted as plasmon optical
nonlinearities induced by the effect of the pump pulse and will be addressed in detail
in Sect.3.5.4.

3.4.2 Photoexcitation Mechanism

To correctly interpret the observed ultrafast dynamics, it is crucial to clarify how the
electrons of MgB, are affected by the interaction with the near-infrared pump pulse
at 1.55 eV. Since the pump photon energy lies below 2.40 eV, it is not sufficient to
efficiently induce the in-plane o - interband transition. On one hand, we can expect
that the tails of both oscillators associated with the -0 and the o-m interband
transitions can provide a contribution to the excitation process [43]. On the other
hand, energy transfer from the laser to the electron system is expected to occur
mainly via free-carrier absorption processes. This idea is confirmed by observing
that the laser pulse at 1.55 eV lies also on the tail of the Drude response in the a-axis
optical conductivity shown in Fig. 3.2a. However, it is well established that the g-axis
optical conductivity of MgB, can be described only by assuming a two-component
Drude response, due to the contributions of both ¢ and 7 carriers [43, 45]. Thus, it
becomes crucial to establish whether our laser pulse at 1.55 eV selectively excites
one type of carriers or if it exchanges energy with both electronic subsystems.

To clarify this point, we quantified the relative contribution of the o and 7 carriers
to the equilibrium Drude response at 1.55 eV by performing an ab initio simulation
of the optical properties of MgB, including one type of electronic subsystem at a
time. The two contributions to the optical conductivity are evaluated on the basis of
the calculations reported in Ref. [43]. The results are shown in Fig. 3.10a,b and show
that both electronic subsystems provide a sizeable response to the electromagnetic
field at 1.55 eV.

As a result, we conclude that our pump pulse is not able to selectively excite the
carriers residing in either the o or the 7w band and that both electronic subsystems
undergo an increase of their temperature T, , and Te ,; upon interaction with the pump
pulse. Irrespective of the details of the photoexcited carrier density, it is important
to observe that our pump pulse lies in the near-infrared spectral range, thus enabling
the photoexcited carriers to generate high-energy phonons. This argument will play
a crucial role in the interpretation of the data, as will be explained in the following
Sections.

Finally, we observe that our results are rather independent of the sample temper-
ature, except that the feature P, becomes sharper for decreasing temperature. The
insensitivity of the transient response to temperature is due to the large absorbed
fluence regime (0.2-3 mJ/cm?) of our experiment, which exceeds the threshold for
the complete vaporization of the SC condensate by two orders of magnitude [58,
59]. At 10 K, we can safely assume that the pump pulse suddenly melts the SC order
parameter and drives MgB, into its normal phase. The recombination dynamics of
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Fig. 3.10 a Relative contribution of the o and 7 carriers to the equilibrium Drude response, on
the basis of the calculations reported in Ref. [43]. b Zoom of the calculations shown in (a) in the
vicinity of the pump photon energy at 1.55 eV

the quasiparticles into Cooper pairs occurs within hundreds of picoseconds [58, 59],
i.e. outside our temporal window. Therefore, in the following, we will neglect the
presence of effects associated with superconductivity.

3.4.3 Anisotropic Drude-Lorentz Model

After establishing the effect produced by the pump pulse upon interaction with MgB,,
it is crucial to obtain more quantitative insights into the carrier dynamics along the
a- and c-axis. To this aim, we fit an anisotropic Drude-Lorentz model to the static
data of Ref. [43] and to our time-resolved data at RT. This allows us to disentangle
the a- and c-axis contributions to the AR/R caused by the 15° angle of incidence of
our probe beam.

Due to the higher quality of our sample compared to the one used in Ref. [43],
we increased by ~8% the c-axis bare plasma frequency to achieve a better fit. The
spectral features covered by our probe range are the a-axis plasma edge, the a-axis
o-m interband transition transition and the c-axis plasma edge. For what concerns
the boundary conditions in the Drude-Lorentz model, we fixed the parameters that
did not influence the ultrafast dynamics. This was done by first letting all parameters
free and monitoring which of them gave rise to a flat evolution as a function of time.
One example is represented by the energy of the o -7 interband transition oscillator,
which was found not to vary with time. Fixing the irrelevant parameters also allowed
us to reduce the overall noise on the final results. Following this procedure, we could
limit the fit of our model to six free parameters: The bare plasma frequencies @), 4
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and w, . along the a- and c-axis, the corresponding dampings I', and I';, and the
plasma frequency and optical scattering rates of the a-axis o -7 interband transition.
This provided a reliable fit of the AR/R data while enabling us to identify the physical
origin of its features. The fit was performed separately for the spectra at RT (to match
the temperature of the steady-state data) at each time delay, covering a temporal
window up to 2.4 ps. The robustness of the fit is evidenced by Fig.3.11a,b, where
we show the results in correspondence to the rise (170 fs) and decay (2.2 ps) of the
response. We observe that the fit is an excellent match to the experimental data. We
note that the fit does not converge if @, 4/ are not left free but are forced to redshift
after the interaction with the pump pulse. This also confirms the reliability and the
analysis of the presented results.

By iterating this procedure over the probed time window, we can map the temporal
evolution of the bare plasma frequencies (w, ,—. in Fig.3.12a) and optical scattering
rates (I', o in Fig.3.12b), which respectively control the position and damping of
the plasma edge. We obtain an ultrafast blueshift of the a-axis plasma frequency
wp.q (violet dots, Fig.3.12a), accompanied by a simultaneous increase of the a-
axis scattering rate I', (violet dots, Fig.3.12b). After 170 fs, w, , redshifts with a
timescale of several picoseconds, while I', relaxes to its equilibrium value within ~1
ps. Remarkably, we observe that the temporal evolution of I', agrees with the results
of the broadband pump-probe measurements of Ref. [29]. However, in contrast with
previous results, the dynamics of w), , is a completely new observable that becomes
apparent only when the broadband probe is tuned in our spectral region. Signatures
of this behaviour were already evident in Ref. [60], but never discussed. Of particular
importance is also the temporal evolution shown the c-axis Drude contribution (blue
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Fig. 3.11 Results of the anisotropic differential Drude-Lorentz model on the AR/R spectrum at
RT for a delay time of (a) 170 fs and (b) 2.2 ps. The original data are shown as solid red lines,
the resulting fit as solid violet lines, the a- and c-axis contributions in dashed pink and blue lines,
respectively
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Fig. 3.12 Temporal evolution of a the bare plasma frequency w, ,—. and b the optical scattering
rate I',_. along the a- (pink dots) and c-axis (blue dots)

dots, Fig.3.12a,b). The w, . undergoes a slow blueshift within 1 ps (anticipated in
Fig.3.6¢), followed by its stabilization around a constant value. Instead, I, slowly
rises with a timescale of ~300 fs, before decreasing again after 1 ps.

3.5 Theoretical Calculations

In the previous Section, our quantitative model has shown that both the a- and c-
axis bare plasma frequencies increase after the arrival of the pump pulse, albeit
with different timescales. While w,, , increases within the first 170 fs and decays
on the order of tens of picoseconds, w, . displays a delayed blueshift within 1 ps
and stabilize around an increased constant value. This behaviour is very anomalous,
especially in relation to the increased temperature that the electrons reach out-of-
equilibrium after the interaction with a pump pulse. Indeed, it is well established
that conventional Fermi liquids show a decrease of the bare plasma frequencies
as T. increases. An opposite behaviour is instead observed in semimetals, which
are characterized by a strongly varying electronic DOS near Eg. Our data support
a scenario that is very similar to the physics of a semimetal. In this regard, we
need to recall that MgB, is a multiband and anisotropic Fermi liquid in the strong
coupling regime and, as such, its plasma frequencies may undergo a more complex
temperature dependence. Thus, in order to assess in a compelling way the origin
of the unconventional increase displayed by the a- and c-axis plasma edges, the
different physical processes operative during the pump-probe experiment need to
be examined and evaluated. In the following, we discuss in detail different relevant
physical effects that need to be taken into account. On the base of this analysis, we
conclude that the presence of strong multiband many-body effects mediated by the
electron-phonon interaction is the most likely scenario to account for the anomalous
blueshift.
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3.5.1 Electronic Heating

The transient optical data was analyzed by means of an anisotropic Drude-Lorentz
model, where the plasma frequency w, ; represents the total SW of the electronic
intraband optical excitations with polarization along the corresponding (i = a, ¢)
directions. Within this context, however, one should keep in mind that the SW do
not need to obey the f-sum rule, as discussed in detail below. As a result, the plasma
frequencies can acquire a finite dependence on the effective electronic temperature.
This scenario was extensively analyzed in Ref. [61], and the relevance of these effects
on the analysis of the present pump-probe experiments is here presented.

As a starting point, it is useful to recall the restricted optical sum rule that applies
to an electronic system with band dispersion €y [61]

wpm a)z . 82€
_ %pi _ K
[wM Reoji(w, T)dw = o = e f FISE E 8ki2 — k- (3.3)

Here ny , is the occupation number of the states with momentum k and spin o,
and wy, is a frequency cut-off implemented to include only intraband transitions.
In the textbook limit of parabolic and isotropic band dispersion, €, = k*/2m, the
above equation reduces to the familiar expression relating the plasma frequency to
the density of carriers, a)f, = 4me?ii/m which is a conserved quantity for any tem-
perature. Correspondingly, no dependence of the plasma frequency on the electronic
temperature is expected in this simplified case.

For more realistic materials, however, a finite temperature dependence of the
plasma frequency can be expected [61]. This is essentially due to the thermal smearing
of the electronic excitations and it is predicted to give rise to a redshift, which is at
odds with our experimental observation.

In order to understand the origin of this redshift, consider the paradigmatic case
of a single-band three-dimensional electronic system with square nearest neighbor
tight-binding dispersion, €x = ¢ Z[:x, 1,z €0s(k;a), a being the lattice spacing and ¢
the hopping energy. The lattice structure induces a relevant deviation of the electronic
dispersion ek from a simple parabolic behaviour. Thus, we get 3%ex/dk? = —ex/3,
and w7 = 4me*(K)/(3a), where (K) is the electronic kinetic energy. A finite tem-
perature dependence of the plasma frequency thus stems from thermal smearing of
the Fermi function, and it can be captured by the usual Sommerfeld expansion

3
(;l 1;3 exf (i) = /déN(é)éf(é — ) = (K)r=o —c(w)T?, (34)
where c(€) = (12/6)[e N'(€) + N(€)], and N(€) and N'(€) are the DOS (per spin)
and its derivative, respectively. Note that c(u) ~ 1/ W, where W is the electronic
bandwidth. This analysis shows that the thermal smearing driven by an increase of
the electronic temperature leads to a redshift of the plasma edge, on the order of
~ [1 — (T/W)?]. In normal metals, this corresponds to a reduction of the plasma
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frequency of a few percent when warming the sample from zero temperature to RT
[62]. A stronger redshift has been observed in correlated metals [62], in agreement
with the effective reduction of the quasiparticle bandwidth W in the presence of
strong correlations [63].

In conclusion, even accounting for the small deviations from parabolicity of the
band dispersion of the o and & carriers in MgB,, the electron heating could only
account for a negligible redshift of the plasma frequency, instead of the observed
relatively large blueshift of w,, 4 /..

3.5.2 o-n Interband Transitions

Here, we consider the possibility that the renormalization of interband transitions
could lead to the appearance of the very sharp feature P. observed in the AR/R
response and to its blueshift as a function of time. This scenario has to be considered
because interband transitions have been found to play an essential role in the pump-
probe spectrum of noble metals such as Au, where the interband transition couples
filled states in the d-band below Eg with states near Eg [3, 4, 64, 65]. As described in
Sect. 3.2, the equilibrium in-plane reflectivity spectrum of MgB, in the visible range
exhibits a structure peaking at 2.78 eV [43, 45]. Around this value, DFT calculations
show a feature due to interband transitions involving occupied o and unoccupied =
states over a wide portion of the BZ [43], with a contribution from direct transitions
in the proximity of the M point (green arrow in Fig.3.1b). This feature is strongly
broadened by electron-electron and electron-phonon interaction processes, to the
extent that its linewidth is ~1 eV. As such, this structure cannot account for the
extremely sharp peak observed in our AR/R data.

To produce such a sharp peak, one would have to assume that only a small sub-
set of transitions changes within the manifold after 170 fs, while all others do not
renormalize. This scenario is unphysical in a metallic system such as MgB,, since
the fast electronic degrees of freedom thermalize within 170 fs. This proves that P,
does not originate from o -7 interband transitions, supporting our contention that P,
is due to the excitation of plasmons. Recalling results on noble metals [3, 4, 64, 65],
we further note that the renormalization due to the excitation of particles close to Eg
would produce a similar AR/R shape (although broader) but the dynamics would dis-
play the opposite sign from what is observed (i.e. a redshift), regardless of whether
the states near Ep are the initial or the final states. Our arguments are reinforced
by two additional points: (i) Theoretical calculations [31, 48, 49] and experimental
observations [43, 45, 48] identify the presence of the c-axis plasmon mode at the
energy of P,; (ii) The temporal behavior observed in the proximity of P, differs from
that characterizing other features in the interband region. This cannot be explained
either by a different dynamical response of the photogenerated electron-hole pairs,
or by a photoinduced change of the interband transitions because the pump is at a far
lower energy (1.55 eV). Thus, such a distinct temporal dynamics must be caused by
channels that differ from the photogenerated electron-hole pairs, as discussed below.
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3.5.3 Electron-Phonon Interaction in a Multiband Systems

Here, we analyze the effects arising from strong electron-phonon interaction in
MgB,. We show that these effects, specifically the strong coupling of ¢ carriers to hot
E», phonons lead to a sizeable blueshift of the in-plane plasma frequency w,, , after
photoexcitation. During the subsequent relaxation, the exchange processes between
o and 7 carriers lead to an additional increase of w, -, in qualitative and quantitative
agreement with the experimental observations. These findings suggest that the hot
phonon generation is the most likely candidate to explain the observed blueshift.

Let us consider the processes that can occur in a multiband system with highly
asymmetric particle-hole bands and strong electron-boson coupling. Similar to the
case of pnictides [66, 67], these conditions can make the effect of the electron-
phonon coupling visible in an interaction-dependent change of size of the Fermi
surface with respect to Local Density Approximation (LDA) calculations. For a
purely parabolic two-dimensional band, one can relate [66, 67] the density of carriers
n to the top/bottom E, of the band as

& _ 2m(Ey + x)

3.5
2 2w (3-5)

n=
where x denotes the real part of the electron-phonon self-energy at zero energy.
While the Eliashberg calculation of the self-energy gives x = 0 for half-filled bands,
at low carrier density x becomes in general different from zero, and can lead to
an observable shrinking or expansion of the Fermi surface area as a function of the
electron-phonon interaction. By computing x for an Einstein phonon and making the
analytical continuation with the Marsiglio-Schlossmann-Carbotte method [68], one
can show that the electronic y. and bosonic ypos contributions to x can be written
as

(T =0) = 2201 | EE =20 (3.6)
€ == =—A_—_MN|—/—, .
Xel 2 E3+a)0
o Er + wy
T=0)= 22|20 37
Xon(T = 0) = 3% n’EB—a)o (3.7)
so that
(T = 0) = xu(T = 0) + xop(T = 0) = 320 1n | ELT 20 (3.8)
Xiot(T =0) = xa(T = Xon(T = 0) = —A=Fln | o). :

in agreement with previous estimates [67]. Here wy is the phonon energy, A is the
dimensionless electron-phonon coupling and E7,p represent the band top/bottom,
respectively. In a multiband system the previous Eq.(3.8) must be generalized
to account for both the interband and intraband contributions, mediated in gen-
eral by phonons or other collective modes, so that xo = } 4 AegRg Where Ry =
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Ep+oy
Eg+wo
while Rg < 0 for a band having hole character the final sign of x, depends on the
intraband versus interband nature of the dominant interaction. For example, in the
case of pnictides, the dominant channel is provided by spin-fluctuations interband
interactions between hole and electron bands, leading to a shrinking of all the Fermi
pockets with respect to LDA [66, 67]. In the case of MgB,, we expect that the largest
channel of interaction is the intraband coupling between the o electrons and the Ej,
phonon. In this situation, we expect that y, (T = 0) > 0, but since the unperturbed
Fermi area of the o pocket is much larger than in the pnictides, this effect is quan-
titatively much smaller at equilibrium, explaining why ARPES measurements on
MgB, are overall in good agreement with LDA predictions [69]. Nonetheless, as we
argued in the main text, this scenario can explain the small variations of the plasma
frequency observed by heating the system with an intense laser pulse.

To address thermal effects, we consider the possibility that the electronic temper-
ature T, does not necessarely coincide with the bosonic one Ty,. We then identify
in the expression for x (T') two separate terms, one depending on the Fermi function
f(wo, Te), controlled by T., and one depending on the Bose function b(wg, Tpn),
controlled by Tpy,. This distinction can be achieved by performing the analytical con-
tinuation of the Matsubara self-energy X (iw,) without leaving the ambiguity in the
use of the Fermi and Bose factors. One can show that the final result at the lowest
order of the perturbation theory is

. Since Rg > 0 for a band having electron character (so that E ﬁ > E g)

%
2ln

T w? EZ + 0?
Axe(T) = —A— 0 _qp|=L_—m
Xei(T) 5 ;wfn—i-a)% ‘

E} + o2

2 2

@0 T — %

2 In |21 20

> S (o) B2~ a2

wo Er 4+ wy
A | 2L T2 3.9
+ 2 f EB—a)() ( )
Axon(T) = =222 b(wo) 1 Efp — (3.10)
= —A—D (W n|l———|. .
oh 2 Y B W

The two separate contributions (3.9)—(3.10) were computed for realistic parameter
values appropriate for the o band. In particular, the phonon energy wy is set at 70
meV to account for the strong peak found at this energy in the Eliashberg function
o F(w) (which integrates over all momenta) [20]. This is mainly governed by the
contribution of the strongly softened in-plane vibrations of the boron atoms. The
result is shown in Fig. 3.13, where one clearly sees the predominance of the thermal
effects due to heating of the phonon bath. This has a direct impact on the evolution
of the plasma frequencies of the ¢ and 7 bands after the pump. Indeed, the initial
heating of the electronic bath due to the pump is also effective on the E; phonon,
which is strongly coupled to the o electrons. This, in turn, implies an increase of the
Fermi area of the o pocket that is coupled to the Ey, hot phonon at a large temperature
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Tgﬁg. The 7 band is instead unaffected, since it is weakly coupled to the remaining

cold phononic bath. We emphasize the fact that the initial increase of the plasma
frequency in the o band is in striking contrast with the usual findings in single-band
systems, where heating the electronic bath results in a suppression of the plasma
edge (see Sect.3.5.1) [61, 63].

After the first 170 fs, the system equilibrates to a state with hot o /7 carriers and
E,, branch phonons, and then starts to equilibrate with the remaining phononic bath
with the less efficient electron-phonon scattering channels and the phonon-phonon
anharmonic processes. This relaxation process activates the interband o -7 scattering
mechanisms which leads to an increase of the 7 Fermi surface, needed to preserve
the total number of carriers in the system. After about 2 ps, the system is then overall
at equilibrium with a larger effective number of carriers in all bands, consistent with
our pump-probe optical measurements. The above scheme can be used to indirectly
estimate the temperature TEﬁg of the hot phononic bath via its effect on the plasma
frequency of the o band, given by

dnein,
Opo =,/%. 3.11)

From Eq. 3.11 we can estimate the change of 71, due to the measured change in w, »

Awp o 1 Ang, s
8GE—’=§~—21.23X10 . (3.12)

Wp o Ne

Since An, depends on the AXos computed above, we then conclude that the hot
phonons reach a temperature Tsﬁg around 450 K.
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3.5.4 Photoinduced Renormalization of the Electronic
Structure

We also consider the possibility that nonlinear effects caused by the interaction with
the pump pulse may act as a source of renormalization for the electronic structure of
MgB; and thereby lead to the anomalous behaviour of the plasma edge. To this end,
we perform frozen-phonon ab initio calculations of the coherent electron dynamics
triggered by an ultrashort laser pulse, and study how the electronic structure of MgB,
is modified after the photoexcitation. This method can provide insightful information
on the coherent electron dynamics generated by intense short laser pulses and give a
microscopic description of the fast electronic response in photoexcited systems with
attosecond resolution [70-76]. We find that these modifications cannot account for
our results.

The effect of an in-plane polarized laser beam has been investigated on the fast
time scale (~80 fs) at the I', A, K and M points of the BZ. The field-induced changes
of the electronic structure are calculated using a pump photon energy at 1.55 eV or
tuned to resonate with selected k points. Moreover, in order to investigate the depen-
dence of the electronic response on the pump fluence, different field strengths are
applied during the dynamics, corresponding to fluences of 0.10, 0.42, 1.68,3.77,6.72
and 10.51 mJ/cm?. The details of the calculations are provided in Appendix C.1.1.
Tables 3.1 and 3.2 show, respectively, the net bandgap calculated as the difference
between initial (at 0 time) and final (after 40 fs) gap for I'; A, M and K points for a
pump photon energy at 1.55 eV or in resonance with the different k points. Notice
that a negative value in the tables indicates a decrease in the single-particle band
energies, while a positive value corresponds to their increase.

Remarkably, we find that the pump pulse at 1.55 eV cannot cause substantial
renormalization of the electronic structure at the A, K and M points but affects the I"
point, in that the single-particle energies significantly depend on the absorbed pump
fluence. In this regard, the renormalization of the Mg ¢ band has an impact on the
interband transition at I" that determines the c-axis plasmon energy, leading to its
redshift. The time-evolution of the B 7—Mg ¢ interband transition energy at the
I' point of the BZ is shown in Fig.3.14a for different field strengths. We observe
that the single-particle energies undergo a shrinkage of 40 meV upon increasing
the absorbed fluence from 0.10 mJ/cm? to 1.68 mJ/cm?. This effect is consistently
observed at early time-delays (i.e. the maximum of the response at 170 fs) in our
AR/R as a function of fluence (Fig.3.14b). The plasmon blueshift decreases by 20
meV when the absorbed pump fluence changes from 0.24 mJ/cm? to 2.40 mJ/cm?, in
striking quantitative agreement with the shift predicted by our ab initio calculations.
The shift observed in the experimental spectra has to be interpreted as a net variation
of the plasmon energy that results from the combination of two effects: The blueshift
induced by the increased carrier density 77 and the redshift caused by the photoinduced
renormalization of the electronic structure. In conclusion, the present calculations
rule out the possibility that the nonlinear interaction with the ultrashort laser pulse
is responsible for the plasmon blueshift.
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Table 3.1 Gap renormalization calculated upon excitation with a 1.55 eV pump pulse at different
points (I, A, M, K) of the BZ and for different absorbed pump fluences

Fluence r A M K

(mJ/cm?) eV) V) V) eV)
0.10 —0.009 0 0 0
0.42 —0.036 0 0 0
1.68 —0.141 0 0 0
3.77 —0.310 0 0 0
6.72 —0.532 0 0 0

10.51 —0.794 0 0 0

Table 3.2 Gap renormalization calculated upon excitation with a resonant pump pulse at different
points (I, A, M, K) of the BZ and for different absorbed pump fluences

Fluence r A M K
(mJ/cmz) €V) (eV) €eV) €V)
0.10 —0.12 —0.329 —0.005 —0.003
0.42 —0.046 —1.265 —0.020 —0.013
1.68 —0.178 —4.323 —0.080 —0.033
3.77 —0.392 —4.065 —0.179 —0.020
6.72 —-0.676 —3.120 —-0.317 —0.002
10.51 —1.011 —3.858 —0.494 —0.006
(a) (b)
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Fig. 3.14 a Calculated ultrafast renormalization of the B 7 - Mg ¢ interband transition energy at
the I" point of the BZ. The results are shown for different field strengths (indicated in the label),
which are comparable to the experimental conditions. b Transient spectra of AR/R in the vicinity
of the c-axis plasmon peak at 300K for different absorbed fluences and at a delay time of 170 fs



100 3 Clocking the Interband Scattering in Strongly Interacting Multiband Metals

3.6 Anharmonic Decay of the Hot Phonons

Having established the crucial role of hot phonons in the observed plasmon blueshift,
we finally consider the effects of lattice anharmonicity and thermal expansion on the
c-axis plasmon energy. Indeed, as discussed above, lattice expansion is expected to
result from hot phonon energy dissipation via anharmonic coupling with low-energy
acoustic modes. To study these effects, we perform ab initio calculations of the
dynamical electronic properties of MgB, for different lattice parameters in the case
of uniaxial (c-axis) and of 3D lattice expansion. Specifically, we simulate the effect of
the lattice expansion on the c-axis plasmon of MgB, by calculating the loss function
L(q, w) in the long-wavelength limit (q = 0) and at different lattice parameters.
Indeed, the collective electronic excitations of a bulk solid can be obtained from to
the peaks in the loss function L(q, w) [77, 78], defined as the imaginary part of the
inverse dielectric function

L(q, ») = Im[e "' (q, w)], (3.13)

where q and w are momentum and energy, respectively, transferred to the system.
The inverse dielectric function €' is related to the density-response function of
interacting electrons x through the integral equation e ~! = 1 4+ vy, where v is the
Coulomb potential. In the framework of the Time-Dependent DFT [79, 80], x obeys
the integral equation y = x? + x’(v + Kyc)x, where x? is the response function
for a non-interacting electron system and K. accounts for dynamical exchange-
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Fig. 3.15 a Calculated plasmon shift as a function of the crystal expansion along the c-axis, which
mimics the effect of thermal heating on the plasmon energy. The values are shown in two different
cases: Three-dimensional expansion (red dots) and uniaxial expansion (violet dots). b Transient
spectra of AR/R in the vicinity of the c-axis plasmon peak at 10 and RT, for an absorbed fluence of
1.2 mJ/cm? and at a delay time of 2.4 ps
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correlation effects. The imaginary part of x?, which takes a matrix form for a three-
dimensional solid, is calculated according to

R .
Im[X(o;G’ (qv a))] = 5 Z Z(fnk - ﬁl’k-ﬁ-q)<Wrtk|e_l(q+G)'r|wn’k+q>
k nn

(Yrerql €T 1Y) 80k — Enkrq + @), (3.14)

where the factor 2 accounts for spin, Q2 is the normalization volume, n and n’ are
the energy band indices, vector k is in the first BZ, f,x is the Fermi distribution
function, ¢,k and v,k are Bloch eigenvalues and eigenfunctions, respectively, of the
Kohn-Sham Hamiltonian. The details of the calculations are provided in Appendix
C.1.2.

In both analyzed cases, we find that the c-axis plasmon peak energy redshifts by
37 meV/P, where P is rate of the volume expansion in percent. The results of the
calculations are shown in Fig.3.15a. The origin of such a behaviour resides again
in the fact that the plasmon energy is mainly determined by the transitions from

Delay time (ps)

Fig. 3.16 Cartoon of the ultrafast dynamics in MgB, following photoexcitation with 1.55 eV laser
pulses. After the interaction with the solid, the ultrashort laser pulse leads to the excitation of both
o and 7 carriers. The nonthermal o carriers are strongly coupled to the branch of the Ez¢ phonon
mode and efficiently generate hot phonons during the first 170 fs. Subsequently, the energy stored
in the hot-phonon subsystem is released to the 7 carrier density via interband scattering and to
low-energy phonons via anharmonic decay
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the B m band to the Mg ¢ band at the I" point of the BZ. As the distance between
atomic planes increases, the energy separation between these two bands diminishes,
which results in the plasmon redshift. This scenario is confirmed by our AR/R data
at 10K and 300 K (Fig.3.15b) at a time delay of 2.4 ps, i.e. well after the extinction
of hot phonon effects. At this time delay, we observe a redshift of ~35 meV in the
c-axis plasmon peak when the temperature is raised from 10K to 300 K, due to the
increased lattice constants in the crystal. This result rationalizes the last step of the
dynamics probed within our temporal window and offers a complete explanation of
the ultrafast optical response of MgB,.

3.7 Conclusions

In the previous Sections, we demonstrated the capability of ultrafast broadband opti-
cal spectroscopy to shed new light on the physics of multiband systems in the strong
electron-boson coupling regime. Disentangling the contributions of different subsets
of carriers within the same measurement is a rare event in ultrafast spectroscopy, as
the pump-probe signal is typically blind to the details of the photoexcited electronic
density. Here, instead, the combination of high temporal resolution and wide probing
range in the visible allows us to monitor two specific observables related to the o
and 7 carriers, providing direct access into their dynamics.

On one hand, high time resolution is necessary to reveal hot phonon effects associ-
ated with the o carriers, as the rise-time in the a-axis response indicates the build-up
of the effective interaction between the o holes and the strongly coupled optical
phonons of the Ey, branch. This, in turn, causes a blueshift of @, , within 170 fs and
explains the prompt increase of the optical scattering rate I, [5]. On the other hand,
the broad spectral range monitored by the probe is crucial to reveal the renormal-
ization of the c-axis plasmon, which is a very sensitive observable to the 7 carrier
dynamics. The delayed blueshift of w), . is the signature of a crosstalk between the o
and 7 bands, regulated by the emission and re-absorption of the high-energy optical
phonons associated with the branch of the Eo, mode. Consistent with this scenario,
the optical scattering rate I', displays a slow rise, as the increased density of & car-
riers undergo scattering events with the nonequilibrium phonon population. As the
system evolves towards equilibrium, the decay of the a-axis signal is governed by the
release of the energy stored in the hot-phonon subsystem to the electronic degrees of
freedom via phonon-electron scattering, and to low-energy phonons via anharmonic
decay [60]. This explanation implies that the picosecond dynamics of the a-axis
plasma edge is due to the energy relaxation of the optical phonon population, rather
than the electron-phonon thermalization observed in conventional noble metals [81].
The increased phonon re-absorption by the o and 7 carriers in turn reduces their
net thermalization (i.e. phonon emission) rate, resulting in a hot-phonon bottleneck
mechanism lasting tens of picoseconds. A representative cartoon of the emerging
ultrafast dynamics is shown in Fig.3.16.
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The different stages of the ultrafast dynamics in MgB, are modelled by theoretical
calculations, which reveal the impact of the pump pulse on the electronic structure,
explain the anomalous blueshift of the plasma frequencies and highlight the modi-
fication of the electrodynamic properties upon anharmonic phonon decay. In partic-
ular, it is intriguing to notice how the temperature dependence of the bare plasma
frequencies in MgB, does not follow the typical behaviour of weakly-interacting
single-band Fermi liquids. Indeed, it is the presence of the strong electron-boson
interaction that affects the carrier density in each band of the material, regulating the
size of the Fermi surface through the the boson thermal activation. With this respect,
the physics of MgB; is closer to that of strongly interacting semimetals with hole
and electron bands, which is a very curious aspect deserving future attention. More
interestingly, photoexciting the system using optical photons changes the balance of
the electronic and bosonic temperature and leads to an effective increase of the Fermi
surface area of the o band. Thus, the effective carrier density can be controlled by
the photoexcitation in an ultrafast fashion, which possesses a number of advantages
over conventional chemical doping. In MgB,, doping carriers by atomic substitution
has always led to a decrease of T¢ [82], since hole doping cannot be achieved and
doped carriers produce band filling (i.e. decrease of the hole density) and disorder in
the system. In contrast, under nonequilibrium conditions, the hot phonon platform
allows increasing the Fermi surface size without introducing additional disorder, and
the strong coupling of the o holes with one specific phonon enables a selective trans-
fer of energy towards that mode. These concepts might be used to engineer future
devices for concentrating and temporarily storing the energy into a single lattice
mode of interest. A promising frontier would involve the coherent generation and
detection of the E; phonon mode, similarly to previous experiments on graphite with
its high-energy E,» phonon mode [6]. Although our pump pulse duration is suffi-
ciently short to coherently excite this mode, in our AR/R maps we did not find any
evidence for fast coherent oscillations. Future experiments with tunable pump and
probe photon energy and polarization are therefore required to elucidate the coherent
transfer of energy from the ¢ hole subsystem to the E», phonon mode and to identify
the subsequent influence of the relaxing carriers on the lattice properties [6].

To conclude this Chapter, our results rationalise the emergence of hot phonon
effects in MgB, and provide the first dynamical observation of the interband scat-
tering process in a multiband system. With respect to the latter point, our experi-
ment confirms the hypothesis of early nanosecond infrared reflectivity and electron
spin resonance studies [83, 84] and goes beyond that interpretation by clocking the
timescale at which the interband scattering process takes place. In addition, our mea-
surement highlights how ultrafast broadband optical spectroscopy can investigate
the interplay between single-particle and collective structural (phonon) and charge
(plasmon) excitations in strongly interacting multiband systems, which is a previ-
ously unexplored topic. Finally, we believe that our approach paves the route to
the observation of exotic collective modes of electronic origin via the ISRS mech-
anism. In the normal state, by tailoring the parameters of the photoexcitation to hit
resonance conditions, one can possibly access the dynamics of the theoretically pre-
dicted acoustic plasmons [50, 85]. In the SC state, by decreasing the fluence of the
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pump pulse and selecting the A, symmetry channel, one can reveal the emergence
of the Leggett mode and gain novel insights into interband pairing mechanisms in
multiband superconductors [42, 55, 56].
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Chapter 4 ®)
Revealing Bound Exciton Physics oo
in Strongly Interacting Band Insulators

The field of excitonics has gained increased attention in the last years, due to the
unique properties that excitons manifest in the conversion and transport of energy.'
Key to these developments is the ability to exploit the physics of these collective
charge excitations in materials that are easily fabricated and widely available. Partic-
ular interest is being devoted to organic semiconductors, transition metal dichalco-
genides and wide-bandgap oxides, following the discovery of bound and resonant
excitons in these classes of materials. In organic semiconductors (like pentacene),
a variety of excitons arise because the electronic properties are governed by those
of the individual molecular building blocks, which are only slightly altered by the
weak intermolecular interactions of the solid phase [1]. In layered transition metal
dichalcogenides (like MoS,), exciton physics emerges due to the low-dimensionality
of the electronic structure, which is well-known to provide a strong enhancement of
the electron-hole interaction energy. Finally, in wide-bandgap oxides (like ZnO),
the strength of the Coulomb forces undergoes a remarkable increase because of the
reduced screening [2]. The existence of these bosonic excitations has been predicted
by many-body perturbation theory [3—5] and confirmed experimentally via the esti-
mate of the fundamental parameter characterizing an exciton, namely its binding
energy Eg [6, 7].

A prototypical system in which these collective excitations have been theoreti-
cally predicted [8, 9] but never experimentally confirmed is the anatase polymorph
of TiO,, which belongs to a class of solids with superior functionalities for the
conversion of light into other forms of energy [10—12]. Indeed, despite decades of
extensive studies, the nature of its fundamental optical excitations remains unknown.

TParts of this Chapter are reprinted with permission from E. Baldini et al., Nature Communications
8, 13. Copyright 2017 Springer Nature; E. Baldini et al., Physical Review B 96, 041204(R). Copy-
right 2017 American Physical Society; E. Baldini et al., J. Am. Chem. Soc. 139 (33), 11584—11589.
Copyright 2017 American Chemical Society. E. Baldini et al., ACS Photonics DOI: 10.1021/acspho-
tonics.7b00945. Copyright 2018 American Chemical Society.
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The main source of uncertainty is the electronic structure of this material and its rela-
tionship to the optical spectra. As anatase TiO, is ad’ TMO, strong electron-electron
correlations are not expected to play a fundamental role in the renormalization of
the electronic structure. Therefore, this solid can be classified within the simple
band insulator scheme, in which the forbidden energy gap arises as a result of band
theory and it is not a consequence of the strong on-site Coulomb interaction. How-
ever, differently from other conventional band insulators, anatase TiO, represents
a peculiar example in which electron-phonon interaction becomes relatively strong
and act as a source of renormalization for the electronic and optical spectra. The
presence of an intermediate-to-strong electron-phonon coupling in anatase TiO, has
already been invoked to explain experimental results naturally pointing to the polaron
concept [13, 14]. Recent transport [15], ARPES [16] and STM [17] data detected
signatures of dressed electrons in the CB behaving like large polarons, while earlier
threshold absorption [18] and photoluminescence [19] data provided clear evidence
for Toyozawa’s theory of the Urbach tail and radiative recombination of self-trapped
excitons [20].

It is therefore pivotal to clarify the single- and two-particle excitation spectra
of anatase TiO, and to establish the possible existence of strongly bound excitons
among the fundamental charge excitations produced upon photon absorption. In
such a scenario, studying exciton physics in a strongly interacting band insulator
opens intriguing perspectives from a fundamental point of view, as it can shed light
on the subtle details of the exciton-phonon coupling. This interaction is a topic of
pivotal importance in solid-state physics, lying at the heart of a variety of phenomena
like exciton self-trapping, SW transfers to phonon sidebands and Stokes-shifted
emissions [20]. Historically, the microscopic details of this interaction have been
addressed via absorption spectroscopy and photoluminescence in bulk materials at
low temperatures [21-23]. The possibility to extend these concepts at RT in bulk
materials paves the route to the development of novel devices where the optical
properties can be tailored by tuning the exciton-phonon coupling, e.g. through the
applications of mechanical strain, via isotope substitution or dielectric screening.

To address the physics of strong interactions in band insulators and to bridge
the gap between fundamental research and future applications, in this Chapter we
provide an extensive study of anatase TiO,. After introducing the main properties of
the material in Sect. 4.1, we apply advanced steady-state spectroscopies in Sects. 4.2
and 4.3 to demonstrate that the direct optical gap of anatase TiO, single crystals
is dominated by a strongly bound exciton rising over the continuum of indirect
interband transitions. Our results are rationalized by the use of state-of-the-art many-
body perturbation theory calculations in Sect.4.4, which unveil the character of
the excitonic species. We finally demonstrate the universality of our results in the
typical defect-rich samples (e.g. NPs) used in light-energy conversion applications.
To reveal the spectroscopic signatures of the excitons in anatase TiO, NPs, in Sect. 4.5
we adopt a nonequilibrium approach and apply for the first time femtosecond 2D
spectroscopy covering the spectral range of the exciton features in the deep-UV.
This finding opens the doors to a detailed investigation of the low-energy single-
particle and many-body dynamics of the system from the inspection of the exciton
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renormalization. A step further consists of mapping the exciton-phonon coupling
under nonequilibrium conditions, as this involves the interaction between two distinct
types of collective excitations, i.e. excitons and phonons. We conclude the Chapter
by proposing a possible application based on the optical properties of the excitons
under nonequilibrium conditions, namely a methodology for probing the interfacial
electron transfer (ET) between an adsorbed dye molecule and anatase TiO, NPs for
the fields of photocatalysis and dye-sensitized solar cells.

4.1 Anatase TiO;

Anatase TiO; crystallises in a tetragonal unit cell, built on a network of corner-
or edge- sharing TiOg octahedra (Fig.4.1a). The substantial difference between the
lattice constants a = 3.78 A and ¢ = 9.51 A results in a pronounced anisotropy of
the electronic and optical properties. First significant steps towards understanding
the electronic structure of this material were achieved by experimental probes such
as ARPES [16, 24] and optical spectroscopies [18, 25, 26]. Recent ARPES studies
revealed that anatase TiO, has an indirect bandgap, since the VB maximum lies
close to the X point of the BZ and the CB minimum is at the I" point [16, 24]; con-
sequently, the lowest optical absorption edge can be described in terms of an Urbach
tail caused by the phonon-induced localization of excitons [18]. This Urbach tail dis-
plays two independent responses for light polarized perpendicular or parallel to the
c-axis, as expected from the intrinsic structural anisotropy of the system. Less atten-
tion, however, has been paid to the detailed characterization of the optical response
above the absorption threshold, where anisotropy effects become more pronounced
[25, 26]. In particular, the role played by many-body correlations in the optical prop-
erties has remained elusive to experimental probes, leading to a lack of knowledge
about the nature of the elementary direct charge excitations in this material.

On the theory side, DFT with many-body perturbation-theory corrections at the
GW level (where the name GW derives from the expression used for treating the
self-energy, with G denoting the Green’s function and W the screened Coulomb
interaction) provided a preliminary description of the material’s dielectric function
[8, 9, 27, 28]. The diagonalization of the Bethe-Salpeter Hamiltonian predicted
several direct optical transitions at energies well below the direct electronic gap
computed at the GW level. The existence of bound excitons in anatase TiO, is, how-
ever, still awaiting experimental verification, due to the difficulty of measuring Eg.
Indeed, conventional experimental methods like optical absorption [29], photolu-
minescence [30, 31] and magneto-optics [32] are not suitable for an indirect gap
material, as the onset of direct band-to-band transitions cannot be identified; more-
over, to derive Eg, these methods often rely on approximate models valid only for
hydrogenic Wannier-Mott excitons [33].
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Fig. 4.1 a Crystallographic structure of anatase TiO, with highlighted TiOg polyhedra. Blue atoms
represent Ti, red atoms represent O. b Representation of the 3D BZ of anatase TiO»

In the next Sections, we first demonstrate the importance of many-body correla-
tions in anatase TiO, by a combination of ARPES and SE, which allows us to provide
very accurate values of the direct gap for both charged and neutral excitations. Their
difference quantifies the interaction energy between the electron and hole generated
by photon absorption. Importantly, we demonstrate the existence of strongly bound
excitons in anatase TiO, and offer a rigorous estimate of Eg for a direct exciton
rising over the continuum of indirect (phonon-mediated) interband transitions, free
from assumptions on the nature of the excitonic species under study. Our results
are corroborated by many-body perturbation-theory using the GW self-energy [34],
unveiling the 2D spatial distribution of the excitonic states on the (001) plane and
the localized nature of the excitonic states for light polarized along the c-axis.

4.2 Electronic Band Structure

To reveal the possible existence of a direct exciton, an accurate determination of the
direct electronic bandgap is needed. To experimentally estimate the direct bandgap
for this material, we perform ARPES measurements on anatase TiO; single crystals
at low temperature. In particular, we introduce an excess electron density (n) in the
CB of anatase TiO, by inducing oxygen vacancies in a (001)-oriented single crystal,
similarly to the experiments reported in Ref. [16]. As a consequence, the Fermi level
(Ep) pins slightly above the CB edge, providing a robust reference to measure the
quasiparticle gap at the I" point. To evaluate the shift of Er above the CB edge, in
Fig.4.2 we show the energy distribution curves at the X (blue curve) and I" (violet
curve) points of the 3D BZ for a crystal that is doped with an excess electron density
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n =2 x 10" cm~3. The temperature of the sample is maintained at 20 K. In both
spectra, the structure arising at -1 eV corresponds to the well-established in-gap
oxygen defect states [35]. The curve at I' exhibits SW at Eg, which lies 80 meV
above the conduction quasiparticle band.

The valence states at 20K between the I and X points are displayed in Fig.4.3a
and referenced to the bottom of the CB. To resolve the dispersive features present in
the ARPES maps and evaluate the energy of the quasiparticle in the VB, we make
use of a well-established methodology for ARPES data analysis, which relies on
computing the second-derivative of the ARPES data along the energy direction [36].
Figure4.3b shows the second derivative of the ARPES data. The dashed blue line,
highlighting the top of the VB, has been drawn as a guide to the eye. As expected, the
VB onset occurs close to the X point, and precedes the rise at I" by ~0.5 eV. Direct
inspection of the band structure yields a first highly dispersing band close to the VB
upper edges, whose maxima in the vicinity of the X and I' points sit at —3.47 £ 0.05
eV and —3.97 £ 0.05 eV, respectively. These maxima represent a valuable estimate
of the quasiparticle energies. Our primary interest here is the value of the direct gap
at the I" point, which can now be estimated to be ~3.97 eV in a doped single crystal
withn =2 x 10" ecm™.

To monitor the evolution of the quasiparticle gap at the I" point as a function of
doping, we perform additional ARPES experiments with a variable excess electron
density (5 x 107 ecm™ <n <5 x 10 cm™) in the CB. The energy-momentum
dispersion relations for the bottom of the CB in the two extreme n-doping levels
considered in our experiment are displayed in Fig.4.4a, b; the second-derivative of
these maps with respect to the energy axis are instead shown in Fig.4.4c, d. The
second-derivative analysis allows us to identify the position of the quasiparticle
energy at the bottom of the CB.

Figure4.4e compares the energy distribution curves at the I point of the BZ at
the two considered doping levels. Relying on the second-derivative analysis also for
the VB, we can estimate the quasiparticle gap at I' for the two dopings at ~3.98
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Fig. 4.3 a ARPES data and b second derivative ARPES data of the electronic structure of n-doped
anatase TiOy (n = 2 x 1019 cm™3) at the top of the VB between I' and X. Dashed blue lines are
drawn as a guide to the eye. The spectrum is referenced to the bottom of the CB at I'. The intensity
is indicated by a linear colour scale, as shown in the colour bar
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Fig. 4.4 a, b Energy-momentum dispersion relations of the bottom of the CB for n-doped samples
withn =5 x 107 ecm=3 andn = 5 x 1029 cm—3. ¢, d Second-derivative maps of the energy vs.
momentum dispersion obtained from panels (a, b) respectively. e Energy distribution curves at the I'
point of the BZ for the two considered doping levels. The dashed vertical lines identify the positions
of the quasiparticle energies for the VB and CB in the two different samples

eV. Remarkably, this implies that we do not observe any significant shrinkage of the
quasiparticle gap at I" upon increased electron concentration within our experimental
resolution. The stability of the quasiparticle gap with respect to the excess carrier
density (over the three order of magnitudes explored in our experimental conditions)
excludes that strong band gap renormalization (BGR) plays a dominant role in anatase
TiO,. Later, we will show that this experimental finding agrees well with predictions
by many-body perturbation theory (Sect.4.4.1).
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4.3 Steady-State Optical Properties

The second step of our investigation at equilibrium involves the measurement of the
direct gap of the two-particle excitation spectrum of the material (i.e. the optical spec-
trum). A very reliable experimental technique for measuring the dielectric function
€(w) = €;(w) + i€;(w) of a material is SE. Here, temperature-dependent SE measure-
ments are performed on two classes of (010)-oriented anatase TiO, single crystals,
namely pristine anatase (n ~ 0cm™>) and the same n-doped (n =2 x 10" cm™?)
anatase crystal used for the ARPES measurement of Fig.4.3.

Figures4.5a, b show the imaginary part of the dielectric function, €;(w), measured
at 20K in (010)-oriented single crystals, with light polarized perpendicular (E _L ¢)
and parallel (E || ¢) to the c-axis, respectively. The spectra obtained on the pristine
crystal are shown in blue lines, while those measured on the n-doped sample in green
lines. In the pristine crystal, the direct absorption for E L ¢ (Fig.4.5a) is characterized
by the presence of a sharp peak at 3.79 eV (I), preceded by a long Urbach tail at lower
energies [18]. A second, broader charge excitation (II) lies at 4.61 eV and extends
up to 5.00 eV. The c-axis response (Fig.4.5b) is instead characterized by a feature
peaking at 4.13 eV (III) with a shoulder at 5.00 eV. Remarkably, all these excitations
are still well defined in the n-doped sample, where we observe: (i) No apparent shift
in the peak energy of features I and III and an 80 meV redshift in the peak energy
of feature II; (ii) A reduction of the oscillator strength of all peaks, evidenced by
a SW transfer from the above-gap to the below-gap region; and (iii) A pronounced
broadening of the spectral features.

C) (b)
14 T 20 T T |
i 11
12|~ — Pristine anatase, 20 K _ — Pristine anatase, 20 K
— n-doped anatase, 20 K — n-doped anatase, 20 K

L 1 1 1 1 1 1 1 1
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Fig. 4.5 a, b Imaginary part of the dielectric function at 20 K with the electric field polarized along
(a) the a-axis (E L c) and b the c-axis (E || ¢). The experimental data measured by SE on a pristine
anatase TiO; single crystal are shown in blue, while those obtained on a highly n-doped single
crystal (n =2 x 10'° cm™3) in green



116 4 Revealing Bound Exciton Physics in Strongly Interacting Band Insulators

The inspection of the optical spectra leads to the first important conclusion of
our investigation under equilibrium conditions. The lowest direct optical excitation,
corresponding to the direct optical gap of the material, can be identified with the
feature at 3.79 eV for both the pristine and the n-doped (n = 2 x 10! cm~?) anatase
TiO,. When this observation is combined with the information extracted from the
ARPES spectra, it allows to establish a bound exciton scenario for peak I of the n-
doped single crystal, and to provide the first experimental estimate of Eg = 180 meV
in anatase TiO,. By performing temperature-dependent SE measurements in a wide
temperature range from 10 to 300 K, the stability of all the charge excitations up to
300K can be also confirmed. The detailed analysis of the temperature-dependent
dielectric function is provided in Sect.4.3.2.

4.3.1 Comparison with Previous Experiments

In this Paragraph, we establish a direct comparison between our optical spectra and
previous data available in literature, which consist of normal-incidence reflectivity
measurements at 100 K. To this aim, using the Fresnel formulas, we calculate the
reflectivity response of our pristine (violet lines) and n-doped (blue lines) single
crystals from the SE data at 100 K. These reflectivity responses are plotted in Fig. 4.6a,
b together with the data of Ref. [25] (red lines), for light polarized along the a-
(Fig.4.6a) and c-axis of the crystals (Fig.4.6b). We observe the overall agreement of
our results with the ones reported in literature,” with slight shifts in the reflectivity
peak energies. However, given the sharpness of the reflectivity lineshapes, we can also
deduce that the quality of our pristine crystal is much higher than the one employed
in Ref. [25]. Indeed, the reflectivity spectrum of the latter is closer to the response
measured on our n-doped crystal, which has a large percentage of oxygen vacancies.

Finally, we proceed to check whether the Kramers-Kronig (KK) analysis of the
reflectivity data is a reliable method to extract €| (w) and €, (). Indeed, this approach
has been widely used in the past on anatase TiO, [25]. Figures4.7a and b display
€1(w) and €;(w) calculated by applying the KK analysis on the reflectivity spectrum
at RT. By comparing them with our original €| (w) and €, (w) values, we observe that
the effect of the KK transformation is to modify the lineshape and the intensity of
the peaks and to change the SW in the Urbach tail. This behaviour shows that the
KK analysis, even performed on a broad spectral range, is not a precise approach to
evaluate the dielectric function of the material.

2We note that the two different energy scales used in Ref. [25] to display the data of the dielectric
function for E L ¢ and E || ¢ has led to an error of digitalization by early computational works,
which has propagated in the literature of anatase TiO> [8, 9, 27, 28].
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Fig. 4.6 a, b Static reflectivity spectra of (010)-oriented anatase TiO; single crystals at 100 K. The
electric field is polarized along (a) the a-axis; b the c-axis of the crystals. The data derived from
our SE measurements are depicted in violet for the pristine (n ~ 0 cm ™) crystal and in blue for the
n-doped (n = 2 x 10' cm™3) crystal, while the reflectivity measured in Ref. [25] is shown in red
lines
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Fig. 4.7 Complex dielectric function of the (010)-oriented anatase TiO; single crystal at RT. The
electric field is polarized along a the a-axis and b the c-axis. The real part, €1 (w), is plotted in red,
while the imaginary part, €7 (w), in blue. The solid-line curves depict the data directly measured by
SE, while the dashed lines are calculated by a KK analysis of reflectivity

4.3.2 Temperature Dependence of the Dielectric Function

Having confirmed the bound exciton scenario for peak I, here we investigate how the
peak energy of all fundamental charge excitations in anatase TiO, is renormalized
as a function of temperature. Studying the temperature dependence of elementary
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excitations is of pivotal importance, as it provides insightful information on the micro-
scopic details of quantum many-body interactions and correlations. In particular, the
temperature dependence of interband transitions and excitons in semiconductors and
insulators has been subject of extensive studies. The energy of these excitations typ-
ically undergoes a sizeable softening with increasing temperature, which has been
first described within the empirical Varshni model [37]. However, in few excep-
tional cases, including PbTe [38], chalcopyrites [39] and perovskite titanates [40],
the opposite effect or more complex temperature dependences have been observed.
Part of this renormalization is accounted for by the thermal expansion of the lattice,
but an important contribution arises from the electron-phonon interaction [41]. Thus,
measuring the temperature dependent dielectric function of anatase TiO, can shed
light on subtle effects associated with the electron-phonon coupling.

Figures4.8a, b and c, d show the temperature dependent spectra of the real and
imaginary parts of the dielectric function, €;(w) and €;(w), along the a- and c-axis,
respectively. The temperature dependence of the peak energies I and II is presented
in Fig.4.9a, while the one of peak III in Fig.4.9b. We observe a remarkable qual-
itative difference in the temperature behaviour of such charge excitations. As the
temperature increases from 10 to 300 K, the peak energy of exciton I displays a size-
able blueshift of 40 meV, while the peak energy of feature II undergoes an opposite
redshift. Along the c-axis, the peak energy of excitation III remains constant as a
function of temperature. In anatase TiO,, the thermal expansion of the lattice has
a regular temperature dependence and thus should contribute to a decrease of the
exciton I peak energy as the lattice expands with increasing temperature [42, 43]. As
a result, the behaviour shown by features I and III is rather anomalous. In the next
Sections, our primary interest is to elucidate the origin of the temperature evolution
characterizing exciton I, as it may represent the signature of strong exciton-phonon
interaction at finite temperature.

4.3.3 Many-Body Effects

In the case of the n-doped anatase TiO, crystals, the presence of an excess electron
density at the I" point of the CB may give rise to a variety of effects having a profound
impact on both the single-particle and the two-particle excitation spectra. According
to their origin, these effects can be distinguished between those involving single-
particle states (phase-space filling) and those that can be attributed to many-body
interactions among the doped carriers (long-range Coulomb screening and BGR).
Phase-space filling arises because of the Pauli exclusion principle, which applies to
the electrons and holes constituting the excitons. This produces a finite exclusion
volume in phase-space for each exciton. As a consequence, the VB to CB transition
probability is reduced, which is evidenced by a reduction of the oscillator strength
of the excitonic transition in the optical spectra.

On the other hand, many-body interactions alter the exciton energy and compo-
sition by affecting the underlying electronic states. This occurs via the direct and
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Fig. 4.8 Temperature dependence of the dielectric function of pristine anatase TiO, single crystal
in a, b g-axis and ¢, d c-axis polarization
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exchange Coulomb interactions of electrons and holes, which at high plasma density
provide additional screening channels. First, long-range free-carrier screening modi-
fies the exciton Coulomb potential ¢ ~ e/4mer through a multiplicative factore /%,
where A is the Debye length. Substantial screening occurs when the Debye length
and the exciton radius become comparable. Second, the excess electrons also lead to
BGR, i.e. a density-dependent shrinkage of the quasiparticle gap due to electron and
hole self-energy corrections. As a result, the enhancement of the electronic screening
leads to the simultaneous renormalization of both the exciton Eg and the electronic
gap. In this scenario, the exciton absorption energy in the SE data is determined by the
combination of the weakened Coulomb interaction and the BGR, the former induc-
ing a blueshift and the latter a redshift of the exciton peak. The quantitative details
of this compensation depend on both material and dimensionality but this arises
as a general effect in many standard bulk semiconductors [44] and nanostructures
[45, 46]. In the low-density limit, they have been shown to cancel to first order [47].
Relying on this argument, we can provide a deeper interpretation of the changes
in the low-temperature dielectric function of anatase TiO, upon electron doping
(Fig.4.5a,b). The redistribution of SW can be attributed to the combination of phase-
space filling and defect-induced in-gap absorption. The enhanced broadening of the
exciton lineshapes can be directly associated with a modification of the exciton life-
time, due to the combination of long-range Coulomb screening and exciton-defect
scattering. Finally, the insensitivity of the exciton energies to the effective doping
level suggests that the long-range Coulomb screening and the BGR perfectly com-
pensate each other even at high doping levels. This idea is reinforced by our ab initio
calculations (Sect.4.4.2), which reveal that doping-induced many-body effects in
anatase TiO, play a marginal role even at high carrier densities.

4.4 Many-Body Perturbation Theory Calculations

To rationalise our experimental data at equilibrium, we calculate band structure
and optical spectra of pristine and n-doped anatase TiO, within the frozen lattice
approximation and including many-body effects.

4.4.1 Single-Particle Excitation Spectrum

Figure4.10 shows the complete band structure of pristine anatase TiO,. Grey dia-
monds denote the values obtained within GW for VB and CB at the I" and X points.
These are also displayed in Fig.4.3b for a direct comparison with the ARPES data.
The overall agreement is good, but the theoretical values are higher by ~100 meV.
This discrepancy can be caused by the combined effects of the doped electron density
and strong electron-phonon interaction in the experimental data. In the following,
we separately address the relevance of these effects.
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Fig. 4.10 Complete GW
electronic band structure of
bulk anatase TiO;. The zero
of the energy is set at the
minimum of the CB at the I"
point. The direct gap at I"
sets a reference for defining
the bound character of the
excitons. The inset shows the
3D BZ of anatase TiO;
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In general, in the presence of doping, two competing effects contribute to changing
the electronic gap of an insulator, with either a redshift or blueshift depending on
which effect dominates. The CB filling gives rise to a blueshift, while the modification
of the exchange-correlation potential (with the system becoming slightly metallic) is
responsible for a redshift. From the experimental ARPES data of Fig. 4.4, we observe
the insensitivity of the quasiparticle gap at I" on the doped electron density, which
suggests a negligible effect of BGR in this material.

To address the impact of the doped carrier density on the electronic band structure,
the GW theoretical framework has been extended to the case of uniformly doped
anatase TiO,, verifying the influence of doping on the electronic gap. Here, we
show the results for two cases of uniform excess electron density n = 10! cm~—3
and n = 10?2 cm™3. It is observed that the change in the electronic direct gap at T
is marginally affected by doping for n < 10'° cm™3. The calculated GW gap (both
direct and indirect gap) are similar to the pristine anatase TiO, case, with an increase
of 1 meV for the doping of n = 10'” cm™> and of 17 meV for n = 10%° cm~>. These
results complement the experimental ARPES data of Fig.4.4, demonstrating that
the electronic gap from doped samples is a suitable value to describe also the gap
of pristine anatase TiO,. It results that, in this material, the dominant effect for the
considered doping ranges is the CB filling. For the doping values relevant in our
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measurements, the correction is well below the computational error. Therefore, there
is no detectable effect of doping in the electronic bandgap. In Sect.4.4.2 the same
argument holds for the calculation of the optical response, as the position and shape
of peak I'in €,, do not change for n = 10'” cm~3. For this reason, hereafter we refer
only to the results of the GW calculations in the pristine sample.

The arguments above rule out the involvement of the doped electron density in
generating the discrepancy between the experimental ARPES data and the theoretical
calculations at the GW level. Thus, it is crucial to estimate the role of the electron-
phonon interaction. To this aim, we consider both the zero-point renormalization
(ZPR) at zero temperature and the electron-phonon coupling at finite temperature.
We evaluate the effect of the ZPR by relying on recent theoretical data for rutile TiO,
[48], where a redshift of 150 meV was estimated for the electronic gap. Assuming a
similar correction for anatase TiO,, we can estimate a theoretical gap of 3.92 eV at
zero temperature with ZPR effects. To account for the electron-phonon coupling at
finite temperature, frozen phonon calculations for 20 and 300 K have been performed.
We additionally consider the effect of the thermal expansion of the lattice with
temperature, which also acts as a source of renormalization for the quasiparticle
gap. We find that the combined effect of the lattice expansion and electron-phonon
coupling leads to a net blueshift of 30 to 50 meV at 300K and a negligible shift at
20 K. Hence, at low temperature, the BGR of anatase TiO, is only due to the ZPR
effect. This leads to a theoretical value of the direct bandgap of 3.92 eV, which is in
excellent agreement with the experimental value of 3.97 & 0.05 eV.

Finally, we underline that the GW band structure in Fig.4.10 yields important
information about the I'-Z direction, which is crucial for understanding the opti-
cal transitions of the material. The CB and VB dispersions between I" and Z are
nearly parallel, providing a large joint DOS for the occurrence of optical transitions.
Below, we show that this peculiar dispersion leads to the intense excitonic transitions
observed in the optical absorption spectrum.

4.4.2 Two-Particle Excitation Spectrum

To identify the microscopic nature of the optical excitations, we rely on the calculated
€>(w) of the pristine anatase TiO; at zero temperature with and without many-body
electron-hole correlations and electron-phonon interactions. The optical spectra in
the uncorrelated-particle picture (Fig.4.11a, b, red lines) are obtained within the
random-phase approximation (RPA) on top of GW, while the many-body absorption
spectra (violet lines) are calculated by solving the BSE. The details of the calculations
are reported in Appendix C.2.1, while the results in Appendix C.2.2. By including
many-body effects [8, 9, 27, 28], we obtain an excellent agreement with the SE
spectra. For E L ¢, the sharp absorption maximum at 3.76 eV is very close to feature
1 (3.79 eV) and well below the direct VB-to-CB optical transition evaluated at the
independent particles level (3.92 eV) (see the red trace). A second peak at 4.81 eV
clearly corresponds to the experimental peak I1 (4.61 eV). For E || ¢ the intense optical
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Fig. 4.11 a, b Comparison between the spectra measured at 20K on the pristine anatase TiO;
single crystal and those obtained from frozen-lattice ab initio calculations for pristine anatase TiO>.
The experimental data are shown in blue, the calculated spectra in the RPA-GW scheme in red and
the calculated spectra in the BSE-GW scheme in violet. The quasiparticle indirect gap Ejnq = 3.46
eV is indicated by a dashed grey vertical line; the direct gaps Eqiy = 3.92 eV (at the I" point) for
E L c and Egi;y = 4.40 eV (coincident with the onset of the RPA-GW) for E || ¢ are indicated by
dashed black vertical lines in Fig. (a) and (b) respectively

peak at4.28 eV is easily associated with the experimental peak I11 (4.13 eV). The BSE
calculations performed for doped anatase TiO, at concentrations of n = 10'” cm™3
and n = 10°° cm™3 (Fig.4.12) show a negligible effect on the considered optical
peaks, supporting our SE data of Fig. 4.5. The insensitivity of peak I for the different
doping levels suggests that the (weak) effects of phase-space filling and long-range
Coulomb screening perfectly compensate the (small) shift induced by BGR for this
transition even at high doping levels.

We also investigate the role of thermal expansion of the lattice and the electron-
phonon interaction in the absorption spectra, by carrying out frozen-phonon BSE
simulations, described in Appendix C.2.3. We find that the position of the excitonic
peak I at 20K shows a negligible shift with respect to the zero temperature value and
moves to higher energies by 70-80 meV when the temperature is increased from 20
to 300 K. This behaviour well explains the temperature dependence shown by peak
I'in our SE data (Fig.4.8e).

Although exciton I is bound with respect to the direct electronic gap, it may be
considered as resonant with respect to all phonon-mediated indirect transitions of the
material. Hence, to account for possible effects originating from the indirect nature
of the anatase TiO, gap, the BSE has been solved for a supercell, thus allowing for the
coupling of electron and hole states with different momenta via phonons with non-
zero g-vectors. We find a negligible role of the indirect gap in the exciton properties
of anatase TiO,, besides adding an Urbach tail at the lower energy side of the exciton
peak I (see Appendix C.2.4 for details).
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4.4.3 Exciton Isosurfaces

The analysis of the optical charge excitations both in real and reciprocal space reveals
very insightful information about their microscopic nature. As far as exciton I is
concerned, it extends two-dimensionally on the (001) plane with a radius of 15
A, being almost confined to a single atomic plane along the c-axis (Fig.4.13a and
d). In addition, a reciprocal space analysis shows that the excitonic wavefunction
is formed mainly by mixing of single-particle vertical transitions along the I'-Z
direction (Fig.4.10). Due to the almost parallel CB and VB dispersion along I"-Z,
the electronic gap at I" (coincident with the continuum absorption rise) is used as a
reference to evaluate Eg. Considering the renormalization of the electronic bandgap
discussed above, we estimate a theoretical value of Eg = 160 meV at 20 K, in line
with our measurements.

The energy, shape and reciprocal space contributions of the charge excitation II
highlight its bulk-resonance character, most evident as its offset coincides with the
independent particle-GW absorption rise. Figure 4.13b depicts the spatial distribution
of the charge excitations associated with peak II, showing significant contributions
from extended bulk states. Its electron wavefunction appears completely delocalized
over many lattice constants around the hole. Hence, this peak is ascribed to a resonant
excitation that does not form a bound state. Carrying out a similar analysis for the
excitation III, we conclude that it presents a mix of localized and bulk-resonant
contributions, as the continuum onset in independent particle-GW undergoes an
intensity enhancement. Different from peak I, the k-points contributing to this charge
excitation are both localized along the I'-Z line and distributed over the whole BZ.
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Fig. 4.13 Each isosurface representation displays the electronic configuration when the hole of
the considered excitonic pair is localized close to one O atom. a Bound exciton I at 3.76 eV. b
Resonance II at 4.37 eV. ¢ Bound exciton III at 4.28 eV. d Side-view of the bound exciton I at
376 eV

Due to the mixed nature of exciton III, it is less straightforward to define and estimate
its Eg. Assuming the GW onset at 4.40 eV for E || ¢ as the reference energy (marked
as Egi; in Fig.4.11b), we obtain Eg ~ 150 meV (in the frozen lattice scheme), which
is still well above the standard Eg observed in bulk semiconductors. Indeed, as shown
in Fig.4.13c, the linear combination of excitonic wavefunctions (with eigenvalues in
the range 4.18-4.38 eV for E || ¢) contributing to peak III leads to a fairly localized
exciton in all three directions, with an average radius of 20 A.

Thus, our extensive study allows us to demonstrate the stability of bound excitons
in anatase TiO;. In the following, we clarify the origin of these peculiar excitonic
effects in this system by setting a comparison with other prototypical titanates (rutile
TiO, and SrTiO3). Importantly, before our study, excitonic effects have been thought
to be weak in anatase TiO;, due to its large static dielectric constant (eg ~ 22/45) [49,
50]. Moreover, due to a smaller effective mass [51], one would expect the electron-
hole interaction to be even weaker than that in rutile TiO,, in which Eg has been
estimated ~4 meV [52, 53]. However, the presence of a large €g is not a sufficient
condition to prevent the formation of excitons in materials, as the screening of the
electron-hole interaction should rigorously take into account the momentum- and
energy-dependence of the dielectric constant [20]. Therefore, it is the combination of
the electronic structure and the nature of the screening that determines the existence
of bound excitons in materials. The degree of excitonic spatial delocalization is
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instead influenced by the crystal structure, as the packing of the polyhedra containing
the atoms involved in the excitonic transitions is related to the details of the band
structure. These observations rationalize well the exciton physics in titanates.

A necessary condition for a many-state transition to occur and for a bound col-
lective excitonic state to form is that the electron and hole group velocities are the
same, i.e. that the gradients of the lowest CB and the highest VB are identical in a
specific portion of the BZ [20]. As a matter of fact, the band edge states of anatase
TiO, (Fig.4.10) and SrTiO3 [54, 55] are parallel in extended portions of the BZ,
which contribute DOS to the collective transition associated with bound excitonic
species (Eg ~ 180/220 meV) [8, 56]. In contrast, the band structure of rutile TiO,
is not characterized by such extended portions with similar electron and hole group
velocities [8], thus resulting in Eg ~ 4 meV [52, 53].

Concerning the spatial distribution of the excitons in SrTiO; and TiO,, since
all the bound excitonic transitions are predicted to involve O 2p and Ti 3d (f2,)
states [8, 9, 56], one should consider the role of different TiOg octahedra packing.
In SrTiOs3, the unit cell is built on a distorted perovskite structure, thus providing
a high degree of coordination among neighbouring TiOg octahedra. As a conse-
quence, the single-particle band states involved in the excitonic transition undergo
pronounced dispersion and the strongly bound exciton predicted in SrTiOj; retains
a highly delocalized nature similarly to a Wannier-Mott exciton [56]. In TiO,, both
the anatase and rutile polymorphs are also built on a network of coordinated TiOg
octahedra, but they significantly differ in their structural properties. In rutile, each
distorted TiOg octahedron is connected to ten neighbouring ones, sharing a corner
or an edge. In anatase, the coordination of the TiOg octahedra is less compact and
each octahedron is coordinated only with eight neighboring ones. This seemingly
tiny difference has in turn profound effects on the spatial properties of the elementary
charge excitations: While in rutile the weakly-bound excitons are Wannier-Mott-like,
in anatase the bound exciton is confined to the (001) plane [8]. More specifically, it
is the chain-like structure of anatase TiO, that leads to unique characteristics of the
band structure and hinders the delocalization in 3D of the bound exciton over many
unit cells. Indeed, the band dispersion along the I'-Z direction is rather flat, thus
implying a high degree of localization for the excitonic state along the c-axis. This
almost 2D wavefunction also contributes to enhance the exciton Eg, in a way similar
to the low-dimensional effect in semiconductor quantum structures [57]. Under these
conditions, according to the 2D hydrogen model, Ej is 4 times larger than for a 3D
exciton. With Eg exceeding the highest energy of the infrared-active longitudinal
optical phonons (i.e. 108 meV in anatase TiO;) [49], the ionic (polaronic) contribu-
tion to the screening of the Coulomb interaction is strongly suppressed [20]. As a
consequence, the total screening reduces to the pure contribution of the background
valence electrons, embodied by the rather small dielectric constant at optical fre-
quencies €qp; ~ 6/8. This weak screening in turn reduces the exciton Bohr radius on
the (001) plane (~3.2 nm).

Following these arguments, the 2D wavefunction of exciton I in anatase TiO, rep-
resents a peculiar and fascinating object. Indeed, in recent years, several 2D excitons
were reported in materials such as hexagonal boron nitride [58] and transition metal
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dichalcogenides [4, 6, 7], which are layered 2D systems held together by van der
Waals forces to form a 3D lattice. The situation of anatase TiO; is radically different
in that a genuine 3D material exhibits a 2D exciton wavefunction on a specific lattice
plane.

4.5 Exciton Physics Under Nonequilibrium Conditions

The above description dealt with bulk single crystals of anatase TiO,, but in most
applications [10—12], highly-defective samples are used at RT and ambient pressure
(e.g. NPs or mesoporous films). One may therefore question the relevance of the
above conclusions for the actual systems used in technology. The possible extension
of our findings to such samples would have a strong impact on the common under-
standing of charge interaction and energy transport in applications involving anatase
TiO,. One could expect that the carriers released at defects and the local electric
fields generated by charged impurities would screen the Coulomb interaction in the
exciton, leading to the cancellation of the binding forces. Moreover, strong exciton-
defect and exciton-impurity scattering can also cause an extreme broadening of the
exciton linewidth, hiding the characteristic exciton feature into the continuum of
indirect interband excitations. These ideas are reinforced by the inspection of the RT
equilibrium absorption spectrum of colloidal anatase TiO, NPs (Fig.4.14), which
does not show obvious signatures of excitonic transitions [59, 60]. However, it is
important to remark that this spectrum is strongly affected by the scattering of the
incident light.

Therefore, it becomes crucial to find a route for confirming if the bound excitons
of bulk single crystals emerge with the same phenomenology in anatase TiO, NPs at
RT. A powerful approach to address this open question is to photoexcite the anatase

Fig. 4.14 Steady-state T T
absorption spectrum of
anatase TiO» NPs dispersed
in aqueous solution at RT
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TiO, NPs with a deep-UV pump pulse and monitor their nonequilibrium optical
response with a delayed broadband probe covering the spectral region where the
excitonic resonances are expected to appear. The unique strength of this technique
relies on the subtraction of the probe scattered light, thus providing a better contrast
for resolving features that are hidden in the equilibrium spectrum. In this way, the
exciton lineshapes can be identified through the pump-induced transparency of the
excitonic peak, typically referred to as “exciton bleaching”. This is a nonlinear optical
process that is intrinsically related to a many-body phenomenon. Its manifestation
depends not only on the final-state interactions of electron and hole involved in the
excitonic state but also on the interaction with all other particles in the material, that
can contribute to screening or blocking the excitonic transition [61].

In the following Paragraphs, we perform a complete study of the excitonic col-
lective excitations under nonequilibrium conditions, confirming their existence in
anatase TiO, NPs at RT, tracking their renormalization for revealing the material
many-body dynamics and demonstrating a possible application of their spectroscopic
signature. To this end, in Sect.4.5.1, we first perform deep-UV broadband transient
reflectivity (AR/R) on oriented anatase TiO, single crystals and extract the temporal
evolution of the transient absorption (AA). In Sect.4.5.2, we apply femtosecond 2D
deep-UV spectroscopy on a colloidal solution of anatase TiO, NPs to directly reveal
the presence of the excitonic features in the AA signal. In Sect.4.5.3, we make use
of the renormalization of the high-energy exciton feature to unravel the low-energy
carrier dynamics in the material. Finally, in Sect.4.5.4, we further extend the class
of phenomena that can be observed via our nonequilibrium technique, revealing the
interplay between low-energy CAPs and high-energy excitons.

4.5.1 Ultrafast Transient Reflectivity of Single Crystals

We start our investigation by performing femtosecond broadband transient reflectiv-
ity experiments on three different types of (001)-oriented single crystals, namely pris-
tine anatase (n ~ 0cm™3), Cu-doped anatase (n = 2 x 10'7 cm™3) and raw anatase
(n =2 x 10" cm™3), and on a (010)-oriented raw anatase single crystal. In the first
experiment, we monitor the AR/R signal in a broadband deep-UV range (3.75-4.35
eV) for the three classes of (001)-oriented samples. Both pump and probe polar-
izations are set along the a-axis. An isotropic optical response is found when the
(001)-oriented crystals are rotated about the ¢ axis. The pump energy was set at 4.10
eV, in order to selectively perturb the spectral region above the first excitonic peak.

Figure4.15a compares the AR/R spectrum obtained from the three specimens at
a fixed time-delay of 6 ps. This spectrum shows a sign inversion around 3.96 eV. The
inflection that is present in the signal obtained from the Cu-doped sample around 4.10
eV is an artefact produced by the scattering of the pump beam. A similar response
can be found for all the temporal delays between pump and probe up to 1 ns. The
main difference is displayed by the intensity of the signal at long time delays, since
it depends on the rate of the carrier recombination process. Figure 4.15b shows three



4.5 Exciton Physics Under Nonequilibrium Conditions 129

(a) (b)
R - - - - . T T T
51 6ps i 3.82eV
i e il 0
obeeee T Transparent Crystal
‘ — Red Crystal
«©
j — Black Crystal
g ‘ ack Crysta %
ﬂ\: 50 - ‘ - -0.5 5
o
< Transparent Crystal ‘
10 — Red Crystal
— Black Crystal
LU 4
-15k 1 n 1 n 1 n 1 n 1 n 1 - 1 1 1 1 1 1 1
3.8 3.9 4 41 42 43 0 5 10 15 20 25 30
Energy (eV) Delay time (ps)

Fig. 4.15 Ultrafast broadband AR/R of different classes of (001)-oriented anatase TiO; single
crystals at RT. The signals measured from raw crystals are shown in blue, from Cu-doped crystals
in red and from pristine crystals in violet. Both pump and probe polarizations lie along the a-axis
and the pump energy is set at4.10 eV: a AR/R spectrum at the fixed time delay of 6 ps; b normalized
temporal traces at a fixed probe photon energy of 3.82 eV

temporal traces up to 100 ps probed around 3.82 eV, in which this effect is clearly
visible. The decay of the nonequilibrium signal in the strongly n-doped crystal is
faster than the other responses, since the increased density of in-gap states facilitates
charge carrier recombination across the indirect bandgap.

Next, we perform a second set of experiments on a (010)-oriented n-doped (n =
2 x 10" cm™3) single crystal of anatase TiO,, in order to access the anisotropic
dynamics along a- and c-axis. Figure4.16a and c display the AR/R maps of the
a- and c-axis response as a function of the probe photon energy and of the time
delay between pump and probe. Although the temporal evolution has been measured
up to 1 ns, the two maps are displayed up to 10 ps. The a-axis response has been
measured upon photoexcitation at 4.40 eV, with the broadband probe covering the
range 3.70-4.65 eV. These results are consistent with those obtained by polarizing
the beams along the a-axis of the (001)-oriented samples. The higher-energy region
of the spectrum does not evolve in time, remaining unaffected by the photoexcitation
process. The c-axis response (Fig.4.16c) is obtained through the measurement of the
(010)-oriented single crystal with a pump and probe polarizations set along the c-axis.
Also in this case, the pump photon energy is at 4.40 eV, but the probed range is shifted
t0 4.05-4.80 eV. As expected from the strong optical anisotropy of anatase TiO,, the
AR/R spectrum of Fig.4.16d strongly differs from one of the a-axis, consisting of
a negative contribution set around 4.28 eV and a tail extending to 4.60 eV in the
high-energy range.

A final AR/R map with both pump (at 4.40 eV) and probe (between 3.70 and
4.60 eV) polarized along the c-axis of the (010)-oriented single crystal is shown in
Fig.4.17. This demonstrates the absence of c-axis spectral features at low energies
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Fig. 4.16 Ultrafast broadband AR/R on (010)-oriented anatase TiO; single crystals at RT. a, b
Colour-coded maps of AR/R measured upon photoexcitation at 4.40 eV. ¢, d Transient spectra,
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and confirms the finding of the pump-probe experiment along the c-axis presented
in Fig.4.16c. The difference in terms of intensity with respect to Fig. 4.16¢ has to be
attributed to the reduced pump intensity (of ~1/3) that the experimental setup can
achieve when a broadband probe beam covering the 3.70—4.60 eV spectral region is
simultaneously generated.

The main goal of our ultrafast measurements is to probe the AA of a colloidal
solution of NPs. Thus, it is useful to analyse the time-resolved dynamics of the
single crystals in terms of their AA, in order to establish a link with the data on NPs.
However, while AA is directly proportional to Ae;, AR/R has a complex relationship
with both Ae; and Ae; in the probed spectral range. Indeed, in the UV, the real and
imaginary part of the dielectric constant have rather similar absolute values. For this
reason, the optical reflectivity is equally sensitive to the reactive and the absorptive
components of the dielectric function.

Hence, in order to calculate the pump-induced evolution of the AA from the
AR/R data, we proceed as follows. We model the SE data using a set of Lorentz
oscillators, we calculate the equilibrium reflectivity (Ry), and we fit the measured
transient reflectivity Reyp(1)/Rexp with a differential model (R(t) —Rg)/Ro, where R(1)
is a model for the perturbed reflectivity obtained by variation of the parameters used
to fit the equilibrium data as a function of the pump-probe delay t. We adopt this
approach to treat our AR/R data in order to avoid possible systematic errors that can
be produced by the typical analysis through KK transformations. The SE spectra are
fitted using a dielectric function of the form

e(a))—eoo-i-Zm 4.1

where €, is the high-frequency dielectric constant, and w? i w?, T'; are, respectively,
the plasma frequency, the transverse frequency and the scattering rate of the i-th
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Lorentz oscillator. The absorbance is then given by A(w) = @ Im /€. For the fitting
of the transient data, the Lorentz oscillators in our experimental range are allowed
to change in order to reproduce the dynamical reflectivity. This procedure enables
to extract the transient dielectric function Ae(w, t) = A€j(w, t) +iAex(w, t) and
finally leads to the evaluation of the AA for the single crystals. The results along the
a- and c-axis are presented in Fig.4.18.

4.5.2 Ultrafast Two-Dimensional Deep-UV Spectroscopy
of Nanoparticles

To verify the universality of our findings in the typical anatase TiO, samples used for
applications, we perform ultrafast 2D deep-UV spectroscopy on a colloidal solution
of anatase TiO,. In our experiment, we vary the pump photoexcitation between 4.00
eV and 4.60 eV and simultaneously monitor the AA in a broad spectral range between
3.50 and 4.60 eV. The time resolution is estimated 150 fs and the photoexcited
carrier density is 7 = 5.7 x 10! cm™3. Figure4.19 shows typical ultrafast 2D UV
spectroscopy maps at different time delays (1, 100 and 500 ps). The straight line in
each map indicates the region in which the pump and the probe have the same photon
energy. This spectral range is affected by artefacts caused by the scattering of the
pump beam into the spectrometer. It can be observed that all the transients in the
2D map are characterized by a negative signal, in which two long-lived features are
clearly distinguished even at short time scales. All the transients exhibit a negative
(bleach) signal, and display two prominent features at a probe photon energy of 3.88
and 4.35 eV. While the former excitation is present at all pump photon energies, the
latter becomes more prominent when the pump is tuned beyond 4.10 eV.
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Fig. 4.19 Colour-coded maps of AA measured via ultrafast 2D deep-UV spectroscopy on a col-
loidal solution of anatase TiO2 NPs at RT as a function of pump- and probe photon energy. The spec-
tral response is displayed at three different time delays between pump and probe: 1 ps, 100 ps, 500 ps.
The time resolution is estimated 150 fs and the photoexcited carrier densityisn = 5.7 x 10'? cm~—3
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Further insights into the evolution of the AA spectrum for different pump photon
energies can be obtained by cutting the map of Fig. 4.19 at 1 ps along the probe photon
energy axis. The selected spectra are shown in Fig. 4.20a and normalized with respect
to the absolute maximum of the feature peaking at 3.88 eV. For comparison, also the
inverted steady-state spectrum of the same colloidal solution of anatase TiO, NPs is
displayed. Remarkably, we observe that both features appearing in the AA spectra
retain a well-defined Lorentzian lineshape with a width of ~250 meV, in contrast
with the featureless steady-state absorption spectrum. To assign these features, we
rely on a direct comparison with the AA spectra obtained from the single crystals.
The spectra are shown for clarity in Fig.4.20b along the a- and c-axis, for a 4.40
eV pump photon energy and a time delay of 1 ps. As already observed above, in
these separate polarization channels, two negative features appear at 3.88 and 4.32
eV, similarly to the AA spectra of NPs. These energies match those of the excitonic
peaks I and III in the equilibrium absorption spectrum along the a- and c-axis (note
that the values of the absorption peaks slightly differ from the peaks in the dielectric
function). As a result, the combined measurements on the single crystals and the NPs
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allow us to disentangle the a-axis and c-axis contributions in the AA response of
the NPs. Both excitons are found to appear in the latter response due to the random
orientation of NPs in solution.

This leads us to conclude that the excitonic features are also present in the equi-
librium absorption spectrum of anatase TiO, NPs, but they are shadowed by the
strong scattering experienced by light through the colloidal solution during the mea-
surement in a conventional spectrometer. It is important to remark that this result has
been made possible by the detection of the ultrafast spectral response in the deep-UV
range, which has always been inaccessible to previous ultrafast broadband optical
experiments.

4.5.3 Origin of the Exciton Bleaching

The demonstration of the RT-stability of the bound excitons in anatase TiO, NPs
opens novel scenarios towards the understanding of the nonequilibrium dynamics
occurring in this material after photoexcitation. Indeed, given the importance of inter-
actions and correlations in anatase TiO;, one expects them to have a pronounced
influence on the carrier dynamics. In particular, these phenomena are predicted to
govern the timescales for intraband carrier cooling via phonon emission [62] and
they can also influence the optical properties of the material via strong optical non-
linearities. As such, their comprehension is of pivotal importance for the design of
novel devices and the optimization of existing ones [63].

So far, the charge carrier dynamics in TiO; has intensely been studied by ultrafast
broadband transient absorption spectroscopy from the THz to the visible [64—70].
In these studies, the photoexcited electrons and holes in the system were treated
as uncorrelated, an approximation that is valid only when the pump photons are
non-resonant with the excitons. Under these conditions, the material response is
dominated by a free-carrier Drude response and by absorption features attributed to
localized charges trapped at impurity and/or defect centres [64—69]. Although these
studies shed light on the electron-hole recombination pathways, they were biased
towards surface effects, probed only intraband transitions, ignored the material elec-
tronic structure, while the identification of impurity/defect bands is still debated
[71, 72]. More insightful information was provided by time-resolved photolumines-
cence, which revealed a strongly Stokes-shifted emission in the visible range assigned
to self-trapped excitons and/or charges trapped at defects [73—78]. However, these
processes were found to emerge only at low temperatures and to disappear at RT.
Furthermore, only long timescales (>20 ps) were investigated.

Here, to reveal the hierarchy of interactions and correlations in the dynamical
response of anatase TiO,, we focus more closely on our ultrafast 2D deep-UV spec-
troscopy results of Fig.4.19. When dealing with excitonic optical nonlinearities in
semiconductors, the most prominent effects are: (i) Phase-space filling, which causes
a reduced oscillator strength by decreasing the number of single-particle states con-
tributing to the exciton; (ii) Long-range Coulomb screening, which broadens the
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exciton band and shifts it to the blue, as the photoexcited carrier density screens
the electron-hole interaction and reduces Eg; (iii) BGR, which leads to a density-
dependent shrinkage of the single-particle states (and consequently of the exciton
states), and may reduce the exciton oscillator strength. These processes act simul-
taneously on the exciton lineshapes, their relative weights being governed by the
material parameters and dimensionality [57, 61].

To this purpose, we select a data set from Fig.4.19, namely the one at the pump
photon energy of 4.05 eV, since it lies below the c-axis exciton peak and is expected to
minimize its contribution. This, in turn, allows us to link more accurately the resulting
ultrafast dynamics to the details of the electronic structure. The data are displayed in
Fig.4.21aas a colour-coded map of AA as a function of probe photon energy and time
delay between pump and probe. As expected, the spectral response features the long-
lived a-axis exciton band at 3.88 eV, followed by the weaker shoulder of the c-axis
exciton around 4.35 eV. The transient spectra at different time delays of Fig.4.21b
show that the 3.88 eV peak position does not change with time. Figure 4.21c displays
the kinetic traces at three specific probe photon energies: below (3.77 eV), at (3.90
eV) and above (4.10 eV) the a-axis exciton peak. All temporal traces exhibit a
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Fig. 4.21 a Colour-coded map of AA measured on a colloidal solution of anatase TiO, NPs as a
function of probe photon energy and time delay between pump and probe. The time resolution is
estimated to be 150 fs, the pump photon energy is set at 4.05 eV and the photoexcited carrier density
isn = 5.7 x 10'° cm™3. b AA spectra as a function of probe photon energy at representative delay
times between pump and probe. ¢ Experimental temporal traces of AA for different probe photon
energies (dotted lines) and results of the global fit analysis (solid lines). d Contribution to the AA
response of the four relaxation components obtained from the global fit analysis
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resolution-limited rise of 150 fs, followed by a long-lived decay persisting beyond
1 ns. In addition, a low-frequency oscillation modulates the whole spectrum during
the first 5 ps, which is fully damped within one oscillation period. This feature
is due to coherent acoustic phonons confined within the spherical TiO, NPs, and
it will be discussed in the following Paragraph. Here, we retrieve the significant
parameters of the incoherent response, by performing a global fit of sixteen selected
temporal traces in the 3.60-4.40 eV probe range of the AA map. A satisfactory
global fit up to 1 ns (solid line in Fig.4.21c) is optimal using a multiexponential
function with four time constants (t) convoluted with a Gaussian accounting for the
instrument response function of ~150 fs: t; = 1.60 £ 0.12 ps, t, = 10 &= 0.40 ps,
73 = 50 £ 1.70 ps, 74 = 423 £ 14.70 ps. The global fit enables us to disentangle the
spectral dependence of the decay processes contributing to the recovery of the exciton
bleach. To this aim, in Fig.4.21d, we plot the pre-exponential factors associated
with a given time constant as a function of the probe photon energy. The spectral
dependence of the t; and 7, components show a negative amplitude broader than
the exciton lineshapes, while the contributions of the t3 and 74 components mainly
reproduce the contours of both exciton bands, suggestive of a different nature for
the two sets of components. All decay processes are strictly related to the electron-
hole recombination mechanisms, which reduce the density of delocalized carriers
via radiative or non-radiative relaxation channels.

In order to identify the phenomena behind the different time constants, one first
needs to assess the relative weights of the optical nonlinearities contributing to the
transient signal. Central for this is to clarify the electron-hole populations giving rise
to the exciton collective state. Based on the band structure of anatase TiO, [8], the
single-particle states contributing to the a-axis exciton lie along the I"-Z direction of
the BZ (Fig. 4.22). Due to the symmetry of the p-d wavefunctions, however, the states
exactly at the I" point are symmetry forbidden and do not contribute to the exciton
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state [8]. Once a nonequilibrium distribution of uncorrelated electron-hole pairs is
created, the electrons are expected to thermalize to the bottom of the CB at I" and
the holes to the top of the VB close to X. Since the deep-UV probe is sensitive to the
joint DOS in the material, an induced transparency (A A < 0) can arise from a density
of electrons (holes) accumulated in the CB (VB) alone. In anatase TiO,, the phase-
space filling contribution to the exciton bleaching is expected to arise exclusively
due an electron population close to the bottom of the CB. The hole contribution is
absent, due to their ultimate relaxation to the top of the VB close at the X point.
This consideration implies that phase-space filling, long-range Coulomb screening
and BGR may all contribute to the observed optical nonlinearities. This requires
addressing the effects related to the enhancement of the electronic screening upon
pump photoexcitation.

To this aim, we study how the exciton spectrum is renormalized as a function
of the pump fluence at 4.05 eV, narrowing our detection range to cover only the
spectral region of the a-axis exciton. This allows a higher stability of our setup,
maintaining the same experimental conditions over the time required for the fluence
dependence study. Within the explored range, the maximum intensity of the signal
scales linearly with the absorbed fluence, which excludes multiphoton absorption
processes from the pump beam. The normalized spectra are shown in Fig.4.23a,
b for delay times of 400 fs and 10 ps, respectively. We observe that the exciton
lineshape slightly broadens with increasing carrier density. We assign this behaviour
to the presence of long-range CS. Indeed, under our experimental conditions, we can
exclude that the broadening originates from other exciton decay channels opened
by the photoexcitation process. Radiative or non-radiative exciton decay processes
are found in direct bandgap semiconductors in the presence of low-dimensionality
and reduced dielectric screening [79-82], since non-resonant photoexcitation can
spontaneously evolve into exciton formation via the single-particle states at the band
edges. In contrast, in indirect bandgap semiconductors, photoexcited uncorrelated
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Fig. 4.23 a, b Normalized AA spectra as a function of probe photon energy for different photoex-
cited carrier densities. Spectra in (a) are cut at a delay time of 400 fs, spectra in (b) at 10 ps. ¢
Normalized temporal traces at 3.88 eV for different photoexcited carrier densities
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electrons and holes quickly relax towards the bottom of their respective bands and
no direct excitons are energetically favoured [83]. In principle, indirect excitons
would be allowed to form through the mediation of phonon modes. However, in
the case of anatase TiO, nanosystems, their existence at RT has been disproven by
extensive measurements [76, 84—86] and by the results we present in the following.
As such, many-body processes such as exciton-exciton annihilation can be excluded.
Consistent with the idea that long-range Coulomb screening from free carriers is the
optical nonlinearity governing the exciton broadening, in Sect.4.6 we will show
that the excitonic band of anatase TiO, is broadened upon charge injection from an
external dye adsorbed on the surface of NPs (i.e. in the absence of holes in the VB of
TiO;). Long-range Coulomb screening is also expected to lead to a blueshift of the
exciton peak. However, within our experimental accuracy, here we observe no shifts
in the peak energy position, nor derivative-like shapes. This apparent insensitivity
of the exciton peak energy to the photoinduced carrier density even in the presence
of CS-induced broadening has been rationalized in the literature by invoking an
exact cancellation of the effects of CS and BGR on the excitonic resonances [44].
In general, the quantitative details of this compensation depend on both material
and dimensionality [47]. From these measurements, we can conclude that the carrier
density which is required to induce such dramatic changes of the exciton peak is
higher than those produced by our photoexcitation. As a consequence, at sufficiently
low electron-hole pair densities, when the continuum is still far from the resonances,
only the loss of oscillator strength due to phase-space filling and the broadening due
to Coulomb screening are apparent.

These results further confirm the strongly bound exciton scenario deduced above
for the a-axis exciton, in which we demonstrated the ineffectiveness of BGR even
for extremely high carrier densities (n ~ 10?° cm~3). Thus, we conclude that phase-
space filling is the dominant effect contributing to the excitonic optical nonlinearities
at our carrier densities. Consistent with this scenario, the exciton bleach is found to
persist even when the pump photon energy is tuned to 3.54 eV, thus promoting
indirect (phonon-assisted) interband transitions (Fig.4.24). On the contrary, upon
3.10 eV excitation, no signal is detected even up to incident fluences of 34 mJ/cm?.

Having established the dominant role played by CB electrons in blocking the
excitonic transitions allows one to retrieve valuable information on the electron
recombination dynamics. Indeed, the AA signal at the excitonic resonance can be
used as a measure of the photoexcited electron concentration changing with time.
Representative temporal traces at a probe photon energy of 3.88 eV and for differ-
ent excitation densities are shown in Fig.4.23c and normalized with respect to their
maximum. We observe that below 40 ps the bleach recovery accelerates with fluence,
which is indicative of higher-order recombination processes for the charge carriers,
such as bimolecular and Auger recombination. Indeed, the recombination dynamics
in semiconductors and insulators proceeds via single-carrier nonradiative processes
(trapping at impurity states), two-body radiative (bimolecular) mechanisms and non-
radiative trap-Auger recombination processes and three-body band-to-band Auger
processes [87]. Since anatase TiO; is an indirect bandgap insulator, band-to-band
radiative recombination is known to be extremely inefficient. Thus, the only radiative
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recombination pathways that can take place at RT are those involving a delocalized
carrier in a band and a localized carrier trapped at a defect state. To verify the effi-
ciency of the radiative recombination processes, we measured the photoluminescence
obtained in colloidal anatase TiO, NPs by femtosecond fluorescence up-conversion.
As it is well established that the spectral content of the photoluminescence does not
depend on the pump photon energy for above-gap excitation, we illuminate the NPs
with a pump pulse centered around 4.66 eV. The broad photoluminescence spectrum
at a time delay of 1 ps is shown in Fig.4.25a. The photoluminescence appears only
in the visible regime and is completely absent in the spectral region >3.00 eV. It
retains the form of a broad band centered around 2.24 eV, which is characterized by
an extremely weak intensity. Figure 4.25b displays the temporal traces at 1.91, 2.18
and 2.58 eV. The photoluminescence signal rises within our experimental tempo-
ral resolution (200 fs) and decays bi-exponentially with time constants of 2 ps and
3040 ps. Since the PL band is centered around 2.24 eV, it can be readily assigned to
an extrinsic radiative recombination channel that involves carriers trapped at defect
states, ruling out the involvement of any self-trapped exciton recombination pro-
cess. By evaluating the photoluminescence quantum yield for time delays below 500
ps, we find it to be of the order of ~1.3 x 1079, i.e. extremely weak. As a con-
sequence, it is straightforward to assume that the recombination dynamics at early
time delays in anatase TiO; is entirely governed by Auger mechanisms, as already
inferred from transient absorption spectroscopy studies in the infrared and visibile
for highly-excited anatase TiO, NPs and thin films [64, 70]. It is also consistent with
the spectral dependence of the t; and 7, relaxation components (Fig.4.21d), whose
broad shape hints to energetically redistributed carriers over a wider phase space
during the Auger processes. In contrast, the longer r3 and 74 relaxation components
can be assigned to electron trapping processes at defect states, which lead to bleach
recovery by emptying the phase space involved in the exciton state.

More interestingly, having established phase-space filling as the main mechanism
behind exciton bleaching allows us to address the long elusive issue of the timescale
of electron cooling to the CB minimum in anatase TiO,. A recent single-wavelength
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Fig. 4.25 a Experimental spectrum of the ultrafast PL at a time delay of 1 ps (violet curve) and
gaussian fit of the response (blue curve). b Temporal evolution of the ultrafast PL at 1.91 eV (red
dots), 2.18 eV (blue dots) and 2.58 eV (violet dots). The solid lines are fit to the experimental curves

transient reflectivity experiment on rutile TiO, single crystals tracked the influence of
carrier cooling onto the phase of the coherent A, phonon mode at 74.4 meV, offering
valuable information on the electron-phonon coupling dynamics [88]. Nevertheless,
this approach is blind to the details of the electronic structure and relies on the analysis
of coherent optical phonons, whose observation is not always straightforward.
Here, we circumvent these limitations by demonstrating the effectiveness of exci-
ton bleaching as a probe of the intraband electron thermalization. To this aim, we
focus on the rise of the exciton bleach signal by reducing the instrument response
function of our setup to 80 fs. Given the high intensity of the pump pulses, effects
of CPM around zero time delay (where pump and probe pulses overlap spatially)
are present in the measured signal in the form of interference-induced amplitude
modulation. The use of a liquid jet allows us to avoid the CPM provided by the
flow cell in which the solution flows and limits it only to the CPM provided by the
solvent. In Fig.4.26a, we compare the signal at 3.88 eV and an excitation density
n~2.1 x 10" cm™3 (violet curve) with that of the pure solvent (pink curve). In
both traces, artefacts due to the residual CPM after t = O can be identified. Moreover,
while the signal from the solvent dies immediately after the CPM, the one from
anatase TiO, persists over time and comprises a relaxation component that starts
around 200 fs. However, to isolate the anatase TiO, signal, the two traces cannot
be directly subtracted due to slightly different experimental conditions in the mea-
surements. Therefore, we adopt a common procedure in ultrafast spectroscopy, in
which the instrument response function is assumed to coincide with the duration
of the CPM signal and is represented by a Gaussian function (with a full-width at
half-maximum of 80 fs) folding in the CPM modulations (blue curve in Fig.4.26a).
The isolated TiO, signal is shown as red dots superimposed to the original trace. To
provide an upper limit to the rise time of the bleach signal, in Fig.4.26b the isolated
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Fig. 4.26 a Comparison of the kinetic trace of the AA signal at 3.88 eV from the colloidal solution
of anatase TiO» (grey trace, red dots) with that of the solvent alone (pink trace). The sample response
with the CPM region excluded is represented by the red dots. The Gaussian instrument response
function of 80 fs is also shown. b Evaluation of the rise-time of the AA signal by interpolating
the AA response of anatase TiO; in the region where CPM is excluded, using a rising function
(convoluted with a Gaussian instrument response function of 80 fs) at three different times

TiO, signal (red dots) is compared to three computed time traces convoluted with
the Gaussian instrument response function of 80 fs. They consist of different rise
times and an exponential recovery time of 200 fs. Here, the time t = 0 is consistently
defined with respect to the subtracted CPM. It can be seen that the 20 fs rise time
interpolates nicely between the t < 0 points and the t > 200 fs ones. In any case, the
upper limit cannot exceed 50 fs. Thus, the rise of the exciton bleach is <50 fs, which
is the timescale for the intraband electron cooling.

‘We now discuss the origin of this ultrafast electron cooling. Upon photoexcitation,
momentum conservation results in the partition of the excess energy provided by the
pump pulse into kinetic energy of the electrons and holes according to the reciprocal
ratio of their effective mass m;/mj, with the carrier having lower effective mass
receiving more of excess energy

h2k? m*
E° (hw) = =—" (hw—E,.,), 4.2
exe (1) 2m} m} +mj ( @ gap) 42)
h2k? m*
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In our experiment, fiw = 4.05 eV and Eg,, = 3.20 eV. Rigorously, the electron
and hole effective masses vary as a function of momentum k. These masses are well-
defined concepts only within the parabolic approximation for the band structure.
From the latter, we expect our pump photons to promote uncorrelated electron-
hole pairs in the vicinity of the I' point along the I'-X direction (purple arrow in
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Fig.4.22). The electron effective mass was recently measured via ARPES to be
around m} = 0.7 m, (Where m, is the bare electron mass) for excess carrier densities
n ~ 10" = 10" ecm™3 [16], which is larger than the one predicted by band structure
calculations (m} = 0.42m, [89]) due to the polaronic dressing of the electrons.
For higher carrier density regimes, m is expected to decrease towards the values
predicted by band structure calculations due to an effective screening of the electron-
phonon interaction [16]. Thus, in Egs. (4.2)—(4.2), we make use of the value reported
by band theory. On the other hand, to provide an estimate of m}, from the details of the
measured electronic structure, we rely on our ARPES data for the top of the VB along
the I"-X direction in the case of an excess carrier density n ~ 10" cm ™3 (Fig.4.3).
Performing a parabolic fit yields mj = (2.78 & 0.5)m,, which also accounts for the
polaronic contribution to the mass renormalization. The values of m} and m}, lead to
an excess energy repartition E¢ . ~ 0.74 eV and E" .~ 0.11 eV.

Once the carriers have received this excess energy in their respective bands, they
start interacting with the phonon modes of the lattice. When the timescale obtained
for the electron cooling in anatase TiO, is compared with the slower (>250 fs)
electron relaxation timescales retrieved in nonpolar indirect gap semiconductors,
some conclusions can be drawn concerning the role of electron-phonon scattering in
different materials. In nonpolar semiconductors (such as Ge and Si) phonon scattering
occurs through the optical phonon DP interaction, while in partially-ionic polar
systems (such as anatase TiO,) the most effective coupling mechanism is represented
by the electron-longitudinal optical phonon scattering described by the Frohlich
interaction [90]. In TiO,, the optical phonons that are most strongly coupled to
the electronic degrees of freedom are those belonging to the branches of the E,
and A,, modes [13, 16, 91]. Due to this coupling, in the low carrier density limit,
the CB electrons form well-defined large polaron quasiparticles, characterized by a
dimensionless polaron coupling constant o ~ 2 [16]. This constant determines the
ratio between the polaron self-energy and the longitudinal optical phonon energy, thus
defining an intermediate-to-strong electron-phonon coupling regime for the electrons
in anatase TiO;. At high density, the polaronic quasiparticle are observed to collapse
into an electron liquid coupled to the phonon modes. Within the single-particle limit
probed by ARPES, the crossover takes place around n = 10'” cm=2 [16]. In the two-
particle limit of optical absorption, this threshold may be even lower, leading to the
emergence of a well-defined Drude response for the photocarriers [70] instead of
the characteristic absorption features of large polarons [92]. Even in this diffusive
regime, the electron-phonon coupling can lead to an efficient and fast transfer of
electron excess energies to the phonon bath within a few tens of fs.

To theoretically interpret the relaxation times observed in our experiment, we
first rely on a simple estimate of the scattering rate as expected from first order
perturbation theory. In the case of electrons in a parabolic CB, the scattering rate can
be calculated via Fermi’s golden rule as [93]

1 1 E¢
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where €5, and ¢ are the dielectric constants at energies well above and below the
phonon energy wy, o, respectively, and ngg is the Bose-Einstein statistical factor. I'y
is a nearly temperature-independent prefactor that reads

m* eza)LO
Iy = ¢ . 4.5
* 7\ 2E¢,. 2nhe *43)

Substituting the relevant parameters for anatase TiO, [49] yields ~4 fs for the elec-
tron cooling time, which could be compatible with our experimental observation.
However, we point out that Eq. 4.4 is valid under the conditions that a single phonon
mode is interacting with the electrons and that &« < 1. Since o represents a measure
for the relative importance of higher-order processes, Eq.4.4 may not provide an
accurate estimate of the actual electron cooling rate. A more reliable estimate relies
on density-functional perturbation theory accounting for the phonon DOS of the
material, as computed in Ref. [62]. According to this ab initio approach, under our
experimental conditions we expect the timescale for emission of a single phonon by
an excited electron to be ~2 fs and the total thermalization time to the CB edge ~40
fs, in very good agreement with the present upper limit of 50 fs. On the other hand,
the holes can undergo rapid intervalley scattering to the X and Z points via emission
of high-wavevector phonons.

Within the semiclassical limit, for excess energies less than the minimum polar
longitudinal optical phonon energy (~45 meV in TiO, [49]), severe constraints in
the phonon phase space are expected to result in a dramatic decrease of the intraband
cooling rate [62]. However, for polaronic materials governed by the Frohlich inter-
action, purely quantum kinetic relaxation channels can open also in the case of small
excess energies, leading to an efficient redistribution of the electronic energy into
the strongly coupled phonons [94, 95]. This effect can be viewed as the buildup of
the polaronic dressing in the low-density limit. Future quantum kinetic calculations
involving the solution of the Dyson equation will shed light on these phenomena.
At this stage, irrespective of the mechanism at play, the net result is that no effec-
tive energy will be stored in the electronic degrees of freedom for sufficiently long
timescales.

These arguments lead us to conclude that, in anatase TiO,, fast relaxation pro-
cesses impose serious limitations to the practical use of the full photon energy in
applications. This scenario is radically different from the physics of semiconductor
quantum dots, in which the spacing between the discrete electronic levels is large
enough to prevent fast phonon-mediated carrier cooling processes [96]. For photo-
calaysis, fast thermalization is a favourable process, since the lower energy states are
important. This issue is also of importance in photovoltaics since a large driving force
is often sought after for efficient injection, especially when the coupling between the
sensitizer to the TiO, substrate is weak. However, the present study shows that the
large excess energy is lost to phonons. Therefore, alternative excitation schemes,
such as resonant excitation of the strongly bound exciton species, are preferable in
which the energy can be temporarily harvested. Furthermore, as we showed that the
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a-axis excitons are 2D and robust against temperature and defects, they are expected
to move freely on the (001) plane [8, 97]. As such, they may offer an efficient source
to mediate the flow of energy at the nanoscale in engineered devices based on anatase
TiO,.

4.5.4 Interplay Between Excitons and Coherent Acoustic
Phonons

In the previous Paragraph, we addressed the microscopic details of the electron intra-
band relaxation in anatase TiO;, rationalising it in terms of the Frohlich interaction
between the photoexcited carriers and polar longitudinal optical phonons [90]. How-
ever, there is a plethora of ways the carriers can interact with the lattice degrees
of freedom in a complex material [98, 99], the Frohlich interaction being only
one of the different terms contributing to the first-order electron-phonon interac-
tion Hamiltonian at q ~ 0. Indeed, depending on the details of the electron-phonon
matrix element, several other mechanisms can arise [98]. In the long-wavelength
limit, transverse acoustic and longitudinal acoustic phonons typically couple to the
electrons via the DP and the piezoelectric interactions, while transverse optical and
longitudinal optical modes couple via the DP interaction. Beyond these first-order
electron-phonon interaction terms (also known as Fan-Migdal terms), the effect of
second-order electron-phonon interaction in first-order perturbation theory (the so-
called Debye-Waller or Yu-Brooks terms) can provide a non-negligible contribution
[100]. More complex phenomena can be expected in the case of exciton-phonon cou-
pling, which represents an intriguing example of boson-boson interaction. Excitons
can be viewed as quanta of electronic excitation energy travelling in the periodic
crystal lattice, and their motion is influenced by the fluctuating potential field due to
lattice vibrations. This coupling between excitons and phonon modes of the crystal
lattice results in effects such as exciton self-trapping, spectral-weight transfers to
phonon sidebands and Stokes-shifted emissions [20].

Experimentally, the microscopic details of the exciton in the phonon field can be
addressed via absorption and photoluminescence spectroscopy, since the shape and
width of the optical spectra directly reflect the scattering of the exciton by the lattice
vibrations. However, these methods offer only averaged information on the exciton-
phonon interaction, i.e. mediated over all the coupled phonon modes. This calls for
the development of alternative approaches to extract quantitative information on the
exciton-phonon coupling matrix elements for specific lattice modes of interest. As
anticipated in Chap. 2, a powerful tool relies on setting a particular phonon mode out
of equilibrium and monitor the impact of the ionic motion on the exciton feature [101,
102] via ultrafast broadband optical spectroscopy.

Here we explore this phenomenology by focusing more closely to the first steps
of the dynamics of our photoexcited anatase TiO, NPs. Direct inspection of the data
of Fig.4.21a shows the emergence of a low-frequency oscillation that modulates the
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Fig. 4.27 a Experimental temporal traces of AA for different probe photon energies (dotted lines)
and results of the global fit analysis (solid lines). The dynamics are shown up to 15 ps. The time
resolution is estimated to be 150 fs, the pump photon energy is set at 4.05 eV and the photoexcited
carrier densityisn = 5.7 x 10' cm=3. b Contribution to AA response of the two CAPs amplitudes

exciton I feature at 3.88 eV during the first 5 ps. In Fig. 4.27a we present the temporal
evolution of the A A response by cutting three temporal traces at specific probe photon
energies below (3.77 eV), in correspondence to (3.90 eV) and above (4.05 eV) the
peak of exciton I. All the temporal traces exhibit a resolution-limited rise of the
negative signal, consistent with the findings reported in Sect.4.5.3). On top of this
incoherent response, the low-frequency modulation undergoes a dramatic damping
after one oscillation period. To retrieve the significant parameters of the response in
the probed spectral range and assign the coherent oscillations, we perform a global
fit analysis of AA as a function of time. Thirteen temporal traces are selected from
the 3.60—4.15 eV range of the AA map and fitted simultaneously by imposing the
same time constants. A satisfactory fit up to 1 ns can only be obtained by using four
exponential functions (with relaxation time 7) and two damped sinusoidal terms
(with frequency €2 and damping 7p) convolved with a Gaussian response accounting
for the temporal shape of the pump pulse
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We remark that two damped sinusoidal terms are necessary to correctly reproduce
the dynamics instead of one. While the first damped sinusoidal function is related
to the large-amplitude oscillation that emerges in the slow recovery of the bleach
signal, the second one accounts for an additional modulation (with smaller amplitude)
that becomes apparent in the residuals of the fit when this term is not included.
The frequencies of the two oscillations are imposed to be the same for all probe
photon energies, since they do not display significant variations across the whole
spectral range. From the global fit analysis, we obtain the four time constants t;...74
indicated in the previous Paragraph (characterizing the recovery of the bleach) and
two frequencies 72; = 1.22 meV, h2; = 2.57 meV, accounting for the oscillatory
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response. Within our accuracy, the phases of the two sinusoidal terms are found to be
constant across the probed spectral range, being typical of a cosinusoidal response.
The results of the global fit are indicated as solid lines in Fig.4.27a, overlapped to
the experimental data (displayed as dots). The use of a global fit analysis enables us
to disentangle the spectral dependence of the relaxation processes contributing to the
recovery of the exciton bleach. Figure 4.27b shows the spectral response associated
with the two coherent excitations. We observe that both collective modes possess the
largest amplitude in correspondence to the probe photon energy of 3.95 eV. In other
words, the effect produced by the excitation of these collective modes is represented
by a strong renormalization of the spectrum peaked around 3.95 eV.

The quantum energies of the oscillatory components extracted from the global
fit analysis are very low and can be ascribed to the excitation of CAPs within the
anatase TiO, NPs. Due to their acoustic energy-momentum dispersion relation in the
long-wavelength limit, in bulk single crystals the frequency of these coherent lattice
modes is expected to vary with the probe photon energy. The change in frequency of
the CAPs in bulk insulators is related to the particular detection mechanism offered
by the probe pulse. In the simple case of transparent media, this can be interpreted
in terms of Brillouin scattering [103], in which only the real part of the refractive
index undergoes a modulation. In the more complex scenario of absorbing media, one
should generalise the Brillouin scattering formula to include the change in the imagi-
nary part of the refractive index [104]. In our experiment of the anatase TiO, NPs, the
frequency of the acoustic oscillations is found instead not vary with the probe photon
energy. This observation finds a natural explanation in the breakdown of the gener-
alised Brillouin scattering condition when the size of the crystal becomes smaller
than the coherence length of the acoustic mode. Hence, the acoustic mode results
confined within the anatase TiO, NPs. Confined CAPs have already been observed
in numerous experiments on metallic nanocrystallites [105, 106], semiconducting
quantum dots [107, 108], semiconducting heterostructures [109] and other types of
nano-objects [110].

The confinement condition enables to identify the CAPs by calculating the eigen-
frequencies of the modes supported by a spherical anatase TiO, NP through Lamb’s
theory of vibrations [111]. This theory relies on the treatment of the NP as a
homogeneous elastic sphere embedded in an infinite elastic medium, neglecting the
anisotropy of the elastic constants of the crystal and the presence of the surrounding
environment. Therefore, Lamb’s classical description can be exploited just to com-
pute the approximate eigenfrequencies of the modes and it is not effective in the
estimation of the damping associated to the oscillations. The solution of the Navier’s
equation for the displacement field with proper boundary conditions at the surface of
the particle gives rise to two classes of eigenmodes, the spheroidal and the torsional
ones. A general spheroidal oscillation involves both longitudinal and transverse char-
acter, corresponding to a movement accompanied by a volume change of the particle.
On the contrary, torsional modes are completely transverse and do not influence the
volume of the sphere. In low-frequency spontaneous Raman scattering both types of
modes can be monitored, while in femtosecond pump-probe experiments only the
spheroidal family has been observed. The symmetry group of the sphere allows the
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characterization of each mode in terms of an angular momentum number I, which
gives an estimation of the number of wavelengths along a circle on the surface of
the particle. There is a general agreement in considering modes with even-valued 1 (1
=0, 2, ...) as Raman-active, while those with odd-valued1(1 = 1, 3, ...) as infrared-
active. The oscillation with 1 = 0 can be regarded as a special type of spheroidal
mode, since it is associated only with a radial displacement. Another index, n, is
used to determine the order of the mode, defining the fundamental oscillation (n
= 0) and its overtones (n > 1).

According to Lamb’s theory and its extension for large-enough NPs [112, 113],
the eigenfrequencies of the spheroidal modes can be derived as

ULp
Q=& ,—, 4.7
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where vy, is the longitudinal sound velocity in the NP, R is the radius of the sphere
and §;, are the normalized eigenfrequencies that can be found as a solution of the
equation

tan(Eo,) = —— 2" (4.8)
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To assign the mode associated with the oscillation observed in our data, we numeri-
cally solve Eq.4.8. We use the values of vz, = 8880 m/s and vz, = 3900 m/s for the
sound velocities, which refer to the case of anatase TiO, NPs embedded in a glass
matrix [114], and R = 14 nm, which is evaluated by TEM measurements [115]. As
a result, for n = 0 and n = 1, we find the eigenvalue &, o = 2.85 and &, = 6.16
respectively. The substitution of this parameter into Eq.4.7 leads to the calculation
of the frequencies 71€2p o = 1.20 meV and 72y, ; = 2.56 meV, which are in excellent
agreement with our experimental data. This allows the assignment of the two CAPs
as the fundamental spheroidal radial mode and its first overtone. The fundamental
spheroidal radial mode is typically known as “breathing mode”, since it involves a
surface-localized change of volume of the NP, leading to its contraction and expan-
sion. Further corrections should consider the size-distribution of the NPs around the
central radius R, as well as the contribution given by their elliptical shape. The rapid
dephasing of the oscillation can be further ascribed to the combination of the particle
size distribution and the damping produced by the surrounding environment.

One interesting aspect related to the observation of coherent collective modes
in materials under nonequilibrium conditions is represented by the comprehension
of their generation and detection mechanisms. In the case of CAPs, the generation
process provides insight into the coupling between the photoexcited carriers and the
acoustic lattice modes, while the detection mechanism offers insightful information
on the renormalization of the electronic structure under the influence of the coherent
acoustic field.

Generation mechanism. As already observed in Chap. 2, the generation mechanism
of CAPs in opaque materials upon photoexcitation has been historically described
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in the phenomenological theory by Thomsen [104, 116]. Two processes are com-
monly involved, namely a non-thermal DP mechanism (electronic pressure) and a
TE coupling mechanism (phononic pressure). In the last decade, several alterna-
tive non-thermal effects have been identified at the origin of CAP generation, such
as piezoelectric coupling [117, 118], electrostriction [119, 120] and magnetostric-
tion [121]. Depending on the characteristics of the material under study and of the
parameters of the pump pulse, one mechanism can dominate over the others. Anatase
TiO; is a non-magnetic and non-piezoelectric TMO and therefore the CAP genera-
tion can proceed only via the influence of the electronic or the phononic pressure.
Whether the generation mechanism is governed by the electronic or the phononic
pressure depends on a critical parameter, which is the ratio between the DP- and TE
coupling contributions to the photoinduced stress (opp /o7 g). If this parameter is <
1, the lattice contribution takes control of the coherent motion. In band insulators
and semiconductors, the DP mechanism typically provides the main contribution
[102]. However, as discussed above, the photocarriers in anatase TiO, undergo an
extremely fast intraband relaxation of less than 50 fs towards the edges of the respec-
tive bands, suggesting that the electronic pressure can in reality compete with the
phononic pressure for the CAP excitation process. To quantify the separate electronic
and phononic contributions to the generation mechanism, we rely on the following
expressions for the photoinduced stress

dE
opp =Y 8n(k)d—k, (4.9)
T n

where dn(k) is the change of the electronic concentration at level k and dE/dn is
the DP parameter. Given that after 50 fs the carriers have thermalized to the bottom
of the respective bands at I and ~ X, the expression can be simplified as
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where 7 is the photoinduced carrier concentration, B is the bulk modulus and d, ;
are the electron (hole) DPs.
On the other side, the photoinduced stress related to the TE coupling can be

expressed as
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where ay is the volumetric expansion coefficient, which can be written for a tetrag-
onal crystal as oy = 20y + o). ATy is the lattice temperature, Cy, is the lattice heat
capacity per unit volume and E,,, is the excess energy with respect to the optical
bandgap energy. The ratio between the two contributions is given by
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For evaluating this ratio, we compute the electron and hole DPs from ab initio
calculations. In particular, the single-particle excitation spectrum of anatase TiO; is
calculated at the GW level for different strengths of isotropic deformation of the unit
cell along the three crystal axes. This isotropic deformation is artificially introduced
to mimic the displacement that the unit cell undergoes during the occurrence of the
fundamental breathing mode. The GW treatment of the DPs refines the GGA val-
ues reported in literature, yielding d, = —0.089 eV/GPa and d;, = —0.065 eV/GPa.
The negative sign of the DPs suggests that the photoinduced stress is compressive
in nature. It is worth to note that the DPs are as large as the ones at I" point of the
Brillouin zone in GaAs [98], but retain an opposite sign. Table4.1 summarises all
parameters used in the calculations. Substituting these values in Eq.4.12, we obtain
opplorg = —27.47. Thus, we conclude that the DP mechanism provides the dom-
inant contribution to the generation of the confined CAPs in anatase TiO, NPs. As
highlighted in Chap. 2, this is the common mechanism expected for CAP genera-
tion in semiconductors and insulators. However, we underline that this result can
be obtained only with a reliable estimate of the DPs, as the one provided at the
GW level. In contrast, by relying on the simple DFT-GGA level of theory [122],
the value opp/org = —0.84 is obtained. This in turn implies a larger contribution
of the TE coupling to the photoinduced stress, which is an unlikely scenario for a
wide-bandgap insulator. In conclusion, our analysis demonstrates the crucial role
played by many-body perturbation theory in providing the correct interpretation of
the CAP generation mechanism in a wide-bandgap insulator.

Detection mechanism. We now turn our attention to the detection process of the
CAPs, which offers unexpected and surprising results. The use of a broadband deep-
UV probe pulse reveals novel information on the response of the anatase TiO, elec-
tronic structure during the establishment of a radial acoustic strain. In general, all
the parameters of the electronic Hamiltonian depend on the nuclear coordinates and,
as a consequence, the electronic structure of a material varies in a complex way upon

Table4.1 Parameters used for evaluating the DP and TE coupling contributions to the photoinduced
stress in anatase TiOp NPs

Parameter ‘ Value

Thermal expansion coefficients (K™hH

o 7.57 x 1076 [42]
ac 3.66 x 1070 [42]
Deformation potentials (eV/GPa)

d, —0.089

dy, —0.065

Excess energy E.x. (eV) 0.80

Heat capacity per mole C,, (J mol~! K~1) 55.100 [123]
Mass density p (m~3) 3.89 x 100
Molar mass M (g mol~!) 79.9
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lattice motion. Typically, a coherent lattice strain modulates the band structure via a
DP mechanism, which results in a periodic energy renormalization of the excitonic
and the interband charge excitations. In this case, the intensity of the coherent oscil-
lation detected in the pump-probe signal is roughly proportional to the square of the
derivative of the absorption spectrum, while the phase displays an inversion of
below and above the resonance [110]. In less conventional situations, the ion motion
can influence the hopping integral ¢ of an electron from site to site, modifying the
electron bandwidth and therefore the DOS, or the transition dipole moment p of an
interband transition (similarly to the Herzberg-Teller wavepackets in the language
of molecular physics) [124, 125]. As a result, the intensity of the resonance in the
absorption spectrum varies with time, maintaining a fixed peak energy. In such an
amplitude modulation scenario, the phase of the phonon field detected in a broad-
band optical pump-probe experiment remains constant across the resonance. In our
AA temporal traces we observe no change of the phase across the excitonic feature,
which is indicative of an amplitude modulation of the resonance. The experimental
data cannot distinguish whether the amplitude modulation is produced by a variation
of DOS or i of the excitonic transition. In this regard, only the extension of the BSE
many-body theoretical framework to the presence of acoustic fields can shed light
on the detailed phonon-induced renormalization of the excitonic feature. This would
also pave the route to the precise estimate of the exciton-phonon coupling matrix
elements.

4.6 Exciton Bleaching as a Probe of Ultrafast Interfacial
Electron Injection

In the previous Sections, we demonstrated the existence of strongly bound excitons
in anatase TiO, single crystals and NPs, and we clarified the details of the nonequi-
librium dynamics resulting upon photoexcitation. In other words, this study has
retained a fundamental character up to this point. In this Paragraph, we focus instead
on a possible application involving the newly discovered spectroscopic feature of
the strongly bound excitons in anatase TiO,. This step is particularly important in
the perspective of providing a technological relevance to the physics of collective
excitations, as explained in Chap. 1.

Here, the technological problem that we address concerns the detection of the
interfacial ET between molecular adsorbates and semiconductor transition metal
oxide substrates, which has been subject of huge interest for several years in the
fields of solar energy conversion [126—129] and photocatalysis [130-132]. In the
former case, dye-sensitized solar cells, consisting of a dye molecule adsorbed onto
the surface of a mesoporous TiO, film have been the most explored systems;
the recently-developed perovskite-sensitized-solar cells, which use hybrid organic-
inorganic perovskites as sensitizers of the transition metal oxide [133—137], are also
being intensely investigated. Furthermore, alternative schemes for charge injection,
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using metallic (e.g. gold) NPs, are being considered [138, 139]. In all these schemes,
the mechanism and timescale for charge injection into the CB of the semiconductor
substrate are crucial for optimizing photovoltaic efficiency. Ultrafast interfacial ET
has been studied using various optical probes. Measuring the time-resolved fluores-
cence of the sensitizer and associating its quenching with the injection rate has been
commonly used [ 140—144]; however, this method can be ambiguous, as other quench-
ing mechanisms may be operative, especially at long timescales. Transient absorption
spectroscopy from the visible to the THz range is the most common approach for
studying interfacial ET [145-158], as it probes the absorption by the CB electrons
of the transition metal oxide, resulting from free-carrier intraband and trapped-state
absorption [159]. However, the featureless nature of the latter and the spectral overlap
between absorption bands of different states of the adsorbate (ground, singlet, triplet
and oxidized form) are the main weaknesses of this approach. In particular, the free-
carrier absorption is problematic when dealing with solid-state sensitizers, such as
perovskites, due to their significant free-carrier absorption. Recently, time-resolved
X-ray absorption spectroscopy was implemented to probe the transition metal oxide
[160-163]. Although an unambiguous tool of charge injection, time-resolved x-ray
absorption spectroscopy is mostly sensitive to trapped charges in the transition metal
oxide. In addition, it can only be implemented at large-scale facilities such as syn-
chrotrons or free electron lasers.

An unambiguous, universal and laboratory-based probe of charge injection is
therefore needed. In this regard, a simple and novel methodology can be based on the
detection of specific spectroscopic signatures of the transition metal oxide of interest,
as opposed to the rather featureless and non-specific intraband absorption of free
carriers in the CB. Natural candidates for such signatures are the high-energy excitons
and interband transitions of the substrate, which in transition metal oxides typically
lie in the deep-UV above 3.10 eV. A similar approach has been recently implemented
in the visible range by Wachtveitl and co-workers [164], who detected the excitonic
transitions of CdSe quantum dots after selective photoexcitation of a surface-bound
alizarin dye injecting an electron. Demonstrating this methodology in the deep-UV
has two main advantages: (i) In transition metal oxides, upon electron injection into
the CB, specific excitons and interband transitions can undergo pronounced changes
through various mechanisms, e.g. phase-space filling, Coulomb screening, etc. Thus,
appearance of these features in a visible pump/deep-UV continuum probe experiment
provides a distinct signature of ET from the sensitizer, allowing one to monitor the
evolution of the electrons in the CB; (ii) The deep-UV region is weakly affected
by the free-carrier absorption signal, which scales as A? within the extended Drude
model (where p > 1 accounts for the scattering mechanisms that dominate in the
material) [98].

In this Paragraph, we show that a pronounced bleaching of the exciton fea-
ture is retrieved in anatase TiO, NPs following the injection from the external
dye cis-di(thiocyanato)bis(2,2’-bipyridyl-4,4’-dicarboxylate)ruthenium(Il), referred
to as N719. These results offer a new methodology that can be applied on different
samples, like other transition metal oxides and/or different sensitizers [165]. In par-
ticular, we use our versatile femtosecond broadband pump-probe setup to compare
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the nonequilibrium dynamics in three different samples: The N719 dye alone, bare
anatase TiO, NPs, and dye-sensitized anatase TiO, NPs. The description of the sam-
ple preparation is given in Appendix A.2.2.

We first measure the RT steady-state absorption spectrum of the different sam-
ples. Figure 4.28a shows the absorption spectra of the N719 dye (pink curve), of the
colloidal solution of bare anatase TiO, NPs (blue curve) and of the colloidal solution
of dye-sensitized anatase TiO, NPs (red curve) in a range between 1.70 and 4.60 e V.
These spectra have been obtained accounting for the reference spectrum of the pure
solvent. The absorption spectrum of the N719 dye agrees with the literature [166].
In the measured spectral range, it comprises distinct absorption bands: The broad
Metal-to-Ligand Charge Transfer (MLCT) bands around 2.30 and 3.18 eV and the
prominent Ligand-Centred (LC) band around 4.00 eV. Also the absorption spectrum
of bare anatase TiO, NPs is comparable to the one reported in previous works [59,
60], with the main absorption onset around 3.26 eV and a long tail extending within
the bandgap. This tail can be associated with scattering of light and with impurity-
and defect-assisted transitions. Finally, the absorption spectrum of dye-sensitized
anatase TiO, NPs at low concentrations does not show significant differences with
respect to the one of bare anatase TiO, NPs. When the concentration is increased
(Fig.4.28b), we observe the emergence of the MLCT excitation around 2.30 eV.

We now focus on the nonequilibrium response of the three samples. We start with
the transient deep-UV response of N719 molecules in solution upon photoexcitation
of the MLCT state at 2.25 eV, green arrow in Fig. 4.28). The probe covers the region
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Fig. 4.28 a Steady-state absorption spectra of the N719 dye (pink curve) in dimethylformamide,
the colloidal solution of bare anatase TiO, NPs (blue curve) in acidic water and the colloidal
solution of dye-sensitized anatase TiO, NPs (red curve) in dimethylformamide. The pump photon
energy of 2.25 eV used for the pump-probe experiment is indicated as a green arrow and the probed
broadband UV region is highlighted as a grey shaded area. The assignments of the MLCT bands
and the LC band are also highlighted. b Steady-state absorption spectra of the colloidal solution of
dye-sensitized anatase TiOy NPs in dimethylformamide as a function of concentration
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from 3.59 to 4.28 eV (shaded area in Fig.4.28a). Figure4.29a displays the result-
ing colour-coded map of AA as a function of probe photon energy and time delay
between the visible pump and the UV probe. A prominent negative feature appears
between 3.81 and 4.20 eV, which corresponds to the bleach of the ligand-centred
(LC, Fig.4.28) band due to depopulation of the GS by the pump pulse. The regions
to the blue and the red side of this bleach band are positive. All features (positive or
negative) exhibit a long temporal behaviour, characteristic of the promptly populated
(< 3040 fs [167, 168]) SMLCT state [169]. This implies that the positive features
in Fig. 4.29b are due to an ES absorption of the MLCT state. The weak evolution at
early times of all features in Fig.4.29a is due to vibrational cooling processes [170].
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Fig. 4.29 a, c, e Colour-coded maps of AA as a function of probe photon energy and time delay
between pump and probe. b, d, f AA spectra at selected delays of 1 ps (red curves), 100 ps (violet
curves) and 800 ps (blue curves). a, b Visible pump/UV-probe AA on the dye N719 in solution
excited at 2.25 eV, with a fluence of 40 uJ/cm?. ¢, d UV pump/UV probe AA of a colloidal solution
of bare anatase TiO, NPs, excited at 4.00 eV with a fluence of 176 ,uJ/cmz. e, f Visible pump/UV
probe experiment on a colloidal solution of N719 dye-sensitized anatase TiO, NPs, excited at 2.25
eV with a fluence of 168 pJ/cm?
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We now turn to the case of bare anatase TiO, NPs in an acidic aqueous solution. As
the indirect optical bandgap of the material lies at 3.20 eV, the pump photoexcitation
is tuned to 4.05 eV to excite uncorrelated electron-hole pairs via direct interband
transitions. Figure4.29c shows AA as a function of probe photon energy and time
delay between the UV pump and the UV probe. A strong (1072 variation of AA)
bleach signal appears over the entire probe range, with a pronounced band around
3.88 eV, which undergoes a clear recovery over the measured 800 ps. Figure4.29d
shows the AA spectra at different time delays, in agreement with those presented
in Sect.4.5.3. The 3.88 eV feature is due to the strongly bound direct exciton of
anatase TiO,. The strong bleach dominates over the positive signal due to free-carrier
absorption, which is expected to be weak in the deep-UV [98].

Finally, we investigate the N719 dye-sensitized anatase TiO, NPs dispersed in
aqueous solution by setting the photoexcitation at 2.25 eV. Thus, the pump pho-
ton energy is tuned to the MLCT band of the dye and is not sufficient to excite
anatase TiO;. The resulting A A signal, shown in Fig.4.29e, f, is similar to the one in
Fig.4.29c¢, d. Of importance here is that the signal is about two orders of magnitude
smaller (10~* variation of AA) than the one retrieved upon above-gap excitation.
Figure4.29f shows the AA at different time delays. A region of decreased absorp-
tion appears between 3.81 and 3.97 eV and two positive features at the edges of the
probed region.

To avoid the possibility that multiphoton absorption plays a role in our nonequi-
librium experiment on the dye-sensitized anatase TiO, NPs, we perform a number of
additional experiments. We measure the broadband deep-UV AA of dye-sensitized
anatase TiO, NPs by varying the fluence of the pump excitation at 2.25 eV between
84 and 336 pwJ/cm?. The colour-coded maps of the AA for different pump fluences
are shown in Fig.4.30a, c, e, while the corresponding transient spectra at 1, 100 and
800 ps in Fig.4.30b, d, f. We observe a similar response in the probed spectral range,
with the bleach of the exciton band emerging around 3.88 eV.

Figure 4.31a compares the transient spectra at 1 ps at the three different fluences.
The response can be described by assuming a simple broadening of the exciton line-
shape due to the screening produced by the free electrons injected in the anatase
TiO, NPs. The signal scales linearly in the explored fluence regime and no rele-
vant differences are evidenced after the normalization of the spectra with respect
to the minimum (Fig.4.31b). Only the broadening becomes more pronounced when
the pump fluence is increased. The linearity of the signal allows us to exclude the
occurrence of multiphoton absorption from the anatase TiO, NPs. Furthermore, we
also investigate the response of a colloidal solution of bare anatase TiO, NPs when
the pump photon energy is tuned to 2.25 eV or 3.10 eV, i.e. below the absorption
threshold of the system. No sizeable signal is observed even by increasing the pump
fluence up to the value of 34 mJ/cm?, which is much larger than the fluence used
in the experiments on dye-sensitized anatase TiO, NPs. We remark that a similar
conclusion was drawn from a previous ps x-ray absorption spectroscopy experiment
on the same sample of anatase TiO, NPs where even in the presence of delivered
pump fluences exceeding 150 mJ/cm? at 2.25 eV, no sizeable x-ray absorption sig-
nal from anatase TiO, NPs could be detected [115]. Thus, we can conclude that in
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the dye-sensitized TiO, NPs, defect-assisted transitions are not sufficient to induce
a detectable bleach of the excitonic transition and multiphoton absorption can be
safely excluded.

By comparing the transient spectra at 1 ps (rescaled for clarity) obtained from
the three separate experiments in Fig.4.32, we confirm the almost analogous spec-
tral response of bare and sensitized anatase NPs, except for a vertical shift and the
above-mentioned orders of magnitude difference in signal amplitude. In constrast,
no common features are shared with the spectral response of the N719 dye under
identical excitation conditions. This clearly points to charge injection from the dye
into the anatase TiO, NPs, leading to the bleach of the excitonic feature.

The occurrence of charge injection is further confirmed by Fig. 4.33a, which shows
the time evolution of the signals at 3.88 eV for both bare and dye-sensitized NPs.
The exciton signal of the bare NPs appears promptly near t=0 and then decays on
the ns time scale, due to recombination dynamics of uncorrelated e~ - h't pairs
across the bandgap of the material. Fits with four exponential functions provide
time constants of typy, = 1.6 £0.12 ps, typz = 10 £ 1.4 ps, typs =50£ 1.7 ps
and Ty ps = 423 £ 15 ps. Because anatase TiO, is an indirect bandgap insulator, the
recombination proceeds slowly and can be accelerated only through the assistance
of defect and impurity states.

In the case of dye-sensitized NPs, the signal (Fig.4.33b) in the central (nega-
tive) part of the spectrum also appears promptly, which indicates the presence of
a dominating sub-picosecond component in the charge injection from the external
dye. Thereafter, the response undergoes a further growth. The kinetic traces of the
positive and negative regions of the transient spectra can be globally fit using the
same set of time constants: a resolution-limited rise, tp; ~ 150 fs, and decay/rise
(positive/negative parts, respectively) components, Tp, = 22 ps and tp3 = 1.1 ns.
This suggests a common origin for the growth and decays of the various parts of the
signal.

From the above discussion and the results obtained in Sect.4.5.3, it emerges that
the spectral response of the anatase TiO, NPs upon electron delivery to the CB
(via bandgap excitation or injection) can be understood as the combination of two

Fig. 4.32 Comparison of the 30——— Tos T =
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in blue, and the one of the
dye-sensitized anatase TiO;
in red
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Fig. 4.33 a Comparison between the temporal traces of the bare (blue curve) and dye-sensitized
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sensitized anatase TiO,, cut at the probe photon energy of 3.70 eV (purple curve), 3.88 eV (red
curve) and 4.20 eV (violet curve)

effects: Phase-space filling and long-range Coulomb screening. In the case of above
bandgap excitation of bare anatase TiO,, the density of e™ in the CB is high enough
to fill the single-particle states involved in the exciton collective charge excitations,
and the signal is dominated by phase-space filling. This overwhelms any positive
signal associated with the exciton broadening and results in a negative signal over
the entire spectral range (Fig.4.29c—d). In contrast, upon injection, the phase-space
filling contribution becomes extremely weak, as the e~ density transferred from
the dye into the CB is two orders of magnitude less than in the case of bandgap
excitation. In addition, the e~ density is expected to be located just at the bottom of
the CB at I', whose states are predicted not to participate to the exciton transition
from symmetry arguments [8]. In these conditions, the positive contribution due to
the broadening of the exciton linewidth arises clearly and the sign of the resulting
signal reflects solely the presence of long-range Coulomb screening. The signal of the
dye-sensitized anatase TiO, NPs is not affected by the spectral features associated
with the dye alone (Fig.4.29a-b). The lack of an LC bleach can be explained by
the fact that the LC transition is not sensitive to a change of the Ru oxidation state
[171], so that the LC band of the cation and the bleached one cancel each other after
interfacial ET has occurred. In addition, the dye coverage of the NPs is such that
their concentration is very low and their signal would hardly be detected. The two ES
absorption features have instead disappeared because the excited molecule becomes
a cation after injection. Previous visible, [150, 154, 172, 173] and THz [156] TA
studies on N719- or N3-sensitized TiO, reported a bimodal electron injection: A
prompt one at very short times (<10 fs) from the initially accessed Franck-Condon
'MLCT state, followed by injection from the rapidly populated [146] long-lived
3SMLCT state, over tens to hundreds of picoseconds. The behaviour we observe in
Fig.4.33 for the dye-sensitized NPs reflects precisely this bimodal injection regime.

The above results unambiguously demonstrate the deep-UV probing of interfacial
ET from the N719 dye to the anatase TiO, NPs. Although this aspect is of major
interest for the field of applications, we point out the relevance of these results for
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the comprehension of charge dynamics in dye-sensitized anatase TiO,. Indeed, as
shown in Sect.4.4, the strongly bound exciton retains a highly localized nature,
extending two-dimensionally over five unit cells on the (001) plane of the crystal.
The small size of the exciton (compared to Wannier-Mott excitons) implies that the
electronic structure of the anatase TiO, NPs typically used for applications (with
a diameter between 10 and 30 nm) can be safely described by the bulk electronic
structure of single crystals. As discussed in Sect.4.4, the exciton state at 3.88 eV
arises from a manifold of direct interband transitions along the I'-Z points of the
BZ, in which the CB and VB dispersions are almost parallel (Fig.4.34). Hence, the
injected electron density at the bottom of the CB is sufficient to block the final states
involved in the excitonic transition. This is again consistent with a phase-space filling
mechanism at play [61], which gives rise to the exciton bleaching as presented in
Sect.4.5.3. This phenomenon causes a reduction of the exciton oscillator strength
by reducing the number of single-particle states contributing to the bound state. A
pictorial representation of the deep-UV based detection of the ultrafast ET dynamics
in sensitized TiO, NPs is provided in Fig. 4.34. Our measurement also suggests that
long-range Coulomb screening is acting simultaneously to bleaching the excitonic
species, as most single-particle states contributing to the exciton are situated along
the I"-Z points of the BZ, i.e. far from the bottom of the CB. Long-range Coulomb
screening causes a broadening of the exciton linewidth, as shown by the dependence
of the exciton linewidth with pump fluence.

In conclusion, we establish an elegant methodology for probing interfacial charge
dynamics in sensitized transition metal oxides by exploiting the spectroscopic feature
of a collective charge excitation. This approach is ideal in the case of solid-state sen-
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deep-UV based detection of ET

the ultrafast ET dynamics in CB
sensitized TiO, NPs. The \ MLCT
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electron into the CB of
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UV pulse (violet arrows)
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exciton I band at 3.88 eV. N\ \fv
The direct transitions /_& \
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sitizers, such as hybrid organic-inorganic perovskites or gold NPs, as the absorption
of the CB electrons is expected to be weak in the deep-UV. It can also be extended
to other transition metal oxides, e.g. ZnO, which is well known to display a strongly
bound exciton state around 3.31 eV at RTg [2].

4.7 Conclusions

In this Chapter, the use of advanced steady-state spectroscopies, along with state-of-
the-art theoretical calculations, allowed us to demonstrate that the direct optical gap
of anatase TiO, is dominated by a strongly bound exciton rising over the continuum
of indirect interband transitions. Remarkably, this exciton possesses an intermedi-
ate nature between Wannier-Mott and Frenkel regimes and displays a unique 2D
character in the 3D lattice.

These findings also apply to the defect-rich samples (e.g. NPs) used in light-
energy conversion applications, which lack a clear fingerprint of the exciton feature
under equilibrium conditions. Only the powerful tool of ultrafast broadband optical
spectroscopy, performed in the unexplored deep-UV spectral range, paves the route
to the identification of the excitonic collective excitations in these samples. The
importance of this observation is twofold: (i) to reveal a prototypical high-energy
spectroscopic feature whose renormalization provides insights into the low-energy
single-particle and many-body processes occurring in the material; (ii) to make use
of the excitonic feature as a sensitive observable that reacts to external stimuli. In
our nonequilibrium investigation, we address both aspects, first unraveling how the
excitonic feature is affected by the carrier dynamics and the emergence of coherent
lattice modes, and finally using such exciton as a sensitive probe of the ultrafast ET
from an external dye into the anatase TiO, NPs.

In conclusion, all these elements concur to provide a novel and complete descrip-
tion of the equilibrium and nonequilibrium electrodynamics of this widely studied
material. Besides the fundamental impact on the field of condensed matter physics
with the discovery of these exotic collective excitation, our study can have relevant
consequences for the comprehension of the photocatalytic activity of anatase TiO,.
To this purpose, in the future it will crucial to investigate how molecules adsorbed to
specific TiO, surfaces react to tailored charge excitations (excitons versus uncorre-
lated particle-hole pairs) generated by tunable incident light. From the point of view
of devices, the newly discovered bound excitons may also provide a significant source
of optical nonlinearity, opening the doors to the development of electro-optical or
all-optical switches in the UV. In this regard, high optical nonlinearities have already
been demonstrated in TiO, for off-resonant excitation [174, 175], leading to efficient
third-harmonic generation [176]. Also engineered nanostructures exposing a large
percentage of (001) facets can be useful in guiding the energy at the nanoscale in
a selective way [177-179]. Finally, due to the important contribution that phonons
play in the exciton linewidth and lineshape, we expect that the optical properties
of anatase TiO, can be effectively altered by tuning the exciton-phonon coupling,
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e.g. through the applications of mechanical strain or via dielectric screening. In this
regard, new insights from many-body theory will be crucial for evaluating the trans-
port of these excitonic species, their coupling to the vibrational degrees of freedom
and their reaction to various external stimuli.
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Chapter 5 ®)
Probing the Electron-Phonon Interaction | oo
in Correlated Electron Systems

One of the long-standing questions in cuprate physics concerns the role that the
electron-phonon interaction plays across the phase diagram. !

On one side, it is well established that intermediate-to-strong electron-electron
correlations represent the essential ingredient to rationalize the electronic structure
of the undoped parent compounds [1, 2] and the emergence of a variety of exotic
phenomena in the UD region of the phase diagram. With respect to the insulating
parent compound, nowadays there is an almost general consensus in the classification
of its electronic properties within the CT insulator scenario [3, 4]. As a consequence,
a body of theoretical work is devoted to understanding whether a strongly correlated
model for the CuO, planes alone, such as the 2D Hubbard or the t-J Hamiltonian, can
capture the low-energy physics of these materials. Among the most successful results
of these models, we can cite the prediction of the renormalized charge dynamics
[1, 5] and the opening of a spin gap [6, 7]. At the same time, one has to be aware that
these models represent simplified schemes that rely on a number of assumptions.
One of these assumptions consists in neglecting the electron-phonon interaction,
which can be justified in first instance by the lack of a substantial isotope effect in
the cuprates for the emergence of high-T¢ superconductivity [8].

On the other hand, the presence of an intermediate-to-strong electron-phonon
interaction cannot be neglected a priori. In similarly complex TMOs, like the man-
ganites and the nickelates, the electron-phonon coupling is known to be at play in
a variety of effects such as polaronic transport [9, 10] and CDW formation [11].
In cuprates, it is nowadays established that this fundamental interaction cannot be
responsible for the SC properties, as the dominant mechanism behind Cooper pair
formation does not involve a net saving of ionic kinetic energy as in BCS materi-
als [12, 13]. However, the electron-phonon interaction can lie at the origin of other

TParts of Chap. 5 are reprinted with permission from A. Mann et al., Physical Review B 92, 035147.
Copyright 2015 American Physical Society.
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emergent phenomena competing with superconductivity, and thus can contribute to
shape the phase diagram. Motivated by this idea, a number of experiments attempted
to clarify the role of the electron-phonon coupling in cuprates. Broad boson sidebands
were discovered in the ARPES spectra of La,CuQOj, and interpreted as the signature of
polaronic coupling between specific lattice modes and the charge carriers [14]. The
computed spectral distribution of the electron-phonon coupling was even found to be
sufficiently strong to induce the self-trapping of the charge carriers. In this regard, the
most coupled optical phonons in the system have been identified with the La mode at
20 meV, the apical O mode at 60-70 meV and the O (half)-breathing mode at 85 meV
[14]. In support to the hypothesis of a sizeable interaction, high-resolution ARPES
data on a variety of p-type doped cuprates concluded that the quasiparticles are
strongly coupled to phonons in the frequency range 40-80meV [15-17]. A sudden
and dramatic change in the quasiparticle velocity well above T¢, manifested as a kink
in the energy-momentum dispersion along the nodal direction, and a concomitant
drop in the quasiparticle scattering rate were interpreted as fingerprints of strong inter-
actions with phonon modes. At the same time, the observation of anomalous phonon
dispersions in IXS [18], the softening of a phonon peak in INS [19] and the presence
of features in tunnelling spectra [20] indicated a significant role played by the lattice
degrees of freedom in the cuprates. Also the equilibrium optical conductivity o;(w)
of insulating and weakly-doped cuprates revealed the presence of structures that
can be described only within the strong electron-boson coupling regime. For exam-
ple, the feature associated with the CT excitation in the undoped parent compound
has been successfully reproduced with a model of interacting electron-polaron and
hole-polaron pairs [21]. In addition, the low-energy o} (w) of weakly-doped cuprates
reveals a broad feature at 0.5eV, known as the “MIR band”. The origin of such a
feature has been subject of huge controversy in the field [22—24], until a promis-
ing explanation has been offered by the numerical solution of the t-J-Holstein model
[25]. This involves the incoherent motion of a hole subjected to the interplay between
the electron-electron correlations and electron-phonon interaction. Finally, phonons
may be responsible for charge instabilities, in the form of stripes [26], CDWs [27, 28]
and electronic phase separation [29]. As various physical observables in the cuprates
are differently affected by phonon effects, the energy- and momentum structure of
the electron-phonon coupling must play an important role.

From these arguments, one intriguing possibility that is being explored in cuprate
physics consists in the existence of a non-trivial interplay between high-energy
electron-electron correlations and the low-energy electron-phonon interaction [30].
This interplay poses new challenges for theory and experiment. On the theory side,
the solution of the t-J-Holstein Hamiltonian is providing novel insights into the low-
energy charge dynamics, as this model is considered as a suitable candidate to mimic
the coupling of the charge with both magnetic fluctuations and quantum phonons [25,
31-34]. On the experimental side, the advent of nonequilibrium methods based on
the pump-probe scheme is shedding light on the coupling among different electronic
and structural excitations on the basis of their characteristic timescales. In the last
decade, several ultrafast optical studies have been performed over a broad spec-
tral range in order to monitor the nonequilibrium evolution of the in-plane optical
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response in the undoped parent compounds La,CuO,4, Nd,CuO4 and YBa;Cu3Og
[35-38]. Using this approach, it was found that a transient metallic state establishes
for 40 fs upon photodoping the CT insulating state in Nd,CuO,4 and La,CuOy at
RT [36, 37]. Subsequently, due to the strong electron-phonon coupling, the charge
dynamics are governed by carrier localization, resulting in the emergence of MIR
absorption bands. More recent measurements of ultrafast broadband optical spec-
troscopy focused more accurately on the dressing process of the quasiparticles in
La;CuQOy445 [38]. In this regard, the use of sub-gap photoexcitation unravelled the
ultrafast build-up of the effective interaction between the charge carriers and the
bosonic field.

Despite unveiling the effectiveness of the electron-phonon interaction in undoped
cuprates, all the above experiments have only offered an indirect signature of the
phononic field dressing the charge excitations. Moreover, as the effect of the carrier
dressing is apparent in the incoherent response of the pump-probe signal, these mea-
surements only provide an average insight into the electron-boson coupling caused
by the interaction with all bosonic modes. This calls for the development of a novel
approach to extract quantitative information on the electron-boson matrix elements
for specific collective modes.

An elegant method to investigate this coupling is to carefully tailor the pump
excitation in an ultrafast experiment, in order to trigger specific coherent collective
modes. As observed in Chap. 2, coherent modes that can be studied include Raman-
active electronic and lattice excitations, which in undoped cuprates are respectively
represented by bi-magnons and optical phonons [39]. Once these modes are set out-
of-equilibrium, the effects of the coherent bosonic field on the high-energy optical
spectrum of the material can be probed in a broad energy region by a delayed optical
pulse. Direct information on the coupling between a specific collective mode and the
high-energy electronic excitations in the accessible spectral range can be retrieved
from the evaluation of the energy-dependent Raman matrix element of the coherent
mode. In regard to Raman-active phonons, this approach would provide a conclusive
estimate of the electron-phonon coupling strength projected at the I point of the
BZ. In principle, this quantity can be extracted also in the frequency domain via
spontaneous Raman scattering, but with very demanding experiments performed at
different laser wavelengths [40]. Ultrafast broadband optical spectroscopy can obtain
the same information in a single experiment.

Using this technique, the dream is to estimate the electron-phonon coupling
strength for several lattice modes of interest across the whole cuprate phase dia-
gram and to possibly extend this concept to the case of the coherent Bogoliubov
QPs at 2Ag¢ (where Age denotes the size of the SC gap along a particular Raman
scattering symmetry), thus evaluating the coupling of the SC condensate to other
excitations [41, 42]. To address this phenomenology, in the framework of this The-
sis, we design several ultrafast broadband optical experiments on the prototypical CT
insulator La,CuQy in the visible spectral range. The main properties of this material
are described in Sect. 5.1, putting emphasis on its electronic structure. The steady-
state optical characterization of the system is offered in Sect. 5.2, while the analysis
of the Raman spectra, crucial for the interpretation of the pump-probe experiments, is
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given in Sect. 5.3. Finally, Sect. 5.4 is devoted to the low-temperature nonequilibrium
response that the system exhibits upon a photoexcitation below or above the CT gap.
Contrary to previous studies [35-38], we explore both the a- and c-axis reflectiv-
ity response in a broad spectral range, by tuning the probe beam polarization along
the [100] and [001] crystallographic directions of La,CuQy4. Our approach allows
to reveal the ultrafast incoherent renormalization of the optical properties and the
emergence of specific coherent optical phonons with A, symmetry. In addition, we
extract the Raman matrix elements of such modes, which serve as a benchmark for the
estimate of the electron-phonon matrix elements via a phenomenological approach
or ab initio techniques. This is the subject of Sect.5.5, while conclusions are given
in Sect.5.6. Our study paves the route to a systematic investigation of the interplay
between structural/charge fluctuations and electronic excitations in complex TMOs.

5.1 La;CuOyq4

La;CuOQy is one of the simplest insulating copper oxides that exhibit high-T¢ super-
conductivity upon hole doping. In this material, the 2D network of corner-sharing
CuOy units, typical of all SC cuprates, is accompanied by two additional O atoms
(named apical O) below and above each CuO,4 plaquette. As a consequence, the
main building block of La,CuQy is represented by CuQOg octahedra, which are elon-
gated along the apical oxygens due to the JT distortion. Above 560K, the high-
temperature structural phase of La,CuQy is tetragonal, while below this temperature,
an orthorhombic distortion occurs and the crystal lowers its symmetry to orthorhom-
bic. The low temperature crystal structure and the schematics of the Cu-O network
are shown in Fig.5.1a, b, respectively. The single spin on the in-plane Cu>* ions
undergoes AFM ordering below the Néel temperature Ty = 320K. In the follow-
ing, the origin of such AFM ordering will be clarified in relation to the electronic
properties of this material.

Indeed, to gain more insights into the open problems associated with cuprate
physics, it is pivotal to have a detailed comprehension of the undoped parent com-
pound electronic structure. Conventional band theory fails in providing a reliable
description of undoped cuprates, since it predicts the occurrence of a metallic
behaviour. Thus, we start with a simplified ionic model, which neglects the hybridiza-
tion effect among the Cu and O orbitals. The formal valence of Cu atoms is 2+, which
leads to a 3d° configuration, with a single hole in the 3d orbitals. In the crystal field
of La;CuQy, the hole is located in the 3d,2_,» orbital and it is localized on the Cu
sites due to the strong on-site Coulomb interaction U. The latter arises due to the
localized nature of Cu 3d orbitals. As a consequence, a single spin is localized on
each Cu ion, while the O ion has a closed shell with a 2p6 configuration.

The opening of a gap in this simple model can come from two distinct processes
[43]. The first mechanism involves the motion of one localized hole from a Cu ion
to another Cu ion (intersite d-d excitation), while the second phenomenon implies
that the localized hole moves to one of the O ions (intersite p-d excitation). In the



5.1 LayCuOyq4 173

(a) (b)

Fig. 5.1 a Crystallographic structure of LayCuQOj, showing its low-temperature orthorhombic unit
cell. The Cu atoms are depicted in blue, the O atoms in red and the La atoms in violet. b Schematics
of the 2D network of corner-sharing CuOj4 units

former case, the total energy change is represented by the Coulomb interaction U
itself, while in the latter case it is governed by the CT energy A for transferring a
hole from the cation to the anion. The insulating behaviour arises as a result of the
local blocking of the electron propagation and it is not related to any specific form of
AFM long-range order. The AFM long-range order emerges instead as a secondary
instability. According to the ZSA scheme [3], the lowest energy between the U and
A scales determines whether the material can be regarded to as a Mott-Hubbard
or a CT insulator. In the Mott-Hubbard insulator picture, the Mott gap U separates
the Upper Hubbard Band (UHB) and the Lower Hubbard Band (LHB), and the O
2p band lies below the LHB; in contrast, in the CT insulator picture, the CT gap
A separates the O 2p band from the UHB, and the LHB lies below the O 2p band.
The simplified DOS arising from these two basic frameworks is shown in Fig.5.2a,
b. To establish the correct scenario for the cuprates, the ionic model itself does not
prove to be sufficient and the support of experimental data becomes crucial. As many
spectroscopic methods extracted U ~ 8eV and A ~ 2 eV, a CT insulator scenario
was established for this class of compounds.

To capture the low-energy physics arising upon hole doping, several studies have
shown that the one-band Hubbard model alone can describe some qualitative prop-
erties of the Cu-O layers [1, 6, 7, 24]. The Hubbard Hamiltonian [44] reads

N
H = —t Z (Ci"a(,‘j’g + C]'-,JC,"U) +U annil — MZ(n”~ +}’lj¢), (51)

<i,j>,0 i=1 j
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Fig.5.2 Schematic DOS in the a Mott-Hubbard insulator; b CT insulator scenario; ¢ ZRS scenario.
UHB = Upper Hubbard Band, LHB = Lower Hubbard Band, ZRS = Zhang-Rice singlet

where the first sum runs over the nearest neighbour sites < i, j >, the cI , is the
operator that creates an electron of spin o on the lattice site 7, ¢; , is the operator that
annihilates an electron of spin o on the lattice site i and n; , = czgc,-,g is the number
operator. The final term contains a chemical potential © which controls the filling.
The main parameters that enter the Hubbard Hamiltonian are the hopping integral
t and the on-site Coulomb repulsion U, which can be taken from the experimental
data or derived by some ab initio computational technique. The Hubbard model
provides a rough estimate of the strength of the electronic correlations in cuprates.
Within a one-band Hubbard description, parametrized by a bandwidth W ~ 8¢ and a
Coulomb repulsion U, the insulating gap of the paramagnetic insulatoris U — W and
the superexchange interaction is J = 4¢>/U. As in the cuprates U is replaced by the
A energy scale of 2eV and J is 0.1 eV, the repulsion can be estimated on the order of
U/W = 1.5, which is above but not far from the Mott boundary U =~ W. This implies
that insulating cuprates are in a regime of intermediate correlation strengths, which
represents a very complex scenario to model with respect to the two extreme regimes.
Up to this point, we have neglected the presence of hybridization effects. However,
within the framework of CT insulators, hybridization is expected to play even a more
significant role and should be accounted for when describing the electronic states
of cuprates through a model Hamiltonian. It is generally accepted that the relevant
degrees of freedom are the 2p, (2p, or 2p,) Wannier orbitals on the in-plane O ions
and the Wannier 3d,>_,> orbital on the Cu ion, due to the large overlap between
their wavefunctions. As a consequence, the minimum model that can be built for
the CuQy unit is the so-called Emery model [22, 45], which is widely known as the
three-band Hubbard model (due to the three orbitals involved) or the d-p model (due
to the inclusion of d and p orbitals).
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Within the latter framework, important findings have been achieved concerning the
low-energy electronic structure of undoped cuprates upon electron or hole creation.
The DOS of a CT insulator shown in Fig. 5.2b is indeed a very primitive one and it is
tempting to refer to the filled O band as of the non-bonding type. However, this picture
becomes very misleading in the presence of intermediate-to-strong correlations, since
it does not take into account the possible interactions related to the creation of holes
and electrons in the single-particle excitation spectrum. Indeed, it is presumed that
the holes are introduced into the O 2p, orbitals and possess a strong coupling in
spin and symmetry with the localized hole on the Cu 3d,:_ > orbitals. This leads to
a new bound (or impurity-like) state, known as Zhang-Rice singlet (ZRS) state, that
splits-off from the O 2p band [46]. The modified DOS is shown in Fig.5.2¢c, where
a new band of hybrid character separates from the O non-bonding 2p band. The
representation of the ZRS state is provided in Fig. 5.3. As a consequence, the lowest
unbound interband charge excitation in the optical spectrum involves the transfer of
a hole localized on a Cu 3d,2_,> site to an O 2p, orbital. The hole forms in turn
a ZRS state which is coupled to an adjacent localized Cu 3d,2_, hole, thus giving
rise to a non-local excitation involving the ZRS state and the UHB. This model also
allows understanding the disappearance of the AFM ordering upon hole doping. The
O hole is coupled to a single Cu but in reality it can interact with neighbouring ones
as well, leading to a ferromagnetic (FM) contribution to the net coupling between
Cu spins and balancing the AFM superexchange.

In the last decade, a new promising route for advancing the understanding of the
electronic structure of cuprates has come from the development of Dynamical Mean
Field Theory (DMFT) [47] and its extensions [48, 49]. In particular, the use of DMFT
with electronic-structure methods such as LDA allows combining the ab initio and
the model Hamiltonian viewpoints within the LDA + DMFT multiband framework.
This technique has been used to refine the estimate of the correlation strength in
cuprates and to describe the electron-hole asymmetry arising in these materials.
These issues are still highly debated, as new calculations have identified the undoped
parent compounds of electron-doped cuprates (like Nd,CuQ,) as Slater insulators
[50], while the undoped parent compounds of hole-doped cuprates (like La,CuOy) as

Fig. 5.3 Representation of
the ZRS state presumed to be
formed by strong AFM
coupling of an O hole with
that localised on Cu?*. The
relative signs of the different
orbital lobes is indicated by
the shading

2py
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CT insulators [51]. In the Slater insulator picture, the insulating behaviour does not
originate from the strong Coulomb repulsion, but arises as a result of the doubling
of the unit cell caused by AFM long-range order. In this case, the AFM order is the
cause and not the consequence of the gap opening.

Current state-of-the-art LDA + DMFT calculations for La,CuQ, are based on
a six-band model, in order to take into account the ds2_,2, p, and p_, orbitals
associated with the Cu ion and the apical O ions. Indeed, these orbitals are expected to
play arole in La;CuOy4 and not in Nd,CuOy4 due to the presence of the apical O atoms.
The momentum-resolved single-particle spectral function of La,CuQO,4, computed
within this method, is displayed in Fig.5.4a, while the partial DOS in Fig.5.4b, c.
The data are adapted from Ref. [52]. A direct gap of 1.80eV can be observed at the
M point of the BZ and the partial DOS shows two dispersive features, the UHB and
the ZRS band below the Eg. The LHB is separated from the UHB by the U energy
scale. Consistent with the explanation of the three-band Hubbard model provided
above, the ZRS arises from an admixture of O and Cu characters. In addition, the p..,
and ds,2_,> orbitals have a strong weight between —4 and —1 eV and the in-plane
O orbitals are located at —5 eV. In addition, the additional p,, and d3,2_,> orbitals
hybridize with the ZRS. Direct comparison of the computed spectral function with
data extracted from the experiments is not straightforward. The reason is twofold: (i)
Performing ARPES measurements on the insulating La, CuQOy is a challenge by itself,
due to the absence of a Fermi surface. When a small amount of doping is introduced,
the experimental band mapping can be performed, but the renormalization of the
spectral function can be rather strong; (ii) Once ARPES is successfully performed

Fig. 5.4 a Energy-
dependent spectral function
A(k,w) obtained by LDA +
DMEFT of a six-band model
description of LaCuOg4. b
Partial DOS of the dxz,yz,

—_—
Q
I =
—_—
N

Energy (eV)

ds2_,2, px,y and p; GAP =—d, |
orbitals, in which a direct dg,
gap of 1.80eV can be R =4,
observed. ¢ Partial DOS on a —pi
large energy scale. The LHB
is located at —10eV and the |
UBH is also shown.
Adapted from Ref. [52]
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(as in Ref. [14]), incoherent satellites due to the strong electron-phonon coupling
emerge in the spectral function. The current level of theory cannot account for the
effects produced by such a strong electron-boson coupling.

Concerning the latter point, we have already highlighted in the Introduction to
this Chapter the importance of the electron-boson coupling for interpreting the origin
of specific features in the one-particle and two-particle excitation spectra. The new
frontier for both theory and experiment is to unravel the subtle interplay between the
electronic correlations and the electron-boson coupling and understand how these
two phenomena concur to promote carrier localization in this class of solids. As
already anticipated, the presence of strong electron-boson coupling has a remarkable
manifestation in the electrodynamic properties of La,CuQy, which are presented in
the following section.

5.2 Steady-State Optical Properties

As indicated above, a complete characterization of the two-particle excitation spec-
trum of La,CuQy4 under equilibrium conditions is highly desirable to reveal the
energy scale of the CT excitation and the importance of the electron-phonon coupling.
Moreover, in view of our pump-probe experiment, the knowledge of the steady-state
optical spectrum is crucial to understand how the photoexcitation renormalizes the
high-energy optical properties of the system. Hence, in this Section, we report on
the anisotropic optical response of an (010)-oriented La,CuOy single crystal, and
describe the electrodynamic properties of the material.

Figure 5.5 shows the real part of the optical conductivity (o}), measured at 10K
with light polarized parallel to the a- (blue curve) and c-axis (red curve) of the crys-
tal, respectively. We observe that o, is dominated by an intense feature at 2.25eV.
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Fig. 5.5 Real part of the optical conductivity along the a a- (blue curve) and b c-axis (red curve),
measured via spectroscopic ellipsometry at 10 K. The grey shaded areas refer to the spectral ranges
monitored by the broadband probe
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Preliminary studies assigned this structure to a resonance corresponding to the fun-
damental CT gap of the material [4, 21]. This interband transition can be considered
as a non-local CT excitation, since it involves at least two CuQOy units. In addi-
tion, temperature-dependent studies modelled it as resulting from the interaction
between an electron-polaron and a hole-polaron, coupled to each other by a short-
range electron-hole interaction [21]. This picture has been recently refined via RIXS,
by mapping the dispersion of the elementary excitations far from the long-wavelength
limit of optics [53, 54]. It was concluded that the resonance is a weakly dispersive
CT exciton, strongly coupled to the phonon bath. The optical spectrum at higher
energies (2.50-3.50eV) has been ascribed to mixed charge excitations from the O 2p
states to the Cu 3d states in the upper Hubbard band (UHB) and to La 5d/4f states
[4]. Remarkably, upon hole-doping by substitution of Sr for La, only the low-energy
spectrum below 3.00eV undergoes a strong renormalization. SW is transferred from
the CT excitation to low energies and gives rise to a two-component response, as
will be discussed in detail in Sect. 5.4.

The c-axis optical response retains instead a featureless shape that monotonically
increases with energy, which is representative of a particle-hole continuum and con-
firms the two-dimensional nature of the charge excitations. This spectrum reflects
a more insulating behavior of the system along the c-axis and, differently from the
in-plane response, chemical doping leads to the formation of a band around ~2.00-
2.50 eV and does not result in a Drude peak [4, 55]. The suppression of the charge
excitations along the c-axis allows to track phonon-related features even in the SC
state [4, 55]. This, again, represents the signature of a highly semiconducting behav-
ior in the direction perpendicular to the CuO; planes. Only in the heavily doped
materials (x > 0.18), the scenario substantially changes and the system becomes
an anisotropic 3D metal. Despite these studies, a consensus has not been reached
on the origin of the c-axis electrodynamics of insulating cuprates. In Sect.5.4.2,
we show how our nonequilibrium approach provides preliminary results with this
respect. Future calculations of the c-axis optical conductivity via six-band DMFT
are therefore required to refine our study.

5.3 Spontaneous Raman Scattering

To provide a deeper interpretation of our nonequilibrium data, we also discuss the
spontaneous Raman scattering response of La,CuQOy. This has been the subject of
intensive studies in literature, especially in relation to its modification upon chemical
doping [39, 56-59]. In the undoped parent compound, the Raman spectra comprise a
magnetic and a phononic response. Indeed, the CT insulating nature of this material
leads to AFM order as a secondary instability, thus giving rise to well defined features
due to Raman-active magnetic modes. This becomes apparent in the B;, Raman
scattering channel in the form of a broad bimagnon spectral feature [39]. In La,CuQy,
the bimagnon feature at RT peaks at ~385 meV and extends over a wide energy range
from 230 to 580 meV. Importantly, this can be used as a direct measure of the effective
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exchange interaction J*, which is estimated at ~129 meV [39]. Since the bimagnon
excitation lies at relatively high energies, this mode cannot be triggered coherently in
our nonequilibrium study, due to limitations in our time resolution. Thus, we restrict
our description to phononic Raman scattering below the energy of 90meV, i.e. the
range accessible by our pump-probe experiment. In this regard, we put emphasis
only to the totally-symmetric (A,) scattering channel, as this will manifest in our
nonequilibrium response. When pumping above the CT gap to create particle-hole
pairs in the material, only the bosonic modes of A, symmetry are expected to couple
to the photoexcited charge density via the displacive excitation. When pumping below
the CT gap, in principle also modes with different symmetries can be generated via
the ISRS mechanism [60]. However, we will show that no modes with symmetries
rather than A, appear in our AR/R data.

From group theory considerations, the orthorhombic phase of La,CuQO,4 admits
5 phonons with A, symmetry. In spontaneous Raman scattering, a clean study of
these totally-symmetric response can be obtained only in the (c, ¢) scattering geome-
try. In principle, the Ay symmetry configuration can be also obtained from the (x,x),
(a,a), (x,y) and (a, b) spectra by the calculation: [(x, x) + (a,a) — (x,y) — (a, b)]/2.
However, it was observed that the number of Raman-active peaks exceeds the 5
phonon modes allowed by group theory. This implies that some mechanism makes
the forbidden B,, and B3, modes active also in this channel [57]. As a result, per-
forming spontaneous Raman scattering in the (c, c) configuration has led to the
correct identification of the 5 A, modes [56, 59]. The Raman spectrum at 6K is
shown in Fig.5.6, as measured in Ref. [56], and all the mode quantum energies
are listed in Table5.1. Among the main results obtained by Raman studies of the
vibrational modes of La,CuQy4, we can mention the temperature dependence of the
mode at 15.5meV in the A, scattering channel (staggered rotational mode of CuOg
octahedra), as a partial softening of the mode is observed in the proximity of the

Fig. 5.6 Spontaneous T T T T T T
Raman scattering spectrum
of LapCuQy in the (c, ¢)
geometry, measured using a
monochromatic laser with a
photon energy of 2.41 eV.
The temperature is 6 K and
the data have been adapted
from Ref. [56]

Scattered intensity (a.u.)
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High-Temperature Tetragonal to Low-Temperature Orthorhombic structural phase
transition [57-59]. Hence, this mode represents the soft phonon associated with the
structural phase transition and undergoes a strong damping for increasing temper-
ature and doping. More importantly, in the insulating parent compound, it shows a
pronounced anomaly in its energy and linewidth around 280-300 K. As this temper-
ature is far from the structural phase transition temperature (560 K) and coincides
instead with the Néel temperature of the crystal, this is a strong evidence for a size-
able coupling between the AFM ordering and the lattice at small doping levels. Since
the soft mode involves the tilting vibrations of the apical O atoms, the emergence of
the AFM ordering in the CuO; planes is likely to modify the tilting angle [59].

In addition to this result, tentative assignments of the other phonon modes were
given in a number of Raman studies [39, 57, 61] and calculations of the phonon
dispersion [62—-64]. However, the detailed eigenvectors at ¢ = 0 have never been
systematically reported. To provide an accurate characterization of these modes,
we calculated the phonon spectrum of La,CuO4 using DFT-LDA. The details of
the calculations are reported in Appendix C.3.1. The theoretical values are given in
Table 5.1 for a direct comparison with the experimental energies. The energies of the
5 Ag modes are in good agreement with the values extracted from the experiment.
The eigenvectors are shown in Fig. 5.7 and the final assignments are also provided in
Table 5.1. Having established the eigenvectors of the A, modes allows us to perform
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Fig. 5.7 Calculated eigenvectors of the 5 Ag modes of LapCuOy4 at q = 0. The corresponding
energies are indicated in the figure. Brown atoms refer to Cu, red atoms to O and violet atoms to
La. The phonon spectrum has been computed using DFT-LDA
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Table 5.1 Experimental and theoretical values of the energy of the 5 A, modes in LapCuOy,
together with their assignments. The experimental values have been obtained from Ref. [56], while
the theoretical values have been calculated via DFT in this work

Label Experiment (meV) Theory (meV) Assignment

I 15.5 13.3 Staggered rotational mode of
CuOg octahedra With in-phase La
vibration

I 19.3 19.9 Staggered rotational mode of

CuOg octahedra Without-of-phase
La vibration

I 28.5 28.3 In phase vibration between La and
apical O

v 34.0 325 Vibrations of the in-plane O along
the c-axis

\Y% 53.0 52.4 Breathing mode of the apical O

the nonequilibrium experiment for mapping the emergence of specific Raman-active
modes of interest, as discussed in the following section.

5.4 Ultrafast Broadband Optical Spectroscopy

In Sect. 5.2, we highlighted the role played by the electron-phonon interaction on the
electrodynamics of La,CuOj. Elucidating how the electron-phonon coupling affects
the charge dynamics in this material is of primary importance, especially in relation
to the fate of this interaction in the presence of an excess carrier density. A power-
ful method to reveal the details of the carrier dynamics in real time is represented
by ultrafast broadband optical spectroscopy. As underlined in Chap.2 and demon-
strated in Chap. 4, photoexciting an insulator above the gap using an ultrashort laser
pulse leads to the creation of particle-hole pairs in the material. The nonequilib-
rium particle-hole density subsequently undergoes intraband relaxation via distinct
scattering channels with all the other degrees of freedom in the system. As a result,
the carriers can remain delocalized through the crystal lattice, forming a transient
metallic state, or can become localized/trapped to specific lattice sites. Eventually,
the recombination of the particle-hole density proceeds via radiative or non-radiative
processes [65].

In conventional band semiconductors/insulators, the main scattering channel for
the photoexcited carrier density is the one with optical phonons. The carriers remain
delocalized in the material and give rise to a sizeable Drude response for tens of
picoseconds. The localization process is typically driven by the presence of impuri-
ties and defects that bind the carriers in the proximity of specific lattice sites [66—68].
This, in turn, produces characteristic absorption features in the infrared/visible range,



182 5 Probing the Electron-Phonon Interactionin Correlated Electron Systems

which can persist for hundreds of picoseconds or even nanoseconds. This scenario
has to be slightly refined in the presence of intermediate-to-strong electron-phonon
coupling, as the intraband relaxation to the band edges can become extremely fast
(see Chap.4 and Ref. [69]) and polaronic bands are expected to emerge in the MIR
range for low carrier densities, similarly to the effects produced by chemical doping
[70]. Increasing the carrier density leads to the screening of the electron-phonon inter-
action and one might observe the transition from a polaron gas to a (transient) weakly
correlated metal [71]. From this discussion, one can conclude that the response of
band semiconductors/insulators to photoexcitation is nowadays quite well under-
stood. This is mainly due to the simpler physics governing these materials, in which
the bands can be considered as “rigid”, i.e. almost independent of filling and tem-
perature.

Still elusive is instead the physics emerging upon photoexcitation of a strongly
correlated system governed by Mott physics, as the photodoping process can cause
a strong renormalization of the bands. First of all, we have to underline that every
system has its own peculiar features compared to others, thus making the description
far from being general. While VO, has been extensively studied in relation to its
metal-to-insulator phase transition at 340K [72, 73], the undoped manganites pos-
sess an orbitally ordered GS and, in some cases, exotic spin ordered patterns [74].
In addition, photoexciting a Mott-Hubbard insulator across the intersite d-d gap is
expected to differ from photoexciting a CT insulator across its intersite p-d gap, due
to the hybridization effects that manifest in the presence of the O orbitals. Finally,
a non-trivial interplay between Mott and Peierls physics can also emerge in some
materials. To correctly predict and interpret the response of a Mott insulator to an
ultrashort laser pulse, state-of-the-art theoretical calculations are becoming a promis-
ing tool. In the last years, the pioneering extension of DMFT under nonequilibrium
conditions has provided insights into the metal-to-insulator phase transition [75], the
thermalization dynamics [76, 77] and the modification of the exchange interaction
upon photoexcitation [78]. Despite representing a breakthrough in the theoretical
study of Mott insulators, these models cannot account for the complexity of the
many-body problem in these materials. Due to the variety of effects displayed by
these solids, in the following we restrict our discussion only to the case of undoped
cuprates.

As already described above, an almost general consensus exists in considering
these materials as CT insulators. As such, AFM order emerges as a second instabil-
ity and involves the Cu®>* ions on the CuO, plaquettes. Thus, one can expect that,
upon creation of particle-hole pairs, the intraband relaxation involves the energy
exchange of carriers with both high-energy spin fluctuations and phonons, leading
to the ultrafast thermalization of the photoexcited particle-hole pairs. In addition, the
freezing of carrier motion can emerge as a result of a variety of processes, namely
Coulomb-induced localization, (spin- or phonon-driven) polaronic coupling or trap-
ping to impurity/defect sites. To elucidate the hierarchy of these phenomena resulting
from above-gap photoexcitation, in the last decade, ultrafast broadband optical spec-
troscopy has been applied to the undoped parent compounds La,CuOy4, Nd,CuQOy4
and YBa,Cu3O¢ [35-37]. All these studies measured the differential transmittance
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AT/T of undoped cuprate thin films, which can be more easily related to the tran-
sient absorption A A occurring upon photoexcitation. These experiment consistently
reported a transfer of SW from the high-energy to the low-energy region, with the
establishment of a very rapid Drude (coherent) response and a delayed rise of incoher-
ent absorption bands in the MIR (well distinguishable in Nd,CuOy, Fig.5.8a). This
response embodies one of the paradigm of the cuprates, i.e. the coexistence of itiner-
ant and localized carriers upon chemical doping, as evidenced by steady-state optics
[4]. As a result, the salient feature is the presence of a two-component low-energy
contribution for lightly doped compounds, formed by a Drude-like band centred at
o = 0 and broad structures in the MIR. From the nonequilibrium experiment, the
MIR features have been assigned to electron- and hole-polaron absorption bands, as
indicated in Fig.5.8b. This is remarkably different from the extrinsic photoinduced
absorption bands observed on the millisecond timescale, which are related to charge
localization on impurity/defect sites [79].

Therefore, photoexciting an undoped cuprate across the CT gap leads to a
photodoping effect which retains some features in common with the chemical doping
process and can possibly influence the material properties on the ultrafast timescale.
In this regard, photoinduced phase transitions from insulator to metal have been
reported in organics [80, 81] and other CT insulators [82]. In La,CuQy, the photoin-
duced metallic states rapidly decays within 40 fs (Fig. 5.9a, b) and the carrier density
freeze due to strong electron-boson coupling (Fig. 5.9c). Such polaronic carriers relax
within 100 ps and the heating of the system proceeds on longer timescales (Fig. 5.9d).
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Fig. 5.8 a Transient absorption spectra of Nd, CuOy4 for different time delays after pump photoex-
citation above the gap at RT. The ultrafast Drude response, the MIR bands, the spectral features
related to heating and the bleach of the CT gap are indicated. b Normalized transient absorption
spectra of LayCuQy for different time delays after pump photoexcitation above the gap at RT. The
MIR bands are assigned to hole- and electron-polaron bands. A comparison with the steady-state
absorption spectrum of p-doped La;_,Sr,CuO4 (x = 0.02) is also shown. The data are adapted
from Ref. [37]
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Importantly, while the coherent Drude and midgap spectral features are observed to
rise and decay with their characteristic timescales, the depletion of the SW above
the CT gap reflects the timescales of all processes in the material. This is a crucial
aspect, as the time resolution of ultrafast spectroscopy in the visible spectral range
is higher than in the infrared, thus leading to the detection of very short transients
like the one caused by the Drude response.

More recently, the different impact of below- and above-gap photoexcitation on
the in-plane AR/R has been studied in La,CuOy4s (where § = 5 x 1073) [38]. It
was discovered that photoexciting the material along the a-axis with a pump pho-
ton energy at 0.95 or at 1.40 eV in the linear regime leads to an “instantaneous”
rise time of the signal followed by an ultrafast decay. This was found to be in con-
trast with the response retrieved for above-gap excitation at 2.25 or 3.10 eV, which
possesses a slower rise time. The difference between the two photoexcited states is
also encoded in the spectral response, as the CT feature for the sub-gap excitation
undergoes a rapid blueshift within the first 100—150 fs and finally reaches the spectral
response for above-gap excitation. This effect was rationalized in the framework of
the Hubbard-Holstein Hamiltonian, by introducing the effects of the electromagnetic
field by means of a classical vector potential. This leads to the distinction between
a non-adiabatic regime, describing real transitions between electronic states, and an
adiabatic regime, where the response comes from the deformation of the wavefunc-
tion by the electric field of light. In the latter scenario, the system relaxes back to
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the GS once the effect of the pump pulse is over. According to this picture, sub-gap
excitation produces an ultrafast reaction of the bosonic field, leading to a coherent
dressing of the charge carriers before the thermal response takes the control of the
energy flow in the system. This effect results from the presence of a small excess
oxygen content § = 5 x 1073, as this is at the origin of a non-vanishing optical
conductivity below the gap. These tail states arise from the interaction between the
excess charge and the bosonic degree of freedom [34].

All these experiments reinforce the idea that the electron-boson coupling plays
a vital role in the nonequilibrium response of La,CuQy. For this reason, ultrafast
broadband optical spectroscopy can be considered as an ideal tool for unveiling the
interplay between the photoexcited charge density and the phonon field in a correlated
electron material. Inspired by these experiments, here we design a methodology to
reveal a clear and direct signature of the phonon modes participating to the dynamics,
and we reach a first quantitative estimate of the electron-phonon coupling for specific
lattice modes. Our approach relies on performing a polarization dependence in the
nonequilibrium experiment, exciting or detecting also the out-of-plane response of
the material. In Sect.5.4.1, we first focus on the below-gap excitation regime, by
pumping a slightly doped (010)-oriented single crystal of La,CuQO,4,5 (Where § =
3 x 1073) with a photon energy of 1.55’eV. Finally, in Sect.5.4.2, we concentrate
on the above-gap excitation regime, in which we photoexcite a stoichiometric (010)-
oriented single crystal of La, CuO4 with a photon energy of 3.10eV. In both situations,
we observe a clear signature of the lattice modes of the system. This allows us to
gain insights into the generation mechanism of these modes, being the ISRS process
or the long-lived perturbation of the electronic GS [83].

5.4.1 Below-Gap Excitation

In this section, we describe the first set of experiments, in which we use a slightly-
doped (010)-oriented single crystal of LayCuQg, 5, with § = 3 x 1073, This doping
value corresponds to a very small hole content of p = 0.006. The pump photoexcita-
tion is tuned at 1.55 eV and its polarization is varied to explore both the a- and c-axis.
The broadband probe covers instead the region 1.75-2.75 eV and its polarization is
set along the g-axis, in order to monitor the spectrum of the in-plane CT excitation.

Figure 5.10a, c display the colour-coded maps of the AR/R response as a func-
tion of the probe photon energy and of the time delay between pump and probe at
10 K, for a pump polarization along the a- and c-axis, respectively. The absorbed
pump fluence is estimated around 6.7 mJ/cm?. In both pump polarization configu-
rations, the ag-axis AR/R response is dominated by a negative feature emerging in
correspondence to the CT excitation, around the probe photon energy of 2.15 eV
probe. We observe that the qualitative shape of the response is in agreement with
the results of a previous ultrafast broadband optical spectroscopy study in which
the pump photon energy was set at 0.95 and 1.40 eV [38]. Figure 5.10b, d show the
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Fig. 5.10 a, ¢ Colour-coded maps of AR/R at 10K with in-plane probe polarization and
(a) in-plane, ¢ out-of-plane pump polarization. The pump photon energy is 1.55 eV and the absorbed
pump fluence is 6.7 mJ/cm?. b, d Temporal traces at specific probe photon energies of the respective
AR/R maps. Each temporal trace results from the integration over 0.10 eV around the indicated
probe photon energy

AR/R temporal traces selected at specific probe photon energies. Under both pump
polarization conditions, the dynamics are characterized by the presence of a prompt
(albeit not resolution-limited) rise, followed by a fast relaxation of ~500 fs. These
dynamics are slower than those reported in Ref. [38], and thus evidence a sizeable
absorption from our sample. However, contrary to previous experiments, a coherent
oscillation is found to modulate the AR/R response across the whole probed region.
This can be clearly distinguished in the low-energy region of the probed spectral
range, in which the incoherent background becomes less pronounced. Notably, the
coherent response evolves as a sine function, which is the fingerprint of an ISRS-type
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of generation mechanism for the collective bosonic mode involved. By repeating the
same experiments also at RT, we confirm the persistence of this oscillating mode,
though with reduced coherence.

To elucidate whether this coherent excitation affects also the c-axis AR/R
response, we perform a separate experiment where we tune the polarization of the
probe beam. Figure 5.11a, b display the colour-coded maps of AR/R as a function of
the probe photon energy and of the time delay between pump and probe at 10 K, fora
pump polarization along the a- and c-axis, respectively. We observe that the signal is
extremely weak and it is completely related to a leakage of the a-axis CT excitation,
due to a non-perfect alignment of the probe polarization along the c-axis. This result
is remarkable, since it demonstrates the absence of a sizeable long-lived incoherent
variation of the out-of-plane reflectivity when La;CuOy.s is pumped below the CT
gap at 1.55 eV even in the presence of a slight doping. In addition, no coherent oscil-
lation (other than the one arising from the leakage of the a-axis) is detected within
the framework of ISRS.

As the presence of this oscillation modulating the a-axis reflectivity is a novel fea-
ture of the nonequilibrium dynamics of La,CuOy4.s, in the following we specifically
focus on this observable. The aim is to reveal its origin and establish its coupling
with the high-energy CT excitation. First, as anticipated above, this feature remained
undetected in previous ultrafast broadband optical experiments [38]. We tend not to
attribute this effect to the lower cross-section for the generation of this mode when
the material is pumped at 0.90eV or 1.40eV rather than 1.55eV. Our pump photon
energy lies very close to the one at 1.40eV and it is extremely unlikely that the
Raman cross-section is abruptly modified across this small spectral range. Also the
temperature at which the experiments are performed does not play a role, as our
response at RT bears the signature of the oscillation. Therefore, this effect might be
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Fig. 5.11 Colour-coded maps of AR/R at 10K with out-of-plane probe polarization and
a in-plane, b out-of-plane pump polarization. The pump photon energy is 1.55 eV and the absorbed
pump fluence is 6.7 mJ/cm?
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ascribed to the value of the absorbed fluence or the lack of a fine sampling of the
temporal response in the previous experiments.

To assign the mode, we perform a Fourier transform (FT) analysis of the residuals
obtained from a multiexponential fit of the incoherent response at 1.90eV, where
the oscillation possesses a higher contrast. The FTs for a pump polarization along
the a- and c-axis are shown in Fig.5.12 in blue and pink, respectively. In both polar-
ization channels, we observe the appearance of a sharp peak around the energy of 19
=+ 1.47meV. This peak finds an excellent correspondence with the A, Raman-active
mode labelled II in Table5.1. This mode is associated with the staggered rotation
of the CuQOg octahedra, accompanied by a prominent out-of-phase vibration of the
La ion. In our experiments, the use a broadband probe allows to study the spectral
dependence of the coherent phonon amplitude (hereafter called the Raman matrix
element), which plays a fundamental role in the evaluation of the electron-phonon
matrix elements related to this specific collective mode.

To extract the Raman matrix element from our AR/R response, two alternative
methods can be implemented: (i) A global fit analysis of the incoherent response
across the whole spectral region, followed by a FT analysis of the residuals; (ii) A
singular value decomposition (SVD) procedure. The latter algorithm is more efficient
when the amplitude of the oscillations is rather small compared to the incoherent
background, as it filters the noise and reduces the fit dimensionality (identifying the
minimum number of uncorrelated components that describe the response). Here, we
adopt this second approach to treat the AR/R data, restricting to the analysis of the
response obtained for a pump excitation along the c-axis. The general principles
behind SVD and the details of its application on our AR/R data are reported in
Appendix C.3.2. We just remark that this method enables the decomposition of the
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AR/R response into a relaxation (incoherent) part and an oscillatory (coherent) part,

according to
(AR) (t ) <ZSR>T61 (t ) (ZSR)OSC (t ) ( )
R ’ R ’ R ’ ' '

In our analysis, the main features of the data are reconstructed using SVD up to
second rank. The results for the data reconstruction is shown in Fig.5.13a, while
the relaxation and oscillatory contributions are shown in Fig.5.13b, c, respectively.
We observe that the reconstructed map well agrees with the measured response of
Fig.5.10c and displays a strong reduction of the noise level. Moreover, the SVD
provides a precise separation of the two contributions, allowing for a better subtrac-
tion of the incoherent peak inside the oscillatory response and delivering the energy
dependence of the oscillation in a straightforward way.

The temporal evolution of the coherent component extracted from the SVD is
shown in Fig.5.14a. In agreement with the direct observation in Fig.5.10b, d, the
oscillation follows a damped sine function, which confirms an ISRS type of excitation
mechanism (as illustrated in Chap. 2). The energy profile of the coherent component
is instead mapped in Fig.5.14b as a blue curve. Such energy profile is selected in
correspondence to the time delay t,,,, at which the oscillation displays its maximum
amplitude. We observe that the spectral response is characterized by a resonance
around 2.10 eV. The energy profile for the same oscillation observed with the pump
polarized along the a-axis is also shown (red curve). Due to the lower oscillation-
to-background ratio, it can only be obtained at a few energy values, integrating over
a wide energy range for each point. As discussed in detail in Chap. 2, the absolute
Raman profile for a coherent mode can be retrieved only when the pump and the
probe beams have the same polarization, while its shape depends solely on the probe
direction. Consistent with this argument, we observe very similar lineshapes between
the two Raman matrix elements shown in Fig.5.14b. Therefore, it is sufficient to
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Fig. 5.13 Reconstruction of the data using the SVD results up to second rank. a Reconstructed
data. b Relaxation and ¢ oscillatory contributions



190 5 Probing the Electron-Phonon Interactionin Correlated Electron Systems

(a) (b)
Fo 4 05
1k 4
77777777777777777777777777777 — 0.0
—— Pump a, Probe a
— Pump c, Probe a ?U
o "1t o\ ST = o 105 3
~ o
z 3
=
i H 110 £
oC 1L B -
< o,
v&)
L 4-15
2+ 4
+ 4-2.0
L L L L L L L L L L
-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.8 2.0 2.2 2.4 2.6
Delay time (ps) Energy (eV)

Fig. 5.14 a Oscillatory contribution obtained from the SVD at a probe photon energy of 2.10 eV.
b AR/R energy profile of the coherent oscillation at t = t,,,, for in-plane (blue) and out-of-plane
(pink) excitation. The data with out-of-plane pump excitations are rescaled to match the intensity
of the data with in-plane pump polarization

rescale the profile for the pump beam polarized along the c-axis to match the intensity
of the case with the pump polarized along the a-axis. This allows the full AR/R profile
to be obtained as if the pump was polarized along the a-axis.

Extracting the experimental Raman matrix element for the coherent optical
phonon II opens the doors to the evaluation of the electron-phonon coupling for
this specific lattice mode. In this regard, proper modeling of the optical response is
required at a phenomenological or ab initio level. In the specific case of this single
coherent optical phonon that is revealed upon below-gap photoexcitation, the pres-
ence of a slight amount of doping hinders a complete and reliable estimate of the
electron-phonon matrix elements within the framework of six-band DMFT, as too
computationally demanding. Therefore, to treat this case, we make use of a simple
phenomenological theory that offers preliminary quantitative results. The theoreti-
cal analysis is reported in Sect.5.5.1. Here, we proceed to describe a second class
of experiments in the above-gap excitation regime, which allow us to go beyond the
results presented in the current section and set the basis for a complete treatment via
ab initio methods.

5.4.2 Above-Gap Excitation

The experiments performed in the previous section shed light on the strengths and
the limitations of our approach. On one hand, the power of our methodology relies
in the detection of the changes produced on the material high-energy CT excita-
tion by a specific low-energy phonon mode, thus gaining selective insights into the
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electron-phonon interaction. On the other hand, the small doping present in the sam-
ple prevents from a straightforward application of ab initio techniques to provide
a microscopic evaluation of the electron-phonon matrix elements. Moreover, as the
coherent optical phonon discussed in the previous section was triggered via the ISRS
mechanism, it was coupled to a virtual charge density. Typically, one is also inter-
ested in evaluating the coupling between a real charge density that is generated upon
above-gap excitation and the coherent optical phonons. Indeed, the question whether
the photoexcited charge density across the gap possesses a large coupling to the
optical phonon modes is particularly intriguing and still open. These arguments call
for the evaluation of the nonequilibrium dynamics of the purely undoped La,CuO4
in response to a pump photon energy fiw > 2.10eV.

To overcome these limitations, we conceive a second set of experiments on a
purely undoped (010)-oriented La,CuQOy4 to access the details of the anisotropic
ultrafast dynamics and reveal the possible coupling of the photoexcited particle-
hole excitations with the other A, lattice modes. To this end, we tune the pump
photoexcitation at 3.10 eV and perform a detailed polarization dependence at 10
K. When the pump polarization is set along the a-axis, the pump photon energy lies
above the in-plane CT gap, thus promoting an electron in the UHB and leaving a hole
behind in the O 2p band. On the contrary, when the pump polarization is set along
the c-axis, excitations in the particle-hole continuum are generated. The changes in
the material reflectivity are subsequently probed with a broadband continuum, which
gives access to the high-energy electrodynamics of the system.

Figure 5.15a, c display the colour-coded maps of the AR/R response as a function
of the probe photon energy and of the time delay between pump and probe at 10
K, for a probe polarization along the a- and c-axis, respectively. In both cases,
the pump polarization is set along the a-axis and the absorbed pump fluence is
estimated around 4.5mJ/cm?. The a-axis AR/R response is again characterized by
the negative feature associated with the CT excitation around 2.15 eV. This response
is consistent with previous studies of the in-plane charge dynamics [38]. Compared
to the below-gap excitation scenario, the signal is one order of magnitude higher
because of the increased sample absorption and the higher density of photoexcited
particle-hole pairs. In addition, the high-energy region of the spectrum displays a sign
inversion around 0.5 ps. The dynamics are governed by four relaxation time constants,
which can be estimated at ~60 fs, 1.6, 3.5 and 54 ps. The c-axis AR/R response in
Fig.5.15¢ shows instead a more complex behaviour, with two distinct regions of
negative and positive photoinduced changes. These features are well displayed by
selecting specific temporal traces across the probed spectral range, as evidenced in
Fig.5.15d. An extremely fast signal appears in the rise of the response during the
first hundreds of femtoseconds, causing a sign inversion across the spectrum. The
subsequent relaxation dynamics comprises a fast decay of 60 fs which is dominant
in the low-energy side of the spectrum, an intermediate decay of 1.6 ps and a longer
relaxation of 9 ps. On top of this incoherent response, a prominent oscillatory pattern
clearly emerges across the whole spectrum.

To unravel the degree of anisotropy governing the a- and c-axis response, we
compare two temporal traces selected from the colour-coded maps of Fig.5.15a, c.
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Fig.5.15 a, c Colour-coded maps of AR/R at 10 K with in-plane pump polarization and a in-plane, ¢
out-of-plane probe polarization. The pump photon energy is 3.10 eV and the absorbed pump fluence
is 4.5mJ/cm?. b, d Temporal traces at specific probe photon energies of the respective AR/R maps.
Each temporal trace results from the integration over 0.10eV around the indicated probe photon
energy

The results are shown in Fig.5.16, in which the c-axis response has been multiplied
by a factor of —20 to reach the amplitude of the a-axis response. It is evident that the
c-axis relaxation dynamics is faster than its a-axis counterpart, which represents a
signature of a more insulating behaviour shown by the out-of-plane charge transport.
We also observe that, in the in-plane dynamics, the high signal intensity resulting from
the CT excitation hides a clear manifestation of the coherent oscillations. In contrast,
in the out-of-plane dynamics, a beating among several coherent modes is clearly
distinguished and found to persist up to several picoseconds. The higher contrast for
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the coherent modes along this probe polarization channel is related to the suppression
of the incoherent excitations, which is also due to the more insulating character of the
material along this axis. We will address the complete characterization of the coherent
response later in this section. Here, we first gain complementary perspectives on the
ultrafast incoherent dynamics from the analysis of the temporal evolution of the AR/R
spectrum. We observe from Fig.5.15d that the high-energy region of the spectrum
is characterized by a very rapid response, which generates a spike-like feature in the
first 80 fs. Thus, to identify peculiar trends in the evolution of the ultrafast response,
we analyse the AR/R spectra by separating different temporal regimes.

Figure 5.17 shows the dynamics of the a-axis AR/R spectrum at different delay
times. Panel (a) collects the transient spectra from 50 to 80 fs (corresponding to the
first part of signal rise), in which the most remarkable feature is the emergence of an
isosbestic point at 2.43 eV. Panel (b) shows the subsequent behaviour from 100 to
140 fs (still in correspondence to the rise of the signal), in which the spectral feature
of the CT excitation does not modify its shape but undergoes a continuous redshift
with time. Panel (¢) depicts the first part of the relaxation dynamics between 140 fs
and 1500 fs, in which the CT feature gradually modifies its shape and blueshifts over
time; as a result, two positive wings develop at the edges of the detection window.
Finally, for time delays larger than 1500 fs, two new isosbestic points set in at 1.83
and 2.32 eV.

We apply the same method of analysis to the c-axis AR/R response. This allows
us to separate again the spectral evolution into four different temporal windows, as
shown in Fig.5.18. We observe the presence of an isosbestic point at 2.40 eV in
the transient spectra from 50 to 80 fs (Panel (a)), accompanied by the development
of a featureless ultrafast response. This featureless AR/R signal is monotonically
decreasing for increasing photon energies and undergoes a continuous blueshift with
time between 100 and 140 fs (Panel (b)). The relaxation dynamics sets in at 140
fs and can be divided into two distinct temporal windows. Between 140 and 300
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Fig. 5.17 In-plane AR/R spectrum at different delay times: a 50-80 fs, corresponding to the first
rise of the signal; b 100-140 fs, which is still in correspondence to the rise; ¢ 160—-1500 fs, which
represents the first step of the relaxation dynamics; d > 1500 fs, which shows the long-time relaxation
of the in-plane response

fs the spectrum modifies its shape and approaches a constant behaviour (Panel (c)).
Finally, for time delays larger than 300 fs, the AR/R response maintains a flat shape
and simply decreases its weight over time.

Direct comparison of the spectral evolution along the a- and c-axis reveals insight-
ful information on the microscopic phenomena occurring on our ultrafast timescale.
First, we observe that both the in-plane and out-of-plane spectral responses are char-
acterized by the presence of isosbestic points. When the isosbestic point manifests in
the rise of the signal, it indicates that SW is redistributed from high- to low-energies
around that particular energy; when the isosbestic point emerges in the decay, it
reveals how the high-energy SW is recovered after the dynamical evolution of the
system [4, 84]. In addition, two very rapid processes are found to emerge in the rise
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Fig. 5.18 Out-of-plane AR/R spectrum at different delay times: a 50-80 fs, corresponding to the
first rise of the signal; b 100-140 fs, which is still in correspondence to the rise; ¢ 140-300 fs,
which represents the first step of the relaxation dynamics; (d) >300 fs, which shows the long-time
relaxation of the out-of-plane response

of the response, within 140 fs. Due to the timescales involved, these phenomena
must be of electronic origin. Consistent with this idea, a recent ultrafast broadband
optical spectroscopy extending to the FIR spectral range identified the emergence of
a photoinduced Drude contribution in the in-plane response of La,CuQ,4, which is
the signature of a transient metallic state developing in the system. It was observed
that SW is transferred from the high- to the low-energy region of the spectrum, giving
rise to a bleach of the CT feature and to the rise of the Drude peak. As a result, both
AA and AR/R in the region of the CT excitation start developing a negative sign
in the transient spectra, in agreement with our g-axis response at early time delays.
This bleach can be easily explained by assuming that the photoexcited carrier density
within the O 2p band and the UHB block the CT transitions monitored by the probe



196 5 Probing the Electron-Phonon Interactionin Correlated Electron Systems

beam via a Pauli blocking mechanism. Remarkably, the similar timescale involved
in the rise of the out-of-plane response strongly indicates that the transient metallic
state at early time delays has an isotropic nature and induces a coherent transport of
carriers also along the c-axis. At 140 fs the relaxation dynamics starts to occur: The
coherence of the photoinduced charge fluctuation is maintained up to this time and
the nonequilibrium charge density couples to the coherent optical modes manifest-
ing in the decay of the transient signal. For long time-delays two positive features
emerge at both the low- and high-energy tails of the spectrum, whose origin lies in
the thermal heating of the sample upon pump photon absorption. The CT peak also
undergoes a blueshift with time, as thermalization of the lattice proceeds (Fig. 5.17d).
Along the c-axis, the thermal response of the material sets in already at 300 fs, as
evidenced by the flat background in AR/R that decreases over time.

We finally address the coherent response emerging in the AR/R signal. An
enlarged version of the temporal dynamics in the low-energy side of the c-axis
spectrum is shown in Fig.5.19a, in which the oscillatory pattern can be clearly dis-
tinguished. The trace has been integrated between 1.80 eV and 2.20 eV to reduce the
noise level affecting the signal. Figure 5.19b displays the FT of the residuals obtained
by fitting the relaxation dynamics.

From the FT analysis, we identify the presence of 5 collective modes taking part
to the coherent dynamics triggered by the in-plane CT excitation. Their energies
correspond to 15.2, 18.8, 28.7, 34.0 and 53.8 meV and are in perfect agreement
with those of the 5 A; modes reported in Table 5.1 (within the energy resolution of
our FT, which is £0.9 meV). It is important to highlight that the appearance of the
Raman-active coherent phonon modes occurs upon the excitation of real (i.e. not
virtual) electronic transitions in the material. In other words, the system is opaque to
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Fig. 5.19 a Temporal dynamics and b FT of the spectral region around 2.00 eV, averaged between
1.80 and 2.20 eV
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Fig. 5.20 Comparison between the in-plane (blue trace) and out-of-plane (red trace) coherent
response at 2.10 eV upon in-plane photoexcitation. The pump photon energy is 3.10 eV and the
absorbed pump fluence is 4.5 mJ/cm?. a Temporal traces. b FT analysis

the pump photon energy. Hence, the origin of the totally-symmetric coherent optical
phonons may lie in their coupling with a real charge fluctuation characterized by
the same symmetry and promoted by the pump photoexcitation. In such a displacive
scenario, a different Raman tensor comes into play with respect to the typical one
describing the ISRS process that involves virtual electronic transitions [85]. As a
result, the phonon amplitudes depend both on the pump photon energy and on the
carrier relaxation time. More interestingly, in an anisotropic material, the Raman
tensors are expected to be highly anisotropic and the coherent response can differ
for the specific pump and probe polarizations selected in an experiment.

Before extracting the c-axis Raman profiles across the spectrum, we elucidate
whether the observed coherent optical phonons have also an impact on the a-axis
response of the material. To this aim, we perform the FT analysis of the two tem-
poral traces selected around 2.10 eV (Fig.5.20). As already observed, the coherent
response is largely suppressed in the a-axis dynamics, as a consequence of the strong
incoherent background arising from particle-hole excitations across the CT gap. Of
the 5 A phonons modulating the c-axis reflectivity, only 2 of them (III and IV)
have also a sizeable influence on the in-plane electrodynamics, namely the in-phase
vibration of the La and apical O atoms and the vibrations of the in-plane O atoms
along the c-axis. In contrast, no clear evidence of the mode Il triggered via below-gap
excitation is found. Due to the strong background, the a-axis Raman profiles for the
observed phonons cannot be tracked.

Therefore, in the following, we only concentrate on the c-axis response and extract
the mode Raman matrix elements. Since, to our knowledge, no resonant Raman
experiment on La,CuQy has ever been reported in literature, our Raman matrix ele-
ments could provide novel information about the origin of the c-axis electrodynamics
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in La,CuQy. Indeed, the resonant enhancement of a mode in a specific spectral region
elucidates the orbitals that play a central role in the underlying interband transitions.
Given the high visibility of the modes with respect to the incoherent background and
the presence of multiple modes, here the global fit analysis is preferable compared to
the SVD. We select twenty temporal traces from the map displayed in Fig.5.15c and
perform the global fit by imposing the same relaxation times across the monitored
spectral region. By calculating the FT of the residuals, we reconstruct the Raman
profiles, which are shown in Fig.5.21. The low intensity of mode V prevents us
from extracting its energy dependence. We underline that identical results can be
obtained by decreasing the absorbed fluence down to 1.7 mJ/cm?, which represents
the threshold allowed by the sensitivity of our pump-probe experiment.

As evident from Fig. 5.21, the coherent response of our pump-probe data is dom-
inated by the optical phonon III, corresponding to the in-phase vibration between La
and apical O atoms. The intensity of this mode shows a first feature around ~2eV,
followed by a marked increase towards 2.70-2.80 eV. This Raman profile follows the
spectral behaviour of the absorptive part of the optical conductivity (Fig.5.5b), thus
suggesting a displacive mechanism at play for this mode. The strong enhancement of
the mode towards high energies is in agreement with the argument that the c-axis elec-
trodynamics in the 2.60-3.00 eV spectral region is dominated by CT excitations from
Cu to apical O states [4, 42, 55]. More interestingly, this mode was also revealed in
the c-axis AR/R response of optimally-doped (OP) La, gsSrp 5CuO4 upon in-plane
photoexcitation at 1.55 eV [41, 42]. Consistent with our measurements, also in this
SC cuprate such phonon was found to resonate around 2.70-2.80 eV and its spectral
fingerprint in the FT's was overlapped to a broad electronic background related to the
Bogoliubov excitations at 2A g¢.

Mode 1V, corresponding to the vibrations of the in-plane O along the c-axis,
produce a sizeable effect in the region between 1.80 and 2.50 eV and resonate around
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2.00 eV. Thus, the resonant enhancement of both phonons III and IV around 2.00
eV allows us to conclude that the underlying interband transition is modulated by
displacements along the c-axis of the material. Thus, the origin of this interband
transition may lie in the transfer of a hole from a Cu atoms to a planar O of a
contiguous plane. The estimate of the Madelung energy for such a process (~2.00
eV) supports this scenario [42].

Mode 1II is the one retrieved by pumping the slightly-doped material at 1.55 eV
(see Sect.5.4.1). Differently from that experiment, in which we could only study the
impact of this mode on the a-axis electrodynamics, here we can access its coupling to
the c-axis charge excitations. While the phase of the mode for below-gap photoexci-
tation clearly indicated an ISRS mechanism at play, here the simultaneous emergence
of several phonons hinders a reliable estimate of the individual phases. Based solely
on the Raman profile analysis, it is difficult to identify the generation mechanism
of mode II. An analogous situation applies with respect to the soft mode I, which
manifests an increased strength in the low-energy region of the probed spectrum.

To establish whether the coherent response gets amplified or suppressed upon
a change in the pump polarization, we finally measure the c-axis AR/R response
while the material is pumped along the same axis at 3.10 eV. Figure 5.22a shows the
colour-coded map of AR/R at 10K as a function of probe photon energy and time
delay between pump and probe. The absorbed pump fluence is set on purpose at ~5.5
mJ/cm?, i.e. exceeding the values used for the in-plane photoexcitation. Despite the
higher fluence, we observe a weaker AR/R intensity, with dramatic changes also in
the level of the modulation produced by the coherent lattice modes. In Fig.5.22b,
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Fig. 5.22 a Colour-coded map of AR/R at 10K with out-of-plane pump polarization and out-
of-plane probe polarization. The pump photon energy is 3.10 eV and the absorbed pump fluence
is 5.5 mJ/cm2. b Comparison between the FTs of the spectral region around 2.00 eV (averaged
between 1.80 and 2.20 eV), obtained upon in-plane (red curve) and out-of-plane (violet curve)
photoexcitation
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we show the FT of the residuals from a multiexponential fit of a temporal trace
between 1.80 and 2.20 eV (violet curve) and its comparison with the FT obtained
upon in-plane photoexcitation (red curve). Remarkably, when the material is pumped
along the c-axis, only modes I and II are efficiently triggered, while modes III and
IV are strongly suppressed or completely absent. This polarization analysis confirms
the large anisotropy of the Raman profiles along the a- and c-axis of La,CuQy. In
addition, irrespective of the details behind the generation mechanism of the observed
phonon modes, we conclude that the photoexcited charge density in the CuO; planes
strongly couples at least with the phonon modes III and IV, leading to a periodic
structural elongation and compression of the CuOg octahedra along the c-axis. To
explain this behaviour, a possible scenario is proposed in Sect.5.6.

The complete mapping of the Raman profiles along the c-axis opens novel per-
spectives in the evaluation of the electron-phonon matrix elements for all A, modes
of LayCuQOy4 from ab initio calculations. This is of pivotal importance in the evalua-
tion of possibly strongly coupled modes that can contribute to polaronic distortions.
As LayCuQy is governed by Mott physics, an ideal approach to address this problem
is to reproduce its electrodynamics by means of DMFT. We discuss the current status
of the calculations for our system in Sect.5.5.2.

5.5 Extracting the Electron-Phonon Matrix Elements

In this Section, we set the basis for a complete evaluation of the electron-phonon
matrix elements in a correlated electron system. To start from a simple situation, in
Sect.5.5.1 we present a phenomenological model in the case of the coherent optical
phonon II triggered in La;CuQOy45 via ISRS for below-gap excitation. The model
represents the first step towards more detailed ab initio estimates (Sect.5.5.2).

5.5.1 Phenomenological Theory

Our approach is based on fitting the data of Fig.5.14b using a phenomenologi-
cal model of the in-plane dielectric function ¢. In particular, we rely on a theory
in which the final state of the optical absorption process consists of electron and
hole polarons coupled to each other by a short range potential [21]. Hence, the
absorption edge of La,CuQy,s is modelled in terms of transitions between a VB
and a CB modified by Coulomb interactions, which for simplicity are described by
a momentum-independent matrix element U,;, yielding

G(E)

T 0.6 UnGE) (5.3)

e(E)=¢6x + 5 -
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Here, the oscillator strength is parametrized by s = 47‘[6‘2)662/,/ Vcu, Where x,;, is a
dipole matrix element between the Wannier orbitals of the two bands and v, is the
volume per Cu atom. We also define the electron-hole Green’s function

Eg+W

2 1 1
E)y= — dE' - 5.4
GBI =y / <E+E’+iF/2 E—E/+ir/2>’ >4

8

where, due to the 2D character of the system, we assume a flat joint DOS D =
2/W confined to a band of width W above the gap energy E,. The bandwidth
W of the absorption band is the sum of the electronic (single-particle) hole and
electron bandwidths. The linewidth of the transition is given by half the (two-particle)
phenomenological damping I', which we assume has a simple linear dependence on
the frequency, I' = a 4+ b - E. Notice that, rigorously speaking, this model holds for
a stoichiometric compound, while the measured sample a small oxygen surplus. As
discussed in Ref. [85], the small opacity caused by the excess oxygen introduces
an imaginary component into the Raman tensor for the generation of the phonon.
However, the doping is so small that its effect can be phenomenologically absorbed
in small changes of the damping and other parameters.

According to the Born-Oppenheimer approximation, it is assumed that the elec-
tronic parameters of the model, like the DOS D and bandgap energy E,, depend
parametrically on the coherent ionic motion excited by the pump pulse. In our
study, the equilibrium optical response of the slightly doped compound (Fig.5.23,
red curves) and the AR/R profile at the maximum of the oscillation (at time t,,,,
Fig.5.24a) can be simultaneously fitted with only two parameter changes, § E, = 6.4
meV, §D = 4.6-1073 eV~!. Physically, these are also the parameters expected
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Fig. 5.23 a Real and b imaginary parts of the dielectric function along the a-axis (red curves),

measured via SE at RT. The violet lines are fit to the data with the model of Ref. [21]
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Fig. 5.24 a AR/R energy profile of the coherent oscillation at t = t,,,, for in-plane (blue) and
out-of-plane (pink) excitation. The data with out-of-plane pump excitations are rescaled to match
the intensity of the data with in-plane pump polarization. b Differential dielectric function Ae€;
corresponding to in-plane pump and probe polarizations at t = t,,4x (left scale). The absolute right
scale was obtained as explained in the text

to be most sensitive to the La displacement involved in the phonon eigenvector.
Figure5.24b shows the differential dielectric function Aeg; corresponding to the
oscillation amplitude at t,,,,. Neglecting the absorption part, we can represent its
value at the pump energy as Ae(Ey) = g—i(EL)zmax = 1.8 x 1073. This equation,
together with Eq. (2.14) (using for M the mass of one La atom moving in the volume
v; = v./4, v, being the orthorhombic unit cell volume), yields a maximum amplitude
Zmax = 1.0 x 1073 A. We can use this value to calculate the absolute Raman profile
0e/0z = Ae(E)/Zmax, sShown in the right scale in Fig.5.24b.

We are also able to evaluate the electron-phonon matrix elements 0E,/dz =
SEq/Zmax = 6.4 eV A-! describing the change of the CT gap with the La motion,
and 9D /7 = 8D /zpmax = 4.6 eV~ A~ describing the change in DOS. We point
out that we fit the static data at 300K of the slightly doped compound together
with time-resolved data at 10 K. In spite of this discrepancy, the curves in Fig.5.23
imply that the fit tends to an even lower energy for the CT peak, corresponding to
an even higher temperature. A possible explanation for this is given by the very high
electronic temperatures that are reached upon laser excitation.

To check the reliability of our estimate, we also use a simple ionic model and
assume d E4/0dz is approximately given by the change of the difference in Madelung
energy among planar Cu and O atoms when the La is moved in the z direction. In
this model, we neglect the displacement of the La ion along the x direction, as the
displacement along z is the one that mostly affects the Madelung energies e¢, and €
of the Cu and O atoms in the ab-plane, changing the CT energy A = ¢¢, — go = E,
[86], as well as the DOS D(w) in the band with width W. The electron-phonon matrix
element d E,/9z, reflecting the change in Madelung energies due to the displacement
of ions along the z direction, can be easily estimated in point charge approximation.
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To this end, we consider the effect of the displacement §z of the La atoms closest
to the CuO4 plaquette on the in-plane CT energy A. The atoms in question are the
ones sitting above and below the plaquette. The energy A is given by difference in
Madelung energies of the Cu and O atoms, A = e¢, — €0 = E, [86]. Therefore, A
is given as a function of the shortest La distance z from the Cu-O plane by

2 _
A(z) = ze ( + + 8)

dmeoer \dra—cu  dra-o
_ Ze? 4 8 (5.5)
AT EoeR % + z2 \/§ + 72

with the La charge Z = 3 and the unit cell length ¢ = 3.8 A, which is equivalent to
twice the in-plane Cu-O distance. Note that there are two La atoms closest to each
CuQy plaquette which are nearest neighbours to two Cu atoms and four O atoms each
and that the Cu and O atoms carry a single charge, yielding the factors 4 and 8 in Eq.
(5.5). For the relative dielectric constant €z, we use the value €;(Ecr) = 5.3 at the
CT energy (see Fig.5.23(a)) to account for screening effects. Using the equilibrium
distance zo = 1.79 A, we find an electron-phonon matrix element of aaEZ L = %f =423
eV A~!, which is slightly lower than the previous value. We attribute this small
discrepancy to the combination of two effects: (i) Our ionic model neglects the
rotation of the CuOg octahedra involved in the phonon eigenvector; (ii) The strong
covalency of the Cu-O bond, which makes the CT energy less sensitive to the change
of Madelung energy with respect to what the simplified ionic estimate suggests.

In conclusion, in this Section we demonstrated that the combination of our ultra-
fast broadband optical spectroscopy data with suitable phenomenological modelling
allows us to evaluate the sensitivity of the electronic Hamiltonian parameters to a
specific lattice motion. The step further in our approach is represented by the appli-
cation of first-principles calculations, since a more accurate quantitative estimate can
be provided. We discuss this possibility in the following section.

5.5.2 AbD Initio Calculations

The final goal of our study will be to reproduce from first-principles how the c-axis
optical response of the material reacts to selective displacements of the unit cell
following the eigenvectors of the coherently excited optical modes. In this way, a
direct comparison with the experiment can be obtained and the impact of the coherent
motion on the different parameters of the electronic Hamiltonian unravelled. This is
a formidable task in a correlated electron system such as La,CuQy, and thus calls
for the use of state-of-the-art computational techniques. At the time of writing, the
calculations are being performed and hold promise for understanding the elusive
c-axis charge dynamics of undoped cuprates. We expect to clarify whether the
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electron-phonon coupling strength is particularly strong for specific modes, lead-
ing to the localization of carriers as small polarons. A similar finding would also
rationalise the origin of the broad boson sidebands observed in ARPES data [14].

5.6 Conclusions

In this chapter, our experimental method revealed novel aspects associated with the
structural dynamics occurring in an undoped cuprate upon photoexcitation. Differ-
ently from previous broadband pump-probe experiments [35—38], the use of a system-
atic polarization dependence leads us to identify the impact of coherently generated
Raman-active optical phonons on the a- and c-axis electrodynamic response of the
material.

When the pump photon energy is tuned below the fundamental CT gap, one spe-
cific Raman-active coherent optical phonon has been observed. The combination of
SVD and a theoretical treatment at the phenomenological level has enabled us to
evaluate the electron-phonon matrix elements for this specific mode, overcoming
the limitations of spontaneous Raman scattering measurements. In the past, a simi-
lar framework has been applied to simple semiconductors without electron-electron
correlations [87, 88]. Extending this approach to correlated electron systems rep-
resents a new area of research, as it can provide insights into the electron-phonon
coupling strength projected at the I" point of the BZ and elucidate the existence of
small polarons in many materials.

Concerning this latter point, more interesting results can be obtained when a real
charge density is photoexcited in the system. In the past, this scenario has been
explored by pumping undoped cuprates above the fundamental CT gap and moni-
toring the in-plane dynamical response in a broad spectral range from the FIR to the
visible [35-37]. The rapid disappearance of the Drude response and the emergence
of incoherent MIR bands suggested the freezing of the charge motion by the simul-
taneous action of electron-electron correlations and electron-boson coupling [25].
In our experiments, we go beyond the established results, by mapping a complex
coherent structural rearrangement following the generation of particle-hole excita-
tions on the CuO; planes. In this regard, it is pivotal to clarify the effect produced
by the photoexcitation at 3.10 eV. Once the photons of the pump interact with the
material, an excitation across the CT gap is performed, leading to the creation of
electrons in the UHB and holes in the O 2p band. One possibility is that this type
of excitation locally removes the JT distortion on the CuQOg¢ octahedra via the anti-
JT effect. This picture has been explored theoretically in a number of works upon
chemical doping (i.e. hole addition), showing how the apical O in the CuOg octahe-
dra tends to approach the Cu* ions in order to gain attractive electrostatic energy.
As a result, the elongated CuOg octahedra shrink upon hole doping. In our situa-
tion, the interaction with light at 3.10 eV has been demonstrated to photodope the
system. Despite representing a two-particle process and being characterized by dif-
ferent properties compared to chemical doping, photodoping is expected to lead to a
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similar removal of the local JT distortion. The pronounced coherences found upon
in-plane photoexcitation may embody the fingerprint of the structural reorganisation
that the lattice undergoes to save energy. In particular, the dominant phonon mode
involves the coherent motion of the apical O and the La atoms along the c-axis, i.e.
a displacement that is likely to follow the removal of the JT distortion. Remarkably,
the Raman profile of this mode suggests the involvement of a displacive mechanism
behind the phonon generation, thus reinforcing the idea of the strong coupling to the
photogenerated carrier density. Consistent with this explanation, recent experiments
on Laj g5Srg 15Cu0y clearly showed the occurrence of a cosinusoidal response of this
mode around a probe photon energy of 2.70 eV [41]. In La,CuQy, of particular inter-
est is also the appearance of the apical O breathing mode, despite its low intensity.
To shed light on the controversial aspect of small polaron formation in Lay;CuQOy,
the support of DMFT calculations will be crucial for extracting the electron-phonon
matrix elements of all modes observed in the nonequilibrium response.

The extension of this framework across the phase diagram of La,_, Sr,CuQOy also
paves the way to understand how the electron-phonon coupling is renormalized upon
hole doping. More interestingly, the investigation of other Raman-active excitations,
such as bi-magnons or the coherent Bogoliubov QPs, will allow unravelling new
details about the mechanism at the heart of high-T¢ superconductivity. With this
respect, performing experiments in a broad MIR range is of primary importance, in
order to verify the presence of resonances associated with the Bogoliubov QPs in
relation to the “MIR scenario” [12, 89, 90].

Finally, knowing the details of the Raman profile allows selecting the suitable
pump photon energy at which the applied force on the collective mode of interest
reaches its maximum strength. As a consequence, elucidating the Raman profiles
of coherent modes opens the doors to the manipulation and control of the material
properties on an ultrafast timescale.
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Chapter 6 ®)
Disentangling the Signatures oo
of Precursor Superconductivity

in Cuprates

The short coherence length (&) ~ 1 nm) of Cooper pairs in cuprate high-T¢ super-
conductors allows for a variety of fascinating phenomena in contrast to low-T¢
materials, which have homogeneous SC properties on length scales of the order of
several hundreds or thousands of nanometers [1]. On one hand, superconductivity
and other electronic states can coexist in cuprates, with disorder tipping the balance
on a local scale [2]. On the other hand, thermal and quantum fluctuations of the
SC order parameter can play an important role because of the reduced dimensional-
ity (layered structure) of the material. Thus, understanding the interplay between SC
fluctuations, inhomogeneities, competing orders and reduced dimensionality remains
a major challenge in cuprate physics.

Several temperature scales have been identified in the cuprates phase diagram
(Fig.6.1a), which presumably result from the above interplay, but whose precise
meaning is far from being understood. Below T*, the PG state appears (Fig.6.1a,
grey circles) [3-6]. Early ideas [7-9] suggested that the PG reflected the presence
of pairing correlations without long-range phase coherence. Another line of thought
postulates the existence of a different kind of incipient electronic order [10-18]
competing with superconductivity. Traces of such orders have been seen in differ-
ent regions of the phase diagram, as stripes [19, 20], nematic [21], time-reversal
symmetry breaking [22] and incommensurate CDWs [17, 23-25].

More recent experiments give support to the competing scenario, by showing a
temperature scale for precursor effects with a doping dependence quite different from
T*. For example, STM reveals that local pairing correlations can be detected up to
several tens of kelvin above T¢ at optimal doping (Fig.6.1a, brown squares) [26,
27]. ARPES provides a similar temperature scale [28, 29]. In addition, local probes
show the inhomogeneous nature of the phenomena [26, 27, 30]. Nernst effect [31]
(Fig.6.1a, violet triangles) and magnetization measurements [32] (Fig. 6.1a, violet

Parts of Chap. 6 are reprinted with permission from E. Balding et al., Physical Review B 95,
024501. Copyright 2017 American Physical Society.

© Springer International Publishing AG, part of Springer Nature 2018 211
E. Baldini, Nonequilibrium Dynamics of Collective Excitations in Quantum Materials,
Springer Theses, https://doi.org/10.1007/978-3-319-77498-5_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77498-5_6&domain=pdf

212 6 Disentangling the Signatures of Precursor Superconductivity in Cuprates

(@
T T T T T T T

4.0 ® FIRel., Bulk SC [33] B
A Nemst, Bulk SC [31]

35 M STM, Bulk SC [26]

. _. (€] Y FIRel +TR optics, Bulk SC [this work]

@ FIR el., Bilayer coherence [33] -

3.0 Y FIR el. + TR optics, Bilayer coherence [this work] —
A Nernst, Intralayer coherence [31] -

o5 a o <> Magnetization, Intralayer coherence [32] TI-2201 (Tc=82K) %

x S5+ P -

g O STM, Preformed pairs [26] L i 5
[ o\ © FRel, PG [33] =
; 2.0 ¥ FIR el. + TR optics, PG [this work] - 4 =

) o YBCO (T.=92K) ~
15 L Preformed pairs [ | - -
fo3
@® Intralayer coherence A . h
Bilayer Bi-2212 (To=96 K
1.0 |~ coherence n I e )
05 Bulk SC .
Hg-1223 (T, = 123 K)
0.0 1 1 1 1 1 1 1 1 1 ! N
0.12 0.14 0.16 0.18 020 022 0.24 0 1 2 3 4
Doping Delay time (ps)

Fig. 6.1 a Phase diagram for bilayer cuprates displaying the temperature scale for precursor SC
phenomena. The data points have been obtained by a number of experimental studies: STM [26],
Nernst effect [31], magnetization [32], FIR SE [33] and this work. Symbols and colours are high-
lighted in the label. b Normalized single-wavelength AR/R traces collected in the SC (solid lines)
and normal (dashed lines) states on different OP cuprates under comparable experimental condi-
tions. Data have been adapted from Refs. [34—-37]. The T¢ for each material is indicated in the
figure

diamonds) show another crossover line where precursor diamagnetic effects appear,
requiring some degree of intralayer coherence.

In the case of bilayer materials, the FIR c-axis conductivity provides additional
information. The response can be well described by a multilayer model of coupled
bilayers separated by poorly conducting regions [33, 38]. In this case, precursor
effects appear as an increase in the Drude SW due to the coherent transport between
neighboring layers. Such a bilayer coherence requires substantial intralayer coher-
ence to set in first, and indeed it appears closer to T¢ (Fig.6.1a, red circles). For
example, in OP materials, the onset of the bilayer coherence coincides with T¢ and
only in the UD samples the bilayer onset temperature (Tons) separates from Tc,
remaining always clearly below the PG temperature T* [33, 39].

In the previous Chapters, we showed that a powerful strategy for disentangling
the interplay between different competing states is to separate their contributions
directly in real time via pump-probe spectroscopy. This technique allows to perturb
the equilibrium between different states with a pump pulse and to subsequently study
their incoherent recovery time or the dynamics of coherent modes linked to the per-
turbed states. In this regard, special attention has been reserved to the transient optical
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response of cuprate superconductors in the near-infrared/visible spectral range [34—
37, 40-50]. In OP cuprates, pump-probe spectroscopy provides a simple picture, as
shown in Fig. 6.1b, where we collect a number of single-wavelength transient reflec-
tivity (AR/R) data below T¢ (solid lines) and above Tc¢ (dashed lines) on a variety
of OP materials under comparable experimental conditions [34—37]. In the normal-
state above T¢, a fast relaxation of several hundreds of femtoseconds appears. This
is typically attributed to the cooling of a hot quasi-equilibrium electron gas, giving
rise to a response similar to that observed in metals (the PG signal does not manifest
in OP cuprates, see Fig. 6.1a. Below T¢, the dynamics is instead dominated by a slow
relaxation component 7 p of several picoseconds, attributed to the recombination of
Bogoliubov quasiparticles (QPs) into pairs. Indeed, the relaxation dynamics of this
QP response is very well described by the Rothwarf-Taylor model [46, 51] and is
directly related to the recovery of the SC gap detected by nonequilibrium low-energy
probes [52—59]. That said, one should be aware that the Rothwarf-Taylor model was
derived for long coherence length superconductors and the possibility to disorder the
phase of preformed pairs in cuprates may bring new physics.

In UD samples a more complex behaviour occurs, due to the emergence of a
multi-component response. Indeed, the QP recombination dynamics across the SC
gap is accompanied by an additional fast decay time 7p¢ lasting several hundreds
of femtoseconds. Since this component vanishes at T*, it has been ascribed to the
recombination of the carriers subjected to PG correlations. Finally, superimposed
to these relaxations, a very long decay time ty of several nanoseconds appears,
usually interpreted either as a pump-induced heating effect [35, 36, 40, 44, 46, 49]
or as the signature of a photoinduced absorption from localized carriers [37, 42,
43]. Pioneering experiments also suggested the possibility to detect precursor effects
within the PG phase of UD cuprates, by monitoring the evolution of the QP signal
above T¢ [44]. In contrast to OP cuprates, in UD samples this component persists
well above Tc.

In Chap.2, we also highlighted that another strength of pump-probe optical spec-
troscopy consists in the possibility to reveal the ultrafast dynamics and the intrinsic
properties of specific Raman-active collective modes [34, 41, 47, 48, 50, 60], which
are coherently excited via the ISRS process or by a long-lived perturbation of the
electronic GS [61]. Interestingly, several of these modes have strong intensity and
energy anomalies at T¢, which suggest that they can be used as probes of pairing
correlations [41, 48, 50]. Similar anomalies are seen in spontaneous Raman scatter-
ing [62].

All these results make ultrafast spectroscopy a suitable candidate to study the
dynamics of precursor SC effects. Here, we perform a combination of FIR SE and
femtosecond broadband optical spectroscopy as a function of temperature to identify
different spectroscopic features associated with the precursor SC state in an UD
cuprate. As a model system, we select a high-quality single crystal of slightly UD
NdBa,Cu3;0;_s (NBCO), which is isostructural to YBa,Cu3;07_s (YBCO) and has a
sufficiently large difference between T¢ (93.5 K) and T* (170 K) while being close to
optimal doping [63]. Therefore, it is the ideal playground for identifying the spectral
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fingerprint of the QP signal above T and for testing how its coherent collective
modes react to the possible existence of precursor phenomena.

In the following, Sect. 6.1 is devoted to the description of the properties and the
electronic structure of the 123-family of cuprates. The steady-state optical measure-
ments are presented in Sect. 6.2 and provide an initial estimate of the three temper-
ature scales T¢, Tons and T* by means of a local electric field-analysis of the FIR
conductivity and via the temperature dependence of the B, O bending mode [33].
In contrast, the Tons and T* temperature scales do not emerge under equilibrium
conditions in the SW analysis performed over the visible spectral range. To ratio-
nalize the outcome of the nonequilibrium experiments, in Sect.6.3 we provide a
description of significant electronic and phononic effects detected by spontaneous
Raman scattering. Finally, the ultrafast broadband optical spectroscopy experiments
are reported in Sect. 6.4. Here, we reveal the QP response over a large spectral range,
showing that this signature persists well above T¢ and vanishes only above Toxs.
Simultaneously, two coherent collective modes (i.e. the Ba and Cu phonon modes)
undergo an anomalous renormalization of their intensity at Tons and not close to T¢
as in OP compounds. Our data suggest that a precursor SC state manifests above Tc,
where bilayer coherence is established among planes containing pre-formed pairs.

6.1 NdBa;Cu3O7_;

The compound NBCO belongs to the so-called “123-family of cuprates”, which
exhibit high-T¢ superconductivity at temperatures as high as 100 K. The highest T¢
in this class of compounds is retrieved in the case of a small amount of oxygen
deficiency, 6 ~ 0.1, in the formula RBa,Cu307_s (where R is a rare-earth ion). This
slightly less than half-full condition (where 6 = 0 for half-full) implies that there
are missing electrons near Ep, leading to a hole-type conductivity. We first discuss
the details of the 123-family crystal structure, as it has strong implications on the
electronic structure of this compound compared to the case of La,_,(Sr,Ba),CuO4
discussed in Chap.5. The orthorhombic unit cell of a prototypical crystal of the
123-family is shown in Fig. 6.2a. Three planes containing Cu and O are sandwiched
between two planes containing Ba and O and one plane containing the rare-earth ion
R. The atoms are puckered in the two CuO, planes that have the R plane between
them. The other plane, typically referred to as the CuO plane or the “chains”, consists
of -Cu-O-Cu-O- atoms along the b axis. Remarkably, both the CuO, planes and the
CuO chains contribute to the SC properties. Focusing on the local environment of
each Cu ion, the chain Cu(1) ion is square planar-coordinated and the two coppers
Cu(2) and Cu(3) in the plane exhibit fivefold pyramidal coordination.

For the purpose of this book, it is pivotal to discuss the current status of understand-
ing of the electronic structure of the 123-family. Differently from other cuprates that
retain a body-centered crystal structure, this class of compounds has a structure of
the aligned type, thus resulting in a simpler BZ. However, the structural units of these
bilayer compounds reflect in a higher degree of complexity of their electronic struc-
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Fig. 6.2 a Crystallographic structure of RBCO, showing its orthorhombic unit cell. The Cu atoms
are depicted in blue, the O atoms in red, the Ba atoms in pink and the rare-earth atoms R in dark
violet. b In-plane electronic structure (k, = 0) for YBayCu3O7 calculated using DFT-LDA. The
calculations have been adapted from Ref. [64]

ture compared to the case of the monolayer La,_, (Sr, Ba),CuO4 cuprates discussed in
the previous Chapter. This complexity becomes evident already in the band structure
calculated using the the LDA functional [64-66], which is shown for YBa,Cu;0O;
in Fig.6.2b along the principal directions connecting the high-symmetry points of
the BZ in the central (k, = 0) horizontal plane. The calculations are adapted from
Ref. [64]. In contrast to all layered cuprates, where one hybrid pdo* band derived
from the CuO, planes is found to cross Ep, here we observe that two narrow CuO,
plane-related bands, almost identical in shape, rise far above Eg at the corner point
S (r, ) of the BZ and undergo a strong dispersion. A much broader chain band
also disperses between S and Y far above Er and originates from the Cu-O o bonds
along the chains (formed from the O p, and Cu d,>_,> orbitals). Another chain band
rises slightly above Er at S, undergoing very little dispersion. Oxygen deficiency
in the sample depopulates the chains, leading to the absence of the chain bands in
the insulating parent compound RBa,Cu3;O¢ [64]. Along k,, a substantial lack of
dispersion is present in the bands, which implies a very large effective mass and a
low conductivity in the z direction [65].

Although DFT-LDA allows to capture some basic features of the physics of
cuprates, the independent-particle picture fails in the description of the insulating
parent compound and of the UD samples. In this region of the phase diagram,
intermediate-to-strong electronic correlations give rise to a plethora of phenomena,
among which the CT insulating nature of the undoped system, the emergence of the
PG and CDW states and the pronounced SW redistribution that occurs upon doping
the CT insulator [67]. In this regard, experimental measurements based on ARPES
have been key to refine our understanding of the cuprate low-energy electronic struc-
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ture [68]. However, the investigation of the 123-family of cuprates has always been
rather problematic, due to the natural crystal twinning and the higher bulky-like
nature that leads to a poor quality of the cleaved surface. These issues have been
overcome in the last years, thus allowing ARPES to investigate also YBCO across
the phase diagram [69, 70]. This calls for additional developments from the theory
side. At the time of writing, the combination of the LDA framework with DMFT
represents the most promising avenue to capture the physics of strongly correlated
quantum systems from a computational perspective [71-73]. Compared to the cal-
culations we introduced in the previous Chapter on the undoped parent compound
La,CuQy, two complications arise in the case of a slightly-UD crystal of the 123-
family: (i) The presence of the hole doping, which leads to the normal-state metallic
behaviour of the system and causes a strong renormalization of the electronic struc-
ture; (ii) The presence of the bilayer CuO, structure and of the CuO chains, which
increases the number of bands characterizing the electronic structure of the material
and contributing to its electrodynamic response.

The challenge of studying the renormalization of the electronic structure upon
hole doping has already been addressed by a 6-band LDA+DMFT approach in the
simpler case of La;_, Sr,CuQy4 [74]. The momentum resolved spectral functions and
the corresponding integrated spectral functions for a hole doping of x = 0.1 and x =
0.2 are displayed in Fig.6.3a, ¢ and b, d, respectively, and adapted from Ref. [74].
One can observe the collapse of the CT gap presented in Fig.5.4 of Chap.5 and a
marked redistribution of SW in the proximity of Eg. In particular, at x = 0.1, the
ZRS has developed an incoherent contribution and a narrow coherent QP peak at Eg.
Remarkably, the latter is not resolved by static mean-field theories like Hartree-Fock
and it represents a feature arising from the inclusion of correlations. The black vertical
arrows highlight the location of the direct transitions from occupied to unoccupied
states that give rise to the high-energy features in the optical conductivity spectra.

The inclusion of a multi-band bilayer model for performing a complete DMFT
calculation is instead a formidable task. Advances towards this goal have extended
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Fig. 6.3 a, ¢ Energy- and momentum-dependent spectral function A(k,w) obtained by
LDA+DMEFT of a six-band model description of doped Lay_,SryCuO4 for a x = 0.1, ¢ x =
0.2. The solid black lines refer to LDA calculations. b, d Partial DOS of the d,2_ 2, d3.5_,2, px,y,
and p, orbitals for b x = 0.1, d x = 0.2. Adapted from Ref. [74]
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the Hubbard model to account for a bilayer structure on a square lattice [75-78].
Such an approach is being investigated as a promising minimal model for describ-
ing the salient features of 123-family of cuprates, especially after the discovery of
bilayer band splitting in ARPES experiments on YBCO [69]. More recently, the
DFT band structure of YBCO has been combined with a DMFT treatment of the
Coulomb interaction, including d,2_- orbital and an on-site Coulomb repulsion on
Cu of U; = 4.8 eV. The calculated DOS is displayed as a function of energy in
Fig.6.4. The primary effect of the electronic correlations is to shift SW to a LHB
and an UHB, which coexist with a low-energy structure corresponding to itinerant
carriers with a renormalized bandwidth. In the following Section, we highlight how
this electronic structure relates to the high-energy transitions observed in the opti-
cal spectra of the 123-family of cuprates. In Sect.6.4, we make extensive use of
the current knowledge on the electronic structure of these compounds to design a
nonequilibrium experiment for getting insights into low-energy phenomena using
high-energy photons and tracking the renormalization of specific collective modes.

6.2 Steady-State Optical Properties

To discover novel observables related to the existence of precursor SC correlations
under nonequilibrium conditions and disentangle their contribution from the PG
response, it is first pivotal to illustrate the steady-state electrodynamics of our NBCO
sample. The reason behind this preliminary analysis is twofold: (i) To identify the
possible manifestation of the precursor SC phenomena at equilibrium and locate
our sample in the phase diagram of Fig. 6.1a; (ii) To carefully select the pump and
probe photon energies, by assigning the high-energy features in the in-plane optical
spectrum and relating them to the current status of understanding of the electronic
structure. Thus, we first describe the c-axis FIR spectra of NBCO in Sect.6.2.1, and
we proceed with the study of the in-plane optical spectra in Sect.6.2.2.
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6.2.1 Far-Infrared Spectroscopic Ellipsometry

In the introduction to this Chapter, we have observed that FIR SE represents a very
sensitive technique to reveal the three temperature scales T¢, Tons and T* (Fig. 6.1,
blue, red and grey circles). Indeed, when performed along the c-axis, FIR SE probes
the opening of a gap in the DOS of a cuprate, especially near the antinodal region of
the Fermi-surface where a PG develops below T* in UD samples [63, 66]. This is
due to the strong k-dependence of the perpendicular hopping matrix element for the
transfer of charge carriers between the CuQO; bilayer units (across the BaO and CuO
chain layers). The formation of the SC gap below T¢ gives rise to an additional weaker
suppression of the conductivity and to a pronounced mode at finite frequency, known
as the transverse Josephson plasma mode [63]. The latter arises from the layered
structure which is composed of two closely spaced CuO, layer (bilayer unit) and a
spacer layer that consists of two BaO layers and the CuO chain layer. The transverse
plasma mode is very sensitive to the coherence of the electron transport between the
CuO, layers of the individual bilayer units and thus to the onset of SC correlations,
even if they are short-ranged and strongly fluctuating. Moreover, the presence of the
Josephson plasma mode significantly affects the energy of the phonon mode related
to the bending of the in-plane O and Cu ions, making it another sensitive observable
to precursor SC phenomena [33, 39].

In this section, we perform FIR SE on our NBCO sample and measure its c-axis
optical conductivity o.(w) = 01 (w) + io2..(w). Figure6.5a, b show our data as a
function of temperature. As expected from previous works [33, 38, 39, 63, 79], the
contribution of the electronic excitations is strongly reduced in o} .(w) and sharp
phonon modes prominently emerge on top of the residual electronic background.
The B, mode at ~39 meV is caused by the Cu-O bond bending involving an in-
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Fig. 6.5 a Real and b imaginary part of the c-axis optical conductivity in the FIR measured by SE
as a function of temperature
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phase motion of all O ions within the cuprate bilayer, while the mode at 71 meV is
related to the collective vibrations of the apical O ions located between the bilayers
and the chains. As the temperature is reduced below Tc, a broad absorption feature
becomes evidentaround ~65 meV and is related to the establishment of the transverse
Josephson plasma mode.

As a first step in our analysis, we proceed to identify the T¢ and T* temperature
scales of our sample via the analysis of o} .(w). For our purposes, we only focus
on the evaluation of the partial SW in the 12.5-85.0 meV region as a function of
temperature. We calculate the SW as

85meV
SW = / o1.c(w)dw (6.1)

12.5meV

In Fig. 6.6 the temperature dependence of the SW is shown. As expected from previ-
ous studies [63], we observe that the SW decreases well above T¢. This “missing”
SW is a characteristic feature of the PG and provides an estimate of T*. According
to our data, we can determine T¢ ~ 94 K and T*~170 K, as indicated in Fig. 6.6.
Subsequently, we estimate the Tons temperature scale by applying the same anal-
ysis performed in Ref. [33]. In particular, we focus on the central energy and linewidth
of the By, phonon at ~39 meV. As anticipated above, this mode is also affected by
the onset of the bilayer coherence, which modifies the local fields on the CuO, lay-
ers [33, 39]. Figure 6.7a shows the temperature evolution of the phonon peak position
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Fig. 6.7 a Temperature evolution of the By, O bending mode frequency (violet circles) and
linewidth (blue squares), showing an anomalous behaviour between Tc and Tons. The violet ver-
tical line marks the value of T¢ and the violet (grey) shaded area highlights the temperature region
characterized by incoherent pairing (PG) correlations. b Temperature dependence of the low-energy
SW of the bilayer conductivity

and linewidth, revealing a renormalization in the temperature range between 110 and
140K that signifies the onset of the bilayer coherence between these temperatures.

The Tons scale is also estimated by a local electric field analysis of the data using
the so-called multilayer model [33, 38]. Within this model, Tons is associated with
the temperature below which the bilayer conductivity starts to exhibit an increase [33,
80]. For Tc < T < Tons, the condensation of pairs with a finite correlation lifetime
enhances the coherence among the neighbouring planes of a bilayer and thus gives
rise to an increase in the low-energy SW. In the model, the real and imaginary parts
of the conductivity are simultaneously fitted using the multilayer model in the energy
range from 16 to 370 meV. The parameters describing the phonons are fitted at 300 K
and kept fixed at all lower temperatures, allowing only for a small reduction in the
width and a blueshift of the peak energy due to thermal effects. Figure 6.7b shows the
SW of the low-energy component of the bilayer conductivity. There is a significant
increase in the low-energy SW below 150 K, before it decreases again below 95K
due to the opening of a full SC gap (which is accompanied by a transfer of SW into
a § function at zero energy). The resulting estimate of Tons, between 110 and 140
K, is therefore consistent with the value extracted from the B, phonon analysis.

The three temperature scales obtained for our NBCO single crystal are displayed
by star symbols in the phase diagram of Fig.6.1a. The slight shifts of our values
with respect to those reported in the phase diagram can be associated with a different
scaling shown by NBCO single crystals compared to YBCO.
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6.2.2 Visible Spectroscopic Ellipsometry

In the previous section, we observed the appearance of three temperature scales (Tc,
Tons and T*) in the c-axis FIR spectra of our sample, as the latter are particularly sen-
sitive to the low-energy charge dynamics in the material. Since one of the paradigms
of strongly correlated quantum systems is the complex interplay between low- and
high-energy scales, another important spectral region to monitor is represented by the
near-infrared to UV range. Indeed, in the past, many studies reported the observation
of peculiar effects taking place at T¢ in the equilibrium in-plane optical response even
at high-energies [81-84], which were interpreted as a fingerprint of “Mottness” [85,
86]. To prove the validity of this scenario and test whether the optical spectra at high
energies are also sensitive to the Tons and T* temperature scales, we measured the
in-plane optical conductivity o, (w) = 01 45 (w) + i02 45 (@) from the near-infrared
to the UV via broadband SE. The results are shown in Fig. 6.8a, b. The energy of the
monochromatic pump (red arrow) and of the broadband probe (grey shaded area),
used in the nonequilibrium experiment, are also highlighted in Fig. 6.8a.

We first observe that the measured response agrees well with previously reported
data for the 123-family of cuprates [81, 87]. The spectral range below 1.00 eV has
been modelled including a Drude-like contribution and a MIR component [87]. The
feature at 1.40 eV sharpens with decreasing temperature, and is closely followed by a
weaker satellite at 1.77 eV; it has been ascribed to a CT excitation in the CuO, planes
and represents a remnant of the fundamental absorption gap that emerges in the same
spectral region in the undoped parent compound. A second prominent peak can be
observed around 2.60 eV, which progressively loses SW with decreasing temperature.
Linear Muffin-Tin Orbital calculations assigned this peak to an interband transition
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Fig. 6.8 a Real and b imaginary part of the in-plane optical conductivity at selected temperatures.
The red arrow indicates the photon energy of the pump pulse used in the nonequilibrium experiment,
while the grey shaded area refers to the spectral range monitored by the broadband probe pulse
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into the antibonding Cu(2)-O(2)-O(3) band, with the initial state being found in a
manifold of strongly dispersive bands [88]. This interpretation has been recently
refined by DMFT calculations, which described it as a charge excitation from the
LHB to Er in OP YBCO [50].

Figure 6.9 shows the partial SW integrated over the region covered by the grey
shaded area (1.72-2.88 eV) as a function of temperature. We observe that the partial
SW drops with decreasing temperature and reveals a kink around T¢. Remarkably, no
features are instead seen between T¢ and T*. This observation proves that the high-
energy equilibrium excitation spectrum of NBCO is not affected by the emergence
of precursor SC and PG states. Later, we will show that this paradigm breaks down
when AR/R of the material is monitored under nonequilibrium conditions via the
pump-probe technique, as precursor and PG phenomena cause a renormalization of
different spectroscopic observables in the material.

To introduce the experiments at nonequilibrium, we need to rely on the equilibrium
reflectance R(w) of our single crystal, which can be directly calculated from the SE
data. Figure 6.10 displays the steady-state R(w) as a function of temperature, limited
in the spectral range that is monitored by our pump-probe experiment (1.73-2.80
eV). Importantly, we observe that R(w) increases its value in the whole spectral
range when the temperature is increased. This implies that the thermal component in
the AR/R response measured by the pump-probe experiment must be characterized
by a positive sign over the visible region.
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Fig. 6.10 Temperature
dependence of the in-plane
reflectance, R(w), as
calculated from the SE data.
The displayed spectral range
is limited to the one of the
pump-probe experiment
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6.3 Spontaneous Raman Scattering

The main purpose of this work is to get novel insights into low-energy phenomena
in strongly interacting and correlated quantum systems by monitoring the nonequi-
librium dynamics of specific collective excitations in these materials. To this end,
in Chaps. 3 and 4, the explored collective excitations were lying at high energy and
thus their renormalization became accessible to a probe pulse covering the visible
or the UV spectral range. In Chap. 5, we observed instead that a different subsets of
low-energy collective excitations can be coherently generated in the material via the
ISRS process of via a displacive excitation [61, 89-91]. As these collective modes
are Raman-active, it becomes crucial to analyse the spontaneous Raman scattering
response of the system in order to assign possible coherent modes emerging under
nonequilibrium conditions and provide a direct comparison between the two tech-
niques.

In this Section, we discuss the spontaneous Raman scattering response of the 123-
family of cuprates to identify possible modes of interest for our ultrafast broadband
optical spectroscopy experiment. As already observed in Chap. 3, one of the most
intriguing Raman-active excitations in all superconductors is represented by the
pairing-breaking (coherent) peak, which has an electronic origin and arises from the
breaking of the Cooper pairs in the SC state during the scattering process [92, 93].
Setting this excitation out of equilibrium and probing the consequent changes in the
optical properties in a broad range is particularly desirable, as it allows studying how
the perturbed condensate affects other elementary excitations on different energy
scales and obtaining information on potential pairing actors in superconductivity
[47, 94]. Within this framework, in OP LSCO it was found that the SC quasiparticles
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Fig. 6.11 Spontaneous Raman scattering data in the a A1z + By and b Byg scattering geometry
for an OP single crystal of NBCO at temperature above (red lines) and below (blue lines) Tc = 95
K. The data have been adapted from Ref. [95]

are strongly coupled to a high-energy excitation lying on the Mott scale at 2.60 eV,
thus shedding light on the importance of non-retarded interactions in the onset or
breaking of superconductivity in cuprates [47]. Other collective modes of interest in
superconductors are the optical phonons, as their renormalization gives insights into
subtle SC-induced many-body processes in the material. Therefore, in the following,
we focus on the salient features detected by electronic and phononic Raman scattering
in the 123-family.

Electronic Raman scattering studies on OP NBCO identified the substantial
anisotropy of the SC gap, as evidenced from the Raman shift associated with the
pair-breaking peak in two different symmetry configurations [95]. These results are
shown in Fig.6.11a, b which have been adapted from Ref. [95]. In the Ay + Bog
channel, the pair-breaking peak was found to arise at 10K around ~41meV, while
in the B, scattering channel the electronic continuum peaks around ~72 meV. This
prominent anisotropy is a signature of the d-wave symmetry of the SC gap in high-T¢
cuprates [92, 93]. Phononic Raman scattering experiments in OP YBCO identified
instead remarkable effects associated with the temperature dependence of several
normal modes [62, 96]. The low-energy Raman spectrum in the A, + B, scattering
geometry is displayed in Fig. 6.12a. Sudden anomalies in the intensities of the A, Ba
(~14.5 meV), Az Cu (~19.5 meV) and B, out-of-phase O(2)-O(3) (~42.3 meV)
modes were observed upon lowering the temperature below T¢ (Fig.6.12b, c, d).
This effect has been studied for different laser polarizations and excitation energies
[62, 97]. A strong enhancement of the Ba mode was found in the A, + By, scatter-
ing configuration and a resonant effect was observed under excitation with 2.00eV
photon energy. This intensity renormalization of the Ba mode could be associated
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Fig. 6.12 a Spontaneous Raman scattering data in the Az + Byg scattering geometry for an OP
single crystal of YBCO at 12 K. (b, ¢, d) Temperature dependence of the Raman efficiency for the
b Ba ¢ planar Cu and d out-of-phase O(2)-O(3) modes. The data have been adapted from Ref. [62]

neither with a redistribution of the electronic continuum in the SC state, nor with
the superconductivity-induced modification of the laser penetration depth. Thus, the
enhancement of this Raman-active phonon could be only related to the establish-
ment of the SC state inside the crystal, which leads to a different Raman scattering
mechanism [97]. Several possibilities have been proposed for explaining the renor-
malization of the Ba mode: (i) Changes in the lattice subsystem in the SC state,
as even small variations of the interatomic distance can cause huge changes in the
Raman matrix element; (ii) The appearance of the SC gap, which may have an impact
on the interband transition energies, thus modifying the Raman matrix element; (iii)
The redistribution of Cooper pairs between the CuO, planes and the CuO chains,
which can also affect the matrix elements. Irrespective of the microscopic mechanism
behind this renormalization, the Ba mode represents a very sensitive probe of pairing
correlations. Remarkably for our results, all temperature-dependent low-frequency
Raman scattering studies reported in literature have been performed in OP cuprates
[62, 96-98], in which there is little or no coherence among the bilayers above T¢
(Fig.6.1a).

Thus, the above discussion on spontaneous Raman scattering provides valuable
information to design our pump-probe experiment and reveal the possible interplay
between collective structural modes and superconductivity. A crucial requirement to
set these modes out of equilibrium is that the pump pulse duration is shorter than the
period of the oscillations. While the phonon modes can be easily accessed by our
experiment, the pair-breaking mode needs separate discussion. Indeed, due to its high
energy (i.e. small period), it cannot be coherently triggered when the A (o +B s Raman
symmetry configuration is selected, as our time resolution is limited to ~50fs. As a
result, to possibly excite and detect this mode, in our nonequilibrium experiment the
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pump and probe polarizations have to be set along the [110] crystallographic direc-
tions. This gives access to the A g + By, Raman symmetry configuration, comprising
both the A, phonons of interest and the pair-breaking mode in the SC state.

6.4 Ultrafast Broadband Optical Spectroscopy

In this Section, we demonstrate that setting superconductivity out of equilibrium
via femtosecond light excitation offers a fertile route for disentangling the different
temperature scales in our slightly-UD cuprate and evidence the existence of precursor
SC phenomena.

In our time-resolved optical study, we tune the pump photon energy to be reso-
nant with the interband charge excitation that promotes particle-hole pairs across Eg
towards high-energy states [44, 50]. Afterwards, we monitor the optical reflectiv-
ity change AR/R in a broad spectral region between 1.70 and 2.80eV. As observed
above, this spectral range includes the absorption feature at 2.60 eV, involving occu-
pied states in the LHB and unoccupied states close to Eg [50]. A pictorial illustration
of the pump-probe experiment is offered in Fig.6.13, where the one-particle DOS
computed by DMFT (adapted from Ref. [50]) is shown together with the optical
transitions promoted by our pump and probe pulses.

Fig. 6.13 Schematic
illustration of the DOS for
the 123-family of cuprates.
The DOS is adapted from
DMEFT calculations [50].
The pump photon energy at
1.55eV is depicted in dark
red and the white light
continuum probe is
represented with a rainbow 2r
arrow. The photogenerated 1.85 eV
particle-hole pairs across Ef

are displayed in green, the °
pairs close to E in blue. T
UHB = Upper Hubbard

Band, LHB = Lower 2AlE
Hubbard Band

UHB

Energy (eV)
N
1

Density of states
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Fig. 6.14 Fluence dependence of AR/R, displayed as a function of the probe photon energy and
of the time delay between pump and probe. The temperatures of 10 and 300K and the values of the
absorbed fluence of 0.5, 1 and 2 mJ/cm? are indicated in the labels

6.4.1 Fluence Dependence

Before performing a detailed temperature dependence, a compromise between the
data acquisition rate and the intensity of the laser pump pulse has to be found. Indeed,
high signal-to-noise ratio at all temperatures is desirable, but the pump intensity
should be maintained below the threshold for the complete vaporization of the con-
densate below Tc. To this end, we perform a fluence dependence of the in-plane
AR/R for establishing the suitable fluence to be used in the temperature dependence.

Figure 6.14 displays the colour-coded maps of AR/R at 10 and 300K for some
representative values of the absorbed fluence (indicated in the labels). We identify
the absorbed fluence of 0.35 mJ/cm? as the highest one at which the response main-
tains linearity in the SC state. This absorbed fluence value can be considered large
when compared to the typical fluences that are sufficient for driving La,_, Sr,CuOy4
and Bi,Sr,CaCu,0gs,., into the normal state. However, 123-family of cuprates has
been demonstrated to tolerate high levels of absorbed laser fluence before the total
vaporization of the condensate takes place [54]. As a larger number of pump pho-
tons are delivered onto the sample, the spectral response of NBCO at 10K starts
displaying a positive contribution around 2.10 eV and strongly differs from the low-
fluence regime. The rise of this spectroscopic feature represents the signature of
a highly thermal nonequilibrium state driven by the pump pulse, which resembles
the signal measured at 300 K. The linearity in the normal state at 300K is instead
maintained over a wider absorbed fluence range, as previously observed in literature
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Fig. 6.15 a Colour-coded maps of AR/R as a function of the probe photon energy and time delay
between pump and probe. The pump photon energy is set at 1.55 eV and the absorbed fluence
corresponds to ~0.3mJ/cm?. The temperatures are indicated in the labels. b Temporal traces at
10K for fixed probe photon energies of 1.73, 2.00 and 2.50 eV

for Bi,Sr,CaCu; 03, [99]. Based on the above arguments, we choose an absorbed
fluence of 0.3 mJ/cm? to perform the temperature dependence.

6.4.2 Temperature Dependence

Figure 6.15a displays the colour-coded maps of AR/R as a function of the probe
photon energy and time delay between pump and probe for some representative
temperatures (10, 85, 95, 110, 250 and 300 K). The temporal dynamics of AR/R at
10K are displayed in Fig.6.15b for selected probe photon energies (1.73, 2.00 and
2.50 eV). The signal around 2.00 eV comprises a first, resolution-limited positive
rise, followed by a second, delayed negative contribution that shows the maximum
change of the response around 200 fs. Subsequently, a fast decay of the negative
contribution takes place and the response becomes positive at larger time delays. This
pattern characterizes the signal across the whole spectrum, but the relative weights
of the positive and negative components are strongly dependent on the probe photon
energy. On top of this incoherent response, an oscillation can be detected in the whole
spectrum and ascribed to the coherent excitation of collective bosonic modes. We
measure a complete temperature-dependence of AR/R at 16 temperatures, as shown
in Fig.6.16.

6.4.3 Global Fit Analysis

As a first step in our analysis, we perform a global fit of AR/R as a function of
time in order to disentangle the contributions of the different processes occurring
on our ultrafast timescale. Eleven temporal traces are selected from each map of the
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Fig.6.16 Measured temperature dependence of AR/R as a function of the probe photon energy and
of the time delay between pump and probe. The absorbed fluence is 0.3 mJ/cm? and the temperatures
are listed as labels in the maps

temperature dependence and fitted simultaneously by imposing the same time con-
stants. Different models with gradual complexity have been implemented to obtain
a satisfactory fit of the incoherent response. At low temperatures, no converging fit
is obtained by using only two exponential functions. Hence, the easiest model that
captures the incoherent dynamics consists of three exponential functions convolved
with a Gaussian accounting for the temporal shape of the pump pulse. Whereas a
resolution-limited rise characterizes the first exponential term, a delayed rise has to
be used for the other two components to correctly reproduce the early dynamics. The
function that is used for fitting the data is

i t—tp ;rz _’*’Dz _1—102
f@) = fu@®)+ frc @) + fopt) =e™ xAge T 4e™ *[APGe PG+ Agpe TCF
(6.2)

where Ay, Apg and Agp are the amplitudes of the three exponential functions; g,
and tg, are the rise times of the exponential functions; ty, Tpg and tpp are the
relaxation constants of the three exponentials; fp, and ¢p, are delay parameters with
respect to the zero time.
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The function presented in Eq.6.2 allows to reproduce both the early temporal
dynamics, represented by the resolution-limited positive rise, and the delayed nega-
tive contribution whose maximum amplitude occurs around 200 fs. Depending on the
temperature, the extracted values for the time constants varied in the following way:
Tpg = 150250 1fs (£4 +91s), Top =4+ 6ps (£0.65 + 1.6 ps), Ty = 3450 ps
(£10 = 21 ps). These time constants match the ones reported in the literature [35-37,
40, 44, 49, 52, 54], corresponding to the PG response tpg (hundreds of femtosec-
onds), the QP response 7 p (several picoseconds) and the long-lived component Ty
(hundreds of picoseconds). The large uncertainty on ty is due to the limited temporal
window probed in our experiment.

In such a model function, the exponential term with relaxation constant 7;; embod-
ies the response of localized carriers which remain trapped in a long-lived state [42,
43]; the two exponential terms with delay ¢p, represent the conventional PG and QP
response reported in all pump-probe spectroscopy experiments. We remark that sim-
pler fit functions (not accounting for the two separate rise times and the two separate
delays) do not result in a convergent fit. Hence, although the microscopic explana-
tion for the long-lived component might not be related to an ultrafast localization of
charge carriers, we first make use of Eq.6.2 for fitting the data in an accurate way,
as it represents the simplest fit function with the smallest number of free parame-
ters. Below in this paragraph, we also show that another fit function can be used
to successfully reproduce our data at all temperatures, by describing a long-lived
bolometric response. At high temperatures, the data can instead be fitted using only
two exponential functions, in agreement with the results obtained in the literature of
pump-probe spectroscopy for the analysis of the normal state.

Figure 6.17 displays the experimental temporal traces cut around 1.90 eV, together
with the results of the global fit analysis. In each panel, the result of the fit is super-
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Fig.6.17 Results of the global fit analysis on the temporal trace at 1.90 eV for different temperatures
(10, 85,90, 95, 100, 110, 130, 150 K). The experimental data are indicated in blue, the results of the
global fit in red. The remaining curves represent the separate contributions to the fitting function
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Fig. 6.18 Global fit analysis of the temporal traces at 10, 85, 90, 95, 100, 110, 130, 150 K for
different probe photon energies (from 1.80 eV at the top of the graphs to 2.70 eV at the bottom,
with a constant spacing of 0.10 eV)

imposed to the experimental data, and the decomposition of the final fit function into
its separate contributions is given as well. The results are shown at different temper-
atures (10, 85, 90, 95, 100, 110, 130, 150 K). In Fig.6.18 we prove the stability of
the global fit across the whole probed spectral region. Every panel shows the eleven
experimental temporal traces (coloured traces) in which the broad spectrum has been
cut, together with the results of the global fit (black curves superimposed). The red
curve at the top of each graph is the temporal trace at 1.80 eV, while the purple curve
at the bottom is the temporal trace at 2.70 eV. We observe that the model used to fit
the data is very accurate across the broad spectrum and catches the detailed features
characterizing the early dynamics of the transient response.

As anticipated above, we also use a second approach for fitting the experimen-
tal data, which involves a Gaussian pulse-like contribution for capturing the early
dynamics, a slowly rising long-lived component and the two delayed exponential
functions of the previous model. The separate contributions are depicted in Fig. 6.19
for the temporal trace at 1.90 eV at 10 K. In this case, the Gaussian pulse is used
to model the initial metallic contribution setting after the interaction of the pump
with the sample, following the model of Okamoto et al. [100]. The delayed negative
exponential functions still embody the PG and QP response, decaying with time con-
stants Tp and 7o p. The long-lived component instead corresponds to the bolometric
(heating) response of the sample, which sets after the thermalization of the excited
carriers has occurred. Although the use of this fit function leads to a satisfactory
description of the experimental data, the number of free parameters is larger than the
function proposed in the previous model. In any case, the use of this second fitting
approach does not change the outcome of our analysis in a substantial way.
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Fig. 6.20 a Temperature evolution of the QP (violet squares) and PG (grey circles) contributions
to AR/R at 2.00 eV probe photon energy, as extracted from the global fit analysis. The vertical
violet and grey lines identify the temperature scales Tc and T*, respectively. b, ¢ AR/R spectra of
the QP and PG response obtained from the global fit analysis. Different colour shadings are used
to identify the temperature regions below Tc¢ (blue), and between T¢ and Tons (violet) for the QP
response or below Tc (grey), and between Tc and T* (red) for the PG response

When iterated for all the measured AR/R maps, the global fit analysis allows to
track the separate temperature evolution of the QP and PG responses. In Fig. 6.20a
we show their temperature dependences for a selected probe photon energy of 2.00
eV, at which detailed single-wavelength pump-probe studies on OP YBCO have been
reported [40, 41]. Interestingly, in our UD sample, the presence of the QP response is
detected even above Tc, up to a temperature Tons ~130 K, which we associate with
the onset of a precursor SC state and which is consistent with the previous equilibrium
analysis. The faster PG contribution instead sets in near T* and increases its weight
down to Tc.
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In contrast to single-wavelength pump-probe studies, our broadband probe pulse
retrieves the whole AR/R spectrum of each contribution. The AR/R spectrum of the
QP response obtained from the global fit is shown in Fig. 6.20b, where, for clarity, we
group the spectra below T¢ and between T¢ and Toys in different colour shadings.
Figure 6.20c displays the spectrum of the PG component in the temperature ranges
below T¢ and between T¢ and T*. By resolving the whole optical spectrum, we can
observe that the QP response exhibits a sign reversal at 1.80 eV. It undergoes a con-
tinuous decrease in its amplitude with increasing temperature only in two spectral
ranges, below 1.75 eV and around 2.00-2.10 eV. These results are fully consistent
with previous experiments performed around 1.55 and 2.00 eV [44], and demonstrate
that the temperature dependence of low-energy phenomena in cuprates can be easily
tracked by these specific high-energy photons in a manner similar to low-energy
probes [52, 54]. Although the measured AR/R spectra represent a mixture of the
dispersive and absorptive parts of the system’s dielectric function, its identification
allows one to determine the transient optical conductivity response, as shown below.
This unique capability of broadband ultrafast optical spectroscopy enables us to over-
come the limitations of single-wavelength studies and provides a deeper connection
with the material’s electronic structure.

6.4.4 Transient Optical Conductivity

As anticipated above, the use of a continuum probe can provide quantitative informa-
tion on the microscopic processes affecting the visible spectral range of our cuprate.
A useful quantity that can be extracted from the nonequilibrium experiment is the
transient complex optical conductivity Ac/o = Aoy/o1 + i Ao /o,. This can be
calculated without the need of a KK transform by relying on our steady-state SE
data in the visible range (reported in Sect. 6.2.2) as a starting point and performing a
Drude-Lorentz analysis of the AR/R maps at the different temperatures. In particular,
the determination of the real part Aoj/o| gives access to the temporal evolution of
the SW in the visible range.

In Fig.6.21a, b we plot Ao;/o; at 10K as a function of probe photon energy and
time delay. A prominent drop is found in a wide energy range between 1.90 and 2.80
eV at early time delays. In contrast, for energies below 1.80 eV, a positive contri-
bution emerges and progressively dominates the higher energy range. The response
at early time delays strongly differs from the one expected from a simple transient
heating of the crystal, which would display a positive sign across the whole measured
spectrum. Hence, we can already assume that the pump pulse predominantly acts
on the crystal as a non-thermal perturbation, creating a nonequilibrium distribution
of hot carriers across Eg. Figure 6.22a, b display the temporal traces and the tran-
sient spectrum of Ao /o at 10 K, which have been cut from the maps displayed in
Fig.6.21a, b. Similarly, Fig.6.22c, d display the temporal traces and the transient
spectrum of Ao /o, at 10 K.
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Fig. 6.21 Calculated transient optical conductivity a Aoy/o1 and b Aoa /o2 at 10K as a function
of probe photon energy and of time delay between pump and probe

To unravel the effects produced by each separate ultrafast process on Aoi/oy,
we select ten temporal traces across the broadband spectral range and we perform a
global fit analysis, by imposing the same model used for the global fit of AR/R. This
global fit allows us to isolate the spectral fingerprints of the three separate components
emerging in our nonequilibrium experiment. These spectral components are shown
in Fig. 6.23, in which we use the same nomenclature given in Eq. 6.2. We observe that
Ay provides a positive contribution to Aoy /o, while Apg and Aqp are at the origin
of the decreased Aoj/o; which is dominating in the traces and spectra of Fig.6.22.

Here, we can contribute to the discussion concerning the long-live component,
which has been previously assigned either to a pump-induced heating effect or as
the signature of an excited-state absorption from localized (polaronic) carriers [42,
43]. Indeed, in Fig.6.24 we compare the effect produced on o} by this long-lived
component in the nonequilibrium experiment and the variation in o} provided by a
static increase of the crystal temperature (from 10 to 30 K). We observe an excellent
matching between the two trends, which suggests that the long-lived component
corresponds to the bolometric response of our sample. Notice that this assignment
implies that the correct model to fit the data is the one described in Fig. 6.19a, as the
rise of the bolometric response is strictly correlated to the thermalization of the hot
charge carriers after the initial excitation.

Finally, in Fig. 6.25, we present the effects produced by each separate component
on the equilibrium 0. In each panel, the variation occurring in o has been multiplied
by a factor 5 to make the change distinguishable. We observe that both the PG and
QP responses remove SW in the visible region, redistributing it most likely to lower
energy [54].

The long-lived component of the response provides an increase of the SW that
is mostly flat and can be reproduced from the steady-state o by assuming a simple
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Fig. 6.22 a, ¢ Temporal traces of Aoj/o1 (Aoz/02) at 10K for fixed probe photon energies of
1.75, 2.00 and 2.50 eV b, d Transient spectrum of Aoy/o) (Aoa/o?) at 10K for selected delay
times of 0.2, 0.5, 1 and 2 ps

heating of the crystal. In contrast, the QP and PG contributions are responsible for the
pronounced decrease of the SW in the visible (peaked around the interband transition
at 2.70 eV) and manifest their maximum amplitude around 200 fs, suggesting the
occurrence of a delayed response. This indicates that the photoinduced hot carriers
decay within 200 fs to the proximity of Eg. A fraction of the energy released in this fast
relaxation is conveyed to the particles subjected to SC and PG correlations, providing
a channel for their excitation. Since these excited particles accumulate close to Ep,
the final states associated with the high-energy interband transitions from the LHB
to Eg result occupied. This explains why the broadband probe experiences a reduced
absorption in the visible range due to a Pauli blocking mechanism. The SW removed
in the visible range is typically transferred to low energy, contributing to the onset of
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a transient Drude response [54] and possibly opening new channels that are inactive
at equilibrium.

The determination of Ao/o at all temperatures allows following the temperature
evolution of the change in SW (ASW) in the probed range, as displayed in Fig.6.26
for a time delay of 200 fs. Remarkably, ASW displays its maximum absolute inten-
sity in the SC state and shows a first kink in the proximity T¢, which can be related to
the opening of the SC gap. As the temperature is increased above T¢, ASW reduces
its value, which is indicative for the occurrence of a rapid crossover. A pronounced
recovery of ASW is found around Tons, as the QP response from the precursor state
ceases to contribute to the loss of SW in the probed spectral range. Finally, as the
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Fig.6.26 Temperature evolution of the nonequilibrium SW (ASW) integrated over the whole probe
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temperature approaches T*, a second crossover takes place and the response stabi-
lizes around a vanishing constant value. Thus, by selecting the difference between
ASW(t = 200 fs) at 150 and 130 K, our experiment measures the amount of SW
“lost” in the visible range due to the existence of QPs in the precursor state. This
quantity, which we name Agys, also contains a minor contribution from the particles
subjected to PG correlations, since the amplitude of their nonequilibrium response
varies (although slightly) with temperature. Recently, it has been shown that three-
pulse experiments can directly disentangle these two contributions in time without
the need of a subtraction procedure [49]. In this scheme, a first pulse is used to
selectively melt the SC condensate, and the recovery dynamics is measured via a
conventional two-pulse pump-probe. This technique has been demonstrated using a
single colour for the three pulses, but we expect that its future extension to a broad-
band detection can contribute to refine the current value of Agns. However, already
from our analysis of the incoherent response, we can conclude that signatures of the
precursor state above T¢ emerge in the nonequilibrium experiment.

6.4.5 Coherent Optical Phonon Anomalies

In the previous Sections, we focused on the incoherent response of the pump-probe
data, which represents a direct spectroscopic signature of the fermionic excitations
associated with the QP or the PG responses. Here, we concentrate instead on the
temperature evolution shown by the coherent pump-probe response, which provides
direct access to specific Raman-active collective modes of the material. The interplay
between fermionic and bosonic excitations is one of the key feature of a many-
body system and the bosonic collective modes can strongly couple to the fermionic
particles and get renormalized as a result of many-body interactions. In this scenario,
one expects the emergence of anomalies in the bosonic spectrum as the external
temperature is modified.

To prove this idea, we corroborate the analysis above by investigating how the
coherently excited Raman-active modes in our AR/R spectra renormalize their fea-
tures as a function of temperature. First, we provide an assignment of the collective
modes emerging in our data by performing a FT analysis of the residuals from the
global fit. In Fig.6.27a, we show the FTs around the probe photon energy of 2.10
eV at the selected temperatures of 10, 110, 130 and 300 K, which clearly reveal the
presence of the two separate peaks. This observation implies that two separate modes
are influencing the high-energy electrodynamics of our UD cuprate. The energies of
the two peaks are ~14.5 and ~19.5meV at 10K and undergo a gradual softening
as the temperature is increased. The peaks can be assigned to the Aj, Raman-active
optical phonons involving the c-axis vibrations of the Ba and Cu ions, respectively
(see Sect.6.3). The atomic displacements are shown in Fig. 6.27b. No further peaks
are observed at higher energy in the FTs, thus implying the possible absence of
other phonon modes and, most importantly, of the pair-breaking mode expected
at ~41 meV. The latter may be strongly damped or simply resonate in a spectral
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Fig. 6.27 a FT analysis of the residuals obtained from the global fit at selected temperatures and a
probe photon energy of 2.10 eV. The two modes at ~15 and ~19meV correspond to the coherent
Ajg Ba and Cu phonons, respectively. b Atomic displacements of the Raman-active Ajg phonons
involving c-axis vibrations of the Ba and Cu ions

region outside our probing range. Therefore, in the following, we concentrate on the
analysis of the two coherent optical phonons that are clearly distinguishable in our
nonequilibrium experiment.

In the past, such modes have been extensively discussed in spontaneous Raman
scattering and time-resolved pump-probe spectroscopy of OP YBCO [41, 50, 62,
96]. These two experimental techniques provide the same information concerning
the frequency of the phonon modes, but they measure distinct states of the phonon
system. Spontaneous Raman scattering measures an equilibrium response of the
system. In pump-probe spectroscopy, the collective modes are instead brought into
a coherent state by the pump pulse via an impulsive or displacive mechanism [61]
and therefore they may be influenced by the nonequilibirum distribution of carriers
and by nonlinear effects.

In OP YBCO both experimental methods consistently observed: (i) The soften-
ing of the Cu and Ba phonon frequencies for increasing temperatures; and (ii) An
anomalous intensity increase of the Ba mode when the crystal entered the SC phase
at Tc. While in spontaneous Raman scattering the latter effect has been explained as
a superconductivity-induced resonant process (in which the Raman cross-section is
renormalized by self-energy effects, see Sect. 6.3), a different explanation has been
provided by pump-probe spectroscopy. The anomalous temperature dependence of
the Ba mode was demonstrated to follow the same behaviour of the QP response,
suggesting that the driving force behind the coherent excitation is represented by the
change in the density of broken pairs [41]. This displacive mechanism at the origin
of the coherent Ba mode has also been invoked by theoretical calculations [101].
In this scenario, the pair-breaking process instantaneously removes pairing energy
from the energy balance determining the equilibrium ionic conditions, eventually
triggering the coherent lattice motion. This explains why the coherent oscillation of
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the Ba mode in OP YBCO vanishes together with the QP signal as soon as T¢ is
crossed. Beyond such phenomenological models, recent ab initio calculations found
a high sensitivity of the DOS at Eg. to the displacement of the Ba ion [50]. Such strong
electron-phonon coupling suggests that a perturbation of the low-energy electronic
states can trigger the coherent motion of the Ba mode. Irrespective of the details of
the excitation process, there is a firm experimental evidence that the Ba mode is a
sensitive probe of the pairing correlations.

Distinct conclusions were drawn by spontaneous Raman scattering and pump-
probe spectroscopy concerning the temperature behaviour of the Cu mode in OP
samples [41, 62]. While in static Raman the Cu mode was found to display a peak
at Tc [62], in pump-probe spectroscopy the peak anomaly was found well-above
Tc and a clear temperature dependence could not be identified [41]. In addition, ab
initio calculations predicted this mode to be only weakly coupled to the low-energy
electronic states [50].

All the above observations were reported in OP YBCO, in which there is little
or no coherence among the bilayers above T¢ (Fig.6.1a). In UD samples of the
123-family, the presence of bilayer coherence above T¢ is therefore expected to play
a major role in modifying the intensity anomaly at least of the Ba mode. In the
following, we track the intensity of the Ba and Cu peaks in the FT as a function of
temperature. To this end, we take advantage of a unique feature of our technique over
spontaneous Raman scattering and single-wavelength pump-probe studies, which is
the direct access to the energy dependent Raman matrix elements of all collective
modes affecting the visible range [50, 60]. Revealing the shape of the Raman matrix
elements enables us to track the temperature dependence of the coherent modes in
a spectral region where they resonate with specific electronic excitations and can be
clearly distinguished. The Raman matrix elements of the Ba (blue curve) and Cu (red
curve) modes at 10K across the probed range are shown in Fig. 6.28.

We observe that at 2.00 eV the Ba mode intensity is larger than the Cu mode inten-
sity by a factor 1.7. This is consistent with the results reported by single-wavelength
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Fig. 6.29 Temperature dependence of the a Ba and b Cu mode amplitudes in OP YBCO (blue
squares) and UD NBCO (violet circles). The data for OP YBCO have been extracted from Ref.
[41]. The violet vertical line identifies the Tc temperature scale, while the violet (grey) shaded
area highlights the temperature region of NBCO which is subjected to incoherent pairing (PG)
correlations

pump-probe spectroscopy at 2.00 eV, in which the low-temperature signal was found
to be dominated by the contribution of the Ba mode [41]. The general trend described
by our Raman matrix elements also agrees with early spontaneous Raman scattering
experiments performed at varying laser photon energies [62]. Finally, it is worth
noting the resonant behaviour displayed by the Cu mode for probe photon energies
below 1.80 eV, i.e. outside our probed spectral range. This finds a natural explanation
in the proximity of the spectroscopic feature at 1.40-1.77 eV (Fig.6.8), which has
been associated with the reminiscence of the CT excitation in the CuO, planes. We
remark that the shape of the determined Raman matrix elements are very similar to
the ones reported in Ref. [50] for OP YBCO.

In Fig.6.29a, b we track the temperature dependence of the Ba and Cu mode
intensities in our slightly UD NBCO around a probe photon energy where they
resonate and we compare it with the trends reported in the literature on OP YBCO
[41, 62]. The data are normalized with respect to the lowest temperature value and
are displayed as a function of the normalized temperature T/T¢c. The temperature
scales Tons and T* extracted from the analysis of the incoherent response of our
slightly UD NBCO sample are also highlighted.

Interestingly, in the UD crystal, we find that the Ba mode persists well above
Tc and loses intensity only in the proximity of Tons (Fig.6.29a). This anomaly
indicates that the Ba mode intensity is sensitive to the stabilization of the bilayer
coherence, as expected from the above discussion. Hence, we attribute the large
intensity change displayed by the Ba mode to the establishment of the precursor
SC state, consistent with the emergence of the QP component in the incoherent
pump-probe response. An alternative possibility will also be proposed in the final
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discussion. The temperature dependence of the Cu phonon amplitude is instead more
complex (Fig. 6.29b). It shows a peak exactly at T, similarly to what was reported by
spontaneous Raman scattering (Sect. 6.3), followed by an additional jump at Ty,
which was not previously observed in OP YBCO. This temperature dependence of
the Cu mode intensity appears to follow the low-energy component of the bilayer
conductivity (Fig.6.7b). One can speculate that this component is mimicked by a
similar electronic contribution in the electronic Raman response, according to the
so-called Shastry-Shraiman relation [102, 103]. Then, the dependence of the Cu
phonon amplitude could be due to a resonant effect with the electronic background
at the frequency of the Cu mode, which suggests again the coupling among coherent
modes and the local SC response of the system.

6.5 Conclusions

In our broadband ultrafast optical study we reveal evidence within three independent
observables that suggest the emergence of a precursor SC state in the UD regime at a
temperature scale Toys, such that Tc < Tons < T*. In particular, these observables
include the persistence of the QP response up to Tons, a prominent jump in the QP
SW in the vicinity of this temperature scale and the anomalies of the coherent Ba
and Cu mode intensity at Tons and not at T¢ as in OP cuprates. We remark that
all these effects are simultaneously detected in the same transient spectra, providing
a clear evidence for the development of an electronic state that affects the optical
response of the system and that can be unambiguously disentangled from the PG
correlations on the basis of their distinct relaxation timescales. The interpretation of
such an electronic state in terms of precursor SC correlations is based on the match-
ing between the Tons scale under nonequilibrium conditions and the temperature
extracted from FIR SE of the same UD single crystal. Indeed, FIR SE demonstrates
that the intra-bilayer response becomes more coherent below Tong and that this trend
is just enhanced below T¢. In the past, the application of a magnetic field has also been
shown to counteract this trend, both below T¢ and Tons [33]. Although this effect is
a clear evidence for enhanced SC correlations below Tons, it does not exclude the
possibility that the precursor SC state is coupled to another kind of fluctuating order,
e.g. CDW or SDW [33]. This idea is reinforced when the portions of the YBCO
phase diagram characterized by SC- and CDW-correlations are compared, revealing
a remarkable correspondence between the Tons temperature scales associated with
the two phenomena [33, 104]. As an example, in YBCO Ortho-VIII (T¢ = 67 K),
the precursor SC state temperature Tons = 130 K measured by FIR SE [33] matches
the temperature scale at which the CDW state has been detected by resonant elas-
tic x-ray scattering [104]. Consistent with this scenario, recent single-wavelength
pump-probe experiments propose that the superfluid in UD cuprates can be consid-
ered as a condensate of coherently-mixed particle-particle and particle-hole pairs
(particle-hole quadruplets), whose origin lies in a coupled SC-CDW order parame-
ter [105]. In the specific case of the 123-family of cuprates, one can also speculate
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that the coupling between the coherent Ba mode and the SC state is mediated by
the competition among the latter and the CDW. As shown in Ref. [48], the repulsive
interaction between the CDW and SC order parameters works as an efficient mech-
anism to establish the CDW in the SC state. Since the CDW is naturally a charged
mode, it will couple strongly to all lattice phonons with the appropriate symmetry.
Hence, once the CDW is established, coherent phonons will be also triggered due to
their mutual coupling.

A complete understanding of this possibly intertwined precursor state setting at
Tons and of its dynamical fluctuations will become possible only upon its direct
imaging with sub-picosecond time resolution. In this perspective, the development
of techniques as time-resolved STM and cryo-Lorentz microscopy is expected to
play a crucial role [106-108].
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Chapter 7 ®)
Lattice-Mediated Magnetic Order oo
Melting in Multiferroic Mott Insulators

One fascinating topic in the field of nonequilibrium dynamics concerns the manip-
ulation and control of magnetic order using ultrashort laser pulses. This subject has
rapidly improved in the last decade, due to its relevance for modern data storage and
processing technology [1]. The ultimate success of this research field is intimately
related to the comprehension of the response that a specific magnetic material will
exhibit upon the interaction with a tailored light pulse. Being able to predict the
pathway followed by the energy and the angular momentum from the initial pho-
tons to the spin degrees of freedom can pave the route to the development of novel
materials with superior functionalities. However, despite huge efforts, this problem is
still open, as the ultrafast interaction sets a material in a highly nonequilibrium state
and leads to the failure of the conventional thermodynamic description of magnetic
phenomena. Under these conditions, a wealth of effects can take place depending on
the nature of the interaction and the properties of a specific magnetic material.

First pioneering experiments in the field were performed on FM materials using
60 fs laser pulses, which resulted in a sub-picosecond demagnetization of the film
[2-5]. Subsequent experiments also demonstrated the possibility to optically gen-
erate coherent magnetic precession [6, 7], laser-induced spin reorientation [8, 9]
or even modifications of the magnetic structure within 1 ps [10, 11]. These experi-
ments led to the identification of two main mechanisms through which photons are
absorbed by the material and influence its magnetic order: (i) A thermal effect, in
which the change in the magnetic order corresponds to that of the spin temperature.
Light does not couple directly to spins, but exchanges energy into the electronic
and phonon subsystems. As a result, the magnetic order dynamics is determined by
internal equilibration processes, such as the electron-electron, electron-phonon and
electron-spin interactions. While in itinerant ferromagnets this energy exchange can
proceed even on a timescale of 50 fs, in dielectric ferromagnets it can last for several
nanoseconds due to the absence of a direct electron-spin coupling; (ii) A non-thermal
effect, which involves the absorption of the pump photons by some electronic states
having a direct influence on the magnetic parameters. This interaction is instanta-
neous but the parameters cause a motion of the magnetic moments that obeys the
usual precession behaviour.
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As anticipated in Chap. 2, to model the complexity of the magnetic order dynam-
ics, a simple three-temperature model has been widely used, where the three temper-
atures are assigned to three separate but interacting reservoirs, i.e. the electrons, the
lattice and the spins. However, this assignment is possible only if a certain equilib-
rium is assumed within the considered subsystem. Given the short time scales, this
assumption is not always valid, imposing a limit on the applicability of this model.

In the last years, the field of ultrafast magnetism has broadened its horizons
beyond weakly correlated ferromagnets, extending the investigation to the class of
strongly correlated quantum systems. These materials offer an intricate interplay
among the charge, spin, orbital and lattice degrees of freedom, posing new chal-
lenges to the comprehension of the ultrafast dynamics. More remarkably, a variety
of materials display emergent magnetic phenomena that involve exotic spin patterns
at low temperatures. Of particular interest is the class of solids known as “frustrated
magnets”, in which competing interactions between spins preclude simple magnetic
orders. This, in turn, may lead to AFM spiral spin structures and, consequently, to
an electric polarization. This peculiar type of multiferroicity is highly desirable, as
one can use electric fields to switch magnetic order or magnetic fields to switch the
spontaneous electric polarization.

One of the most valuable probes of the magnetic order dynamics is time-resolved
resonant x-ray scattering (trREXS), which nowadays can reach a time resolution
of 100 fs in slicing facilities at third-generation synchrotron sources and in free-
electron lasers. After the photoexcitation with an ultrashort laser pulse, a soft x-ray
probe tuned to a resonance can provide the highest sensitivity to spin, orbital, and
charge order in combination with element selectivity. In regard to the magnetic order
dynamics, using this technique on Lag 5Sr; sMnOy4 upon ultrafast resonant excitation
of an infrared-active phonon mode, the magnetic order was observed to reduce within
afew ps [12]. A similar timescale was retrieved in the realization of a magnetic phase
transition from the collinear commensurate phase to the spiral incommensurate phase
of CuO after photoexcitation at 1.55eV [13]. These preliminary experiments estab-
lished a characteristic timescale for the magnetic disordering of a strongly correlated
system with exotic spin pattern. In this context, an unexpected phenomenon has been
recently observed by trREXS in TbMnOs; [14, 15], which is a prototypical example
of type-II multiferroic chiral magnet. In these experiments, optical excitation in the
near-infrared/visible range has been shown to lead to a delayed melting of the long-
range magnetic order on a time scale of ~20 ps [14]. Time-resolved measurements
of magnetic x-ray scattering have suggested that the loss of magnetic order and the
associated Mn 3d orbital reconstruction follows a quasi-adiabatic pathway from the
cycloidal phase through an intermediate sinusoidal phase, similar to what is seen
when slowly increasing the temperature [15]. Unlike the situation seen in thermal
equilibirum, the wavevector of the spin ordering in the intermediate sinusoidal phase
remains at a value equivalent to the cycloidal ordering wavevector. A direct coupling
between magnetic and orbital orders was also found by monitoring the orbital recon-
struction induced by the spin ordering [15]. Although these studies shed light on
various mechanisms occurring in TbMnO3 upon photoexcitation, a complete micro-
scopic explanation for the delayed demagnetization process is still lacking. The slow
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dynamics imply a delayed transfer of energy from the photoexcited carriers to the
spin system, which is at odds with the behaviour observed in other correlated oxides
with long-range spin order [12, 13]. As such, the dynamic bottleneck may be due to
the lattice or to the spin system itself, or to a combination of both.

A promising route to elucidate the energy pathway and the possible involvement
of other degrees of freedom in the melting process is to perform ultrafast optical
spectroscopy with a combination of broad detection window and high temporal res-
olution. A broad detection window becomes crucial when large shifts of the optical
SW are induced by magnetic ordering phenomena. Despite being an indirect probe of
magnetism, itis well established that photons in the optical range can access magnetic
and other complex ordering phenomena, as changes of the symmetry in a system upon
ordering are often reflected in the optical properties of the material. This effect is at
play in the insulating perovskite manganites and manifests on the d-d intersite transi-
tions of the optical spectrum [16]. A high temporal resolution is key to overcome the
limitations imposed by trREXS experiments. Improving the time resolution below
50 fs can reveal the timescales on which the excited electronic states redistribute
their excess energy and unveil the fingerprint, if any, of specific collective modes of
the lattice or the spin subsystems. Thus, by applying our nonequilibrium approach
with 45 fs time resolution, we can elucidate how the energy exchange among several
degrees of freedom proceeds in a TbMnOj single crystal after photoexcitation at 1.55
eV. In this Chapter, after introducing the properties of TbMnOs in Sect. 7.1, we first
focus on the steady-state optical properties of the material in Sect. 7.2. Section7.3 is
devoted to the description of the spontaneous Raman scattering data, as these will
be crucial for the interpretation of the pump-probe experiment. Next, in Sect.7.4,
we perturb the system out-of-equilibrium and interrogate the spectro-temporal sig-
natures for the melting of the long-range AFM order on long timescales. By means
of our ultrafast time resolution, we disentangle the dynamics of the different degrees
of freedom in the system and observe a complex collective response of the lattice.
The latter precedes the magnetic order melting and is interpreted as the fingerprint of
the formation of anti-JT polarons in the material. We finally conclude with Sect. 7.5,
providing a complete picture of the ultrafast dynamics following photoexcitation of
TbMnOj; using a 1.55eV laser pulse.

7.1 TbMnO3

The class of perovskite RMnO; manganites (where R is a rare-earth ion) represents
a family of strongly correlated electron systems that displays rich phase diagrams
and exhibits a number of intriguing cooperative phenomena. The complexity behind
the behaviour of these materials is the result of the strong coupling between charge,
orbital, magnetic and lattice degrees of freedom. This subtle interplay lies at the
origin of the peculiar ordering patterns characterizing each manganite. The simplest
manganite belonging to this family, LaMnOs, possesses an orthorhombic crystal
structure, a C-type orbital ordering below Too = 750-800K and an A-type spin
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Fig. 7.1 Crystallographic
structure of TbMnO3,
showing its orthorhombic
unit cell. The Mn atoms are
depicted in blue, the O atoms
in red and the Tb atoms in
violet

ordering below the Néel temperature Ty = 140 K [17, 18]. As already illustrated in
Fig. 1.4 of Chap. 1, upon substitution of the La ion with other R ions, these compounds
undergo pronounced structural and magnetic ordering changes [17]. Indeed, to com-
pensate for the strain produced by the modified ionic radius, the ideal perovskite
structure undergoes a strong cooperative lattice distortion, in which the octahedra
rotate collectively about the orthorhombic <010> and <001> direction [19]. The
degree of lattice distortion affects the tilting of the Mn-O-Mn bond and determines in
turn the magnetic properties of the crystal, as shown in Fig. 1.4. The crystal structure
eventually modifies from orthorhombic (R = La — Dy) to hexagonal (R = Ho —Lu)
when the size of the R ion reaches a threshold. Sitting at the boundary of this structural
phase transition lie TbMnO3; and DyMnOs3, in which the orthorhombic perovskite
structure lowers its symmetry to the most-distorted Pbnm GdFeOj3-type lattice.
The GdFeOs;-distorted structure, represented in Fig.7.1b, is at the origin of the
exotic spin ordering patterns and mutiferroic properties characterizing TbMnO3 and
DyMnO:s. In regard to the magnetic properties, it is the delicate balance between dif-
ferent types of exchange interactions that stabilizes complex long-range spin ordering
patterns. In particular, the sign, character and strength of the superexchange interac-
tion is affected by the geometry of the Mn-O-Mn bond, crystalline symmetry, orbital
occupation and intermediate ligands and can be phenomenologically determined via
the Goodenough-Anderson-Kanamori rules [20-23]. In distorted manganites, many
competing exchange paths can exist between nearest neighbour and next nearest
neighbour Mn ions and this can lead to magnetic frustration of the Mn>* spin degree
of freedom [17]. In TbMnOs, it is this magnetic frustration that causes the exotic
long-range spin ordering patterns unraveled by neutron scattering [24—-26] and REXS
[27-29]. At RT, this material is paramagnetic, as no spin order is observed. When
the temperature is decreased below Tons = 100K, short-range spin correlations start
developing, and a magnetic and structural fluctuating regime dominates a wide tem-
perature range. The first magnetic phase transition is observed at Ty = 42 K with the
establishment of a paraelectric SDW state, in which a sinusoidal AFM spin structure
forms along the b-axis (Fig. 7.2a). A second magnetic phase transition occurs around
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Fig. 7.2 Schematic representation of spin order in TbMnO3 (a) in the paraelectric SDW state (27
K < T <42 K) and b in the spin cycloid phase (T < 27 K). Mn atoms are represented in blue, Tb
atoms in violet and O atoms are omitted at the vertices of the MnOg octahedra. The ellipticity in b
has been neglected

T2 = 27K, at which the spins on the Mn3t sites order in a spin cycloid in the bc
plane (Fig.7.2b). The spin cycloid order builds on top of the pre-existing SDW-like
order and the Tb spins follow the ordering of the Mn spins. An additional transition
related to the 4f spins of the Tb* ions is finally observed at 7K [25, 30].

The existence of more than one magnetic phase transition suggests that several
magnetic interactions are simultaneously competing in this system and at the origin of
the magnetic frustration. Besides the nearest neighbour and next-nearest neighbour
AFM superexchange that we have already mentioned, the Dzyaloshinskii-Moriya
interaction and the biquadratic interaction are also expected to play a crucial role
[31, 32]. Moreover, it is well established that, in all magnetically ordered phases of
TbMnOs, the Mn spins possess a FM order along the b-axis and an AFM order along
the c-axis. The cycloid spin ordering has a remarkable impact on the properties of
the low temperature phase, representing the source of multiferroicity in TbMnOs.
Indeed, this spiral order creates a spontaneous ferroelectric polarization along the
c-axis due to the inverse Dzyaloshinskii-Moriya interaction, further stabilized by
the atomic displacements [25, 30, 33]. In other words, it is the spin-order breaking
inversion symmetry that drives the ferroelectric order, and thus multiferroicity in
TbMnOs is of the “improper” type (also known as “type II”’). This is a rare situation,
since two ferroic orders of different kind (one magnetic, one electric) coexist and
are mutually connected via magnetoelectric coupling. In Sect. 7.3, we will describe
how this spin-charge coupling leads also to the emergence of exotic hybrid collective
modes in the system.

From the above discussion, it becomes evident that the coupling among several
degrees of freedom makes multiferroic manganites the natural playground where to
test the capabilities of ultrafast spectroscopy. In this regard, crucial to the interpreta-
tion of the experiments performed under nonequilibrium conditions is the clarifica-
tion the electronic properties of these compounds. Hence, in the following, we focus
on the electronic structure of the RMnO3; manganites, putting strong emphasis on
TbMnOs. We start with a simplified ionic model, which neglects the hybridization
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effect among the Mn and O orbitals [19]. In an ideal perovskite RMnO3; manganite,
the Mn** ion has an electronic configuration d* and sits in the octahedral environ-
ment of six O anions. While the crystal-field effect splits the Mn d-levels into a set
of three degenerate 75, and two degenerate e, orbitals, the high-spin d* configuration
leads to the JT structural distortion and lifts the #,, and e, degeneracy. When the
displacement involves a particular axis of the octahedron, it gives rise to a static JT
effect, but at high temperatures the distortion can switch from one axis to another,
generating a dynamic mechanism. Irrespective of the particular axis of distortion,
in a crystal lattice the JT effect sets in a cooperative way from unit cell to unit cell,
leading to the establishment of an orbital order in the system [19]. As a consequence,
while the GS properties of many correlated materials can be described by consider-
ing only the charge and spin degrees of freedom, in manganites the orbital state also
plays a relevant role. Clear evidence for the strength of this effect in manganites is
provided by the very high orbital ordering temperatures Tog (from 750-800K for
LaMnOj; to 1500K for TbMnO3) [18]. In the specific case of TbMnOs, the orbital
order involves mainly the |y? > state, with some admixture from the |x> — 7% >
state, leading to a JT elongation along the y axis [18].

The following step in the description of the electronic structure involves the
inclusion of the hybridization between the O p orbitals and the Mn d orbitals. In
this regard, differently from other strongly correlated quantum systems, a major
breakthrough in understanding the electronic structure of the manganites has been
made by optical spectroscopy [16, 34, 35]. Despite offering only indirect informa-
tion on the material DOS, optical spectroscopy and especially SE remains one of the
most efficient techniques to inspect the material electronic structure, especially when
momentum-resolved information on the single-particle excitation spectrum cannot
be easily retrieved by ARPES. In the case of manganites, the detailed and quantitative
analysis of the temperature-dependent optical conductivity provided strong indica-
tion that the insulating gap is of Mott-Hubbard origin rather than of p-d CT character
[16, 34]. These pioneering works triggered a variety of theoretical and additional
optical studies to elucidate the fine structure emerging in the experimental spectra,
which is a clear manifestation of the intrinsic complexity of this material. At the
time of writing, the origin of the fine structure in the manganite optical spectrum is
a subject of intense debate [16, 35-37]. The main difficulty regards the presence of
numerous degrees of freedom that can concur to generate the observed optical tran-
sitions. Thus, the main questions that remain open regard the role of the initial and
final states associated with these transitions, and the possible involvement of intra-
atomic correlations and lattice relaxation. This topic is widely discussed in Sect.7.2.
An increasing number of ab initio calculations is also emerging for describing the
electronic structure of undoped manganites of the RMnO; family, using DFT + U
(based on LDA or GGA) [38, 39]. Despite being still far from capturing all the details
of the optical data, these computational techniques are rapidly contributing to the
comprehension of the origin behind the main elementary excitations of the material.
In the next Section, we will make use of DFT + U calculations to assign the coarse
features of the optical conductivity spectrum of TbMnO3.
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Fig. 7.3 Temperature dependence of the a, ¢ real oj(w) and b, d imaginary o,(w) parts of the
complex optical conductivity of TbMnO3; a, b refer to the optical response for light polarized along
the a-axis, ¢, d for light polarized along the c-axis. The red arrow indicates the pump photoexcitation
at 1.55eV in the nonequilibrium experiment. The grey shaded area represents the spectral region
monitored by the probe along the two different axes

7.2 Steady-State Optical Properties

A crucial prerequisite for our nonequilibrium study consists in the measurement and
comprehension of the steady-state optical properties of TbMnQOj3. To this aim, in
this Section we present the temperature dependent anisotropic optical response of
an untwinned (010)-oriented single crystal of TbMnOs3, as measured by SE in the
spectral range between 0.50-6.00eV.

Figure 7.3a—d shows the temperature dependence of the real- (o|(®w)) and imagi-
nary (o»(w)) parts of the optical conductivity, measured with light polarized parallel
to the a- (E || a) and c-axis (E || c) of the crystal. We observe a marked anisotropy
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between the o,(w) and o.(w) response, which confirms the complete detwinning of
our TbMnOj; single crystal. The o,(w) spectrum is featureless in the near-infrared
region and is dominated by two broad absorption bands, centred around 2.45 and
5.15eV. The two optical bands are found to persist in the proximity of these character-
istic energies at all measured temperatures. However, as the temperature is increased
from 8 to 300 K, a number of smaller spectral features emerge on top of the optical
band at2.45eV. In contrast, the o .(w) spectrum presents a tail-like structure covering
the 2.00 — 3.00eV region and a complex feature evolving with temperature between
3.80 and 6.00eV. The latter consists of an optical band centered around 4.50eV at
8 K, which progressively loses SW for increasing temperature and splits into two well
distinguished features at 3.90 and 5.15eV above 25 K. Our anisotropic o (@) response
is in agreement with the one reported in a previous study on untwinned TbMnOj3
single crystals [40]. Nevertheless, in our SE experiment, we access a broader spectral
range of o (w), which allows for the observation of a clear temperature evolution in
the c-axis response between 4.00 and 6.00eV.

To provide a detailed description of the steady-state optical response of TbMnOs,
we first rely on the conclusions drawn by other works in literature on orthorhombic
manganites. Indeed, in the last decade, the optical spectrum of the insulating (i.e.
undoped) manganites has been subject of intensive theoretical and experimental
studies [16, 34-37, 40—46]. The main goals were to clarify the origin of the different
bands manifesting in the spectra and to identify possible signatures of the magnetic
ordering on the optical response of the material. Particular attention has been devoted
to LaMnOs, which represents the manganite of the RMnO3 family with the lowest
degree of structural distortion from the ideal perovskite (Fig.7.1).

Early normal-incidence reflectivity studies [41—43] assigned both the low-energy
and high-energy bands along the b-axis to p-d CT excitations, thus concluding that
LaMnOs is a CT insulator in the ZSA picture [47]. Other works instead assigned the
low-energy feature to the JT orbiton excitation or d-d crystal field transitions [48].
The orbiton model predicts the formation of self-trapped orbital defects in the orbital
ordered GS, which behave similarly to Frenkel excitons in molecular crystals and
provide optical absorption at specific photon energies. Later, temperature-dependent
measurements of normal-incidence reflectivity revealed a pronounced rearrangement
of SW between the two bands, suggesting a strong involvement of the CT hopping
between nearest-neighbour Mn>" ions (i.e. intersite d-d transitions) [44]. However,
it was just with the combined use of temperature dependent SE and modelling that a
link between the anisotropic SW in the optical spectra and the spin correlations mani-
festing in the system was unraveled [ 16, 34]. A strong redistribution of SW was found
to occur close to the Néel temperature Ty = 140K and the anisotropic behaviour of
this SW transfer could be traced back to the characteristic magnetic ordering pattern
setting in the material. The use of a superexchange model quantitatively reproduced
the SW transfer induced by the establishment of the magnetic order, leading to the
assignment of the optical bands appearing in the spectra. It was concluded that the
broad low-energy band in the ab-plane response of LaMnQOj; originates from inter-
site Mn** d-d CT transitions (i.e. d} d} — d; d; between neighbouring i and j Mn
ions), preserving the electronic spin state. It is therefore a high-spin (HS) transition
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that becomes favoured in the AFM phase. The c-axis low-energy optical response
is instead governed by the CT between Hund states of neighbour Mn3* ions with
antiparallel spin. Thus, it involves a low-spin (LS) transition. In contrast, the more
isotropic high-energy band was attributed to the manifold of CT transitions from O
2p to Mn 3d levels. As anticipated in the previous Section, such an assignment has a
profound consequence for the interpretation of the perovskite manganites electronic
structure, as it implies that LaMnOj is a Mott-Hubbard insulator and not a p-d CT
insulator [47]. The HS band should be then interpreted as an intersite d-d CT tran-
sition across the Mott gap, between the LHB and the UHB. The same conclusion
was drawn by calculations based on the orbitally-degenerate Hubbard model [49].
In addition, a clear manifestation of the d-d CT origin of the low-energy band came
from the resonant enhancement at 2.00 eV of the By, breathing mode in spontaneous
Raman scattering, as this mode strongly modulates the intersite d-d CT [50].

Here, we confirm the latter assignments by employing DFT calculations of the
electronic structure and the optical properties of TbMnOs3. The exchange-correlation
potential were treated using GGA + U, where U was set at 3 and 6 eV for Mn
3d and Tb 4f orbitals, respectively. The computational details are reported in the
Appendix C. The calculated equilibrium optical responses along the a- and c-axes
are shown in Fig.7.4a, b together with the experimental data measured at 8 K. For
the a-axis response we see a relatively good agreement between our calcualtions and
the experiment. For the c-axis response the agreement is mostly qualitative but does
capture the rough position and magnitude of the increase in absorption with increasing
energy. Based on the calculated electronic DOS, the low-energy feature is identified
with intersite d-d transitions while the higher energy feature is identified with CT
excitation from O 2p to Mn 3d levels. These combined experimental-theoretical
efforts clarify the coarse features of the optical spectrum, but the origin of the fine
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Fig. 7.4 Comparison between o} (w) of TbMnO3; measured at 8§ K (blue curve) and computed from
DFT + U calculations (violet curve): a a-axis response; b c-axis response
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structure of the HS band remained largely unexplained. Recently, several authors have
attemped to better understand this fine structure by combining new SE experiment
and theoretical calculations. The fine structure has been first attributed to Mn** d-d
crystal field transitions split by the JT effect [36]. More significantly, a very complete
and detailed study assigned a dual nature (d-d and p-d) to the fundamental optical
gap, since this is also characterized by forbidden/weakly-allowed p-d transitions that
act as a precursor to the strong dipole-allowed p-d CT transition at higher energies
[35]. Thus, the fine structure reflects these p-d transitions overlapped to the d-d HS
absorption band, giving rise to an intermediate regime between the p-d CT and the
Mott-Hubbard insulator in the ZSA scheme [47]. A more recent interpretation relate
the fine structure to quantum rotor orbital excitations for the e, electron of Mn3*
ions, disturbed by the lattice anharmonicity [37]. Therefore, the issue of the fine
structure in the absorption spectrum is still an open one and will be also addressed
by our nonequilibrium experiment in Sect.7.4.3.

Differently from LaMnOj3;, TbMnOs retains such a fine structure of the d-d HS
band even at very low temperatures, as evident in the high-resolution spectrum of
o1 4(w) in Fig.7.5. Moreover, the centre of mass of the HS optical band in TbMnO3
is shifted towards higher energies than the corresponding one in LaMnOj. The latter
effect is a general one in the electrodynamics of manganites. It is observed that for
decreasing radius of the R ion, the low-energy band decreases its SW and blueshifts
from 2.00 to 2.20eV, consistent with our data. This effect has been explained by
assuming that the JT distortion increases for smaller R ion sizes, thus enhancing the
value of the d-d CT energy [35].

As our ultrafast study in the following Sections involves the measurements of the
transient reflectivity (AR/R) of the TbMnOs crystal, it is relevant to calculate the
anisotropic reflectivity spectrum under equilibrium conditions from the SE measure-
ments. Figure 7.6a, b shows the temperature-dependent reflectivity spectra along the
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Fig. 7.5 aReal 01,(w) and b imaginary o2, (w) parts of the a-axis complex optical conductivity of
TbMnOj3, measured at 8K via SE
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Fig. 7.6 Temperature dependence of the a a-axis (b) c-axis reflectivity of TbMnO3

a- and c-axis, respectively. The spectral range presented is limited to the one covered
by the broadband probe in the nonequilibrium experiment. The reflectivity along the
a-axis comprises a pronounced feature centred around 1.90eV and is characterized
by the presence of a fine structure on top. A second feature emerges around 2.60eV,
separated from the former by a dip in the reflectivity. Along the c-axis, the reflectivity
monotonically increases its value for higher energies and shows a more structured
spectrum in the 2.40-2.80eV spectral region. More remarkably, consistent with the
SW shifts identified in the previous discussion, we observe an opposite trend of the
reflectivity as a function of temperature for the two different axes. For increasing
temperatures, the a-axis reflectivity undergoes a prominent drop, while the c-axis
reflectivity increases over the whole spectral range. We will see in Sect. 7.4 that this
aspect enters into play in the interpretation of the pump-probe data.

7.3 Spontaneous Raman Scattering

To address the magnetic order dynamics in our TbMnO; crystal, the same exper-
imental conditions of previous trREXS measurements reported in literature must
be reproduced [14]. This implies photoexciting the system with an a-axis polarized
pump beam at 1.55eV, lying on the tail of the intersite d-d transition of the material
(as indicated by the red arrow in Fig.7.3). In these conditions, we can assume that
a real charge density will be created in the system, corresponding to charge exci-
tations across the Mott gap [16]. This charge density may subsequently couple to
Raman-active modes of A, symmetry via the displacive mechanism, thus generating
a coherent response in the time domain [51]. However, we cannot exclude a priori
that the pump pulse may act also non-resonantly via an ISRS mechanism, as we
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have observed in Chap. 5 for La,CuO,4 upon below-gap excitation. This can possibly
lead to the generation of coherent modes even with different symmetry than A, [52].
Based on these arguments, before introducing our experiment under nonequilibrium
conditions, it is therefore crucial to show and clarify the Raman spectrum of the
material, as measured by polarized spontaneous Raman scattering. In this way, pos-
sible modes of interest for our ultrafast broadband optical spectroscopy experiment
can be identified.

The most intriguing feature appearing in the Raman spectra of TbMnOs is repre-
sented by the emergence of exotic collective modes, known as electromagnons, when
the crystal is maintained in its multiferroic phase below 28 K. Electromagnons are
hybrid magnon-phonon excitations exhibiting an oscillatory electric-dipole moment
which is activated by the electric (and not magnetic) component of an incident light
field [54]. In other words, it is the electric field that leads to the motion of the spins.
These excitations can be observed both in FIR/THz spectroscopy [55-57] and spon-
taneous Raman scattering [53, 58]. Due to their nature, in FIR/THz spectroscopy
electromagnons are activated by the electric field of light, differently from conven-
tional magnetic modes that are excited via the magnetic field component. In spon-
taneous Raman scattering their observation is instead indirect, as the magnetic field
does not couple directly to magnetic excitations and the electric field does via the
spin-orbit coupling. Figure 7.7a, b summarises one of the main results obtained by
spontaneous Raman scattering in the absence of an external magnetic field, adapted
from Ref. [53]. When the electric field is set along the b-axis, two electromagnons
arise at 3.86 and 7.94meV and both correspond to propagating modes of the spins
out of the cycloid plane. When the electric field is set along the c-axis, a single broad
electromagnon peak is observed around 3.56 meV.
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Fig. 7.7 a, b Raman spectra at 10K on a (100)-oriented TbMnO3 single crystal, as measured in
Ref. [53]. The electric field of the incident light is polarized along the a b-axis b c-axis, respectively.
The symbols e, e, and e3 refer to electromagnon modes
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Extensive experimental and theoretical studies in literature have also addressed
the phononic Raman spectrum of TbMnQOj3, which covers the 12-80meV spectral
range [53, 59—62]. Since in an ideal perovskite no Raman-active modes are allowed
by symmetry, in RMnOs it is the deviation from the ideal lattice that leads to Raman
activity. As a result, the activation of each Raman mode can be related to the value
of one or two types of basic distortion of the normal perovskite (i.e. the rotations of
MnOg octahedra around [101] or [010] directions, the JT distortion or the shift of
R atoms). In the Pbnm space group of TbMnOs;, the Raman-active normal modes
allowed from group theory considerations are 24. These phonon modes are classified
in terms of their symmetries as: I'ggman = 7Ag + 7B 1g + 5B2g + 5B3,. Figure 7.8 shows
the polarized Raman spectra of the phonon modes in TbMnO3 at 10 K. The data are
adapted from Ref. [53], which reports all the measured phonon energies and compares
them with the results of previous calculations. Here, for our purposes, we provide
only the assignments of the 7 A, modes, as some of them will play an important role in
the nonequilibrium dynamics upon photoexcitation (Sect. 7.4.3). Some representative
eigenvectors are illustrated in Fig.7.9, while the nomenclatures at the I point and
assignments are summarised in Table 7.1. Mn ions do not participate with any Raman
mode, as they are located at inversion centers, while the Tb and the apical O(1) ions
display the same kind of movements. Particularly important are the Ag(1) mode
(anti-stretching vibration of the O atoms in the xz planes), and the Ay(4) mode
(rotation of the MnOg octahedra), as these are directly associated with the structural
distortion from the cubic symmetry. Another remarkable effect that becomes more
prominent for decreasing size of the R ion is the mixing of the character between
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Fig. 7.9 Eigenvectors of four A; modes of TbMnOj3 at q = 0. The corresponding energies are
indicated in the figure. Blue atoms refer to Mn, red atoms to O and violet atoms to Tb. The
assignments are taken from Ref.[61]

Table 7.1 Nomenclature at the I" point of the BZ, experimental values of the energy and assignment
of the 7 Ag modes of TbMnO3

Nomenclature at I" | Experiment (meV) | Assignment

Ag(5) 14.0 Motion of the Tb** atom along z

Ag(6) 18.1 Motion of the Tb>* atom along x

Ag(2) 35.1 In-phase y-rotation of the MnOg octahedra

Ag(7) 39.1 Motion of the apical O(1) atoms along x

Ag(4) 47.2 Anti-phase rotation of the MnOg octahedra

Ag(1) 61.0 JT in-phase stretching of O(2) atoms in the xz plane
Ag(3) 63.1 Out-of-phase bending of MnOg octahedra

several Raman modes [60, 61]. This mixing arises at all temperatures especially for
the Ay(1) and A4(3) modes, as they become very close in frequency. The coupling
constant between the two modes in TbMnOj3 has been evaluated ~2.5 meV.

In the spontaneous Raman scattering literature of TbMnOs, the effects of the
different magnetic phase transitions on the phonon modes have also been investigated
by performing a detailed temperature dependence [53, 62]. In the absence of strong
couplings, phase transitions and critical phenomena, the phonon frequency measured
in a Raman scattering experiment typically undergoes a softening as the temperature
is increased, due to the dilation of the unit cell. However, in a magnetic system
with strong electron-phonon and spin-phonon couplings, the temperature-dependent
behaviour of a phonon mode at frequency w can be expressed as [63]
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w(T) = CL)(O) + (Aw)qh (T) + (Aw)anh (T) + (Aw)el—ph (T) + (Aa))sp—ph (T) (71)

where (Aw),,(T) is the change in the phonon frequency due to a change in the lattice
parameters of the unit cell (known as the quasi-harmonic effect), (Aw),,(T) is the
intrinsic anharmonic contribution, (Aw).;—,4(T) is the renormalization induced on
the phonon frequency by the electron-phonon coupling and (Aw);,—,4(T) is the
renormalization induced on the phonon frequency by the spin-phonon coupling,
caused by the modulation of the exchange integral (J) by lattice vibrations. The
subtle interplay among all these terms can result in complex temperature dependences
displayed by the phonon modes. Consistent with this scenario, two phonon modes
in TbMnO3, Ag(7) (at 39 meV) and Boy(3) (at 41 meV) were found to undergo
an anomalous behaviour as the temperature was increased from 10 K, which was
tentatively described as a manifestation of strong spin-phonon coupling [53].
Another significant question addressed via spontaneous Raman scattering regards
the nature of the ferroelectric transition in TbMnOs3. In an ionic displacement sce-
nario, a soft phonon mode is indeed expected to manifest. Remarkably, a partial
softening behaviour was observed for the Ay(5) phonon mode (at 14 meV) at the
ferroelectric transition temperature Ty, (Fig.7.10) [53]. As indicated above, the
ferroelectric transition is a consequence of a magnetic transition from an incommen-
surate to a commensurate order, in which the spin modulation becomes a cycloid. All
Raman studies in literature assign the A(5) mode and the A4(6) modes to the vibra-
tions of the Tb3* ion [53, 59, 64], since they are also observed in other isostructural
compounds such as TbFeO3 [65]. However, while Ref. [53] cites that the eigenvector
of the A,(5) mode involves the motion of the Tb** ion along z, the original assign-
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ment on orthorhombic manganites predicted a motion of the Tb>* ion along x [64].
In view of the following discussion, we tend to agree with the former interpretation,
thus indicating this assignment in Table 7.1. The observation of a partial softening of
this mode can indeed be connected to recent x-ray diffraction studies that have mea-
sured the displacement of the Tb** along z and have concluded that this displacement
gives rise to a quarter of the polarization magnitude [66]. Thus, the partial softening
of the mode can be considered as one of the signature of the ferroelectric phase tran-
sition and indicates some involvement of an ionic displacement at the origin of the
ferroelectric polarization. The additional contribution to the total polarization may
instead have an electronic origin.

In conclusion, in this Section we provided a detailed description of the salient
features associated with the collective modes of TbMnOs, as detected by sponta-
neous Raman scattering. We will make an extensive use of the conclusions drawn by
spontaneous Raman scattering for the interpretation of our pump-probe experiment,
since our high-energy photons can access the low-energy Raman-active collective
modes of the system via the ISRS process or via a long-lived perturbation of the
electronic GS [67]. In the following Section, we introduce our experiment under
nonequilibrium conditions. The coherent response of the system and its relation with
spontaneous Raman scattering will be instead treated in Sect.7.4.3.

7.4 Ultrafast Broadband Optical Spectroscopy

In this Section, we present an extensive study of the magnetic order dynamics occur-
ring in the same detwinned (010)-oriented single crystal of TbMnO3; measured via
SE. In our experiments, we drive the system out-of-equilibrium using an ultrashort
1.55 eV pump pulse, which mimics the experimental conditions of previous trREXS
studies reported in literature [14]. The pump beam is polarized along the a-axis and
it mainly promotes intersite d-d transitions [16]. The possibility that the excitation
of p-d CT transitions could lead to the magnetic dynamics was ruled out via trREXS
experiments by observing the persistence of the average scattering cross-section
intensity. Although this argument does not exclude that tails of the p-d CT excitation
could contribute to other channels probed in the optical range, in the following we
will assume that the main effect of photoexcitation is to promote intersite d-d transi-
tions. This is also consistent with our optical conductivity data of Fig.7.3a, in which
we indicate a red arrow at 1.55 eV to mark the energy at which the system is photoex-
cited. After the interaction with the pump pulse, the ultrafast variation of the material
reflectivity is monitored over a broad visible range, extending from 1.72 to 2.85¢eV,
along both the a- and c-axis. This is highlighted by a grey shaded area in Fig.7.3a,
c. As described in Sect. 7.2, this spectral region involves the intersite HS and LS d-d
transitions along the a- and c-axis, respectively [16]. Such optical features are very
sensitive to the establishment or disappearance of the magnetic order in the crystal,
and thus represent a suitable observable for tracking the magnetic order dynamics
with high time resolution.
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Fig. 7.11 a, ¢ Colour-coded maps of AR/R at 8 K with a@-axis pump polarization and a a-axis, ¢
c-axis probe polarization. The pump photon energy is 1.55eV and the absorbed pump fluence is
4.4mJ/cm?. b, d Temporal traces at specific probe photon energies of the respective AR/R maps.
Each temporal trace results from the integration over 0.10eV around the indicated probe photon
energy

Figure7.11a, c displays the colour-coded maps of the AR/R response as a function
of the probe photon energy and of the time delay between pump and probe at 8 K,
for a probe polarization along the a- and c-axis respectively. In both cases, the
pump polarization lies along the a-axis and the absorbed pump fluence is estimated
around 4.4 mJ/cm?. Importantly, in this set of measurements, the dynamics have been
detected up to 14 ps with a temporal resolution of ~26fs.

The a-axis AR/R response shows the emergence of a main negative feature in
correspondence to the HS intersite d-d transition, which increases its absolute weight
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over time. The spectral shape of this optical band becomes more structured over time,
displaying a series of satellites. Simultaneously, a very sharp feature emerges around
2.60eV and changes the sign of AR/R to positive. In contrast, the c-axis response
undergoes a remarkably different behaviour. It is dominated by a positive signal,
which increases for longer time delays and shows a maximum close to 2.60eV.

More insightful information on the temporal dynamics can be gained by selecting
different temporal traces at representative photon energies from the colour-coded
maps of Fig.7.11a, c. These temporal traces are collected and shown in Fig.7.11b, d.
We first consider the dynamics seen for probe light polarized along the crystal a-axis.
Here we see that for all probe photon energies at short times there is a sudden decrease
inreflectivity which reaches a local minimum at approximately 190 fs. This time scale
is significantly longer than the 45 fs response time of the apparatus. After this fast
decrease, there is a fast partial recovery of the reflectivity that is characterized by a
time scale of several hundred femtoseconds, a recovery that is particularly evident
at lower photon energies (e.g. 1.80eV). After this partial recovery, the reflectivity
changes more slowly. For most photon energies this change is a slow decrease in
reflectivity that continues beyond the time window of our measurement. At 2.60¢eV,
however, the reflectivity instead increases. Here, a negative-to-positive crossover
clearly develops after 3.8 ps, as anticipated by the colour-coded map in Fig.7.11a.
Along the c-axis, the temporal traces show a markedly different behaviour. The rise
time of the signal is ~400fs and all temporal traces undergo a long increase of the
response amplitude over time. Here the distinction between a short-lived component
and a delayed one is not pronounced and no changes of sign appear over time. Probing
in a broad spectral range allows us to go beyond the results obtained by previous
two-colour pump-probe experiments on TbMnO3, in which the fast component in
the a-axis response was not detected [68]. The apparent absence of the prompt rise in
AR/R along the a-axis served as the basis for a phenomenological model that could
describe the observed ultrafast dynamics. Already at this stage our data contradict
one of the main conclusions of Ref.[68].

To get more quantitative information on the timescales governing the dynamics,
we perform a fit of some representative temporal traces at § K. For this purpose,
we select the temporal traces around a probe photon energy of 1.80eV, as in this
region the short-lived component becomes more apparent. These traces are shown as
violet curves in Fig. 7.12a, b along the a- and c-axis, respectively. Among the several
models that can be implemented for capturing the dynamics, the simplest one consists
of three exponential functions convolved with a Gaussian accounting for the temporal
shape of the pump pulse. The shortest lived component appears immediately after
the pump photoexcitation, whereas the other two components display a slow rise.
The function that is used for fitting the data is:

-2 —ip, -2

@) = u(t)[fl O + H) + f,,,(z)} = u(t)[em, w A T 4 (1 - LT) ¥ [Aze_%zz + Ame*%fzﬂ
1.2)



7.4 Ultrafast Broadband Optical Spectroscopy 267

(@) (b)

AR/R (10%)
(,.01) H/av

0 2 4 6 8 10 12 0 2 4 6 8 10 12
Delay time (ps) Delay time (ps)

Fig. 7.12 Temporal traces of the AR/R response at 8K along the a a- and b c-axis, resulting from
the integration over 0.10eV around the probe photon energy of 1.80eV. In both cases, the pump
polarization lies along the a-axis and the absorbed pump fluence is estimated around 4.4 mJ/cm?.
The black lines represent the results of the fit based on our model function

where u(t) is a step function that hasu=0fort <Oandu=1 fort> 0 A;, A, and
Ap, are the amplitudes of the three exponential functions; Tz, and tg, are the rise
times of the exponential functions; 77, 7, and t,, are the relaxation constants of the
three exponentials; tp, and 7p, are delay parameters with respect to the zero time.
While all three exponential functions are necessary for fitting the a-axis response,
only two of them are sufficient to reproduce the c-axis dynamics. The results of the
fit are shown in Fig.7.12a, b as black lines superposed on the original data. The
timescales retrieved along the a-axis are t; = 120 £ 10fs, 7, =3 £ 0.7 ps and 7, =
9 £ 1.5ps, while those along the c-axis are 7y =2 £ 0.5psand 7,, =9 £ 0.5ps. A
larger uncertainty is expected on t,, due to the limited temporal window of ~12ps
probed in our experiment. Between the two axes, we notice a strong mismatch in the
time constant 7; and a perfect correspondence in the time constant 7,,. Considering
the a-axis response alone, the emerging picture of the temporal dynamics reconciles
the results of separate two-colour pump-probe experiments performed in the past
[68, 69]. Analysis of a high time-resolution experiment on LaMnO3 attributed a
short-lived component similar in time-scale to our t; to electron thermalization,
while the intermediate time-scale 7, was interpreted as electron-phonon relaxation
[69]. Another experiment on TbMnO3 had significantly worse time resolution and
considered only the slowest component of the time-resolved changes along both axes
(corresponding to our 1,,), interpreting this as the time scale for melting of magnetic
order [68]. Despite observing also the faster component along the c-axis, the latter
experiment explicitly neglected it due to the difficulty in fitting the data. Using our
model function, we find this component to decay with a time constant of t; = 2ps,
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Fig. 7.13 Transient spectrum of AR/R at different delay times for a probe polarization set along
a the g-axis, b the c-axis. The pump photon energy is 1.55eV and the absorbed pump fluence is
4.4mJ/cm?

which is one order of magnitude larger than expected from a typical electron-electron
thermalization timescale.

As an alternative way of examining the data, in Fig.7.13a, b we show the spectral
evolution of AR/R at different time delays along the a- and c-axis, respectively.
In Fig.7.13a, the a-axis AR/R spectrum for early time delays is almost featureless
and shows only a broad structure around 2.60eV. As time evolves, a fine peak-dip
structure clearly emerges in the spectrum, with shoulders covering the range from
2.05 to 2.50eV. These features coincide with the fine structure superposed on the
d-d HS absorption band, which can also be observed in the steady-state reflectivity
spectrum of Fig. 7.6a. At 2.60eV the former broad feature sharpens and increases its
weight until the sign of the response is reversed. Above 2.85¢eV the AR/R response
changes sign and becomes positive, as evidenced by the gradual redshift of the
zero-crossing energy at the edge of the probed spectrum. In Fig.7.13b, the c-axis
AR/R spectrum for early time delays appears as a featureless background, while for
long time delays some fine structure also arises. Remarkably, these features are not
apparent under steady-state conditions (Fig.7.6b) and cannot be related to a leakage
of the a-axis response, since their energies are well distinct from the ones of the a-axis
fine structure. Thus, we conclude that our pump-probe experiment provides a higher
contrast to resolve elementary excitations that lie hidden in the equilibrium spectra.
However, at this stage, no insightful information can be retrieved on the origin of
this fine structure characterizing the two-particle excitation spectrum of TbMnOs3.
Later, in Sect. 7.4.3, we will show that a strong indication about the character of these
elementary excitations is obtained by analysing the coherent response emerging in
the pump-probe traces.
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From this preliminary analysis, we can conclude that the photoexcitation of
TbMnO3 along the a-axis with a pump photon energy of 1.55eV leads to an over-
all reduction of the reflectivity along the a-axis, accompanied by an increase of the
reflectivity along the c-axis. This anisotropic behaviour goes beyond the results of
previous two-colour pump-probe measurements performed at different temperatures
[68]. In these experiments, the pump pulse was set at 3.00 eV, thus at the edge between
the intersite d-d transitions and the tail of the CT transition, while the probe pulse
at 1.50eV was monitoring the lowest tail of the HS and LS bands in the material.
As a consequence, the probe was not capable of revealing the details of the ultra-
fast electronic response at early time delays, nor of providing spectrally resolved
information across the whole spectral region of the intersite d-d excitations. In the
following, we demonstrate instead that our approach bridges the gap between the
conclusions drawn by ultrafast two-colour optical spectroscopy and trREXS experi-
ments, thus providing a unified picture of the nonequilibrium dynamics triggered by
a near-infrared pump pulse.

7.4.1 Temperature Dependence

To monitor how the spectral signature of the a-axis HS band varies in the nonequilib-
rium experiment across the two magnetic phase transitions, we perform a complete
temperature dependence of AR/R. The colour-coded maps of AR/R are shown in
Fig.7.14, where the different temperature values are also indicated. We observe that
the fine structure of the low-energy band manifesting at 8K is gradually lost as the
temperature is increased. A strong variation of the intensity of the response also
occurs and the measured changes become smaller than the noise level above 100 K.

The fine structure of the low-energy optical band of TbMnO; becomes more
evident when the long time delay AR/R spectra are directly compared at different
temperatures. These spectra are diplayed in Fig. 7.15a for a time delay of 13 ps and are
vertically shifted among them of a constant value for clarity. The temporal evolution
of the system around the probe photon energy of 2.20eV is displayed in 7.15b at
the different temperatures. Upon entering the magnetic phase below Ty, the spin-
order melting dynamics slow down dramatically, as already observed previously
[68]. This increase in the t,, time constant for decreasing temperature was assigned
to the signature of a photoinduced magnon-assisted hopping along the c-axis of the
material, which leads to an increase in the magnon number density and in turn affects
both the a- and c-axis optical response. In the following, we will show that our data
support instead a scenario in which lattice reorganization following the formation of
small polarons is the source of the bottleneck observed in the spin order melting of
TbMnOs.
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Fig. 7.14 Temperature dependence of AR/R as a function of probe photon energy and time delay
between pump and probe. The temperatures are indicated in the labels and the absorbed pump
fluence is 4.4 mJ/cm?>
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Fig.7.15 aTemperature dependence of the AR/R spectrum for a time delay of 13 ps. b Temperature
dependence of the AR/R temporal traces for a probe photon energy of 2.20eV. The temperatures
are indicated in the labels and all curves have been cut from the maps of Fig.7.14

7.4.2 Transient Optical Conductivity

As highlighted in Sect.7.2, the spectral region of the a-axis HS optical band is an
extremely sensitive probe of magnetic correlations in the insulating perovskite man-
ganites [16]. We can then expect that measurements of optical properties in this fre-
quency range can give us some information on the dynamics associated with magnetic
order changes. The useful quantity that has to be extracted from the nonequilibrium
experiment is the transient complex optical conductivity Ao = Ao| + i Aoy. This
can be calculated without the need of a KK transform by relying on our steady-state
SE data of Fig.7.3a as a starting point and performing a Drude-Lorentz analysis of
the AR/R maps at the different temperatures. As a consequence, the determination
of the real part Ao, gives access to the temporal evolution of the SW in the visible
range.

In Fig.7.16 we show the calculated Ao at all temperatures, as a function of probe
photon energy and time delay. At low temperatures, a prominent drop dominates the
whole spectral range especially at large time delays. As the temperature increases,
the absolute strength of the response becomes smaller and declines to the order of
our sensitivity close to 100 K. The determination of Ao at all temperatures allows
following the temporal evolution of the change in SW (ASW) over the probed range.
The dynamics of ASW are overlapped to all colour-coded maps of Ao in Fig.7.16.

A direct comparison among the ASW temporal dynamics at the different tem-
peratures is established in Fig.7.17a. Here, our primary interest is to reveal whether
the magnetic order dynamics gives rise to detectable temperature anomalies in ASW
at long time delays. For this reason, we track the value of ASW at 12ps for the
different temperatures and we collect the results in Fig.7.17b. For clarity, we also
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Fig. 7.16 Temperature dependence of the transient optical conductivity Ao; as a function of
probe photon energy and time delay between pump and probe. Every map also shows the temporal
evolution of the nonequilibrium SW (ASW), which is calculated by computing the integral of the
corresponding Ao map over the whole probed range. The temperatures are indicated in the labels
and the absorbed pump fluence is 4.4 mJ/cm?
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Fig.7.17 a Comparison of the nonequilibrium ASW temporal dynamics at different temperatures,
which are indicated in the label. At every time delay, the SW is calculated by computing the integral
of the corresponding Ao map over the whole probed spectral range. The absorbed pump fluence
is 4.4 mJ/cm?. b Temperature evolution of the nonequilibrium SW integrated over the whole probe
spectrum at 12 ps delay time. The blue shaded region highlights the temperature range where the
material is in the multiferroic spin-cycloid phase, the violet region depicts the region where the
SDW phase emerges and the red region represents the paramagnetic phase with short-range spin
correlations. The respective temperature scales Ty, and Ty are indicated on top

indicate the Tn; and Tn; temperature scales by highlighting different temperature
regions with distinct colours. Starting from high temperatures, we observe that the
ASW decreases its value more rapidly when approaching the first magnetic phase
transition and shows a change in slope at the Ty temperature scale. A more promi-
nent anomaly sets in close to the second magnetic phase transition at Txy, involving
the presence of a kink. While the change in slope at Ty had been already detected at
the single-wavelength AR/R level [68], the anomaly emerging at Ty is a completely
novel feature that can be accessed only when the whole spectral region of the intersite
d-d transitions is covered by the probe pulse.

7.4.3 Coherent Collective Response

The detection of adynamical SW transfer associated with the loss of magnetic order in
photoexcited TbMnOs; provides new insights into the nonequilibrium response of the
material. However, this observable represents an indirect effect of the order parameter
melting on the optical properties of the system. As such, our measurements only
suggest that a delayed transfer of thermal energy from the excited carriers to the spin
system is at play in the material, consistent with previous experimental results. Thus,
the microscopic mechanism behind the magnetic order melting remains unclear.
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One scenario that has been envisioned behind the delayed energy transfer is related
to relaxation of the JT distortion, with the subsequent localization of the carriers in
the form of small polarons. The charge localization would hinder magnon-assisted
hopping and therefore would require that the energy transfer to the spin system to
be mediated by changes in the lattice structure.

This represents a crucial aspect, since the polaronic behaviour of the charge car-
riers is widely recognized as one of the peculiarities of the orthorhombic manganites
[70-72]. Indeed, doping carriers [73] or photoexciting the intersite d-d CT transi-
tions in perovskite manganites is predicted to lead to the creation of the so-called
anti-JT polarons [74]. Similar effects are envisioned when the p-d CT transitions
are photoexcited [75]. As the lattice shows a cooperative JT distortion, the presence
of an extra charge (i.e. electron or hole) on the Mn’** ions can produce a strong
structural rearrangement to locally remove and relax the JT distortion. In this way,
the system tries to minimize the energy cost generated by the existence of additional
charge in a collectively JT-distorted crystal. This site acts as a defect that becomes
strongly pinned, since the hopping to other Mn3* sites requires moving along the
lattice distortion. In magnetically ordered phases, also the spin degree of freedom
can be affected by the charge localization, as the polaron is expected to produce
canting of the spins from their natural directions. Behaving similarly to a defect,
the anti-JT polaron is a prototypical example of a small (Holstein) polaron and, as
such, it involves the presence of a local deformation around the self-trapped carrier
[76, 77]. As pointed out in Chap. 1, the local symmetry associated with the displace-
ment of an Holstein polaron is expected to retain a totally symmetric character.

To investigate the validity of this scenario, we search for the signatures of coher-
ent optical phonon modes with totally symmetric character that are coupled to the
photoexcited carriers and signal a rearrangement of the lattice structure consistent
with the relaxation of the JT distortion. Here, we go beyond the results of Sect.7.3
and monitor the a-axis AR/R at 8 K by decreasing the time step for the detection to
~13fs.

Figure7.18a, b shows some representative temporal traces and the FTs of the
residuals from the fit of the incoherent response when the absorbed pump fluence for
is 2.2 mJ/cm?. The probe photon energies at which these traces have been selected are
indicated in the labels. Remarkably, the initial ultrafast relaxation of the electronic
response is now clearly resolved, displaying a sharp and well-defined negative peak.
Simultaneously, a coherent beating among several modes emerges in the time-domain
during the electronic relaxation and persists up to 4 ps (see the inset of Fig.7.18c).
By performing a FT analysis of the residuals from the fit, we are able to identify
the presence of at least two peaks that can be ascribed to coherent modes, which are
centred around an energy of 47.2meV and 61.0meV, respectively. However, these
FT suffer from a low signal-to-noise ratio, as the measured signal lies within our
detection limit.

For this reason, the measurements have been repeated by increasing the absorbed
pump fluence to 4.4 mJ/cm?, mimicking the conditions of the experiment performed
in the previous Paragraphs. The results are shown in Fig.7.18c, d. From the FT
analysis, we identify the presence of four collective modes taking part to the coher-
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Fig. 7.18 a, ¢ Temporal dynamics and b, d FT of the spectral response at 1.90, 2.02 and 2.19¢eV,
averaged over the region indicated in the label. The pump polarization is set along the a-axis. The
absorbed pump fluence for a, b is 2.2mJ/cm? and for ¢, d is 4.4 mJ/cm?. The assignment of the
coherent modes is given in (d)

ent dynamics triggered by the intersite d-d excitation. Their energies correspond
to 14.5meV (Ag(5) mode), 47.2meV (Ag(4) mode), 61.0meV (Ag(1) mode) and
63.4meV (A.(3) mode) and are indicative of four of the seven A, modes detected
by spontaneous Raman scattering (as shown in Sect.7.3). In particular, A,(5) cor-
responds to the soft mode involving the displacement of the Tb** ion, Ag(4) to the
rotation of the MnOg octahedra, Ag(1) to the anti-stretching JT vibrations of the O
atoms in the xz plane and A,(3) to the bending of MnOg octahedra. On the other
hand, the doublet structure centered around 35-37meV in the FT may arise from
the convolution of the peaks associated with the Ag(2) and A4(7) modes, which are
known to be strongly intermixed in TbMnOs5 [60]. Indeed, this feature is found to
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Fig. 7.19 a Residuals from a multiexponential fit of the temporal trace at 1.85¢eV, integrated over
250meV. b FT analysis of the residuals shown in panel (a)

persist over the probed spectral range, despite becoming broader as the probe pho-
ton energy is tuned above 2.00eV. For the purpose of our discussion, we avoid any
speculation in the absence of a clear spectroscopic observable, thus neglecting the
presence of this feature.

We also put more emphasis on the low-energy probe region, where all modes
appear simultaneously. By integrating the temporal trace over a broader spectral
region of 250 meV around 1.85eV and subtracting the background, we retrieve the
residuals displayed in Fig.7.19a. Here, we show the richness of the response gener-
ated by the beating among the different modes. The FT analysis of these residuals
is shown in Fig.7.19b. Remarkably, we do not detect the signature of any coherent
electromagnon excitation neither in these temporal traces, nor in those measured
up to ~14ps. Thus, we confirm that only four coherent A, phonon modes resonate
without ambiguity in the proximity to the d-d HS intersite absorption band.

To test whether the coherent modes modulating the a-axis reflectivity can be
excited even under other pump polarization conditions, we perform a separate exper-
iment at 8 K where the pump beam is polarized along the c-axis. In these conditions,
the pump photon energy at 1.55eV can promote intersite d-d transitions along the
c-axis, as it is resonant with the tail of the c-axis LS d-d absorption feature shown
in Fig.7.3c. The colour-coded map of the a-axis AR/R is presented in Fig.7.20a as
a function of probe photon energy and time delay between pump and probe. Despite
the weak c-axis absorption, we retrieve a sizable AR/R signal, retaining the same
spectral shape of the response in Fig.7.18a, c. Some representative temporal traces
selected from the map are displayed in Fig. 7.20b and demonstrate the emergence and
persistence of the coherent response even for a pump polarization along the c-axis.
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Fig. 7.20 a Colour-coded maps of AR/R at 8K with c-axis pump polarization and a-axis probe
polarization. The pump photon energy is 1.55¢V and the absorbed pump fluence is 4.4 mJ/cm?2.
b Temporal dynamics of the spectral response at 1.90, 2.02 and 2.19¢eV, averaged over the region
indicated in the label

The FT analysis of the residuals from a fit of the incoherent response confirms the
presence of all previously listed phonon modes.

The use of a broadband probe in our experiment enables us to extract useful
information concerning the Raman matrix elements of the coherent optical phonons
at the delivered pump fluence, i.e. the spectral dependence of each phonon amplitude
across the monitored spectral range. We select twenty-two temporal traces from the
map at 8 K with fine time-step over the 1.74—2.63 eV spectral range and we proceed to
fit the incoherent background. By calculating the FT of the residuals, we reconstruct
the results shown in Fig.7.21a. Although the low intensity of the Tb>* ion mode
at 14.5meV prevent us from extracting its Raman matrix element, we can conclude
that this mode mainly resonates with the low-energy spectral region close to 1.90eV
(Fig.7.19b).

We observe that the Raman matrix element of the Ay(4) mode dominates the
response and resonates over a broad spectral region from 1.90 to 2.50eV. The spectral
dependences of the Ag(1) and Ag(3) modes retain instead the same shape, with a
weaker amplitude compared to the A,(4) mode. In addition, these two phonons
emerge more clearly in the spectral region around 2.0 eV. One can observe that some
structures appear on top of the overall spectral dependence of the three modes. While
we cannot confirm that a similar fine structure is effectively present on the Ay (1) and
Ag(3) modes matrix elements due to lower amplitude of these phonons, in the case
of the Ag(4) mode the peak-and-dip features could have a real origin. To test the
reliability of this result, we also track the spectral dependence of the Ag(4) mode in
the measurement with the pump polarization set along the c-axis of our single crystal.
The Raman matrix elements are reported in Fig. 7.21b, where we observe an excellent
matching between the shapes of the two responses and confirm the presence of the fine
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Fig.7.21 a Raman matrix elements for the three Ay modes extracted through a global fit analysis
of the a-axis AR/R map at 8 K. The pump polarization is set along the a-axis and the absorbed
pump fluence is 4.4mJ/cm?. For comparison, the real part of the a-axis optical conductivity o7 g,
measured at 8 K via SE, is displayed in blue over the same spectral range. b Raman matrix elements
for the Ag(4) mode for different polarizations of the pump beam

structure. To clarify the possible origin of these features, we proceed comparing the
real and imaginary parts of the a-axis optical conductivity, o} , and 03 4, as measured
via high-resolution SE at 8 K (see Fig. 7.5a, b). We notice a good correspondence with
the absorptive part of the optical conductivity, which is also plotted in Fig.7.21a for
comparison. Also the peak-dip structures found in the Raman matrix element of the
A4 (4) mode have a good correspondence with the fine structure manifesting on top
of the low-energy a-axis absorption band of TbMnOj3. For example, this behaviour
is well evidenced by the dip around 2.54eV in the Raman matrix element, which
appears in the proximity of the 2.57eV dip in the equilibrium optical conductivity.
All these features imply that the elementary excitations associated with the fine
structure undergo a renormalization of their spectral properties upon a collective
anti-phase rotation of the MnOg octahedra. This observation may have remarkable
consequences, as it can contribute to the debate on the origin of the fine structure
of the d-d HS band in the manganite absorption spectra. As described in detail in
Sect.7.2, three main explanations have been provided about the origin of the fine
structure: (i) HS and LS intersite d-d CT transitions involving different types of
d orbitals, leading to conclude that orthorhombic manganites are Mott-Hubbard
insulators [16, 34, 45]; (ii) Forbidden/weak dipole allowed p-d CT transitions acting
as precursors to the strong dipole allowed p-d CT transition at high energy, leading
to conclude a duality of the gap nature in the ZSA scheme [35]; (iii) Quantum rotor
orbital excitations for the e, electron of Mn3+ ions disturbed by lattice anharmonicity
[37]. In our experiment, the Ag(4) mode corresponds to the out-of-phase rotation of
the MnOg octahedra. Resonant Raman experiments confirmed this assignment by
observing a weak signal of this mode in correspondence to the visible range and
a strong enhancement for deep-UV radiation [50]. This is due to the fact that the
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rotational vibrations are not expected to strongly couple to the JT e, orbitals but can
be enhanced in the vicinity of p-d CT transitions involving the O orbitals. Here, the
out-of-phase rotation mode dominates the coherent response in the visible spectral
range when a real charge density is created by the 1.55eV pulse and its Raman
profile is able to disentangle the fine structure on top of the d-d HS CT transition.
This suggests that the elementary excitations associated with the fine structure may be
satellites of p-d CT transitions, i.e. precursors to the dipole-allowed p-d transition in
the deep-UV. Within this framework, our experiment supports the scenario of a dual
gap nature for the orthorhombic manganites of the RMnO; family [47]. In addition,
to our knowledge, no other ultrafast measurements on solids previously detected a
comparable fine structure in the spectral response characterizing an optical phonon
mode. The observation of coherent optical phonons in the nonequilibrium dynamics
of TbMnO; and the consequent extraction of their Raman matrix elements opens
intriguing perspectives in the evaluation of the electron-phonon coupling for all
these modes, albeit projected at the I" point, in the spirit of what we described in
Chap. 5 for LayCuQOy.

The emergence of these coherent collective modes with a well-defined symme-
try allows us to propose an explanation of the ultrafast magnetic order dynamics
occurring in the spin cycloid phase of TbMnOs3. In the past, a two-colour (Aw pump
=1.90eV and hwpymp = 1.95eV) pump-probe study with a time resolution of 10fs
revealed the presence of the Ay(4) and Ag(1) modes in the ultrafast response of
LaMnOj3 [69]. The Ag(5) and Ag(3) modes were not detected. In this experiment,
the pump photon energy was tuned to be resonant with the intersite d-d transition,
thus promoting the CT between two neighbouring Mn3* sites and creating locally
Mn?*-Mn** sites. Moreover, a detailed temperature study of the AR/R was per-
formed in order to track the relevant parameters of the coherent modes, such as the
oscillation amplitude and the damping rates. Surprisingly, both A;(4) and A4(1)
modes were found to sharply increase their intensity below Ty and to undergo a pro-
nounced decrease of their damping rates when the temperature was reduced toward
Tn. Although this experiment did not provide any information on the ultrafast mag-
netic order dynamics occurring in the material, it was concluded that the generation
mechanism of the two modes proceeds via the displacive excitation. The trigger
mechanism of mode A4(1) (anti-stretching JT mode) was explained by observing
that the Mn?* and Mn** ions are no longer JT active, leading to a relaxation of the
JT distortion that launches the coherent mode. Importantly, as we will discuss later,
the disruption of the regular, pure Mn3* arrangements has been addressed from the
theory perspective [74], leading to the scenario of anti-JT polaron formation. The
excitation of mode A, (4) (out-of-phase rotation of the MnOg octahedra) was instead
interpreted by invoking the Goodenough-Anderson-Kanamori rules [20-23]. In the
ES of the manganite, the presence of neighbouring Mn**-Mn** sites gives rise to
two empty e, orbitals. Hence, according to the Goodenough-Anderson-Kanamori
rules, the exchange interaction J becomes negative. In a similar way, the presence
of neighbouring Mn?*-Mn?* sites leads to two half-filled e, levels, providing again
a negative J. The change in sign of the J results in the establishment of a force to
reduce the Mn-O-Mn semicovalent bond length. This can be achieved by both the
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relaxation of the JT distortion and by reducing the bond angle to give a straighter
bond, which in turn excite the coherent mode. In other words, the renormalization
of J under nonequilibrium conditions triggers the coherent lattice motion via the
displacive mechanism.

As already observed above, modes Ag(5) and Ay(3) were not observed in the
nonequilibrium dynamics of LaMnOs3, and thus they represent novel features detected
by our measurement. The experimental parameters (time resolution, and pump/probe
photon energy) used in Ref.[69] were indeed suitable for revealing the presence, if
any, of both modes. This suggests that these coherent modes are a peculiar feature
of the ultrafast dynamics of TbMnO3, which possesses a high degree of distortion
compared to LaMnOj; and displays multiferroicity. Given the complex beating among
the different modes, extracting the phase of each individual mode (to distinguish
whether the temporal behaviour is a sine or a cosine function) becomes a challenge.
Hence, to explain the appearance of modes A, (5) and A4(3), we rely on additional
considerations.

Concerning mode Ag(3), we base our arguments on spontaneous Raman scattering
data for the series of orthorhombic RMnO3; manganites. It has been found that the
stretching Ag (1) and bending A, (3) modes, while uncorrelated for R = La, display a
pronounced mixing for R = Sm, Eu, Gd, Tb [60]. This effect is due to the proximity
between their phonon energies when the unit cell becomes highly distorted. Two
phonon modes of same symmetries and close energies can be considered as coupled
quantum oscillators, whose frequencies are given by

he! +he!  [(ha! —ha'2 V2
+wi\/(w4w)+— (73)

h =
®1.2 2 4

where fiw’ and hw” are the mode energies without coupling and V is the coupling
constant. From spontaneous Raman scattering, V can be estimated ~2.5 meV. This
leads us to conclude that, in our nonequilibrium experiment, the coherent excitation
of mode A4 (3) is strictly connected to the coherent excitation of mode A, (1), as the
two modes are mutually dependent.

The generation mechanism of the coherent Ag(5) mode is instead more subtle. As
discussed in Sect. 7.3, this mode corresponds to the vibration of the Tb>* ion along
the c-axis and has been identified as a partially soft phonon mode associated with
the ferroelectric transition [53]. In the past, ferroelectric phase transitions have been
widely investigated via pump-probe spectroscopy to track the dynamics of coherent
soft modes in order-disorder type perovskites (such as KNbO3 and SrTiO3) [78-80]
and in displacive type ferroelectrics (such as GeTe) [81]. While in the first class of
materials the generation mechanism of the soft modes has been associated to ISRS,
in the second class a displacive excitation has been proposed. In our experiment, the
use of a broad detection window can help clarifying the generation mechanism of our
coherent mode. As indicated in Fig.7.21, we are not able to extract a Raman matrix
element for this mode across the whole monitored spectral region, since the mode
is found to strongly resonate only in the low-energy wing of the visible spectrum
(around 1.90eV). In this region, the absorptive part of the optical conductivity is
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weak and featureless, suggesting that the displacive character of the exctiation is
weak. Consistent with this hypothesis, we observe that the 1.90eV region in which
the A4 (5) mode resonates corresponds to the pronounced dip found in the dispersive
part of the optical conductivity (Fig.7.5b). This leads us to conclude that the ISRS
scenario rationalizes the excitation mechanism of this partially softened mode in
TbMIlO3.

7.5 Conclusions

In this Chapter we have applied ultrafast broadband optical spectroscopy to study
the sequence of events leading to spin-order melting in laser-excited multiferroic
TbMnOj;. Similar to what we observed in other Chapters of this Thesis on different
materials, probing the spectro-temporal evolution of the system using high-energy
photons is key to the correct interpretation of the ultrafast dynamics. In this partic-
ular case, the probe pulse covers the interesting spectral range associated with the
Mott-Hubbard gap of TbMnOs;. This is the ideal region in which to detect the com-
plex interplay between different degrees of freedom, as the low-energy phenomena
in a strongly correlated quantum system dramatically influence its high-energy elec-
trodynamics. Here, our observations allow us mapping the pathway that the energy
follows from the initial pump photons to the spin system of TbMnOs.

The interaction between the pump pulse at 1.55eV and the system leads to the
excitation of an intersite d-d CT transition, corresponding to an optical excitation
across the fundamental Mott-Hubbard gap. In other words, the excitation locally
promotes the creation of Mn?*-Mn*" sites, leading to the disruption of the regular
Mn3+ arrangement and to the relaxation of the JT distortion. In this scenario, anti-
JT small polarons are expected to form, producing a local distortion in the MnOg
octahedra [74]. A pictorial representation of the photoexcitation process and the
formation of anti-JT polarons is given in Fig. 7.22. The change in the lattice structure
is reflected in the emergence of the coherent A, (1) anti-stretching JT mode and of
the A,(3) bending mode, to which the A,(1) is strongly mixed. Simultaneously,
the photoexcited charge density couples via the exchange interaction to the Ay(4)
mode, corresponding to the out-of-phase rotation of the MnOg octahedra. Also this
structural mode may be involved in the distortion associated with the anti-JT polaron
formation. Therefore, we propose that these coherent modes represent the signatures
of the creation of anti-JT polarons in TbMnOj3. The formation of such a relatively
long-lived self-trapped charge hinders magnon-assisted hopping and thus requires
the energy transfer to the spin system to be mediated by the rearrangement of the
lattice structure. Consistent with this idea, the signal associated with the melting of
the long-range magnetic order rises within several picoseconds and, at our absorbed
pump fluence, the complete melting of the magnetic order is expected to take place
within 22ps [14]. We expect polaronic effects to manifest also when the initial
photoexcitation couples to the p-d CT transition, as the d-orbitals will be again
influenced by the presence of an extra charge. Similar experiments exploring a pump
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Fig. 7.22 Schematic illustration of the lattice displacement associated with the creation of an
anti-JT polaron upon photoexcitation of the system via an intersite d-d CT transition

photon energy at 3.10eV confirm the insensitivity of the magnetic order response to
the details of the initial photoexcitation [15, 68].

The scenario proposed above reconciles the results reported in different experi-
ments, suggesting the crucial involvement of the lattice behind the spin-order melt-
ing. More importantly, as the coherent optical phonons were previously detected
in LaMnOs, it is reasonable to believe that the same phenomenology is effectively
at play in all undoped orthorhombic manganites. Indeed, the pronounced coher-
ences appear in both LaMnO3; and TbMnO3;, which represent the least and the most
distorted orthorhombic manganites of the RMnO; family, respectively. A different
microscopic mechanism may be at play in the hexagonal manganites of the RMnO;
family, as the hexagonal crystal field splitting lifts the d-orbital degeneracy in a dif-
ferent fashion [82, 83]. In this case, a pump pulse at 1.55eV promotes an on-site d-d
transition of the Mn electron, which leaves the total charge unchanged and does not
change the polaronic potential [84].

We remark that novel features are also unveiled by our nonequilibrium experiment
on TbMnOj. A remarkable one is associated with the fine structure that emerges in
the Raman matrix element of the Ag(4) mode, which is indicative of a p-d CT origin
behind the elementary excitations giving rise to such fine structure. According to
this scenario, the parent orthorhombic manganites of the RMnO; family are char-
acterized by a dual nature in the ZSA scheme and cannot be sorted neither into the
Mott-Hubbard insulator nor into the CT insulator regime [47]. In addition to this, two
previously undetected coherent phonon modes are found to participate to the ultrafast
evolution of the system after the photoexcitation. In particular, the A4(5) mode cor-
responds to a partially soft phonon associated with the ferroelectric phase transition.
We speculate that this mode is generated via the ISRS mechanism, similarly to the
behaviour observed in the order-disorder perovskite ferroelectrics [78-80]. We sug-
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gest that temperature dependent studies of this partially soft mode may unveil new
intriguing aspects on the origin of the magnetoelectric coupling in this multiferroic
material and shed light on the fate of the ferroelectric order parameter following the
photoexcitation. One interesting open question is whether the ferroelectric and the
magnetic order parameters decouple simultaneously after the interaction with the
pump pulse and follow separate temporal evolution in the system. In this regard, our
measurements set the basis for revealing the dynamics of the ferroelectric polariza-
tion in the spin-cycloid magnetic phase with more sensitive ultrafast methods, such as
time-resolved second harmonic generation spectroscopy [85] and microscopy [86].
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Conclusions and Future Directions

In the Introduction, we underlined the importance of adopting a novel strategy to gain
insights into the dynamical properties of matter. Probing matter in a nonequilibrium
state goes beyond the paradigm of conventional steady-state methods. In the latter
approach, the external stimuli are applied for a long enough time for the system to
reach a steady state which may or may not correspond to the real GS. In contrast,
when the perturbation is faster than the relaxation time of the system, one can map the
hierarchy of processes occurring during the path towards equilibrium, thus accessing
the dynamics of broken symmetry phases.

One of the most successful examples of nonequilibrium approach is offered by
ultracold atoms in optical lattices, as the lifetime of the ES is so long that the evo-
lution from an ES to a statistical ensemble can be mapped in real time. Adopting an
analogous framework in real materials has become a reality thanks to huge advances
in ultrafast laser science. The development of novel techniques, such as pump-probe
THz, trARPES, trREXS and time-resolved TEM, is paving the route to the selective
observation of phenomena with a direct link to the GS properties of the material.
Indeed, when the perturbation is kept within the linear regime, the ES one can reach
corresponds to that probed a steady-state experiment, thus giving access to simi-
lar information. In addition, when the degrees of freedom in a system are strongly
intertwined, the nonequilibrium approach offers a straightforward tool to disentangle
them in the time domain on the basis of their characteristic relaxation timescales. On
the contrary, when larger perturbations are applied beyond the linear regime, one can
also discover exotic nonlinear phenomena that are not accessible under equilibrium
conditions. In this regard, the outstanding results achieved in the field of photoin-
duced phase transitions and hidden states of matter are intimately linking this field of
research to possible technological developments. These successes have rapidly led to
a change of perspective in a broad part of the condensed matter physics community
and triggered the interest of many theorists to address the nonequilibrium many-body
problem at extreme timescales. Eventually, this “ultrafast revolution” has also moti-
vated governments in justifying the efforts of building large-scale facilities devoted
to ultrafast x-ray science. This leads us to conclude that ultrafast spectroscopy should
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not be considered as an avant-garde technique anymore, but as a precious tool for
the study of quantum processes in matter.

In this Thesis, we have put special emphasis on ultrafast broadband optical spec-
troscopy and tried to demonstrate that this technique is a fertile route for revealing
the emergence of specific collective excitations either in the frequency or in the time
domain. By mapping the dynamics of these collective excitations, novel informa-
tion on the low-energy response of complex materials could be unveiled, despite
the use of high-energy photons in the optical regime. For example, the observa-
tion of the dynamics of the longitudinal plasmon in MgB, allowed us to track the
interband scattering mechanism between distinct electronic subsystems, while the
discovery of strongly bound excitons in anatase TiO; has given access to the ultrafast
carrier dynamics even at very short timescales; the observation of coherent optical
phonons in the time domain resulted in the determination of the electron-phonon
coupling in La,CuQy, in the detection of precursor superconducting phenomena in
NdBa,;Cu307_;s and in the understanding of the magnetic order melting dynamics in
TbMnOs;. These results demonstrate how collective excitations can be used as very
sensitive probes of their environment and can provide insights into the magnitude
and dynamics of interactions and correlations in complex materials beyond conven-
tional band theory. The main question that remains open concerns the fate of this
technique, in relation to its strengths and limitations.

Due to its bulk sensitivity, ultrafast broadband optical spectroscopy is ideal for
probing the properties of strongly correlated electron systems, but would fail in
revealing insightful information on topological phases of matter, which are charac-
terized by the emergence of topological surface states. Therefore, we expect that
the field of strongly correlated electron systems will continue to benefit from the
application of this technique to probe the electronic properties of newly discov-
ered materials. In this regard, it is highly desirable to broaden the detection window
towards different spectral ranges rather than the visible and the UV. For example, the
extension towards the MIR/FIR/THz has become a reality in ultrafast spectroscopy
since more than a decade ago, but its systematic applications on correlated electron
systems has been limited to a few studies. Moreover, the advancement to the 2D spec-
troscopy framework holds promise especially to unravel interaction and correlation
effects among coherent collective excitations (triggered via the ISRS) in the time
domain and collective modes in the frequency domain (e.g. infrared-active phonons,
magnons...). Finally, two are the main limitations associated with this technique: (i)
It represents an indirect probe of quantum phenomena, as the two particle excita-
tion spectrum of the material is mapped; (ii) It is restricted at q = O for detecting
high-energy collective modes in the frequency domain and for generating low-enegy
coherent collective modes in the time domain. To overcome this intrinsic limitation of
optics, key is the development of x-ray or electron-based techniques such as trRIXS
and trEELS. The “spontaneous” version of trRIXS and the use of trEELS are ideal
to extend the q-range of the collective excitations probed in the frequency domain,
thus revealing how their energy-momentum dispersion relation is renormalized over
time. Some pioneering experiments have already demonstrated remarkable results
with this respect. The more challenging “impulsive stimulated” version of trRIXS
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would instead pave the route to the generation of coherent collective modes at finite
q, thus opening new fascinating frontiers in the spectroscopy and control of these
excitations.

Thus, we naturally conclude saying that a bright future is in front of both fun-
damental and applied research dealing with the interaction of ultrashort laser pulses
with complex matter.



Appendix A
Sample Preparation

A1 MgB;

High-quality MgB, thin films were grown using hybrid physical-chemical vapor
deposition at a substrate temperature of 730 °C, hydrogen carrier gas pressure of 40
Torr, hydrogen flow rate of 400 sccm, and diborane mixture (5% B,Hg in H,) flow
rate of 20 sccm. The corresponding deposition rate was 55 nm/min. The resulting
thin film was a parallelepiped with a (0001)-oriented surface of 5 mm x 5 mm and a
thickness of 200 nm along the c-axis. This thickness was controlled by the deposition
time (220 s). Epitaxial MgB, films were deposited directly on SiC-(0001) substrate.
After the MgB, deposition, the sides of the substrate were cleaned with 10% hydrogen
chloride acid to remove the MgB, deposit. The structure of the MgB, thin films was
characterized by x-ray diffraction and cross-sectional TEM using a JEOL 2100 LaB6
operated at 200 kV. The DC transport properties were measured using the four-probe
van der Pauw method.

Itis well established that surface contamination by exposure to air strongly reduces
the absolute reflectivity of MgB,, decreasing the value of the plasma frequency
over time [1—4]. To prevent the measurements to suffer from this effect, the sample
was stored in a vacuum environment before being introduced in the cryostat for
the ultrafast optical experiments. During the transfer from the sample container to
the cryostat, the thin film was kept in an argon flow until vacuum was produced in
the cryostat. Finally, during the measurements at low temperatures, to counteract the
adsorption of carbon oxide compounds on the MgB, thin film surface, the sample
was warmed up above ~230 K after about 2 h at low temperatures to restore the
reflectivity of its surface.
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A.2 Anatase TiO;

A.2.1 Single Crystals

High-quality single crystals of anatase TiO, were produced by a chemical transport
method from anatase powder and NH,Cl as transport agent, similar to the procedure
described in Ref. [5]. In detail, 0.5 g of high-purity anatase TiO, powder were sealed
in a 3mm thick, 2 cm large and 20cm long quartz ampoule together with 150 mg
of NH4Cl, previously dried at 60 °C under dynamic vacuum for one night, and 400
mbar of electronic grade HCl. The ampoules were placed in a horizontal tubular
two-zone furnace and heated very slowly to 740 °C at the source, and 610 °C at the
deposition zone. After 2 weeks, millimeter-sized crystals with a bi-pyramidal shape
were collected and cut into rectangular bars (typically 0.8 x 0.6 x 0.15 mm?). The
raw anatase TiO; single crystals were characterized through transport and Reflection
High-Energy Electron Diffraction measurements, as in Ref. [6]. The doping level was
estimated =2 x 10! cm™3. Cu-doped anatase TiO, single crystals were obtained by
annealing raw anatase TiO, single crystals in O, at 700 °C for 6 days in the presence
of Cu vapors. The pristine (reduced) form of anatase TiO, was instead obtained by
annealing the n-doped anatase TiO; crystals at 700 °C for 10 days under 950 mbar
of CO.

The pristine anatase TiO, single crystal was also polished along a (010)-oriented
surface, in order to be used in the SE measurement. The surface roughness of this
crystal was estimated via atomic force microscopy. Figure A.la, b show two images
taken under the atomic force microscope. The average surface roughness of the
polished surface was found around 0.9 nm.
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Fig. A.1 (a, b) Roughness characterization of the (010)-oriented polished surface of the reduced
anatase TiO; single crystal used for the SE measurement. The images are taken using atomic force
microscopy and the average surface roughness is estimated around 0.9 nm
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A.2.2 Nanoparticles

The TiO2, NPs were prepared using the sol-gel method [7]. The synthesis was carried
out in a glove box under argon atmosphere. Titanium isopropoxide (Sigma Aldrich,
99.999% purity) was used as precursor and was mixed with 10 ml of 2-propanol.
This mixture was added dropwise under vigorous stirring to cold acidic water (2 °C,
250 ml H,0, 18 M, mixed with 80 ml glacial acetic acid, final pH 2). At the
beginning the mixture looked turbid, but after stirring it in an ice bath for 12 h, it
became transparent as the amorphous NPs were formed. Half of the mixture was left
stirring for days to stabilize the NPs. The other half was peptized at 80 °C for about
2 h until the liquid turned into a transparent gel. The gel was autoclaved at 230 °C
for 12 h. During this process the previous amorphous TiO, sample became denser
and underwent a phase transition, resulting in anatase TiO, NPs. After the autoclave,
the NPs have precipitated to the bottom of the container. They were separated from
the supernatant and added to 100 ml acidic water (pH 2) to obtain a white colloidal
solution with a final concentration of ca. 337 mM. In Ref. [8], we reported the details
of the sample characterization by means of x-ray diffraction and TEM. Using these
techniques, the good quality of the anatase phase and the spherical shape (with an
average diameter of approximately 25 nm) of the NPs were demonstrated. The doping
of the NPs is unknown.

Concerning the experiments with dye-sensitized anatase TiO, NPs, the dye N719
was purchased from Solaronix and dissolved in dimethylformamide to achieve
an optical density of 0.4 at a photon energy of 2.25 eV. For the dye-sensitized
anatase TiO, NPs, we used the ruthenium N719 dye (Di-tetrabutylammonium cis-bis
(isothiocyanate)bis(2,2’-bipyridyl-4,4’-dicarboxylate) ruthenium(II)) adsorbed onto
the NPs. To achieve a monolayer of dye on the NP at a concentration of 5 g/L, a
solution of 170mg of N719 in 10 ml DMF was mixed with the NPs for half a day.
To ensure that no unbound N719 molecules remain, the suspension was left still for
several days, in order to let the sensitized-NPs precipitate and then washed several
times with DMF. Under the assumption that the NPs are spherically shaped with a
diameter between 10 and 20nm and that the N719 footprint is about 20 A, we can
deduce that a monolayer covering a NP consists of 300 to 350 dye molecules.

The steady-state absorption specta reported in Figs. 4.14 and 4.28 were recorded
at RT using a commercial UV-VIS-NIR spectrometer (Shimadzu, UV-3600). Before
measuring the absorption spectrum of the sample, a reference spectrum of the pure
solvent (acidic water, pH 2) was taken to check its transparency in the investigated
spectral range.

A3 La;CuOygys

A slightly doped single crystal of La,CuOy4, s was grown as follows. Polycrystalline
La,CuQ,4 samples were prepared by a solid state reaction. The starting materials
Lay,O; and CuO with 99.99% purity were mixed and ground. This process was
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followed by a heat treatment in air at 900-1050°C for at least 70 h with several
intermediate grindings. The phase purity of the resulting compound was checked
with a conventional x-ray diffractometer. The resulting powder was hydrostatically
pressed into rods (7 mm in diameter) and subsequently sintered at 1150°C for
20 h. The crystal growth was carried out using an optical floating zone furnace
(FZ-T-10000-H-IV-VP-PC, Crystal System Corp., Japan) with four 300-W halogen
lamps as heat sources. The growing conditions were as follows: The growth rate
was 1 mm/h, the feeding and seeding rods were rotated at about 15 rpm in opposite
directions to ensure the liquid’s homogeneity, and an oxygen and argon mixture at 3
bar pressure was applied during growth. The as-grown crystals were post-annealed
at 850 °C in order to release the internal stress and to adjust the oxygen content. One
crystal was oriented in a Laue diffractometer, cut along a plane containing the a and
¢ axes and polished to optical quality. The Néel temperature was determined to be
Ty = 260 K, which corresponds to a doping § = 3 x 1073 and a hole content p = 6
x 1073, After the first set of measurements on the slightly doped sample, the crystal
was annealed for 48 h to remove part of the excess oxygen. After the treatment, the
Néel temperature increased to Ty = 307 K, which well agrees with the typical value
found in purely undoped compounds.

A4 NdBa;CuzO7_;

High-quality single crystals of NdBa,Cu3;O;_; were flux-grown in an Y-stabilized
zirconia crucible and under low oxygen partial pressure to avoid spurious substitution
of the Nd ion onto the Ba site [9]. The resulting crystal was a parallelepiped with
dimensions 5.5 mm x 4 mm x 1 mm along the a, b and ¢ axes, respectively. The
sample was annealed in oxygen for ten days at 370°C resulting in a SC transition
temperature of Tc = 93.5 K, as measured by dc magnetisation, and a sharp transition
width of 1.5 K. All crystal surfaces were mechanically polished to optical grade
using diamond powder paste.

A.5 TbMnO;

High-quality, stoichiometric TbMnOj single crystals were grown by the optical float-
ing zone technique at the zoning rate of 0.5 mm/h with rotation rate of 15 rpm for
the growing crystal and O rpm for the feed rod under static argon. The crystal was
oriented using Laue backscattering and cut to expose the (010) face with an approxi-
mately 3° miscut. The surface of the sample was polished and afterwards the sample
was annealed in air in 650 °C for 110 h. The dimensions of the crystal are approxi-
mately 2 mm x 2 mm x 3 mm along the a, b and c axes, respectively. The Pbnm
orthorhombic convention is used to describe the crystal axes.
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B.1 Angle-Resolved Photoemission Spectroscopy

Angle-resolved photoemission spectroscopy (ARPES) is one of the most direct tech-
niques aimed at measuring the electronic structure of solids. In this method, a sample
is illuminated with sufficiently high photon energy radiation, leading to the photoe-
mission of electrons with a distribution of kinetic energies and angles. By measuring
the kinetic energy and angular distribution, insightful information on both the energy
and momentum of the electrons propagating inside a material can be retrieved. This
technique represents an advanced version of photoelectron spectroscopy, which is
a photon in-electron out experiment used for probing the valence- or the core-level
structure of a material. A detailed description of the ARPES process is out of the
scope of this Thesis. Here we briefly introduce the method and put emphasis on how
the information is retrieved. More specific and excellent reviews/books are given at
Ref. [10, 11].

In ARPES, the beam of monochromatized UV or x-ray radiation that interacts
with the sample is supplied either by a gas-discharge lamp, by a laser (laser-based
ARPES) or by a synchrotron beamline (synchrotron-based ARPES). As a result
of the interaction, electrons are emitted via the photoelectric effect and escape in
vacuum with a broad distribution of emission angles and kinetic energies. While in
photoemission spectroscopy the emitted electrons are collected over a broad (angle-
integrated) acceptance angle, in ARPES an electron energy analyzer with a finite
acceptance angle is used, leading to the measurement of the electron kinetic energy
for a given emission angle. Using this approach, the wave vector or momentum K
= p/h of the photoelectrons in vacuum is completely determined, as its modulus is
K = /2mEy;,/h and its components parallel (K; = K, + K,) and perpendicular
(K, = K,) to the sample surface can be obtained in terms of the polar and azimuthal
emission angles of the experiment

1 .
K, = ﬁ\/ZmEki,, sin 6 cos ¢, (B.1)
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1
K, = E/msine sin ¢, (B.2)

1
K, = %\/2mEkin cosf. (B.3)

The final goal is to extract the energy-momentum dispersion relations E(Kk) of the
solid under study, i.e. the relation between the binding energy and momentum k for
the electrons propagating inside the material, starting from the measured Ey;, and
K of the photoelectrons in vacuum. In this regard, the total energy and momentum
conservation laws have to be applied. Within the framework of non-interacting elec-
trons in a solid, the measured photoelectron kinetic energy has a simple relation to
the binding energy of the electronic state inside the solid. More difficult is to retrieve
full information on the crystal electronic momentum k. Indeed, because of the trans-
lational symmetry in the xy plane across the surface, only the parallel component of
the electron momentum is conserved in the photoemission spectrum, leading to

1

where k| is the component parallel to the surface of the electron crystal momentum.
Ask, isnotconserved, a different approach is required for mapping the 3D dispersion
E(k) relation of the solid. One possibility is to make an assumption concerning
the final states involved in the photoemission process using the nearly-free-electron
dispersion for the final bulk Bloch states, as discussed in Ref. [10].

In the framework of this Thesis, we used synchrotron-based ARPES for reveal-
ing the electronic structure of anatase TiO, in Chap. 4. These measurements were
performed at the Electronic Structure Factory endstation on beamline 7.0.1 at the
Advanced Light Source, Berkeley, USA. A raw anatase TiO, single crystal was pol-
ished and cleaned in a buffered 5% fluoridic acid solution before introducing it into
the ultra-high vacuum system (< 10~'? mbar). The crystal was annealed in 35 mbar
of oxygen at 400 °C for 30 min before the ARPES experiments. The results are shown
and discussed in Sect. 4.2.

B.2 Steady-State Spectroscopic Ellipsometry

SE is an optical technique that provides a detailed and reliable characterization of a
material’s dielectric properties. This method measures the change experienced by the
polarization of a light beam when the latter is reflected under non-normal incidence
from a sample surface. In the last decades, SE has established as a more power-
ful alternative to normal-incidence reflectivity, which was conventionally used for
measuring the dielectric properties of a material. Several are the advantages of SE
over normal-incidence reflectivity measurements: (i) In SE, suitable extrapolations
and a KK analysis are not required to obtain the complex optical constants; (ii) SE
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measures the intensity modulation rather than the absolute intensity of the reflected
light and therefore it does not require the measurement of a reference sample for
calibration; (iii) SE is not restricted to a single angle of incidence like typical reflec-
tivity measurements, thus enabling the optimization of the angle for each individual
sample in order to obtain maximum sensitivity; (iv) In the UV, SE is less sensitive
to the surface roughness of the sample than normal-incidence reflectivity.

In contrast, the main drawback is that SE is experimentally more demanding than
reflectivity, especially in the infrared region where high-quality polarizers operating
in a broad region of frequencies are difficult to fabricate. Also concerning SE, we just
present the working principle behind this technique, citing Ref. [12] for a complete
treatment of the subject.

Figure B.1 illustrates the basic scheme of SE. A linearly polarized light beam is
incident on the sample. The electric field components parallel (E;) and perpendicular
(Es) to the plane of incidence are in phase with each other. According to the Fresnel
equations, E, and E undergo different attenuations and phase shifts upon reflection
of the beam from the sample surface. As a consequence, a change of the polarization
state of the beam arises. In general, the reflected beam is elliptically polarized and SE
measures the difference in phase shift (A) and amplitude ratio (tan(yr)) of the reflected
beam components E| and E{. These quantities are independent and defined from the
ratio of the Fresnel reflection coefficients for the parallel (r,) and the perpendicular
(rs) components of the light beam

T ‘A
p =2 =tan(y)-e'd, (B.5)
rp

Linearly Polarized Light

-plane
E p-p

Elliptically Polarized Light

plane of incidence

Reflect off Sample

Fig. B.1 Schematic view of the principle of SE. An incoming light beam is linearly polarized and
interacts with the sample. After the reflection under a certain angle, a change in polarization occurs
and the outgoing beam becomes elliptically polarized
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with tan(y/) = rp/r; and A = §, - §;. Thus, in the case of SE, the relevant quantities
are the reflection coefficients 1, and r;. For a bulk sample, these are given by

E,  Nycos(®g) — Nocos(®))
Ei — Njcos(®g) + Nocos(®)

Irp| - €7, (B.6)

E’ Nycos(®1) — Nycos(®) is
== = |rg| - €', (B.7)
E! Ny cos(®g) + Njcos(®r)

where Ny(w) = np(w) + 1 ko(w) is the complex index of refraction of the medium
surrounding the sample, N;(w) = n;(w) + i kj(w) is the complex index of refraction
of the sample, ® is the angle of incidence with respect to the normal to the sample
surface in the initial medium, ®; is the transmission angle with respect to the normal
to the sample surface. The angles ®( and ®, are determined from Snell’s law Nj -
sin(®g) = N; - sin(®;). As the complex index of refraction and dielectric function
are related via € = N2, the complex dielectric function of the material is obtained
directly from

€ = sin?(O®p)| 1 + tan(€ 1—_,02
= 0 an(©g) ) | (B.3)

In the framework of this Thesis, SE was used to measure the complex dielectric
function of the investigated samples. As our primary interest was devoted to the
high-energy dielectric properties of the materials, the static characterization via SE
has been performed in a broad spectral range from 1.50 to 5.50 eV. In the specific
case of MgB, (Sect. 3.2) we relied on RT SE data published in literature [2]; in the
case of all the other materials, we performed temperature-dependent SE. During the
measurements, a commercial Woollam VASE ellipsometer was used. The sample
was mounted in a helium flow cryostat, allowing measurements from RT down to 10
K. At cryogenic temperatures, the data were acquired at a pressure of <10~% mbar,
in order to prevent the occurrence of ice-condensation onto the sample. Anisotropy
corrections were performed using standard numerical procedures [13] and diffraction
effects atlow frequency were accounted for using the method developed by Humlic¢ek
et al. [14]. In the case of the anatase TiO, single crystals (Sect. 4.3), the data have
been further corrected to account for the surface roughness of the sample, which
was estimated around 0.9 nm by means of atomic force microscopy (see Appendix
A2.1).

Finally, in the case of NBCO, we also performed complementary FIR SE mea-
surements to obtain the complex optical conductivity of the sample along the c-axis
over the 12.5-85.0 meV spectral range (Sect. 6.2). To this end, we used a home-built
ellipsometer attached to a Bruker fast-Fourier spectrometer at the infrared beam line
of the ANKA synchrotron at the Karlsruhe Institute for Technology, Germany.
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In this Section, we present the details of the ab initio calculations supporting our
ultrafast broadband optical spectroscopy data on MgB, (Chap. 3).

C.1.1 Time-Dependent Quantum Mechanical Calculations

A quantum mechanical time-dependent method was used to evolve the electronic
wavefunction with the propagator proposed in Refs. [15-18]. The evolution of the
electronic wavefunction is therefore calculated with a generalized Cayley algorithm,
based on a Dyson-like expansion of the time-evolution operator [19]. Numerically,
the time-dependent Schrddinger equation is solved by the Cranck-Nicolson approx-
imation method [20, 21], based on expressing the exponential operator e/’ with
second-order accuracy. It uses the commonly recommended finite differences scheme
to approximate the solutions of the time-dependent Schrodinger equation in complex
multiscale phenomena. This is a unitary and stable approach, which conserves prob-
ability and preserves orthogonality; moreover, as an O(N) method, it is particularly
appropriate to investigate large systems, such as complex materials and biological
molecules.

The propagator contains the unperturbed Hamiltonian at a certain k point of the
crystal periodic structure, H(k), plus the perturbing Hamitonian, H', representing
the interaction of the applied electromagnetic field with the crystal dipole moment
matrix of the periodic system. It reads

iH(k)At)—1<l _iH(k) At

\Ilj(t+At,k)=(1+ o o

)q:,(z,k). (C.1)
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The initial electronic wavefunction, W(ty, k), is the matrix of crystal orbitals of the
periodic system at a specific k point, built as a linear combination of Bloch orbitals
extended over the entire crystalline solid. The Bloch orbitals are, in turn, a linear
combination of a set of basis functions. At is the time step, H(k) is the Hamiltonian
of a specific k point in the reciprocal space, H(k) = H°(k)+ H'. The perturbing
Hamiltonian is then calculated as a product of the electric field and the crystal dipole
moment, here written as

H(t) = —D E(¢) sin(wt) e'/7, (C.2)

where D is the dipole moment matrix between crystal orbitals, w is the frequency
of the incoming photon, E(t) is the electric field amplitude or field envelope (here
kept constant in time) and t is the pulse duration (here set at 6 fs). The calculations
are carried out in the crystal orbital framework. The field polarization can be chosen
during simulations. The crystal orbitals coefficients of W(t, k) are updated at each
time step under the effect of the external field. The propagation is carried out starting
from crystal orbitals orthonormalized by the Lowdin transformation.

This approach allows to gain a detailed microscopic description of the ultrafast
electronic response of the system, which can be followed in terms of a large num-
ber of observables (i.e. time-dependent electron density distribution, crystal orbital
occupancies, dipole moment changes and relative absorption spectra). In the past, it
has been successfully employed also to investigate the photolytic splitting of water
ice by vacuum-UYV light [22], the dynamics of photoactivated chemical bonding [23],
ET processes [24], photoinduced dissociation [25], nonlinear optical properties [26],
mono- and multi-photon excitations [27], and photoelectron spectra of coronene [28].
Using this technique, we investigate the ultrafast changes of the MgB, band structure
during the first 40 fs after photoexcitation at selected critical momentum points of
the BZ.

The electronic GS of the structures were calculated with the Gaussian 09 [29]
suite of programs with periodic boundary conditions. The nuclear geometries are
frozen during the electron wavepacket dynamics so that the pure electron reorgani-
zation of the system wavefunction is investigated. The MgB, calculations were run
on the hexagonal AlB,-type lattice structure [30], with space group P6/mmm and
lattice parameters, a = 3.084 A and ¢ = 3.522 A, using the Perdew-Burke-Ernzerhof
(PBE) functional [31] implemented in Gaussian09. A 724 k-points grid in the recip-
rocal space was created. The basis sets applied were the Small Split-Valence 3-21SP
function for Mg atoms and the 6-31G for B atoms. The results of the calculations
are presented in Chap. 3.

C.1.2 Effect of Lattice Expansion on the c-Axis Plasmon

We simulated the effect of the increased lattice temperature on the c-axis plasmon
peak energy by calculating the excitation spectrum at different lattice parameters.
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Two models for the MgB, lattice parameter expansion were employed. In the first
case, we obtained the lattice parameters by considering a 3D lattice expansion. Here,
at a fixed volume value, the c/a ratio was optimized using the Vienna Ab Initio
Simulation Package [32, 33] with GGA as in the PBE scheme for the exchange-
correlation functional [31]. The interaction between the ion cores and valence elec-
trons was described by the projector augmented-wave method [34]. In the second
case, we performed calculations for the uniaxial c-axis expansion, i.e. varying the
lattice constant only in this direction and maintaining the in-plane lattice constant
fixed.

The collective electronic excitations of a bulk solid can be traced [35, 36] to
the peaks in the loss function L(q, w), defined as the imaginary part of the inverse
dielectric function

L(q, w) = Im[e "' (q, w)], (C.3)

where q and w are momentum and energy, respectively, transferred to the system.
The inverse dielectric function € ! is related to the density response function of
interacting electrons x through the integral equation e ~! = 1 4+ vy, where v is the
Coulomb potential. In the framework of the time-dependent DFT [37, 38] x obeys
the integral equation y = x? + x’(v + Kyc)x, where x? is the response function
for a non-interacting electron system and K. accounts for dynamical exchange-
correlation effects. The imaginary part of x°, which takes a matrix form for a 3D
solid, is calculated according to

2 & _
mlxée (@, @)1 = = SO ok = Fukra) Ynrcle O W)

k nn

Ykt ql€ T 1Y) 8 ek — Enkiq + @), (C.4)

where the factor 2 accounts for spin, 2 is the normalization volume, n and n’ are
the energy band indices, vector Kk is in the first BZ, f,x is the Fermi distribution
function, &, and v,k are Bloch eigenvalues and eigenfunctions of the Kohn-Sham
Hamiltonian, respectively. In the numerical calculations, the é-function in Eq. (C.4)
was replaced by a Gaussian with a broadening parameter of 25 meV. Subsequently,
the real part of x? is obtained from Im[ x°] (evaluated on a discrete mesh of energies
ranging from O to 25 eV with the step of 2.5 meV) using the KK relation. The single-
particle energies and wavefunctions were obtained from the self-consistent solution
of the Kohn-Sham equations using the local exchange-correlation potential of Refs.
[39, 40]. The electron-ion interaction was described by a nonlocal norm-conserving
ionic pseudopotential [41]. In the Fourier expansion of x°, x and €, matrices up to
51 reciprocal lattice vectors G were included, in such a way to include the local-field
effects [42, 43]. In Eq.C.4, we used a (120 x 120 x 60) mesh for the k summation
over the first BZ. The sum over n and n” included 30 VBs. For the description of Ky,
a RPA (i.e. Ky = 0) was employed. The results of the calculations are presented in
Chap. 3.
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C.2 Anatase TiO;

To support our experimental results on anatase TiO, (Chap. 4), we performed many-
body perturbation theory calculations.

C.2.1 Ab Initio Calculations: Computational Details

Many-body perturbation theory at the level of the GW and BSE [44-46] was
employed to compute the band structure and the dielectric response of bulk anatase
TiO,. The GW and BSE calculations were performed on-top of eigenvalues and
eigenfunctions obtained from DFT. We used the planewave pseudopotential imple-
mentation of DFT as provided by the package Quantum Espresso [47]. GW and BSE
calculations were performed with the BerkeleyGW package [48]. We also used the
GW + BSE Yambo [49] implementation to verify that the results of our calculations
were code independent.

The DFT calculations were done using the GGA as in the PBE scheme for the
exchange-correlation functional. The Ti norm-conserving pseudopotential was gen-
erated in the Rappe-Rabe-Kaxiras-Joannopoulos scheme [50], including semicore
3s and 3p states. While standard structural and electronic quantities are already con-
verged in DFT with an energy cutoff of 90 Ry, the energy cutoff used here was raised
to 160 Ry to properly include the high number of bands necessary to reach conver-
gence for the many-body evaluated properties. Bulk anatase TiO, was modeled on
a body-centered tetragonal lattice containing 2 Ti atoms and 4 O atoms (primitive
cell) with lattice parameters (optimized at the PBE level) a = b = 3.79 A andc =
9.66 A. The experimental lattice constants at RT are a=b =3.78 A and ¢ = 9.51
A. As indicated in Ref. [51], we scaled these parameters to zero temperature via
a linear extrapolation of the RT lattice constant [52]. This yields a = b = 3.78 A
and c=9.49 A.

The GS electronic density is properly described with a coarse 4 x 4 x 4 k-point
grid for sampling of the BZ. The GW quasiparticle corrections to the DFT eigenvalues
were performed at the one-shot level of theory (GyWy). For the computation of the
polarizability and inverse dielectric matrices in BerkeleyGW, we employed a total of
2474 CBs and G-vectors with kinetic energies up to 46 Ry, whereas the self-energy
operator was computed using 2472 unoccupied bands and a G-vector cutoff energy
of 46 Ry and 160 Ry for the screened and bare Coulomb matrices, respectively.
The coarse 4 x 4 x 4 k-point grid sampling is sufficient for the description of the
quasiparticle corrections, while a high number of bands is mandatory to get a proper
description of screening effects and many-body corrections. The electronic band
structure was finally obtained by interpolating GW corrections on top of a more
refined DFT calculation with a 16 x 16 x 16 grid.

The fully converged BSE results shown in Fig. 4.11 were obtained with Berke-
leyGW. We used a shifted grid with up to 16 x 16 x 16 k-points (4096 irreducible
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k-points). The six lowest CBs and six topmost VBs were included to solve the exci-
tonic Hamiltonian. The results are code-independent, as verified by comparing the
BerkeleyGW results with those obtained with the Yambo code at the same level of
convergence [53]. All results were obtained with the resonant part of the excitonic
Hamiltonian (inclusion of the antiresonant part does not lead to significant changes).
Spin-polarized calculations were performed to highlight possible dark excitons due
to triplet excitations but no measurable differences with respect to the spin-restricted
results were obtained.

C.2.2 Frozen-Lattice Results

The calculated GW direct band gap at the I point is 4.07 eV, at Z it is 4.13 eV, and
the indirect band gap (between I" and a k-point close to X) is 3.61 eV (see Fig. 4.10).
The band gap at the middle point of the I"-Z line is 3.96 eV. These values have been
converged up to 5 meV, and the two codes give the same results, despite the use of
a different plasmon pole models for the frequency integration in the GW method.
The present fully converged minimum GW quasiparticle correction amounts to 1.4
eV, which is smaller than the value of 1.69 eV from Ref. [53] (the difference comes
from the smaller number of bands and k-points used in Ref. [53]), highlighting the
careful and exhaustive convergence evaluation done in the present work.

The symmetry-line along I'-Z shows nearly parallel dispersion curves for the CB
and VB edges. This peculiar shape of electronic states along I'-Z plays a fundamental
role in the optical properties of the material as it dictates the character and binding
of the lowest excitons in anatase TiO,. The nearly parallel dispersion observed in the
theoretical band gap allows us to use the direct gap at I of 4.07 eV as a very good
approximation to estimate the bound direct nature of the exciton to be compared with
the experimental data. Due to the band structure shape along the I'-Z high-symmetry
direction, we also underline that an accurate k-point sampling is especially critical
for the quality of the optical spectra, since the main excitons are built up from optical
transitions with contributions from a small region of the BZ. The CB and VB in this
region display a wormlike shape aligned along the I'-Z direction.

In Fig.C.1, we compare the results obtained with the GW implementations in
BerkeleyGW and Yambo codes obtained at the same level of accuracy,' showing the
equivalence between the two implementations. To get the fully converged spectra
shown in Fig.4.11, a denser grid is required. Most importantly, the main effect of the
stringent convergence obtained here with respect to k-points and number of bands
is given by the shape of exciton I (see Fig.C.2). This charge excitation, split in two
small peaks at low convergence [53, 54] (or a main peak with a shoulder), becomes
a unique, uniform peak, similar to the one observed in the experiment (dark red

1Yambo calculations were performed using a 12 x 12 x 12 unshifted grid whereas a randomly
shifted grid of 8 x 8 x 8 k-points was employed in the BerkeleyGW calculations. Thus, both
approaches employ roughly 500 k-points.
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Fig. C.1 Comparison between the experimental SE data (blue curve) and BSE calculations, for
light polarized along (a) the a-axis (b) the c-axis. Both BerkeleyGW (red curve) and Yambo (violet
curve) data are evaluated using the highest convergence parameter values described in the text. For
BerkeleyGW they correspond to the best converged spectra (both for peaks shape and position). For
Yambo the spectra has been obtained with a less denser k-grid [53], for this reason the spectrum
shows a spurious shoulder above the main exciton peak, as in the previously published works. The
fully-converged spectra (red curves) show a single peak in agreement with the experimental data.
For light polarized along the a-axis the agreement between the two calculations is excellent
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curve in Fig. C.2). The fine k-sampling is needed, since the main optical transitions
contributing to exciton I comes from the I"-Z line, with bands almost parallel and
flat. The 2D exciton I for E L ¢ (at 3.76 eV) has indeed a major contribution from
the transition from the top of the VB to the bottom of the CB at the middle point
in the I'-Z line. To a lesser extent, significant contributions come from the k-points
lying along the I'-Z line and close to it in every direction. The contribution increases
gradually when approaching the aforementioned I'-Z middle point. Even if the GW
direct electronic bandgap of 3.96 eV (located at the middle point along the I'-Z line)
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Fig. C.3 Black bars represent the square of the transition matrix elements of the velocity operator
along the a-axis (| E, -(0| v |S) 12), corresponding to exciton states S contributing to the peak I. This
quantity is related to the oscillator strength fg by fs = (2 | E, - (0] v |S)|?)/Es, where Eg is the exci-
tation energy corresponding to exciton state S (see ref. 18). Comparison with the experimental €5,
(blue curve) and the full-converged BerkeleyGW calculations with a phenomenological Lorentzian
broadening of 0.12 eV (red curve)

is used as a reference energy to calculate the exciton Eg, the bound nature of exciton
Lis still confirmed (with Eg = 50 meV). A phenomenological Lorentzian broadening
of 0.12 eV was applied to reproduce the experimental spectra. A comparison of
the measured spectrum with the bare BSE eigenvalues is displayed in Fig. C.3. It
demonstrates that mainly one eigenvalue is contributing to the exciton peak I and
that the measured lifetime is not of electronic origin but is due to the strong electron-
phonon coupling in this material.

Next, we investigate in detail the slight shift of the calculated exciton III with
respect to our experimental value (0.1 eV). Increasing the number of k-points and
bands did not allow us to obtain a match to experiment as good as for exciton I.
We can also exclude possible effects of anisotropic screening, as increasing the
parameters of the local field effects and separating the screening along the a- and
c-axis components do not lead to significant changes in the spectrum. The peak
maximum seems instead to be related, in a nonlinear manner, to the lattice constants.
The a-axis lattice constant from ab initio optimization is in excellent agreement with
experimental data (3.79 Avs3.78 10\), while the c-axis lattice constant is slightly (1%)
overestimated. However, when using the experimental lattice parameters, the position
of peak Il is blueshifted by 0.2 eV from that obtained with the PBE parameters, thus
worsening the agreement with experiment.
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Finally, the presence of dark excitons in anatase TiO; at energies below the bright
exciton I at 3.76 eV has been ruled out by our spin-resolved optical BSE calculations.
The calculated lowest exciton in anatase TiO; is a singlet and it is optically active.
This is in contrast with the rutile phase of TiO,, in which the lowest exciton is an
optically dark triplet state [53].

C.2.3 Electron-Phonon and Temperature Effects

To estimate the role of the electron-phonon coupling in the electronic and optical
properties of anatase TiO,, we performed frozen phonon DFT + GW + BSE calcu-
lations by separately displacing the ions in the primitive unit cell according to the
eigenvector of the E, and A,, normal modes, which are those possessing the stronger
coupling with the electronic degrees of freedom [6, 55]. The displacement of atom
J was calculated from the harmonic oscillator mean square displacement at 300 K

according to

R(1 + 2n)
<lu;(®) >= o (C.5)
mja)

where
1

= eGw/ksT) _ 1’ C6)

n

is the phonon population, T is the temperature, kp is the Boltzmann constant, 2 is
the atomic mass and w is the phonon frequency.

Our calculations revealed a GW band gap increase of 60 meV (in the case of the E,
mode) and 80 meV (in the case of the Ay, mode) at RT, compared to the zero temper-
ature value. Moreover, we corrected this value by considering the lattice expansion
effect. By using the thermal expansion coefficient in Ref. [52], we determine that
the a and c lattice parameters of anatase TiO, increase in 0.1 % and 0.3 %, respec-
tively, from zero temperature to RT. Consideration of both the phonon-induced and
thermal expansion-induced effects leads to a net blueshift of the band gap of about
30 meV (in the case of the E, mode) and 50 meV (in the case of the A,, mode) from
zero temperature to RT. This blueshift is opposite to the redshift commonly observed
in standard semiconductors, and in accordance with experimental measurements in
polar materials [56—59]. A similar trend was recently reported for rutile TiO,, where
the electronic gap (evaluated within the thermal lines method for electron-phonon
coupling) has a non-monotonic behaviour with temperature [60]. Additionally, we
solved the BSE on top of the temperature-corrected GW and found a net blueshift
of roughly 80 meV (in the case of the E, mode) and 70 meV (in the case of the Ay,
mode) at RT, which is in line with our SE measurements (blueshift of 40 meV from
20 to 300 K). This confirms the bound character of exciton 1.
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C.2.4 Direct Exciton in an Indirect Bandgap Material

Anatase TiO; is an indirect band gap material with a minimum indirect band gap
amounting to 3.46 eV, according to our calculations. This gap is smaller than the
optical gap we obtained at the BSE level of theory (3.76 eV). As we demonstrated
in Chap. 4, exciton I is bound with respect to the direct gap. Despite this, the exciton
should be also considered as resonant with respect to all phonon-mediated indirect
transitions. In the frozen-phonon calculations for a single TiO, unit cell, the BSE
includes only coupling of direct electron-hole transitions with phonons at the I
point, and hence, possible effects originating from the indirect nature of the material
would not be accounted for. A way to incorporate those effects would to perform
BSE calculations for a large TiO, supercell, where both the indirect- and direct
gap are folded into the " point of the supercell. In such a calculation, frozen atom
displacements can couple electron and hole states with different & values in the
original sampling of the first BZ via phonons with nonzero g-vectors.

We considered a supercell composed of 3 x 3 x 2 conventional unit cells (12
atoms) which leads to a total of 216 atoms in the supercell. This implies the inclu-
sion of 648 phonons. Although the employed number of phonons is still limited, it
provides a first approximation of the effect of the indirect gap in the renormaliza-
tion of the excitonic peak. We performed two molecular dynamics simulation runs
at temperatures of 20K and 300 K. The MD runs were carried out using a Nosé-
Hoover chain thermostat. A total of 5 snapshots were randomly chosen in the interval
between 5 and 10 ps of the run for each temperature. To investigate if the position of
the excitonic peak changes when accounting for the indirect nature of the material,
we performed similar calculations for the primitive unit cell of anatase TiO, at the
same level of theory and convergence. We obtained a negligible blueshift of 30 meV,
which indicates that the indirect band gap nature of anatase TiO, does not play a
significant role in the exciton properties, beyond adding an Urbach tail at the lower
energy side of the peak.

C3 Laz Cu04+5

C.3.1 Phonon Calculations

The phonon eigenenergies and eigenvectors were calculated using first-principles
DFT linear-response calculations as implemented in the Quantum Espresso package
[47]. We used norm-conserving [61] pseudopotentials explicitly including semi-core
states [62] for La and Cu, the LDA [40], and a plane-wave cutoff energy of 200 Ry on
the kinetic energy. The charge density and dynamical matrices were calculated for
the I" point using a7 x 7 x 7 I'-centered Monkhorst-Pack [63] electron-momentum
grid and a Gaussian smearing of 0.002 Ry. The convergence with respect to all these
parameters has been checked thoroughly. The experimental primitive unit cell [64]
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was relaxed prior to the phonon calculation which resulted in a slightly reduced
volume (~1%) typical for LDA calculations.

C.3.2 Singular Value Decomposition of the AR/R Maps

In this Paragraph, we provide the details of the analysis performed on the AR/R
response of Fig. 5.10c. In this regard, we use an algorithm based on SVD to separate
the AR/R response into a relaxation (incoherent) and an oscillatory (coherent) part,

according to
AR ; AR\™ , AR\ ;

In the following, we present a general algorithm to separate the measured AR/R as a
function of time delay and photon energy into its different physical components. We
start by invoking the large separation of energy (or time) scales of the phenomena
observed in real time (hw < 0.10 eV) and the probed window (hw > 1.70 eV). In
the spirit of the Born-Oppenheimer approximation, we assume that AR/R at high
energies can be taken as a parametric function of a set of “slow” variables &, (¢)
describing the out-of-equilibrium state produced by the pump. Here, t represents the
time delay from the arrival of the pump pulse. Examples of slow variables &, are
ionic displacements and “slow” charge and magnetic fluctuations, either coherent
or incoherent. “Fast” fluctuations produced by the pump are either relaxed after the
pump passage (~50 fs) or not resolved. We can thus expand AR/R as a function of
the high probe energy E and time delay ¢ as

N,

AR _ dlogR .
(?) (t, E) —Z( 3, )(E) & (). (C.8)

i=1

Typically, the sum can be restricted to a small number N, of processes which con-

tribute significantly. In particular, the sum can be partitioned into an oscillatory part
rel

(%)OSC (t, E) and arelaxational part (48)™ (7, E). Equation C.8 allows to represent

the full 2D data in terms of a few time dependencies of the excitation coordinates
& (¢) and their associated energy dependencies (%) (E) which can be related to
the Raman profile for excitation £ as in Eq. 2.18.

In principle, one can obtain the decomposition by fitting the experimental data
with a model of the form of Eq.C.8, but in practice it is more convenient to use the
following algorithm. It is natural to consider the data in Fig. 5.10c as a rectangular
matrix (%) (t, E) of differential reflectivity values with the discrete version of
the variables E and ¢ playing the role of indices. SVD relies on the fact that any
rectangular matrix (ATF) (t, E) € R(m, n) (corresponding to data at m time points
and n energy values) can be uniquely decomposed into a sum of tensorial vector
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products [65] of the form

AR N N
— ) (t,E) = )\.,I/t/ t v;(E) = u;(t v (E), C9
(Q()?j,()@()?j()@() (C.9)
The X; € R are the sorted singular values, ,; > A, > A3 > ..., the ® denotes the
outer product, N is called the rank of the matrix (%) and u; () € R(m) and v; (E) €
R(n) are the canonical time and energy traces, respectively. In the second form we
have absorbed the singular value in the definition of the canonical time trace u;. By
construction, the canonical traces are orthogonal, v; - v; = §; and u; - u; = 8%
Restricting the sum over i in Eq.C.9, one finds that only a small number of terms
are necessary to reproduce the physically relevant signal in (A—RR) while the rest
contribute to the background noise. We can therefore limit the sumtoi = 1, .., N, <
N. Note that the u; (t), v; (E) do not correspond directly to the physical quantities in

Eq.C.8. This is because the canonical traces are by construction orthogonal while
%) (E), & (t) do not need to be so. The latter typically

consist of incoherent charge relaxations and/or damped phonon oscillations. We
thus decompose each of the N, canonical time traces u;(¢) into N, physical traces
by fitting with a sum of relaxations and damped oscillations representing the physical
traces U; (1) o &;(t)

the “physical traces” (

N,

ui(t) =Y a;U;(t). (C.10)

j=1

Substituting this into Eq. C.9, we obtain the decomposition of our data in terms of
physical traces

AR

NI'
(T) (t,E) = ,Z:; U;(t) ® Vi(E), (C.11)

with V;(E) = ZLNZI v;(E)a;;j. We normalize ZlN:] a,»jz = 1, which implies unity
norm for the physical energy traces, V; - V; = 1 with V;(E) (315’§R> (E). Equa-
tionC.11 can be separated into a relaxation part and an oscillatory part, according to
the character of the model functions U (¢)

AR £ AR\™ ‘ AR\ - c
(T)O’ )—<7> (t, )+(7) t, E). (C.12)

For the present data, we find that the oscillation of interest is present in the first
two canonical traces u; (t). Thus, we choose N. = 2. We find that ©; and u, can be
fitted accurately with the sum of two exponential decays (u;) or an exponential decay
and a step function (u,), plus one oscillation, as shown in Figs. C.4a,b. Leaving the
frequency of the oscillation to vary independently in the two fits, we find almost
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(a) (b)
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Fig. C.4 Canonical time traces (a) u(¢) and (b) u»(¢) obtained from the SVD. The traces have
been fitted with a sum of two exponentials and a damped oscillation
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Fig. C.5 Physical traces (a) U; (t), (b) V;(E), extracted from the SVD. The relaxation is included
in U] to Uy, while the oscillation is represented by Us. The energy vectors V; have been smoothed
using a sliding average

the same frequency hw = 21 meV and Aw = 20 meV, respectively. This confirms
the presence of the same physical trace in the two leading canonical traces.

Next, we repeat the fit constraining the frequency and the relaxation time to be
the same in the oscillatory part so that we can obtain the “weight” of the oscillatory
physical trace in each of the two canonical traces. To get an accurate fit we need to
introduce introduce a slight delay (18 fs) of the trace u; with respect to the trace u,.
We attribute this is to a numerical error caused by small uncertainties in the correc-
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tion for group velocity dispersion in the original data. Thus, we neglect this small
difference in the analysis.

The physical time traces U;(¢) are shown in Fig.C.5a, where the relaxation is
contained in U; to U4, whereas the oscillation is given by Us. Figure C.5b shows
the corresponding energy vectors V;(E). Note that the oscillatory contribution in
the trace Us follows a damped sine function, as expected for an ISRS excitation
mechanism, even though the phase of the oscillation was left as an independent
fit parameter. The energy dependence of the oscillation displayed in Fig. 5.14b is
determined by the energy vector Vs associated with the oscillation.

The reconstruction of the data from the SVD for N, = 2 and its separation into
relaxation and oscillatory components is shown in Fig. 5.13. The reconstructed
damped oscillation at a fixed probe energy is shown in Fig. 5.14a. The decay time
is T = 170 fs and the energy is fiwp = 19.9 meV. As mentioned, the main features of
the data are reconstructed even when limiting the SVD to second rank. Compared
to the simpler global fit analysis, the SVD is a lot more effective in subtracting the
incoherent peak, reduces the noise level, and delivers the energy dependence of the
oscillation with ease.

C4 TbMnO3

The crystal structure used for the DFT + U calculations is orthorhombic with space-
group Pnma (a = 0.5838 nm, b = 0.7403 nm, and ¢ = 0.5293 nm). The electronic
structure and optical properties of TbMnO3; were carried out using DFT via Wien2k
code. The exchange-correlation potential were treated using GGA + U, where U was
set at 3 and 6 eV for Mn 3d and Tb 4f orbitals, respectively. The muffin-tin radii
Rmt were 2.2, 1.95, 1.5 a.u. for Tb, Mn, and O atoms, respectively. The maximum
angular momentum of the radial wavefunctions was set to 10, and RmtKmax was
fixed at 7.0 to determine the basis size.
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