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Preface

Laminar and turbulent flows are two common states of viscous fluids existing in
natural environments, which have different aerodynamic and thermal characteris-
tics. The boundary layer transition from laminar to turbulent flow is in nature a
turbulence problem, one of the unsolved masteries in fluid dynamics today.
Understanding the mechanism of boundary layer transition phenomena and
applying it to benefit engineering designs have been great interests of scientists and
engineers over the past century. With the advent of modern high performance
computers as well as advanced computational modeling and simulation techniques,
there has been significant progress towards an improved understanding of this
fundamental fluid phenomenon. Numerical predictions of boundary layer transi-
tions have evolved from earlier linear stability methods to more prevailing statis-
tical modeling methods, and recently to Large Eddy Simulation (LES) or Direct
Numerical Simulations (DNS).

This book provides a detailed description of numerical methods and validation
processes for predicting transitional flows based on the Langtry–Menter Local
Correlation-based Transition Model (LCTM), integrated with the one-equation
Spalart–Allmaras (S–A) and two-equation Shear Stress Transport (SST) turbulence
models. A comparative study is presented to combine the respective merits of the
two coupling methods in the context of predicting the boundary layer transition
phenomena from fundamental benchmark flows to realistic helicopter and tiltro-
tor blades. A method to correct premature flow separation is introduced in the book
to address a numerical modeling issue pertinent to three-dimensional rotor aero-
dynamic predictions. A practical guideline is suggested for obtaining engineering
solutions for realistic helicopter or tiltrotor performance using moderate computing
resources.

This book will be of interest to industrial practitioners working in aerodynamic
design and analysis of fixed wing or rotary wing aircraft. It will also offer advanced
reading material for university graduate students in the research areas of
Computational Fluid Dynamics (CFD), turbulence and transition modeling, and
related fields. The structure of this book is organized as follows:
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In Chap. 1, general information about the viscous fluid transition phenomena is
introduced, including various transition modes and underlying mechanisms. An
overview of selective predicting methods for fluid transitions is provided in Chap. 2.
In Chap. 3, the Langtry–Menter’s correlation-based transition model is described in
detail including integration with the Spalart–Allmaras (S–A) and Menter’s Shear
Stress Transport (SST) turbulence models. Chapter 4 provides validations of the
models in two-dimensional benchmark viscous flows, and Chap. 5 presents appli-
cations for three-dimensional realistic helicopter and tiltrotor blade performance
predictions.

Toledo, USA Chunhua Sheng
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Chapter 1
Introduction

Abstract Background information about boundary layer transition phenomena is
described in this chapter. Various transition modes are described including natural
transition, bypass transition, separation induced transition and reverse transition.
Each transition mode is driven by different underlying mechanisms, and common
flow parameters that influence the transition onset are discussed.

1.1 Background

Reynolds (1833) was the first to observe two different states of viscous fluid
motions in his classic experiment, called laminar and turbulent flows. When the
non-dimensional variable called the Reynolds number (UL/t) exceeds a certain
critical value, the viscous flow starts to change its state from laminar into turbulent.
This phenomenon is called viscous flow transition. When this process occurs within
a boundary layer, a concept first introduced by Prandtl (1904), it is called the
boundary layer transition.

For over a century, fluid dynamics researchers have devoted a vast amount of
efforts in understanding this fundamental phenomenon, and have developed various
theories and analytical or numerical methods to describe it. This is not only because
the transition problem is in nature a turbulence problem, a century-old research
topic in fluid dynamics, but also because of its prime importance in the design of
advanced aircraft, ships, submarines, jet propulsions and more. The laminar and
turbulent boundary layers, two common fluid states in natural environments, have
rather different aerodynamic and heat transfer characteristics. Engineers have uti-
lized the flow transition phenomenon for boundary layer control in order to improve
the aerodynamic and thermal performance of the vehicle in interest. It is desired to
maintain a large laminar boundary layer on a vehicle surface in order to reduce the
overall drag. This is due to significantly lower skin frictions of the laminar
boundary layer comparing to a turbulent boundary layer at the same Reynolds
number. In addition, the effects of heat transfer are crucial for the safe operation and
lifespan of reentry vehicles and gas turbine blades in jet propulsion systems.

© The Author(s) 2017
C. Sheng, Advances in Transitional Flow Modeling, SpringerBriefs
in Applied Sciences and Technology, DOI 10.1007/978-3-319-32576-7_1
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Because the rate of heat transfer is much higher in the turbulent boundary layer than
in the laminar boundary layer counterpart, it calls for a thermal management
strategy using transition and flow control techniques. Contrarily, there are situations
that the turbulent boundary layer is preferred, due to its better resistance to adverse
pressure gradients and flow separations than the laminar boundary layer. Laminar
flow is often triggered into turbulent flow prematurely in order to prevent or
postpone flow separations, or improve the mixing effect and the burning efficiency
of combustors in gas turbine systems.

As the boundary layer transition and flow control are highly relevant to engi-
neering designs and applications in various industries, investigations of transition
phenomena are often carried out through wind tunnel tests, theoretical analyses,
computational modeling and simulations, or a combination of these methods.
Sometimes flight tests may be required to verify a flow control approach or an
analytical and numerical prediction. In the following sections, three common
transition modes are described, followed by several common flow parameters that
may influence the transition onset and process.

1.2 Transition Modes

The viscous flow transition can occur in many occasions such as boundary layer
flows, shear flows and Poiseulli flows. However, the transition occurred within the
boundary layer is the most complicated one and of prime importance to engineering
designs such as aircraft, ships, cars, and jet propulsion systems. Because the
boundary layer transition process can be triggered by different mechanisms in
various applications, it is important to identify different transition modes in order to
obtain basic understanding of the underlying physics.

1.2.1 Natural Transition

Natural transition, also commonly called normal transition, typically occurs in an
environment with weak background noise or free-stream turbulence level (Tu). This
transition is characterized by the formation of two-dimensional Tollminen-
Schlichting (T-S) waves (Tollminen 1929; Schlichting 1933) in the streamwise
direction, which grow in amplitude through the linear and nonlinear stages. In
three-dimensional flows such as a swept wing, crossflow (C-F) waves are also
developed normal to the streamwise direction, which represents an instability of
inviscid type (Gregory et al. 1955). Boundary layer transition over flat plates is
typically considered natural transition if the surface is perfectly smooth and the
free-stream turbulence intensity is low (<1 %) (Mayle 1991).

Natural transition process in boundary layers can be divided into two stages. The
first stage is the reception of disturbance waves from the free-stream or rough
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surface, which is denoted receptivity (Saric et al. 2002). The second stage is the
growth or decay of unsteady disturbance waves inside the boundary layer. Earlier
studies of natural transition were primarily based on the parallel stability theory
stemming from the famous the Orr-Sommerfeld equation (OSE) (Orr 1907;
Sommerfeld 1908). Herbert and Bertolotti (1987) later introduced the parabolized
stability equation (PSE) in order to extend to nonparallel flows in three-dimensional
compressible boundary layers. Recent studies include using Direct Numerical
Simulation (DNS) to simulate the natural transition process based on supercom-
puters (Wu and Durbin 2001).

1.2.2 Bypass Transition

Klebanoff et al. (1962) discovered experimentally that the linear growth stage of the
Tollminen-Schlichting waves can be bypassed if the magnitude of the free-stream
disturbances is strong enough. This mechanism is named “bypass” by Morkovin
(1984), indicating that the linear wave growth in the natural transition is irrelevant if
the free-stream turbulence level is greater than 1 % (Mayle 1991). Measurements
by Mayle and Schulz (1997) indicated that there is a significantly large level of
unsteady velocity fluctuations in the pre-transitional flow field. The pressure fluc-
tuation in the free-stream is believed to lead to amplification of this laminar fluc-
tuation (Mayle and Schulz 1997).

Bypass transition is the most common transition mode in engineering applica-
tions, and is of practical importance as it signifies the departure of the skin friction
from the laminar flow value. Good examples of bypass transition would be
multi-stage turbine blades periodically impinged by passing wakes (Wu et al.
1999), air injection from turbine blade holes used in film cooling technologies, or
transitions on helicopter rotors triggered by blade-vortex interactions (BVI).
Recent DNS studies of bypass transition by Durbin and Jacobs (2002) and Brandt
et al. (2004) suggest that wake-induced bypass transition is initialed by an insta-
bility in pre-transitional flow. The mean wake distortion of the boundary layer is
less important to transition compared to the interaction between the boundary layer
and free-stream eddies carried by the passing wakes. Of even greater interest to the
engineering community are the statistical studies of free-stream disturbances in the
pre-transitional boundary layer, which will be further discussed in Chap. 2.

1.2.3 Separation-Induced Transition

Separation-induced transition occurs when a laminar separation bubble forms at the
leading edge of an airfoil due to adverse pressure gradients or large surface cur-
vatures, and reattaches as turbulent flow in the downstream on the airfoil.
Depending on the pressure distribution around the airfoil and other factors such as
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the free-stream turbulence, the laminar separation bubble can have different lengths
(Mayle 1991), which have a significant impact on the lift and drag characteristics of
the device. A short separation bubble on the airfoil triggers the laminar flow into
turbulent due to inherently unsteady nature of laminar flows. A long separation
bubble, however, can cause a thick boundary layer downstream or even lead to
massive flow separation or stall on the airfoil.

Measurements of separation-induced transition are relatively easy to carry out in
fixed or two-dimensional airfoils, but are more challenging in three-dimensional
rotary rotors. Wadcock and Yamauchi (1998), as well as Wadock et al. (1999),
observed separation-induced transition in a full-scale hovering proprotor tested at
high thrusts using the oil-film interferometric skin friction technique. One challenge
in the study of separation-induced transition is that it cannot be separated from both
boundary layer separation and turbulence problems, for which the underlying
physics is not yet well understood. Mayle and Schulz (1997) found in their
experiments that the size of the separation bubble is strongly affected by the
Reynolds number and the flow angle of attack. Volino and Hultgren (2001) found
similar conclusions under a low-pressure gas turbine environment. Computational
investigations for hovering rotors suggest that the production of turbulent eddies
within the boundary layer plays a large role in determining the size of the separation
bubbles (Sheng et al. 2016).

1.2.4 Reverse Transition

Reverse transition is also called relaminarization where turbulent flow is reversed
back to a laminar state. This can occur when a flow acceleration parameter,
K ¼ mU2ðdU=dxÞ, reaches a level of 3.2 � 106 or higher (Mayle 1991). An airfoil
flow on the leading edge of the suction surface or on the trailing edge of the
pressure surface can have a strong acceleration which may cause reverse transition.
An experiment of relamonarization was conducted by Savill (2002) over a flat plat
with a free-stream turbulent intensity of 0.1 %, which shows the relamonarization
followed by a retransition process.

1.3 Transition Parameters

It has been recognized that several flow and geometric parameters may influence the
transition process. It is important to note that a transition process is often triggered by
combined effects of different factors, whose influence can vary in different situations.
Therefore, it would be beneficial to understand how these parameters influence the
transition onset and process. This would not only help scientists develop enhanced
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theories and models to describe the transition phenomena, but also engineers
designing optimal flow control strategies in practical engineering applications.

1.3.1 Free-Stream Turbulence

The free-stream turbulence level (Tu) is known to have a large influence on all
transition modes. A high level of the free-stream turbulence often triggers bypass
transitions, which are the most common transition modes in engineering applica-
tions. It also influences separation-induced transitions, and sometimes determines
whether or not a laminar separation bubble will reattach as turbulent flow or burst
into massive separation. Numerical investigations indicated that the influence of
free-stream turbulence on the transition onset is weakened under strong pressure
gradients, as demonstrated in the numerical computations for highly twisted
proprotors by Sheng and Zhao (2016).

1.3.2 Pressure Gradient

Along with the free-stream turbulence, the pressure gradient is another important
parameter that can strongly influence the transition onset and process, or even the
flow separation. In general, a favorable pressure gradient serves to defer the tran-
sition onset while an adverse pressure gradient promotes the onset of transition.
A reverse transition phenomenon can occur under a very strong favorable pressure
gradient (Mayle 1991). While the effect of pressure gradients on the fluid transition
and separation is well understood, the combined effects of pressure gradients with
other parameters, such as the turbulence level outside boundary layers or the tur-
bulent eddy within the boundary layer, may complicate the transition process.

1.3.3 Surface Roughness

When a surface roughness is small (smooth wall) and the background noise is weak,
natural transition occurs in most scenarios. When the surface roughness is large
enough, the bypass transition may be triggered. Boyle and Senyitko (2003)
investigated the surface roughness effects on the loss and transition of turbine vane
aerodynamics, and concluded that the roughness effects strongly depend on
Reynolds numbers. Roberts and Yaras (2005) concluded that the effect of surface
roughness is comparable to that of the free-stream turbulence, and it also becomes
an important factor in determining the separation-induced transition. Helicopter or
tiltrotor blade tips are often treated with rough structural materials in order to trip
the laminar boundary layer into turbulent flow.
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1.3.4 Unsteady Velocity Fluctuation

It has been recognized that a high level of fluctuation in streamwise velocity profiles
is the cause of wake-induced bypass transition and breakdown into a fully turbulent
flow in a pre-transitional laminar flow (Wu and Durbin 2001). It should be noted
that the streamwise fluctuation is different from the turbulent fluctuation, such that
large eddies near the wall contribute to the production of non-turbulent fluctuations
while small eddies within the boundary layer contribute to the turbulence
production (Mayle and Schultz 1997).

1.3.5 Turbulent Viscosity

Free-stream turbulent viscosity is often represented as a ratio of the turbulent eddy
viscosity to the molecular viscosity. Its influence on viscous flow transition is
reflected as a decay rate of turbulence in the flow field. A recent numerical study by
Spalart and Rumsey (2007) indicated that a lower freestream eddy viscosity level
causes a more rapid decay of turbulence in the flow field. In addition, the decay
rates of the turbulent kinetic energy and the turbulent frequency are much higher
than that of the eddy viscosity, which in turn affect the transition onset and process.

1.3.6 Other Factors

The effect of compressibility on transitions is weak (Boyle and Simon 1999).
However, convective mass and heat transfers, such as used in film cooling and heat
exchangers, affect the transition Reynolds number and thus the transition process.
Mass flow injection serves to trigger the bypass transition, while mass extraction
may defer or trigger the transition onset as well. Studies on mass and heat transfers
and their influences on transitions (including reverse transition) are of practical
importance in the design of flow control technologies for engineering applications.
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Chapter 2
Transition Prediction

Abstract A selective review of methods for transition modelling and simulation is
provided in this chapter. Methods are grouped into three major categories: ana-
lytical models based on the stability theory, transition models based on statistical
Reynolds-averaged Navier-Stokes (RANS) equations, and Large Eddy Simulation
(LES) and Direct Numerical Simulation (DNS). The advantages and disadvantages
of the methods in each category are assessed for their compatibility for use in
general purpose engineering CFD codes.

2.1 Overview

Transition is a complex phenomenon that involves multiple mechanisms in different
applications. The nature of the transition problem is also the origin of the turbulence
problem, one of the unsolved mysteries in fluid dynamics today. Because of its
practical significance in engineering designs such as airplanes, ships, cars, and
spacecraft, etc., significant efforts have been devoted to transition and turbulence
research over the past decades. With the recent advent of high performance com-
puting architectures and numerical solution algorithms, computational modelling and
simulation has increasingly become an important tool both in scientific research and
engineering designs in these fields. Efforts of different research groups have resulted
in a spectrum of transition modelling approaches that can be used in different
applications with acceptable accuracy. However, challenges still exist in developing
robust and reliable transition models for practical engineering applications. For
example, the transition process involves a wide range of scales in time and length, as
well as linear and nonlinear interactions between free-stream properties and boundary
layer dynamics. However, these coherent interactions may be flitted out through the
Reynolds averaging of the Navier-Stokes equations in most practical CFD codes
(Stock andHaase 2000). In addition to numerical limitations, it is virtually impossible
to include all mechanisms into a physics-based equation framework (Menter et al.
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2015), due to a lack of complete understanding of how the underlying physics drives
the transition process in various applications. Furthermore, the transition modelling
cannot be isolated from the turbulence problem and flow separation, which often
results in coherent interferences among different models (Savill 1993a, b).

Due to the complexity of transition phenomena, methods to predict transition
have been evolved into three major categories over the past decades. The first
category includes methods based on stability theory to predict the natural transition,
stemmed from the Prandtl’s small disturbance hypothesis (Prandtl 1904). The most
noticeable one in this group is the eN method, developed by Smith and Gamberoni
(1956). Methods in the second category are based on statistical modelling of RANS
equations to predict bypass and separation-induced transitions, which comprise the
majority of transition modeling research in the CFD community today. The central
concepts of statistical modelling for transition are stemming from Emmons’s classic
work (1951) of turbulent spots as well as the intermittency distributions of Dhawan
and Narasimha (1958). Examples of this class include the low Reynolds number
turbulence closure methods (Wilcox 1992), the intermittency method with experi-
mental correlations (Suzen and Huang 2000, Menter et al. 2002), the laminar
kinetic energy method (Walters and Leylek 2002, 2004), and many others. Methods
in the last category include direct numerical simulation (DNS) (Durbin and Jacobs
2002) and large eddy simulation (LES) (Wu et al. 1999) to simulate various tran-
sition processes directly in order to avoid or minimize the usage of turbulence
closure models.

The motivation of this book is to document recent advances in statistical tran-
sition modelling based on state-of-the-art parallel CFD methods that are suitable for
practical engineering applications. A major method described in this book is the
Local Correlation-based Transition Model, or c� fReht model, developed by Menter
et al. (2002, 2004, 2006) and Langtry and Menter (2006, 2009) over the last decade.
Although a simplified model was recently proposed by Menter et al. (2015) to solve
only the c—equation, it is not within the scope of this book. The c� fReht model
(Langtry and Menter 2006, 2009) solves two transport equations: one for inter-
mittency ðcÞ and another for transition momentum-thickness Reynolds number
ðfRehtÞ. It was originally constructed under the framework of Menter’s two-equation
Shear Stress Transport (SST) turbulence model (Menter 1994), and was later
integrated into the one-equation Spalart-Allmaras (S-A) turbulence model (Spalart
and Allmaras 1994) by Medida and Baeder (2011, 2013a, b) and by Wang and
Sheng (2014, 2015), respectively. A new method to correct premature flow sepa-
rations, a common issue encountered in rotor CFD simulations (Sheng 2014; Sheng
et al. 2016), is detailed in this book to order to improve the models’ behaviour near
separation points. The purpose of this book is to provide complete numerical
procedures for implementing the Langtry and Menter c� fReht transition model into
a modern high-resolution implicit numerical scheme, and to offer advanced reading
materials for university graduate students working in research areas of CFD, tur-
bulence, and transition modeling. It also provides a practical guideline for industrial
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practitioners in aerodynamic design and analysis for fixed-wing or rotary wing
aircraft using modern CFD solvers based on moderate computer resources.

Following this chapter, an overview is provided for selected transition modeling
methods developed in the aforementioned three categories. There are some good
review articles and papers published in this subject such as Aupoix et al. (2011),
Pasquale et al. (2009), Sevningsson (2006) and more. While the current work
should not be considered all-inclusive for the efforts of transition modeling devoted
over the past decades, it is the authors’ hope that this collection of relevant work
will serve as a starting point for further research in this fundamental and important
field of fluid dynamics.

2.2 Methods Based on Stability Theory

Methods in this category are stemming from Prandtl’s small disturbance hypothesis
(Prandtl 1904), with the intention of predicting the natural transition onset occurred
in low free-stream turbulence environments. Two representative methods are the eN

method developed by Smith and Gamberoni (1956) and van Ingen (1956), and the
parabolized stability equations (PSE) method of Herbert and Bertolotti (1987).

2.2.1 The eN Method

The eN method, developed by Smith and Gamberoni (1956) and van Ingen (1956)
over 50 years ago, is one of the most popular methods in this category. This method
is based on the linear stability theory with a local parallel flow assumption, and
calculates the growth of disturbance amplitudes from the boundary layer neutral
point to the transition location. The factor N is the total growth rate of the most
unstable disturbances. The application of the eN method involves three steps: the
first step is to calculate the laminar velocity and temperature profiles at different
stream-wise locations for the given geometry of interest. The second step is to
calculate the local growth rates of the most unstable waves among all velocity
profiles. This leaves the last step being to calculate the transition onset location
based on the local growth rates integrated along each streamline.

The major problem with the eN method is that due to its local parallel flow
assumption it cannot predict the transition caused by nonlinear effects such as
bypass or surface roughness-induced transitions. In addition, the value of N for the
transition onset is not universal and needs to be correlated with the experimental
data (Warren and Hassan 1997). Hence, the eN method is considered as a
semi-empirical method at best. Finally, the eN method is not compatible with the
most engineering CFD methods in use today, because it requires solving the
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boundary layer equations for global flow quantities. Arthur and Atkin (2006)
developed a procedure by applying the eN method within a conventional RANS
framework. Firstly, an initial guess of the transition onset location was obtained
based on the eN criterion and a series of pressure distributions were extracted from
the RANS solution. The improved boundary layer profiles were then fed back to the
stability analysis to yield a new transition onset location, until the RANS solution
and transition location are fully converged. Aupoix et al. (2011) implemented
simplified stability methods called “database methods” at ONERA. However, these
stability-based methods were difficult to apply on massively parallel computers, due
to requirements of non-local quantities such as the boundary layer momentum
thickness or shape factor (Aupoix et al. 2011).

2.2.2 Parabolized Stability Equation Method

Driven by the need to consider the nonparallel effects neglected in the linear sta-
bility theory, Herbert and Bertolotti (1987) proposed parabolized stability equations
(PSE) methods. The mean flow, amplitude functions, and wave numbers were
calculated based on the streamwise distance to predict the transition onset location.
Savill (2002) developed the nonlinear parabolized stability equations in order to
predict the subsequent transition region after the transition onset point. At first
sight, these linear and nonlinear PSE methods could be considered to solve both
linear and nonlinear development of disturbance waves. However, the growth of
disturbance amplitude is required to evaluate along the streamlines, which is a
significant difficulty for three-dimensional flow computations because the stream-
line direction is not always aligned with the body surface. Furthermore, develop-
ment of disturbance waves highly depends on the initial amplitude of the waves,
which is not universal just like the N-factor in the eN method. These limitations
make the method difficult for predicting the transition onset in three-dimensional
realistic flows with complex geometries in engineering applications.

2.3 Statistical Methods of Transition Modelling

All statistical modeling methods are stemming from the classic work of Emmons
(1951) on the formation of turbulent spots and the intermittency distributions of
Dhawan and Narasimha (1958). Differentiations in these methods exist in the way
of obtaining the intermittency distributions. This is either done by using algebraic
correlations with experimental data, solving transport equations, or could also be a
combination of both. Other modeling methods include the low Reynolds number
turbulence models (Wilcox 1992) and the laminar kinetic energy methods (Walters
and Leylek 2002, 2004).
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2.3.1 Low Reynolds Number Turbulence Models

The concept of using low Reynolds number turbulence models to predict transition
is based on the models’ wall damping capability in the boundary layer (Jones and
Launder 1973) to simulate the transition process, such as bypass transition that is
dominated by a diffusion effect from the freestream. These models typically suffer
from a close interaction between the transition capability and the viscous sublayer
modeling, which prevents independent calibration of both phenomena (Savill
1993a, b). There are several low Reynolds number models where transition pre-
diction was specifically considered during the model calibration, such as the Wilcox
low Reynolds k � x model (Wilcox 1992), the Langtry and Sjolander’s low
Reynolds number k − e model (Langtry and Sjolander 2002), and Walters and
Leylek’s transition model (Walters and Leylek 2002, 2004). Regardless, these
models still exhibit a close connection between the sublayer behavior and the
transition calibration. Re-calibration of one model would change the performance
of the other (Menter and Langtry 2006). Models like Launder and Sharma model
(1974), where the near-wall behavior is described by the turbulent Reynolds
number, perform better than those that use the local wall distance. However, no
model in this group provides reliable transition predictions for any combination of
Reynolds numbers, free-stream turbulence levels, and pressure gradients (Pasquale
et al. 2009).

2.3.2 Correlation-Based Intermittency Models

Models in this group use the concept of intermittency (c) of Dhawan and Narasimha
(1958) to blend the laminar and turbulent flow regimes. Intermittency c is a measure
of the probability that a given point in space is located inside the turbulent region.
In other words, it is the fraction of time that the flow is turbulent during transition.
By setting the intermittency factor as ranging from zero to one, the value of zero
then represents the pre-transitional laminar flow and the value of one being the fully
turbulent flow. In practice, this intermittency factor is multiplied to the production
source term of turbulent eddy viscosity, which is calculated by Reynolds-averaged
Navier-Stokes equations (RANS) codes. This approach neglects the interaction
between the non-turbulent and turbulent parts of the flow during the transition, but
the loss of some physical information is acceptable in the content of statistical
modeling using the RANS codes (Pasquale et al. 2009).

Two selections need making in order to utilize the intermittency-based
approaches for transition prediction. One is how to determine the intermittency
factor distributions, and the second is how to define the transition onset criterion.
Various methodologies have been proposed over the past decades, which form the
main body of transition modeling methods in this category. The intermittency factor
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can generally be determined by algebraic models (Gostelow et al. 1994) or by
transport equation (Suzen and Huang 2000; Suzen et al. 2002; Menter et al. 2002).
The transition onset criterion can be determined based on empirical or experimental
correlations (Abu-Ghannam and Shaw 1980) or based on the transport equation
with correlation (Langtry 2006; Langtry and Menter 2009).

The algebraic intermittency models were widely used in earlier structured grid
CFD codes (Arnel 1988) where the transition onset location was usually based on
the empirical correlation of Abu-Ghannam and Shaw (1980). Suzen and Huang
(2000) proposed a new approach based on the transport equation to solve the
intermittency factor, where the source terms were designed to mimic the behavior
of some algebraic intermittency models. Similar efforts were made by Menter et al.
(2002) and Steeland and Dick (2001). The transition onset criterion was determined
by the local Reynolds number and the transition onset Reynolds number. Both
numbers were functions of the free-stream turbulence intensity and the acceleration
parameter. These non-local quantities were compared with the experimental cor-
relation of Huang and Xiong (1998) to determine the transition onset location.
These models were validated for flows with zero-pressure and adverse-pressure
gradients at different free-stream turbulence intensities, and received good agree-
ments with the experimental data of Savill (1993a, b). The major problem of this
transition model is the requirement of non-local quantities, which makes it difficult
to be applied for three-dimensional flows or using unstructured grid parallel CFD
solvers.

The transition model, proposed by Papp and Dash (2005), was based on a
concept analogous to the Warren, Harris and Hassan one-equation model (Warren
et al. 1995). An additional transport equation was solved for the non-turbulent
fluctuations that include the cross-flow instabilities and second mode instabilities.
The transition onset location was predicted as the minimum distance along the
surface. This distance was determined by the turbulent viscosity coefficient, kine-
matic viscosity and eddy viscosity due to the non-turbulent fluctuations. The Papp
and Dash transition model was implemented into the RANS solver by multiplying
the turbulent eddy viscosity with the intermittency. Simulations showed that the
transition onset location was properly obtained, but the peak value in heat transfer
did not match correctly in some cases. This discrepancy was attributed to the
algebraic nature of the intermittency function use.

Probably the most notable model in this category is the so-called Local
Correlation-based Transition Model, or c� fReht model, proposed by Menter and
Langtry about a decade ago (Menter et al. 2002, 2004, 2006; Langtry and Menter
2009). This model solves two transport equations: one for intermittency (c) and
another for the momentum thickness Reynolds number (fReht). In this formulation,
only local information is used to activate the production term in the intermittency
equation. The link between the intermittency equation and the correlation is
achieved through the use of vorticity Reynolds number (Reht), which only depends
on local variables such as density, viscosity, vorticity, and local wall distance.
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Initially, only the conceptual framework of this model was published by Menter
et al. (2002, 2004, 2006). A full disclosure of the c� fReht model was later pub-
lished by Langtry and Menter (2009), including all experimental correlations used
to determine the transition onset location for different boundary layer velocity
profiles. The c� fReht model, however, is not considered to satisfy the Galilean
invariance (Menter et al. 2015), which limits the model from being applied to
surfaces moving relative to the coordinate system. Menter et al. (2015) recently
proposed a simplified one-equation c model in order to overcome the deficiency in
the original c� fReht model. While the c� fReht transition model was originally
solved under the framework of the Menter two-equation SST turbulence model
(Menter 1994), extensions were made by incorporating it into a widely used
one-equation Spalart-Allmaras (S-A) turbulence model by Medida and Baeder
(2011, 2013a, b) under a structured grid RANS framework, and by Wang and
Sheng (2014) under an unstructured grid RANS framework. In addition, extensions
to include crossflow instability in the c� fReht model were recently proposed by
several researchers such as Seyfert and Krumbein (2012), Medida and Baeder
(2013a, b), Grabe and Krumbein (2014), and Grabe et al. (2016). All these
extensities show the versatility of the c� fReht model in any correlation based
formulations.

2.3.3 The Laminar Kinetic Energy Method

In contrast to the models using the intermittency factor, a different approach was
proposed by Walters and Leylek (2002) that solves the transport equation for
laminar kinetic energy. This method is based on the concept that bypass transition is
caused by very high amplitude streamwise fluctuations, which are very different
from turbulent fluctuations. Mayle and Schulz (1997) proposed a second kinetic
energy equation to describe these streamwise fluctuations, called laminar kinetic
energy (KL). In the near wall region, the turbulent kinetic energy (KT) is split into
small-scale energy and large-scale energy. The small-scale energy contributes
directly to the turbulence production and the large-scale energy contributes to the
production of non-turbulent fluctuations (KL). Volino (1998) believed that the
amplification of laminar kinetic energy (KL) is caused by redirection of normal
velocity fluctuation into streamwise direction, which generates local pressure gra-
dients in the boundary layer and leads to breakdown of laminar fluctuations into full
turbulent flows. The transition onset in the Walters and Leylek model was deter-
mined by a parameter that is based on the turbulent kinetic energy, the kinetic eddy
viscosity, and the wall distance. The validations of the model were performed based
on low Reynolds number j� e model, which yielded a reasonable prediction of the
transition onset. This is also a single-point transition model that only needs local
flow quantities. The major issue of this model is that the calibration of the transition
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model will affect the solution in fully turbulent flows, and the model is not flexible
enough for a wide range of transition mechanisms in realistic applications.

Similarly, Lodefier et al. (2006) also proposed a model based on the concept of
streamwise fluctuations, but introduced the intermittency equation to describe the
transition region. The intermittency equation was based on the work of Steelant and
Dick (2001), which was multiplied to the production term to start the transition
process. Like Langtry and Menter’s model, the vorticity Reynolds number was used
to trigger the transition. However, the model used the free-stream turbulence
intensity to evaluate the transition-momentum thickness Reynolds number, and the
empirical correlation used for the transition momentum thickness Reynolds number
does not include a pressure gradient. This model was incorporated into the SST
k � x model by multiplying the eddy viscosity with the intermittency and the
modification of production terms in the turbulent kinetic energy and dissipation rate
equations. Unlike the Langtry and Menter’s model, this model used the free-stream
turbulence intensity to determine the transition onset and was not a single point
model.

2.4 Transition Simulation Methods

Direct Numerical Simulation (DNS) solves the fully unsteady Navier-Stokes
equations directly, and does not need any turbulence models to close the equations.
Theoretically, it can simulate the whole transition process including the develop-
ment of disturbance waves, interaction between waves and boundary layers, igni-
tion of turbulent spots, laminar flow breakdown, and development into fully
turbulent flow (Durbin and Jacobs 2002). However, the grid for the DNS compu-
tations has to be extremely fine in order to capture the small scales of turbulent
flows. The total number of grid points is in the scale of O(ReL

3) for a “modelling
free” simulation (Aupoix et al. 2011). With the increasing speed of modern CPU’s
and the advent of cluster computing, DNS computations have moved beyond
simple flat plates and it is now possible to perform DNS computations of a
three-dimensional low-pressure turbine blade at Reynolds numbers up to 1.5 � 105

(Wu and Durbin 2001). However, from a computing resource standpoint it is still
prohibitive to use DNS to simulate practical engineering problems, such as full
vehicle configurations operating at high Reynolds numbers.

Due to significant computational costs associated with DNS, Large Eddy
Simulation (LES) (Wu et al. 1999) is an alternative method for many researchers
who have tried to solve transitional flows. LES uses the concept of solving the
large-scale eddies directly, and modeling the small eddies using the Smagorinsky
eddy viscosity approach (Smagorinsky 1963). This may create a major problem, as
the transition onset location predicted by LES is sensitive to the value of
Smagorinsky constant. This constant is needed to calibrate the local sub-grid eddy
viscosity. The dynamic sub-grid-scale model developed by Germano (1992) was
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more appropriate for predicting the transition onset, because the sub-grid eddy
viscosity was automatically reduced to zero in a laminar boundary layer.

Because DNS methods solve all scale levels of turbulence to the smallest grid
sizes, they are capable of simulating various transition processes including natural
transition, bypass transition, and separation-induced transitions, etc. However, the
computational costs for DNS or LES methods are prohibitively high in solving
problems for realistic geometries at high Reynolds numbers. Therefore, these
methods for transition simulations are largely used as research tools in academies or
as substitutes for controlled experiments.
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Chapter 3
Transition Model

Abstract A Local Correlation-based Transition Model is described in this chapter.
This single-point transition model is integrated into both the Spalart-Allmaras
turbulence model and Menter’s Shear Stress Transport turbulence model. A method
to specify the local free-stream turbulence intensity is presented for use in the
Spalart-Allmaras transition model. A new separation correction, called stall delay
method, is introduced in this chapter in order to correct the model’s behavior near
separation or reattachment points. Numerical procedures are described in detail
based on an implicit Newton’s method for solving the transport equations.

3.1 The Langtry-Menter Transition Model

Menter et al. (2002, 2004, 2006a, b), as well as Langtry and Menter (2006, 2009),
proposed a single-point Local Correlation-Based Transition Model called c�fReht.
The central idea behind this method is to use a concept of vorticity Reynolds
number (RevÞ proposed by Driest and Blumer (1963), which links the local tran-
sition onset Reynolds number (Reht) and the boundary layer velocity profile.
Because the vorticity Reynolds number is a local variable, integration of the
boundary layer profile for Reht is thus avoided. Combined with empirical correla-
tions for the transition onset Reynolds number, this method can be easily incor-
porated into general structured and unstructured grid CFD codes.

The vorticity Reynolds number (or alternatively the strain rate Reynolds num-
ber) is defined as:

Rev ¼ qy2

l
@u
@y

���� ���� ¼ qy2

l
S ð3:1Þ

where q is density, l is dynamic viscosity, u is the local velocity, y is the distance to
the nearest wall and S is the shear strain rate. Examining the Blasius boundary layer
velocity profile, Driest and Blumer (1963) concluded that there is a limiting value of
the vorticity Reynolds number in an undisturbed Blasius boundary layer, and the
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initial laminar breakdown should occur at the location that coincides with the
maximum value of the vorticity Reynolds number. Langtry and Sjolander (2002)
further found that the ratio of the maximum vorticity Reynolds number to the
momentum thickness Reynolds number (Reh) holds a constant value of 2.193, at
least for bypass transitions:

maxðRevÞ
Reh

¼ 2:193 ð3:2Þ

According to Driest and Blumer (1963), the maximum value of the vorticity
Reynolds number occurs at y=d ¼ 0:57 (or g ¼ 2:015) in the Blasius boundary
layer (White 2006). The distribution of the ratio between the vorticity Reynolds
number and the momentum thickness Reynolds number in the boundary layer can
be drawn as Fig. 3.1.

It should be noted that the maximum value for the Rev=Reh in Fig. 3.1 may be
considered as a criterion of transition in the Blasius boundary layer with a
zero-pressure gradient. However, pressure gradients can change the boundary layer
velocity profile and the shape factor (H), and then affect the ratio between the
maximum vorticity Reynolds number and the momentum thickness Reynolds
number. For moderate pressure gradients (2.3 < H < 2.9) where the majority of
experimental data are obtained from, the difference between the maximum vorticity
Reynolds number and the momentum thickness Reynolds number is within 10 %
(Menter et al. 2002). However, for strong adverse pressure gradients, the difference
between these two Reynolds numbers becomes significant, especially near the
separation point (H = 3.5), which means that the criterion of transition has to be
modified.

Two transport equations were proposed by Menter et al. (2002, 2004, 2006a, b):
one for intermittency (c) and another for the transition onset momentum thickness
Reynolds number (Reht). The equation of intermittency is solved to distinguish the
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laminar and turbulent regions during the transition process, which has a value of
zero for laminar flow and unity for fully turbulent flow. The equation for the
transition onset momentum thickness Reynolds number, formulated as a scalar
quantity, fReht, is solved in order to capture non-local influences of the turbulence
intensity and the change of the free-stream velocity outside the boundary layer. The
second transport equation is essential to this transition model, as it builds the link
between the empirical correlation to the onset criteria in the intermittency equation.
The advantage of using combined transport equations and an empirical correlation
is the separation of viscous sublayer damping and transition prediction, which
allows calibration of the models without affecting the physics of turbulence (Menter
et al. 2002, 2004, 2006a, b).

In the following sections, the c�fReht transition model proposed by Langtry and
Menter (2009) is described. Modifications to the original model are introduced in
order to integrate it into the Spalart-Allmaras (S-A) turbulence model and to correct
the model’s behavior near separation points. Integration of the c�fReht model with
the S-A turbulence model yields a three-equation SA-based transition model
(SA-TM), and integration with the SST model yields a four-equation SST-based
transition model (SST-TM). General procedures are provided for coupling the
transition model with both turbulence models, including the boundary conditions
recommended by Spalart and Rumsey (2007) for external aerodynamic calcula-
tions. Numerical procedures are detailed for solving the SA-TM and SST-TM
transition models using a modern implicit up-winding scheme.

3.1.1 Transport Equation of Intermittency

The first transport equation in the c�fReht model is for intermittency (c), which is
expressed by Menter et al. (2002, 2004, 2006a, b) as:

@ðqcÞ
@t

þ uj
@ðqcÞ
@xj

¼ Pc � Ec þ @

@xj
lþ lt

rc

� �
@c
@xj

� �
ð3:3Þ

where q is density, l is the molecular viscosity, lt is the eddy viscosity and rr is a
constant for the intermittency equation. Pc and Ec are the sources of the production
and destruction terms, respectively. For the intermittency equation, Pc and Ec are
expressed as:

Pc ¼ Flengthca1qS cFonset½ �0:5ð1� ce1cÞ ð3:4Þ

Ec ¼ ca2qXcFturb ce2c� 1ð Þ ð3:5Þ

In the above expressions, S is the magnitude of the strain rate, and X is the
magnitude of the vorticity. Flength and Fonset are the two important parameters that
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control the production of intermittency. Flength is used to control the length of the
transition region and is based on an empirical correlation provided by Langtry and
Menter (2009). There is a strong relationship between Flength and the transition
onset momentum thickness Reynolds number, which will be described in
Sect. 3.1.3. The second important parameter is Fonset, which is used to trigger the
production of intermittency when the local vorticity Reynolds number ðRevÞ
exceeds the local transition onset criteria. The function for Fonset is defined as:

Fonset1 ¼ Rev
2:193 � Rehc ð3:6aÞ

Fonset2 ¼ minðmax Fonset1;Fonset1
4� �
; 2:0Þ ð3:6bÞ

Fonset3 ¼ maxð1� RT

2:5

� �3

; 0Þ ð3:6cÞ

Fonset ¼ maxðFonset2 � Fonset3; 0Þ ð3:6dÞ

Fonset ¼ maxðFonset2 � Fonset3; 0Þ ð3:6eÞ

where Rev is the vorticity Reynolds number defined in Eq. (3.1). Rehc is the critical
momentum thickness Reynolds number where turbulence or intermittency starts to
grow in the boundary layer. The value of Rehc can be obtained by an empirical
correlation, expressed as a low order polynomial of the local transition onset
momentum thickness Reynolds number, which is obtained from the second trans-
port equation. The empirical correlation for Rehc will be given in Sect. 3.1.3. RT in
Eq. (3.6c) is the ratio of the eddy viscosity and the molecular viscosity, which is
expressed in the following two forms. For the Spalart-Allmaras (S-A) turbulence
model,

RT ¼ lt
l

ð3:7aÞ

and for the Menter Shear Stress Transport (SST) turbulence model,

RT ¼ qk
lx

ð3:7bÞ

The destruction source term, Ec, serves to ensure that the intermittency remains
close to zero in the laminar boundary layer. Ec is controlled by a parameter Fturb,
which is defined by:

Fturb ¼ e�
RT
4:0ð Þ4 ð3:8Þ
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The constant ca2 in Eq. (3.5) is used to control the magnitude of the destruction
term, which ensures that the production term ðPcÞ is larger than the destruction term
ðEcÞ. All constants used in the above expressions are given as:

rc ¼ 1:0; ca1 ¼ 2:0; ca2 ¼ 0:06; ce1 ¼ 1:0; ce2 ¼ 50:0 ð3:9Þ

The boundary condition for the intermittency equation is a zero normal flux at
the wall and a value of unity at the free-stream boundary. The boundary condition
for RT is a zero value at the wall and the ratio of the ambient eddy viscosity and the
molecular viscosity at the free-stream boundary.

3.1.2 Transport Equation of Transition Onset Reynolds
Number

In order to calculate the critical Reynolds number (RehcÞ in Eq. (3.6a) and to
include the non-local influence of the turbulence intensity, a second transport
equation is required to solve the local transition onset momentum thickness
Reynolds number Rehtð Þ; which is formulated in terms of the scalar quantity, fReht.
The transport equation for fReht is written as:

@ðqfRehtÞ
@t

þ uj
@ðqfRehtÞ

@xj
¼ Pht þ @

@xj
rht lþ ltð Þ @

@xj
fReht� �

ð3:10Þ

According to Langtry and Menter (2006) and Langtry et al. (2006), the pro-
duction term ðPhtÞ forces the transported scalar fReht to match the local value of Reht
calculated from the empirical correlation outside of the boundary layer. Pht is turned
off in the boundary layer to allow the transported scalar fReht to diffuse from the free
stream. The source of the production term ðPhtÞ can be written as:

Pht ¼ cht
q
t

Reht �fReht	 

ð1� FhtÞ ð3:11Þ

where t is a time scale that is constructed for dimensional reasons. The value of t is
defined as:

t ¼ 500l
qU2 ð3:12Þ

Fht is a blending function to turn off the source term outside the boundary layer,
which is zero in the free stream and one inside the boundary layer. Fht can be
expressed as:
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Fht ¼ min max Fwakee
� y

dð Þ4 ; 1:0� c� 1=ce2
1:0� 1=ce2

� �2
 !

; 1:0

 !
ð3:13aÞ

Fwake ¼ e�
Rex
105

� �2
ð3:13bÞ

A few of variables in Eqs. (3.13a) and (3.13b) are defined as:

Rex ¼ qy2

l
x ð3:14aÞ

d ¼ 50Xy
U

hBL; dBL ¼ 15
2
hBL; hBL ¼ Rehtl

qU
ð3:14b; c; dÞ

Two constants used in the above expressions are:

rht ¼ 2:0; cht ¼ 0:03 ð3:15Þ

The boundary condition for fReht is a zero normal flux at the wall, and is
calculated based on the empirical correlation of the turbulence intensity at the
free-stream boundary.

3.1.3 Correlation Formula

The transport equations described for c and fReht in the preceding sections cannot be
solved without providing the closure equations for Fonset, Flength, and Reht. To

control the onset and the length of transition in the c�fReht model, Fonset and Flength

are used. Fonset is determined by a critical Reynolds number (RehcÞ, which is the
value where the intermittency first starts to increase in the boundary layer. From the
flow physics standpoint, it is reasonable to assume that Rehc occurs upstream of the
transition onset location. In other words, Rehc must not exceed Reht:

Before the disclosure of the Langtry and Menter’s empirical correlations,
Suluksna et al. (2009) proposed a linear relationship to relate Rehc with fReht, where
Rehc ¼ ahtfReht and aht = 0.8. This linear relationship was later adopted by Medida
and Baeder (2011) to couple the c�fReht model into the S-A turbulence model. The
impact of the constant value of aht on the transition onset location is illustrated in
Fig. 3.2 for a flat plate with a zero-pressure gradient, where the c�fReht transition
model was solved with the S-A turbulence model (Wang and Sheng 2014). For
fixed values of Flength and the free-stream turbulence intensity (Tu), an increase in
Rehc decreases the Fonset parameter, which causes a delay of the transition onset.
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Likewise, a decrease in Rehc increases the Fonset parameter, which results in an early
transition.

The value of Flength also has a large impact on the transition process, i.e., the
length of the transition. The explicit form of the function Flength is complicated,
which varies with the velocity profile shape. Suluksna et al. (2009) suggested a
value of 100 as a starting point for Flength. The influence of Flength on the transition
length is illustrated in Fig. 3.3 for the same flat plate as above, where the values of
Flength are normalized by the reference Reynolds number. At the same transition
onset location, an increased value of Flength will increase the production of inter-
mittency and turbulence, which causes the rapid growth rate of the transition

Fig. 3.2 Comparison of skin friction profiles for a on flat plate

Fig. 3.3 Comparison of skin friction profiles for Flength on flat plate
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leading to a shorter transition length. On the other hand, a decrease in Flength will
reduce the turbulence production, and prolongs the process of the transition.

Langtry and Menter (2009) later published their empirical correlations to cal-
culate Rehc and Flength, which were calibrated based on a wide range of cases from
simple two-dimensional airfoils to complex engineering applications. The empirical
correlations for Rehc and Flength are defined as polynomial functions of fReht, which
are given as:

Rehc

¼
½fReht � ð396:035� 10�2 � 120:656� 10�4 �fReht
�868:230� 10�6 �fRe2ht þ 696:506� 10�9 �fRe3ht þ

174:105� 10�12 �fRe4htÞ�
fReht � 1870

½fReht � ð593:11þðfReht � 1870:0Þ � 0:48Þ� fReht � 1870

8>>><>>>:
ð3:16Þ

Flength

¼

½398:189� 10�1 � 119:270� 10�4 �fReht
�868:230� 10�6 �fRe2ht� fReht\400

½263:404� 123:939� 10�2 �fReht þ
194:548� 10�5 �fRe2ht�
101:695� 10�8 �fRe3ht�

400�fReht\596

½0:5� ðfReht � 596:0Þ � 3:0� 10�4�
½0:3188�

596�fReht\1200

1200�fReht

8>>>>>>>>>>>><>>>>>>>>>>>>:
ð3:17Þ

For the transport equation of the momentum thickness Reynolds number (Reht),
an empirical correlation was also developed for both zero and non-zero pressure
gradient flows. The empirical correlation developed by Langtry and Menter (2009)
is similar to that of Abu-Ghannam and Shaw (1980), which is a function of both the
pressure gradient parameter (kh) and the free-stream turbulence intensity (Tu):

Reht ¼ f ðkh; TuÞ

¼ 1173:51� 589:428 � Tuþ 0:2196
Tu2

� �
F khð Þ; Tu� 1:3

331:50 Tu� 0:5658ð Þ�0:671F khð Þ; Tu[ 1:3

�
ð3:18aÞ

F khð Þ
¼ 1� �12:986kh � 123:66k2h � 405:689k3h

� �
e�½Tu1:5�1:5 ; kh � 0

1þ 0:275 1� e�35:0kh
� �

e�
Tu
0:5; kh [ 0

(
ð3:18bÞ
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where the momentum thickness Reynolds number, the pressure gradient parameter
and the turbulence intensity are defined as:

Reht ¼ qUh
l

¼ f ðkh; TuÞ ð3:19Þ

kh ¼ qh2

l
dU
ds

ð3:20Þ

Tu ¼ 100

ffiffiffiffiffiffiffiffiffiffi
2k=3

p
U

ð3:21Þ

where dU=ds is the acceleration along the stream-wise direction, which can be
computed by taking the derivative of the total velocity (U) in the x, y and z direc-
tions and then summing the contribution along the stream-wise flow direction:

U ¼ u2 þ v2 þw2� �1
2 ð3:22aÞ

dU
dx

¼ 1
2
ðu2 þ v2 þw2Þ�1

2 � 2u
du
dx

þ 2v
dv
dx

þ 2w
dw
dx

� �
ð3:22bÞ

dU
dy

¼ 1
2
ðu2 þ v2 þw2Þ�1

2 � 2u
du
dy

þ 2v
dv
dy

þ 2w
dw
dy

� �
ð3:22cÞ

dU
dz

¼ 1
2

u2 þ v2 þw2
� ��1

2 � 2u
du
dz

þ 2v
dv
dz

þ 2w
dw
dz

� �
ð3:22dÞ

dU
ds

¼ u
U
dU
dx

þ v
U
dU
dy

þ w
U
dU
dz

� �
ð3:22eÞ

Recall that both the pressure gradient parameter in Eq. (3.20) and the turbulence
intensity in Eq. (3.21) require the total fluid velocity and its gradients being eval-
uated with respect to stationary walls in the coordinate system, which are not
Galilean invariants (Menter et al. 2015). For problems involving moving walls such
as turbomachinery blades and helicopter rotors, a relative velocity and its gradients
with respect to the moving surfaces should be evaluated in the above expressions.
The above empirical correlations are used in the source term of the transport
equation for the transition onset Reynolds number, which has to be solved itera-
tively because the momentum thickness (h) is an unknown in the equation.
Newton’s method can be used to solve the equation, with an initial guess of the
pressure gradient parameter kh to be zero as follows:
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F hð Þ ¼ qUh
l

� Rehtðkh; TuÞ ð3:23aÞ

F0 hnþ 1� �
hnþ 1 � hn
� � ¼ �FðhnÞ ð3:23bÞ

hnþ 1 ¼ hn � FðhnÞ
F0 hnþ 1� � ð3:23cÞ

where n is Newton’s iteration step. In general, eight to ten Newton’s iterations are
sufficient to converge the solution of the momentum thickness (h) to a numerically
stable state. The value of variables in the empirical correlation should be limited to
avoid an unstable solution during the iteration. The suggested ranges are as follows:

�0:1� kh � 0:1 ð3:24aÞ

Tu� 0:027% ð3:24bÞ

Reht � 20 ð3:24cÞ

3.2 Modifications of Transition Model

The transition model proposed by Menter et al. (2002, 2004, 2006a, b) was orig-
inally developed under the framework of the SST k-x two-equation turbulence
model (Menter 1994). Later, Medida and Baeder (2011, 2013) extended it into the
widely used Spalart-Allmaras (S-A) one-equation turbulence model (Spalart and
Allmaras 1994). While the majority of the formulations in the transition model
remain the same, a major difference exists in the way to determine the local tur-
bulence intensity (Tu). In the original SST implementation, Tu is calculated from
the local kinetic energy term. However, in the S-A model, this information is not
available since the model solves for the eddy viscosity directly. Medida and Baeder
(2011) proposed a constant local turbulence intensity based on the value at the inlet
or free stream. Wang and Sheng (2014) proposed an improved way to determine the
local turbulence intensity by considering the decay of the turbulence from the
free-stream value. Effects of different treatments of the local turbulence intensity on
the transition model will be discussed in this section. In addition, a new method to
correct the model’s behavior close to separation points, called the Stall Delay
Method (SDM), is introduced here in order to prevent numerically induced flow
separations in the rotor performance predictions. This modification is essential for
capturing the flow physics in rotatory wings and obtaining accurate predictions of
aerodynamic performance for the entire operating envelope (Sheng et al. 2016).
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3.2.1 Local Free-Stream Turbulence Intensity

From Eq. (3.16), the transition onset Reynolds number is determined based on both
turbulence intensity and pressure gradient. A decrease in turbulence intensity would
increase the transition onset Reynolds number, and thus move the transition onset
location downstream. On the contrary, an increase in turbulence intensity would
decrease the transition onset Reynolds number and move the transition onset
location upstream. The comparison of the skin friction profiles obtained on a flat
plate at a zero-pressure gradient, as shown in Fig. 3.4, clearly shows the impact of
the free-stream turbulence intensity on the onset of transition. When the level of
free-stream turbulence intensity (Tu1Þ is very low, such as less than 0.01 %, the
boundary layer flow is laminar on the entire flat plate. With an increased value of
Tu1, a natural transition onset occurs at different locations on the flat plate.

In the original c�fReht model, the turbulence intensity is a local variable and is
calculated directly from the turbulent kinetic energy term in the SST j-x turbulence
model (Menter 1994). However, since the S-A turbulence model solves the trans-
port equation for the eddy viscosity directly, it cannot provide the information about
local turbulence intensity. Medida and Baeder (2011) proposed to use a far field
constant value as the local turbulence intensity in the coupling of the c�fReht
model and the S-A turbulence model. This method, however, may cause incorrect
local turbulence level since the turbulence free decay rate varies widely depending
on the inlet or far field conditions. Spalart and Rumsey (2007) performed a
numerical study about the inflow conditions for the S-A and SST turbulence models
in aerodynamic calculations. They found that either a higher level of free-stream
turbulence intensity or a lower level of turbulent eddy viscosity would cause a rapid
decay of turbulence in the field. In particular, their numerical results showed a very

Fig. 3.4 Comparison of skin friction profiles using different free stream turbulence intensity on a
flat plate
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noticeable grid dependence for the higher free-stream decay condition (Spalart and
Rumsey 2007). This indicates that a correct inflow condition is required in order to
achieve a physically meaningful solution in aerodynamic calculations. In order to
provide a more realistic estimate of the local turbulence level, Wang and Sheng
(2015) proposed a new approach to estimate the local free-stream turbulence
intensity by considering the decay of the free-stream turbulence from the inlet or far
field boundary.

Recall that in the SST turbulence model, the dissipation of the turbulent kinetic
energy is realized through the destruction term. One may consider the transport
equations of kinetic energy (k) and turbulence frequency (x) without the production
and cross-diffusion terms as:

Dk
Dt

¼ �b�qkx ð3:25Þ

Dx
Dt

¼ �bqx2 ð3:26Þ

where b� and b are two constants in the SST turbulence model, and q is density.
The above two equations are solved with the following initial conditions:

k ¼ k1; x ¼ x1 at t ¼ 0; ð3:27Þ

The derived solutions can then be written as:

k ¼ k1ð1þx1btÞ�b�
b ð3:28Þ

x ¼ x1=ð1þx1btÞ ð3:29Þ

Assuming that the free stream has a velocity of U1, and x is the distance from
the inlet or far-field boundary, the time term t can then be written as t ¼ x=U1.
With additional definitions of the viscosity ratio (RT ) and the turbulence intensity
(Tu) defined in Eqs. (3.7b) and (3.21), the local free-stream turbulence intensity at
the transition onset location will be decayed from the value at the inlet or far-field
boundary based on the following expression:

Tu ¼ Tu1ð1þ 3
2
bRex

Tu21
RT1

Þ�b�
2b ð3:30Þ

where Rex is the local Reynolds number, and x is the distance from the transition
onset location to the inlet or far-field boundary. b and b� are constants used in the
SST k-x model.

The expression (3.30) for the local free-stream turbulence intensity is evaluated
here based on the calculations of the European Research Community on Flow,
Turbulence and Combustion (ERCOFTAC) T3 series of experimental tests on flat
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plates. Table 3.1 shows the free-stream Tu values at both inlet and the test section
for various test cases. The decayed values at the flat plate location are different from
that specified at the inlet. However, evaluating the local free-stream turbulence
intensity using Eq. (3.30) needs the distance from the inlet to the flat plate, which is
to ensure that the local free-stream turbulence intensity in the field matches the
measurement in the wind tunnel test. Without such information, a constant ambient
value recommended by Spalart and Rumsey (2007) is used in the S-A transition
model, which will be further discussed in Sect. 3.3.

Figures 3.5, 3.6, 3.7 and 3.8 show the effects of using the fixed inlet free-stream
turbulence intensity and the local value evaluated using Eq. (3.30). The skin fric-
tion coefficients were calculated over the flat plat at a zero-pressure gradient. Using
the constant free-stream turbulence intensity method, the transition onset location
was prematurely predicted when compared to the experiment. This is because that
un-decayed free-stream turbulence value results in a lower critical Reynolds
number for the transition onset criterion as described in Eq. (3.16). The local
free-turbulence intensity based on Eq. (3.30) provided a more realistic estimate of
the free-stream turbulence intensity at the flat plate location, and thus a more
accurate transition onset criterion as shown in these figures.

Similar effects are also demonstrated for the flat plate under the influence of
pressure gradients in Figs. 3.9, 3.10, 3.11 and 3.12. Like the results obtained at the

Table 3.1 Turbulence intensities on a flat plate

Test case T3A T3B T3AM S&K T3C2 T3C3 T3C4 T3C5

Inlet free-stream Tu (%) 3.3 6.5 0.874 0.3 3.0 3.0 3.0 4.0

Local free-stream Tu (%) 1.89 5.72 0.545 0.154 1.56 1.39 1.0 2.24

Fig. 3.5 Comparison of the skin friction profiles using different turbulence intensities for the
S&K flat plate
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Fig. 3.6 Comparison of the skin friction profiles using different turbulence intensities for the T3A
flat plate

Fig. 3.7 Comparison of the skin friction profiles using different turbulence intensities for the
T3AM flat plate

Fig. 3.8 Comparison of the skin friction profiles using different turbulence intensities for the T3B
flat plate
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Fig. 3.9 Comparison of the skin friction profiles using different turbulence intensities for the
T3C2 flat plate

Fig. 3.10 Comparison of the skin friction profiles using different turbulence intensities for the
T3C3 flat plate
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Fig. 3.11 Comparison of the skin friction profiles using different turbulence intensities for the
T3C4 flat plate
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zero-pressure gradient, the constant free-stream turbulence intensity method was
unable to predict the correct transition onset location, especially for the T3C4 case
where no separation bubble was even captured. The local free-stream turbulence
intensity method significantly improved the numerical accuracy in predicting the
transition onset location on flat plates with the pressure gradients. A slightly higher
Cf predicted in CFD indicated a mismatched local free-stream velocity or pressure
gradient distribution compared with the experiment, which will be further discussed
in Chap. 4.

3.2.2 Separation Correction Method

In the development of the Langtry-Menter transition model, Langtry (2006) dis-
covered that the model has consistently predicted the turbulent reattachment loca-
tion to be too far downstream whenever a laminar boundary layer separation
occurred. He presumed that reduced turbulent kinetic energy (k) predicted in the
separating shear layer caused a lower level of free-stream turbulence intensity,
resulting in over-prediction of the laminar separation bubble. To correct this defi-
ciency, he proposed a modification to the transition model by allowing the kinetic
energy to grow rapidly once the laminar boundary layer separates. Since the vor-
ticity Reynolds number (Rev) significantly exceeds the critical momentum thickness
Reynolds number (Rehc) within the separated flows, the ratio between the two
Reynolds numbers can be viewed as a measure of the size of the laminar separation.
The following modified intermittency, proposed by Langtry (2006), served to
increase the turbulent kinetic energy in order to predict separation-induced
transition:

Fig. 3.12 Comparison of the skin friction profiles using different turbulence intensities for the
T3C5 flat plate
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csep ¼ min s1max 0;
Rev

3:235 � Rehc � 1
� �

Freattach; 2:0
� �

� Fht ð3:31aÞ

Freattach ¼ e�
Rt
20ð Þ4 ð3:31bÞ

ceff ¼ max c; csep
� � ð3:31cÞ

s1 ¼ 2:0 ð3:31dÞ

In the above expressions, Freattach is a function to disable the modification once
the viscosity ratio is large enough to ensure reattachment. Fht is the blending
function from the transport equation (3.12) to confine the modification to the
boundary layer flow. The ratio of 3.235 between Rev and Rehc corresponds to a
shape factor (H) of 3.5 for a separated velocity profile.

It should be noted that the above modification to the turbulent kinetic energy is
only made within the transition flow region, which does not affect the physics in
fully turbulent flows (Langtry 2006). However, there is a well-known issue faced by
the RANS modelling approaches, which is that they generally underestimate the
turbulence when flows are close to the separation or reattachment points (Aupoix
et al. 2011). The underestimate of turbulence (kinetic energy or eddy viscosity) in
turbulent flows may cause a larger separation zone than in reality, which was the
issue encountered by the author in predicting the aerodynamic performance for
helicopter and tilt rotors operating at high thrusts (Sheng 2014; Sheng et al. 2016).
In fact, this problem was also reported by several other researchers (Jung et al.
2014; Gardarein and Le Pape 2016; Min and Wake 2016) in predicting a con-
ventional helicopter rotor performance at high thrusts. An enlarged flow separation
in the blade tip region causes deviation of predicted rotor performance from the
experimental value. Numerical experiments using the Langtry’s separation cor-
rection (3.31) appeared to not be sufficient to correct this deficiency, which indi-
cates that it may be necessary to modify the behavior of turbulence models near
separations.

In order to address the deficiency of the RANS modeling and improve the
aerodynamic prediction especially for rotors near separations, a new separation
correction method was introduced (Sheng 2014; Sheng et al. 2016), which removes
the blending function of Freattach in the above formula (3.31) as:

csep ¼ s2 �min
Rev

3:235 � Rehc � 1
� �

; 1:0
� �

Fht ð3:32aÞ

ceff ¼ max c; csep
� � ð3:32bÞ

s2 ¼ 1:0� 2:0 ð3:32cÞ
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where s2 is a constant carefully calibrated for the turbulence models in interest.
Because the blending function Freattach is removed from Eq. (3.31), the new sep-
aration correction (Eq. 3.32) is able to boost the production of turbulence (turbulent
kinetic energy or eddy viscosity) in both laminar and turbulent separated flows.

The effect of the new separation correction method (Eq. 3.32) has been assessed
in the calculation of NACA 4412 airfoil (Coles and Wadcock 1979) with a trailing
edge flow separation. This is a benchmark case for the turbulence model with
validations and verifications posted at the NASA website (http://turbmodels.larc.
nasa.gov/naca4412sep_val.html). The chord Reynolds number based on the
free-stream velocity is 1.52 � 106 and the Mach number is 0.09 with an angle of
attack of 13.87°. The flow was tripped into turbulent flow at the leading edge in the
wind tunnel test, while a turbulent flow separation zone was formed at the trailing
edge of the airfoil, as shown in Fig. 3.13.

Computed velocity contours based on the S-A turbulence model are illustrated in
Figs. 3.14 and 3.15, and computed Reynolds shear stresses are shown in Figs. 3.16
and 3.17, respectively. These results in Figs. 3.14 and 3.15 clearly show the effi-
cacy of the new separation correction method (Eq. 3.32) in controlling the size of
separation zone at the trailing edge of the airfoil. The computation without using the
separation correction, shown in Fig. 3.14, shows an overly predicted separation
zone compared to the wind tunnel measurement (Fig. 3.13). This is because within
the separation zone, the turbulent activity or shear stress is noticeably
under-predicted near the wall (Fig. 3.16) by the S-A turbulence model. The com-
puted velocity with the separation correction (s2 ¼ 1:25) shows a reduced separa-
tion zone at the trailing edge of the airfoil (Fig. 3.15), because the low-momentum
fluids within the separation zone are energized by the increased eddy activities or
Reynolds shear stresses (Fig. 3.17).

Computational investigations for the NACA 4412 airfoil as well as other cases
have indicated a strong correlation between the level of turbulence (eddy viscosity,

Fig. 3.13 Measured velocity
distributions and locations
near the trailing edge of
NACA 4412 airfoil (source
http://turbmodels.larc.nasa.
gov/naca4412sep_val.html)
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shear stress, or kinetic energy) and the size of the separation zone (Sheng 2014;
Sheng et al. 2016). It is worth noting that this new separation correction method can
be applied to laminar, transitional, or fully turbulent flows. In the current case of the

Enlarged separation zone 

Fig. 3.14 Computed velocity
distributions near the trailing
edge of NACA 4412 airfoil
without separation correction

Reduced separation zone 

Fig. 3.15 Computed velocity
distributions near the trailing
edge of NACA 4412 airfoil
with separation correction

Reduced shear stress

Fig. 3.16 Computed
Reynolds shear stress near the
trailing edge of NACA 4412
airfoil without separation
correction
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NACA 4412 airfoil, the flow is fully turbulent as it was tripped experimentally. In
the computation, the transport equations for c and fReht are both solved, but the
effective intermittency factor is not multiplied to the turbulence production term
unless the above separation criterion Eq. (3.32) is satisfied. Through this treatment,
the effective intermittency remains the value of unity except for areas identified by
the above separation criterion.

Cautions should be exercised here in choosing the constant value of S2 in
Eq. (3.32). The larger the S2 value, the smaller the separation bubble or vice versa.
It is recommended to use a S2 value within the specified range in Eq. (3.32c) to
avoid contamination to the mean flow solution. Numerical validations of Eq. (3.32)
have been performed extensively for both conventional helicopter rotors and pro-
protors (Sheng 2014; Sheng et al. 2016), which indicate the necessity of this
method to prevent numerically induced premature flow separations for rotors at
high thrust levels. For this reason, the above separation correction (Eq. 3.32) is also
called the Stall Delay Method (SDM) for the purpose of rotor aerodynamic per-
formance predictions (Sheng 2014; Sheng et al. 2016).

3.3 Integration with the S-A Turbulence Model

The c�fReht transition model was originally developed by Menter, et al. (2002,
2004, 2006a, b, 2009) under Mether’s SST turbulence model. It was later extended
to the Spalart-Allmaras (S-A) one-equation turbulence model by Medida and
Baeder (2011, 2013) under a structured grid framework, and by Wang and Sheng
(2014, 2015) under an unstructured grid framework. In this section, integration with
the S-A turbulence model will be presented in order to include transition-modelling
capability, whereas the integration with the Menter SST turbulence model will be
described in Sect. 3.4.

Increased shear stress

Fig. 3.17 Computed
Reynolds shear stress near the
trailing edge of NACA 4412
airfoil with separation
correction
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The Spalart-Allmaras (S-A) turbulence model solves a transport eddy viscosity,
referred to as em, which relates to the kinematic eddy viscosity ðmtÞ and the molecular
kinematic viscosity ðmÞ as follows:

mt ¼ emfv1 ð3:33aÞ

fv1 ¼ v3

v3 þ c3m1
ð3:33bÞ

v ¼ em
m

ð3:33cÞ

where

m ¼ l
q
; mt ¼ lt

q
ð3:33dÞ

The governing equation of the S-A turbulence model is written as:

@em
@t

þ uj
@em
@xj

¼ Pm � Dm þ 1
r

@

@xj
mþemð Þ @em

@xj

� �
þ cb2

@em
@xi

@em
@xi

� �
ð3:34Þ

where Pm and Dm are the production and destruction terms, respectively, which are
expressed as:

Pm ¼ cb1 fr1 � ft2ð ÞeSemþ cb1
j2d2

em2ft2 ð3:35Þ

Dm ¼ ½cw1fw � cb1
j2

ft2�ð
em
d
Þ2 ð3:36Þ

eS ¼ Sþ em
j2d2

fv2 ð3:37aÞ

S ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2XijXij

p ð3:37bÞ

Xij ¼ 1
2
ð@ui
@xj

� @uj
@xi

Þ ð3:37cÞ

fv2 ¼ 1� v
1þ vfv1

ð3:37dÞ

fw ¼ g
1þ c6w3
g6 þ c6w3

� �1
6

ð3:37eÞ
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g ¼ rþ cw2ðr6 � rÞ ð3:37fÞ

r ¼ min
emeSj2d2 ; 10

� �
ð3:37gÞ

ft2 ¼ ct3expð�ct4v2Þ ð3:37hÞ

fr1 ¼ 1 ð3:37iÞ

In the above formulation, d is the distance to the nearest wall surface. The
constants in the S-A turbulence model are:

r ¼ 2
3
;Cb1 ¼ 0:1355;Cb2 ¼ 0:622

j ¼ 0:41;Cw1 ¼ Cb1

j2
þ 1þCb1

r
;Cw2 ¼ 0:3;Cw3 ¼ 2:0

Cv1 ¼ 7:1;Ct1 ¼ 1:0;Ct2 ¼ 2:0;Ct3 ¼ 1:1;Ct4 ¼ 2:0;

ð3:38Þ

For boundary conditions, Spalart and Rumsey (2007) suggested that the ambient
value near the body must be decidedly lower than that in the boundary layer’s outer
region without affecting the boundary layer through diffusion. Following the rec-
ommendations of Spalart and Rumsey (2007), the boundary condition at viscous
walls is:

emwall ¼ 0; or mt;wall ¼ 0 ð3:39aÞ

and the far field (or ambient) value should be:

emfarfield ¼ ð3	 5Þmref ; or mt;farfield ¼ ð0:21	 1:29Þmref ð3:39bÞ

where mref is the molecular kinematic viscosity at the reference state.
The production and the destruction terms in the S-A turbulence model are

modified by the effective intermittency (ceff ) calculated from Eq. (3.32b), which are
written as:

@em
@t

þ uj
@em
@xj

¼ Pm�TM � Dm�TM þ 1
r

@

@xj
mþ emð Þ @em

@xj

� �
þ cb2

@em
@xi

@em
@xi

� �
ð3:40Þ

Pm�TM ¼ ceff � Pm ð3:41Þ

Dm�TM ¼ minðmax ceff ; 0:1
� �

; 1:0Þ � Dm ð3:42Þ

where Pm and Dm are the production and destruction terms in the original S-A
turbulence model.
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3.4 Integration with the SST Turbulence Model

Menter (1994) proposed a two-equation Shear Stress Transport (SST) turbulence
model that combines the advantages of the k-e and k-x turbulence models to
achieve an optimal model formulation. To achieve this objective, a blending
function ðF1Þ is introduced that activates the k-x model in the near wall region and
then the k-e model for the rest of the flow. By this formulation, the robust near-wall
performance of the k-x model is acquired while avoiding the potential error
resulting from the free-stream sensitivity of the k-x model. In addition, the SST
model provides a modified definition of the turbulent viscosity to account for the
transport effects of the principal turbulent shear stress. This modification is required
to accurately capture the onset of separation under pressure gradients. The modeled
equations for the turbulent kinetic energy (k) and turbulence frequency (x) are
expressed as:

@ðqkÞ
@t

þ @ðqUjkÞ
@xj

¼ Pk � b�qxkþ @

@xj
lþrkltð Þ @k

@xj

� �
ð3:43Þ

@ qxð Þ
@t

þ @ qUjx
� �
@xj

¼ c
tt
Pk � bqx2 þ @

@xj
lþrxltð Þ @x

@xj

� �
þ 2ð1� F1Þ qrx2

x
@k
@xj

@x
@xj

ð3:44Þ

where Pk is the production term for the turbulent kinetic energy. A production
limiter is used to prevent the build-up of turbulence in stagnation regions:

ePk ¼ lt
@Ui

@xj

@Ui

@xj
þ @Uj

@xi

� �
;Pk ¼ minðePk; 10b

�qxkÞ ð3:45Þ

The turbulent eddy viscosity is defined as:

lt ¼
qa1k

maxða1x; SF2Þ ð3:46Þ

where S is the invariant of the strain rate, defined as:

S ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p
; Sij ¼ 1

2
@ui
@xj

þ @uj
@xi

� �
ð3:47Þ

and k and x are the turbulent kinetic energy and frequency, which are related with
the turbulence intensity (Tu) and turbulent eddy viscosity (mt) as:
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k ¼ 3
2

U � Tuð Þ2; x ¼ k
mt

ð3:48Þ

In the above equations, F1 is a blending function, which equals zero away from
the wall boundary (k-e model) and one inside of the boundary layer (k-x model). F1

is calculated by the following formula:

F1 ¼ tanh arg41
 � ð3:49aÞ

arg1 ¼ min max

ffiffiffi
k

p

b�xd
;
500t
d2x

� �
;
4qrx2k
CDkxd2

� �
ð3:49bÞ

CDkw ¼ max 2qrx2
1
x
@k
@xi

@x
@xi

; 10�10
� �

ð3:49cÞ

where d is the distance to the nearest wall. F2 is a second blending function, which
is defined as:

F2 ¼ tanh arg22
 � ð3:50aÞ

arg2 ¼ max
2
ffiffiffi
k

p

b�xd
;
500t
d2x

� �
ð3:50bÞ

All constants are computed by a blend of the corresponding constants of the k-x
model and the k-e model via a ¼ a1F1 þ a2ð1� F1Þ, where a1 and a2 stand for the
coefficients in the two models, respectively. The constants for the SST turbulence
model are as follows:

b� ¼ 0:09;

c1 ¼ 5
9 ; b1 ¼ 3

40 ; rk1 ¼ 0:85; rx1 ¼ 0:5;

c2 ¼ 0:44; b2 ¼ 0:0828; rk2 ¼ 1; rx2 ¼ 0:856;

ð3:51Þ

The boundary conditions for the turbulent kinetic energy and the turbulence
frequency on the wall are given as:

kwall ¼ 0; xwall ¼ 10
6m

b1 Ddð Þ2 ð3:52Þ

where Dd is the distance between the nearest grid point in the flow field and the
wall boundary layer.

Spalart and Rumsey (2007) also made recommendations for the lower and upper
bound values at the far field boundary for the SST model. The far field (or ambient)
values of k and x are:
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10�6U2
ref

Reref
\kfarfield\

10�4U2
ref

Reref
; xfarfeld ¼ 5

Uref

Lref
; ð3:53aÞ

The equivalent values for the turbulence intensity (Tu) and turbulent eddy vis-
cosity (mt) at the far field are:

0:063 %\Tufarfield\0:816 %
2� 10�7Reref mref\mt;farfield\2� 10�5Reref mref

ð3:53bÞ

where Reref is the reference Reynolds number based on the reference velocity (Uref )
and the reference length of the body (Lref ), and mref is the molecular kinematic
viscosity at the reference point.

The c�fReht transition model has been incorporated into the SST turbulence
model by Menter et al. (2002, 2004, 2006a, b). The coupling between the transition
model and the turbulence model is accomplished by modifying the production and
destruction terms of the turbulent kinetic energy as follows:

@ðqkÞ
@t

þ @ðqUjkÞ
@xj

¼ Pk�TM � Dk�TM þ @

@xj
lþrkltð Þ @k

@xj

� �
ð3:54Þ
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lþrxltð Þ @x

@xj

� �
þ 2ð1� F1Þ qrx2
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@xj
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@xj

ð3:55Þ

The modified production and destruction terms for the turbulent kinetic energy
are calculated by:

Pk�TM ¼ ceff Pk ð3:56Þ

Dk�TM ¼ minðmax ceff ; 0:1
� �

; 1:0ÞDk ð3:57Þ

where Pk and Dk are the production and destruction terms from the turbulent kinetic
energy equation in the original SST turbulence model. ceff is the effective inter-
mittency obtained from the transition model. It should be emphasized that the
intermittency is used only to control the source terms in the k-equation and is not
used to multiply the eddy viscosity.

The final modification to the SST model is a change in the blending function F1

responsible for switching between the k-e model and the k-x model:

Ry ¼ qy
ffiffiffi
k

p

l
ð3:58aÞ
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F3 ¼ e�ð Ry120Þ8 ð3:58bÞ

F1 ¼ maxðF1orig;F3Þ ð3:58cÞ

where F1orig is the original blending function from the SST turbulence model.

3.5 Numerical Procedures

The Langtry and Menter’s c�fReht transition model is solved along with the
Spalart-Allmaras (S-A) one-equation turbulence model or with the Menter Shear
Stress Transport (SST) two-equation turbulence model in a tightly coupled manner.
This forms a three-equation system for the S-A based transition model (SA-TM) or
a four-equation system for the SST based transition model (SST-TM). These sys-
tems of equations are solved in a unified finite volume method based on an implicit
Newton’s time marching scheme, similar to the mean flow solver of the
Navier-Stokes governing equations (Sheng 2011). In the following sections, the
normalized transport equations for the c�fReht transition model, the S-A turbu-
lence model, and the SST turbulence model are presented first. A unified discretized
scheme is then described for solving the system of equations of the three-equation
S-A transition model (SA-TM) and the four-equation SST transition model
(SST-TM). This includes the flux evaluation on the face of the control volume and
the time marching scheme over the computational domain under a general
unstructured grid topology.

3.5.1 Normalized Transport Equations

It is helpful to express the transport equations in non-dimensional forms. Here, the
following reference quantities are chosen to normalize the variables and the
transport equations, where the subscript “ref” represents the state of reference
values: density ðqref Þ; temperature (Tref Þ; pressure ðqref U2

ref Þ; velocity ðUref Þ;
length ðLref Þ; time ðLref =Uref Þ; eddy viscosity (mref ); kinetic energy (U2

ref ); and
turbulence frequency (Uref =Lref ).

The non-dimensional form of the S-A turbulence model can be written as:
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¼ Pm � Dm þ 1
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� �
ð3:59Þ
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where the normalized production and destruction terms for the S-A model are:

Pm ¼ cb1 fr1 � ft2ð ÞeSemþ cb1
Rerefj2d2

em2ft2 ð3:60Þ

Dm ¼ 1
Reref

½cw1fw � cb1
j2

ft2�ð
em
d
Þ2 ð3:61Þ

Similarly, the non-dimensional transport equations for the SST model can be
written as:
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where F1 is the normalized blending function defined by:

F1 ¼ tanh min max
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The normalized turbulent eddy viscosity is defined as follows:

lt ¼ Reref
a1k

maxða1x; SF2Þ ð3:65Þ

where S is the invariant measure of the strain rate, and F2 is a second blending
function defined by:

F2 ¼ tanh ½max
2
ffiffiffi
k

p

b�xy
;
500t
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( )
ð3:66Þ

The production term for the turbulent kinetic energy is normalized as:

ePk ¼ lt
Reref
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@Ui

@xj
þ @Uj
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� �
;Pk ¼ minðePk; 10b

�qxkÞ ð3:67Þ

The transport equations for the c�fReht transition model are also normalized by
the above reference values. The normalized transport equations for intermittency
ðcÞ and transition onset momentum thickness Reynolds number can be written as:
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@ðqfRehtÞ
@t

þ uj
@ðqfRehtÞ

@xj
¼ Pht þ 1

Reref

@

@xj
rht lþ ltð Þ @

@xj
fReht� �

ð3:69Þ

where the normalized production and destruction terms for the intermittency
equation are:

Pc ¼ Flengthca1qS cFonset½ �0:5ð1� ce1cÞ ð3:70Þ

Ec ¼ ca2qXcFturb ce2c� 1ð Þ ð3:71Þ

and the normalized production term for the momentum thickness Reynolds number
is:

Pht ¼ cht
q
t

Reht �fReht	 

ð1� FhtÞ ð3:72Þ

where Flength, Fonset; and Fturb are the normalized blending functions using the
reference values.

The momentum thickness Reynolds number and pressure gradient parameter in
the correlation formula (Eqs. 3.19 and 3.20) are normalized based on the following
expressions:

Reht ¼ Reref
qUh
l

ð3:73Þ

kh ¼ Reref
qh2

l
dU
ds

ð3:74Þ

3.5.2 Discretization Scheme

The normalized transport equations for the three-equation S-A transition model
(SA-TM) and four-equation SST transition model (SST-TM) are discretized in a
way similar to the mean flow governing equations (Sheng 2011), based on a
node-centered finite volume scheme on unstructured grids (Anderson and Bonhaus
1994; Hyams et al. 2000). The nondimensional transport equations can be written in
integral form as:
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*
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dAþ F
*
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h i

¼
ZZZ

S dv ð3:75Þ

where q is a vector of the primitive variables. For the three-equation S-A transition
model:

q ¼
em
cfReht

24 35 ð3:76aÞ

and for the four-equation SST k � x transition model:

q ¼
k
x
cfReht

264
375 ð3:76bÞ

F
*

c and F
*

d are the vectors of convective and diffusive fluxes evaluated on the face of
a control volume, respectively. The right hand side of Eq. (3.75), S, is a vector of
the source terms, which combines both production and destruction terms of the
transport equations. It should be noted that all quantities in Eqs. (3.75) and (3.76)
are normalized as the non-dimensional variables.

The general discretized system of equations at a finite volume (i), including the
integration of the convective and diffusive fluxes on the control surface (j), and the
source term at the control volume (i), can be expressed as:

qi
Dqi
Dt

DVi þ
Xnj
j¼1

F
*

c � n*
	 


j
DAj þ F

*

d � n*
	 


j
DAj

� �
¼ SiDVi ð3:77Þ

The subscript i denotes the vertex of the control volume, whose volume is DVi.
The index j ¼ 1; . . .; nj denotes the jth dual-face DAj with the unit normal vector n*.
The total number of dual faces for the control volume (i) is nj.

3.5.3 Flux Evaluation

The convective fluxes of the transport equations are calculated using a formula
similar to the Roe’s flux approximation (Roe 1981). Consider the control surface (jÞ
at the control volume (i), whose left and right states are denoted by L and R. The
numerical fluxes projected on the control surface ðjÞ can then be written as:
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F
*

c � n* ¼ 1
2

F qLð ÞþFðqRÞð Þ � 1
2
qavg Havg

��� ���ðqR � qLÞ ð3:78Þ

where F qLð Þ and F qRð Þ are the convective fluxes evaluated at the left and right
nodes of the control surface (j), which have two expressions for the S-A and SST
based transition models, respectively. For the S-A based transition model:

F qð Þ ¼
qemH
qcH

qfRehtH
24 35 ð3:79Þ

and for the SST based transition model:

F qð Þ ¼
qkH
qxH
qcH

qfRehtH
2664

3775 ð3:80Þ

where H is a contravariant velocity at the control surface (j). Both qavg and Havg are
evaluated using the averaged densities and contravariant velocities at the left and
right states. All variables in the flux formulas (3.79) and (3.80) are non-dimensional
quantities normalized by the reference values introduced at the beginning of this
section.

For the diffusive fluxes (F
*

d � n*) in the discretized equation (3.77), a directional
derivative method proposed by Hyams et al. (2000) is employed for calculating the
diffusive fluxes on general mixed element unstructured grids:

F
*

d � n* ¼ 1
Reref

rqþ qR � qL �rq � s*
	 
h i s*

Ds*
�� ��2 ð3:81Þ

where s* is a unit vector in the direction of the edge (j), Ds*
�� �� ¼ x*R � x*L

�� �� which is
the length of the edge, and rq ¼ ðrqR þrqLÞ=2, where rq is the gradient of the
transport quantities expressed in Eq. (3.76).

3.5.4 Time Marching Method

The implicit time marching scheme is used to solve the discretized system of
equations (Eq. 3.77). The temporal discretization of the transport equations can be
written as:
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n�1
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Dt
þ 1

DVi

Xnj
j¼1

½ F
* � n*
	 
nþ 1

j
DAj� ¼ Snþ 1

i ð3:82Þ

where Dqni ¼ qnþ 1
i � qni and Dqn�1

i ¼ qni � qn�1
i . Dt is the time step increment

between the time steps n and nþ 1. F
* � n* are the combination of both convective

and diffusive fluxes of the discretized transport equations. The constant h is used to
control the order of temporal accuracy. A first order temporal accuracy of the Euler
implicit scheme is given by the choice of h = 0. Correspondingly, a second-order
time accurate Euler implicit scheme is given by h = 1.

The discretized equation (3.82) is solved by Newton’s method. The function
N qnþ 1

i

� �
is defined as:

N qnþ 1
i

� � ¼ qi
Dqni � h

1�hDq
n�1
i

Dt
þ 1

DVi

Xnj
j¼1

½ F
* � n*
	 
nþ 1

j
DAj� � Snþ 1

i ð3:83Þ

The Newton’s method for this equation can be written as:

N 0 qnþ 1;m
i

	 

qnþ 1;mþ 1
i � qnþ 1;m

i

	 

¼ �N qnþ 1;m

i

	 

ð3:84aÞ

qnþ 1;mþ 1
i ¼ qnþ 1;m

i �
N qnþ 1;m

i

	 

N 0 qnþ 1;m

i

	 
 ð3:84bÞ

where m ¼ 1; 2; 3; . . . are the Newton sub-iteration steps, with an initial guess of
qnþ 1;0
i ¼ qni . The Jacobian matrix of the system of equations can be written as:

N
0
qnþ 1
i

� � ¼ qi
I
Dt

þ 1
DVi

Xnj
j¼1

@ F
* � n*
	 
nþ 1

j

@qnþ 1
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DAj � @Snþ 1
i

@qnþ 1
i

ð3:85Þ

where the first term on the right-hand side is the contribution from the unsteady
time derivative of q, the second term is the contribution from the steady state
residual of the transport equations (including both convective and diffusive terms),
and the last term is the contribution from the source term. The inviscid flux
Jacobian is evaluated by taking the derivative of convective fluxes with respect to q,
which can be written as:

Xnj
j¼1

@ F
*

c � n*
	 
nþ 1

j

@qnþ 1 DAj ¼
Xnj
j¼1

@ F
*

c � n*
	 
nþ 1
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@qnþ 1
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j¼1

@ F
*

c � n*
	 
nþ 1

j

@qnþ 1
R

DAj ð3:86aÞ

3.5 Numerical Procedures 51



@ F
*

c � n*
	 
nþ 1

j

@qnþ 1
L

¼ 1
2

@ F
*

qLð Þ � n*
	 
nþ 1

@qnþ 1
L

þ qavg Havg

��� ���
0B@

1CA ð3:86bÞ

@ F
*

c � n*
	 
nþ 1

j

@qnþ 1
R

¼ 1
2

@ F
*

qRð Þ � n*
	 
nþ 1

@qnþ 1
R

� qavg Havg

��� ���
0B@

1CA ð3:86cÞ

Similarly, the diffusive flux Jacobian is evaluated by taking the derivative of the
diffusive fluxes with respect to q. The Jacobian of the source term is evaluated in a
similar way in order to enhance the stability of the numerical scheme. It is rec-
ommended that only the positive contributions to the source-term Jacobian matrix
be considered. This is done by ignoring the terms that are not guaranteed to be
positive. This procedure leads to an increase in the diagonal dominance of the
system matrix and thereby enhances its stability.

The nonlinear system of Eq. (3.83) is solved over the computational domain,
which results in a sparse system of equations at each time. The solution of the
sparse system of Eq. (3.83) is obtained by a relaxation scheme, where Dqnþ 1;m

i is

obtained through a sequence of iterations, Dqnþ 1;m
i

n oi
, which converge to

Dqnþ 1;m
i . There are several variations of classic relaxation procedures for solving

this linear system of equations. However, a symmetric implicit Gauss-Seidel pro-
cedure is suggested. To clarify the scheme, the system matrix is first written as a
linear combination of matrices representing the diagonal, upper triangular and lower
triangular parts at each time step:

A½ � ¼ ½DþUþ L� ð3:87aÞ

where each part is defined as:

½D� ¼ qi
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þ 1
DVi
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52 3 Transition Model



By letting Rnþ 1;m
 �

be the vector of unsteady residuals and Dqnþ 1;m
 �

rep-
resent the change in the dependent variables, the symmetric Gauss-Seidel relaxation
can be written as the following two-step procedures:

LþD½ � Dqnþ 1;m �iþ 1=2 þ U½ � Dqnþ 1;m �i¼ Rnþ 1;m � ð3:89aÞ

DþU½ � Dqnþ 1;m �iþ 1 þ L½ � Dqnþ 1;m �iþ 1=2¼ Rnþ 1;m � ð3:89bÞ

In the forward pass, the Dqnþ 1;m
 �iþ 1=2

terms are obtained with the previously

updated Dqnþ 1;m
 �i terms, which were set to zero at the initial stage. In the

backward pass, Dqnþ 1;m
 �i

terms are obtained with the most recent value of

Dqnþ 1;m
 �iþ 1=2

from the previous forward pass. Normally eight to twelve sym-
metric Gauss-Seidel sub-iterations are adequate at each time step to converge the
transport equations for either the S-A or the SST-based transition model.
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Chapter 4
Validations in 2-D Flows

Abstract Transition models are validated using the benchmark flat plate cases and
two-dimensional airfoils in this chapter. Validations are performed for the European
Research Community on Flow, Turbulence and Combustion T3 series of the
experimental flat plat cases, the Schubauer and Klebanoff flat plate, as well as
several two-dimensional airfoils including Aerospatiale-A, VA-2, S809, and
NACA4412. The effect of the Stall Delay Method is demonstrated on the
NACA4412 airfoil with the trailing edge flow separation.

4.1 Description

In Chap. 3, the Langtry and Menter c� fReht transition model (Langtry and Menter
2009) is integrated into two widely used turbulence models used in the CFD
community today: the Spalart-Allmaras (S-A) one-equation turbulence model
(Spalart andAllmaras 1994) andMenter’s Shear Stress Transport (SST) two-equation
turbulence model (Menter 1994). The performance of the S-A and SST based
transitionmodelswill be discussed in this chapter. The focus here is to demonstrate the
models’ efficacy to capture the boundary layer transition phenomena under various
flow conditions, such as different free-stream turbulence intensities, pressure
gradients, Reynolds number effects, and flow angles of incidence, etc. Comparative
studies are performed to investigate the behavior and merit of the two transition
modeling approaches under the same CFD framework.1

1Original work was presented at the 53rd American Institute of Aeronautics and Astronautics
(AIAA) Aerospace Sciences Meeting, 5–9 January 2015, Kissimmee, Florida, U.S.A.
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4.2 Flat Plates

The European Research Community on Flow, Turbulence and Combustion
(ERCOFTAC) T3 series of experimental tests on flat plates (Savill 1993a, b) are the
benchmark cases that have been widely used for validating the transition and tur-
bulence models in the CFD community. The experimental investigations of the T3
series were carried out by researchers at Rolls-Royce in the early 1990s, where a flat
plate with a length of 1.65 m was mounted to the test section in the wind tunnel
under various mean flow and turbulence conditions. The T3 series of flat plates
include T3A, T3B, T3AM, T3C2, T3C3, T3C4 and T3C5. Cases of T3A, T3B and
T3AM were measured at a zero pressure gradient and each under a different
free-stream turbulence intensity of 3, 6.5 and almost 1 %, respectively. Cases on the
T3C series combined influences of the free-stream turbulence intensities and
pressure gradients, which represents the flow conditions of the aft-loaded turbine
blades (Suzen et al. 2002). The major difference among the T3C series is the
free-stream velocities and the Reynolds numbers, where the free-stream turbulence
intensity is maintained at nearly the same level of 3 %. In addition, the Schubauer
and Klebanoff (S&K) flat plate experiment is chosen here in order to test the
model’s capability to predict natural transition under a free-stream turbulence
intensity of less than 1 % (Schubauer and Klebanoff 1956; Dhawan and Narasimha
1958). Table 4.1 provides a summary of the inlet flow conditions for all test cases
on the flat plate.

Three unstructured computational meshes are generated for the flat plate cases.
The first one is meshed for the zero-pressure gradient cases of T3A, T3B, T3AM
and S&K, which is comprised of a flat plate with a length of 1.65 m and a sym-
metric flat top surface at a height of 0.25 m. The second mesh is generated for the
flat plate with different pressure gradients for T3C2, T3C3 and T3C5, which
consists of a flat plate wall with a length of 1.65 m and a slip top surface with a
profile to match the pressure distribution in the experiment (Suluksna et al. 2009).
The third mesh is generated for the T3C4 case only, which is similar to the second

Table 4.1 Inlet conditions of flat plate test cases

Test
case

Inlet
velocity
(m/s)

Inlet turbulence
intensity (%)

lt=l Density
(kg/m3)

Molecular
viscosity (kg/ms)

T3A 5.4 3.3 12.0 1.2 1.8 � 10−5

T3B 9.4 6.5 100.0 1.2 1.8 � 10−5

T3AM 19.8 0.874 8.72 1.2 1.8 � 10−5

S&K 50.1 0.3 1.0 1.2 1.8 � 10−5

T3C2 5.29 3.0 11.0 1.2 1.8 � 10−5

T3C3 4.0 3.0 6.0 1.2 1.8 � 10−5

T3C4 1.37 3.0 0.009 1.2 1.8 � 10−5

T3C5 9.0 4.0 15.0 1.2 1.8 � 10−5
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mesh but has a different top surface profile. The computational domain has an inlet
surface located 0.04 m upstream of the leading edge of the flat plate in order to
match the inlet conditions (such as the turbulence intensity) corresponding to the
experiment. To better capture the viscous effects in the boundary layer, an aniso-
tropic grid topology is used to generate the boundary layer mesh, with an expansion
ratio of 1.1 to ensure sufficient grid resolutions in the normal direction of the wall.
The first boundary layer node location is set to ensure that the yþ value is less than
one based on the free-stream Reynolds numbers. The CFD meshes for both zero
and non-zero pressure gradient cases are shown in Fig. 4.1.

To reproduce the required pressure gradients from the experimental data of the
T3C series, the height of the cross-section along the flow direction was obtained by
Suluksna et al. (2009) based on the continuity equation. Two profiles for the
computational domains, one representing the T3C4 case and the other representing
the rest of the T3C series, are expressed in Eqs. (4.1a) and (4.1b), respectively.
Note that in the expressions, h is the height of the cross-section and D is the inlet
height (D = 0.3 m). It shows that the domain cross-section initially converges and
then diverges subsequently to produce a varying pressure along the stream-wise
direction. The pressure gradient is negative for all locations where x is less than
0.9 m, and becomes positive afterwards. The upper surface profile for the T3C4
computational domain is defined as:

h
D
¼ minð1:356x6 � 7:591x5 þ 16:513x4 � 17:510x3 þ 9:486x2

� 2:657xþ 0:991; 1:0Þ ð4:1aÞ

and the upper surface profile for the rest of the T3C series is:

(a) Computational domain for zero-pressure gradient flat plate

(b) Computational domain for non-zero pressure gradient flat plate

Fig. 4.1 The computational domains and grids for flat plate
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h
D

¼ minð1:231x6 � 6:705x5 þ 14:061x4 � 14:113x3 þ 7:109x2

� 1:900xþ 0:950; 1:0Þ ð4:1bÞ

The boundary conditions are specified as follows: A constant far field velocity is
set at the inlet of the computational domain. In the rectangular computational
domain (zero-pressure gradient cases), a symmetric condition is set for the upper
surface. In the varying cross-section computational domain (non-zero pressure
gradient cases), a slip wall is set for the curved upper surface. A slip condition is
also set to fore and aft of the no-slip flat plate. At the outlet of the computational
domain, a far field condition is specified. Figure 4.2 shows computed and measured
local free-stream velocities along the flat plate stream-wise direction for the T3C
series, where symbols denote the experimental data, and two solid lines denote the
computed free-stream velocities. There are some discrepancies between the com-
puted and measured velocity distributions along the flat plate, indicating that the
cross-section profiles provided by Eqs. (4.1a) and (4.1b) do not generate the exact
pressure gradient distributions as measured in the wind tunnel. This may cause
some numerical errors in the comparison of the CFD results with the experimental
data for the T3C series below.

The skin friction coefficient Cf is an important parameter that indicates whether
the state of the boundary layer is in a laminar, turbulent, or transitional flow regime.
The skin friction distribution is plotted as a function of the local Reynolds number,
defined as:

Rex ¼ q1Ux
l1

ð4:2Þ

Fig. 4.2 Comparison of computed and measured free-stream velocity distributions for the T3C
series
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where q1 and l1 are the inlet free-stream density and dynamic viscosity,
respectively, U is the local free-stream velocity, and x is the local stream-wise
location to the leading edge of the flat plate.

Both the S-A and SST based c� fReht transition models described in Chap. 3 are
assessed for their ability to predict the boundary layer transition on all the flat plate
cases. The inlet free-stream conditions, including the mean velocity, turbulence
intensity and turbulent eddy viscosity, are given in Table 4.1. A key difference
between the SA-TM and SST-TM transition models is the calculation of the local
free-stream turbulence intensity, which is calculated from the kinetic energy term in
the SST transition model but is estimated locally based on Eq. (3.30) in the S-A
transition model. Computations are assessed between the two models in capturing
the onset and length of the transitions, which are the two most important parameters
in boundary layer transition phenomena.

4.2.1 Zero-Pressure Gradients

The S&K case (Schubauer and Klebanoff 1956) and ERCOFTAC T3A, T3B,
T3AM cases (Savill 1993a, b) are computed at a zero-pressure gradient, where
different velocities and free-stream turbulence intensities are specified at the inlet
(Table 4.1). Comparisons of the skin friction coefficients between the wind tunnel
tests and the computations by both S-A and SST transition models are shown in
Figs. 4.3, 4.4, 4.5 and 4.6. For the S&K case (Tu1 ¼ 0:3%), which was measured
in a very quiet wind tunnel with less than 1 % of the turbulence intensity, the
natural transition in the boundary layer occurs around Rex ¼ 3� 106. Both S-A and
SST transition models are able to accurately predict the transition onset location, as
shown in Fig. 4.3. Because of the very low free-stream turbulence intensity, the

Fig. 4.3 Comparison of skin friction coefficient profiles for S&K case on flat plate
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S-A and SST transition models have demonstrated nearly the same behavior in
capturing the onset and the growth rate of this natural transition. T3AM ðTu1 ¼
0:874%Þ is also considered as a low free-stream turbulence intensity case, but has a
lower inlet velocity. As such, the transition onset is delayed to downstream of the
flat plate compared to the S&K case. The predicted transition onsets by both the
S-A and SST transition models match reasonably well with the measurement, as
shown in Fig. 4.4. Moving to the moderate free-stream turbulence intensity case,
T3A ðTu1 ¼ 3:3%Þ shows the typical bypass transition starting at a Reynolds
number of 2 � 105 and ending at 3 � 105 in Fig. 4.5. Both S-A and SST transition
models are capable of predicting the correct transition onset locations, but a slightly
faster growth rate in the transition region is predicted by the S-A based transition

Fig. 4.5 Comparison of skin friction coefficient profiles for T3A case on flat plate

Fig. 4.4 Comparison of skin friction coefficient profiles for T3AM case on flat plate
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model than by the SST-based model, due to different treatments of the local
free-stream turbulence intensity. At the highest free-stream turbulence intensity
case, shown in Fig. 4.6, T3B ðTu1 ¼ 6:3%Þ has an early transition close to the
leading edge of the flat plate. The S-A and SST based transition models also capture
the same trend as observed in the experiment, although a faster growth of turbu-
lence is still observed using the S-A transition model. A major conclusion can be
obtained from the zero-pressure gradient flat plate validation cases, which is that
both the S-A and SST transition models are capable of predicting the natural and
bypass transition phenomena at different levels of free-stream turbulence intensity.
However, the S-A based transition model generally predicts a faster turbulence
growth rate or a shorter transition region than the SST based transition model.
Overall, the SST-based transition model provides a better correlation with the
experimental data for the flat plate cases at the zero-pressure gradient.

4.2.2 Non-zero Pressure Gradients

Computations for the T3C series with non-zero pressure gradients are shown in
Figs. 4.7, 4.8, 4.9 and 4.10. These test cases are used to validate the transition
models in capturing the transition at a moderate free-stream turbulence intensity
under the influence of pressure gradients. The case of T3C2 ðTu1 ¼ 3:0%Þ rep-
resents a bypass transition that occurs almost at the suction peak (0.9 m from the
leading edge of the plate), as shown in Fig. 4.7. Both S-A and SST transition
models have correctly predicted the transition onset location. The case for T3C3
ðTu1 ¼ 3:0%Þ has a lower Reynolds number than the T3C2 case due to a reduced
inlet velocity. As seen in Fig. 4.8, the transition onset moves toward downstream
and occurs in the adverse pressure gradient region. Both the S-A and SST transition

Fig. 4.6 Comparison of skin friction coefficient profiles for T3B case on flat plate
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models have predicted nearly the same transition onset locations as the pressure
gradient increases, but a slightly faster growth rate of turbulence than that observed
in the experiment. The comparison of the skin friction coefficient profiles for the
T3C5 case ðTu1 ¼ 4:0%Þ is shown in Fig. 4.9. Because it has the highest
free-stream velocity in the T3C series, the transition occurs near the leading edge
where the flow has a favorable pressure gradient. Both the S-A and SST transition
models have correctly responded to the increased Reynolds number and have
predicted the transition onset reasonably well. However, the S-A transition model
seems to predict a slightly earlier transition onset than the SST transition model.

Fig. 4.7 Comparison of skin friction coefficient profiles for T3C2 case on flat plate

Fig. 4.8 Comparison of skin friction coefficient profiles for T3C3 case on flat plate
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Another finding from the above computations is that the S-A based transition model
has consistently predicted a slightly faster growth rate of turbulence, or a shorter
transition length, when compared to the SST based transition model in both zero
and non-zero pressure gradient cases. This is most likely due to the overestimate of
the local free-stream turbulence intensity, which results in an overestimation of the
Flength value in the S-A based transition model.

Fig. 4.9 Comparison of skin friction coefficient profiles for T3C5 case on flat plate

Fig. 4.10 Comparison of skin friction coefficient profiles for T3C4 case on flat plate
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The last case in the T3C series is T3C4 ðTu1 ¼ 3:0%Þ, which involves a
separation-induced transition and reattachment of turbulent flow in the rear portion
of the flat plate as shown in Fig. 4.10. The experimental data showed that the
boundary layer separates on the flat plate at x = 1.295 m and reattaches at
x = 1.395 m. In the computations, both S-A and SST transition models use the
same inlet free-stream turbulence intensity and ambient turbulent eddy viscosity
listed in Table 4.1. However, a local free-stream turbulence intensity evaluated
based on Eq. (3.30) is used in the S-A based transition model. Figure 4.10 shows
the computed skin friction coefficients in comparison with the experimental data,
where nearly identical results are obtained using the S-A and SST transition models.
However, both methods have predicted slightly delayed transition onsets than that
observed in the wind tunnel.

4.3 Two-Dimensional Airfoils

Four two-dimensional airfoils are presented in this section for further validations of
the S-A and SST-based transition models: Aerospatiale-A airfoil (Haase and Chaput
1993, Gendre 1992), VA-2 supercritical airfoil (Mateer and Manson 1993, 1996),
S809 wind turbine airfoil (Somers 1997), and NACA 4412 airfoil (Coles and
Wadcock 1979). These airfoils have been the subject of a large number of vali-
dations for transition and turbulence models in the CFD community (Haase et al.
1997; Langtry 2006). In particular, three of the above airfoils (Aerospatiale-A,
S809, and NACA4412) involve flow separations or separation-induced transitions
on the airfoils, which is ideal for examining the capability of these transition models
to predict complicated transition phenomena in practical engineering applications.
Inflow conditions for all two-dimensional airfoils are given in Table 4.2.

Computational meshes are generated using the unstructured mixed element grid
topology. About 400 points are placed on the airfoil surface along chord-wise
direction, and the mesh is refined at the leading and trailing edges of the airfoils. In
the normal direction to the surface, the yþ value for the nearest grid point off the
wall is about one based on the corresponding reference Reynolds number for each
case. A growth ratio of 1.1 is used to ensure that enough boundary layer nodes are

Table 4.2 Inflow conditions for two-dimensional airfoils

Test case Inlet
mach
number

Inlet
turbulence
intensity (%)

Chord Re
number
(106)

Density
(kg/m3)

Molecular
viscosity
(kg/ms)

Aerospatiale
A

0.15 0.05 2.1 1.2 1.8 � 10−5

VA-2 super 0.2 0.5 0.6–6.0 1.2 1.8 � 10−5

S809 wind
turbine

0.1 0.05 2.0 1.2 1.8 � 10−5

NACA 4412 0.009 0.0086 1.52 1.2 1.8 � 10−5
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generated to properly capture the development of the flow transition phenomena.
The upstream and downstream boundaries are placed 20 chord lengths away from
the airfoil to avoid the boundary reflection.

Computational cost is another important element in evaluating the practicality of
turbulence models. Table 4.3 shows the typical computational costs in terms of
CPU time and memory requirements on a per time step basis for the above
two-dimensional airfoils. Comparing to the standard one-equation S-A turbulence
model, the two-equation SST model costs about 20 % more in CPU time. The three
and four-equation S-A and SST transition models add 35 % more cost to the
respective S-A and SST turbulence models.

4.3.1 Aerospatiale-A Airfoil

The Aerospatiale-A airfoil (Haase et al. 1997), shown in Fig. 4.11, was designed
at Aerospatiale in the ONERA F1 wind tunnel at an angle of attack of 13.1°. This
experiment has been of great interest because there were no trips in the boundary
layer measurement, and thus has been extensively used for the transition model
validations. The chord length of this airfoil is 0.6 m, the free-stream Mach number
is 0.15, and the Reynolds number is 2:1� 106 based on the free-stream velocity.

Table 4.3 Comparison of computational costs for the Aerospatiale-A airfoil

Different models Number of transport equations CPU time (s) RAM (GB)

SA turbulence model 1 5.22 2.17

SST turbulence model 2 6.31 2.25

SA-TM transition model 3 7.06 2.36

SST-TM transition model 4 8.27 2.45

Fig. 4.11 Aerospatiale-A
airfoil and computational
mesh
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The free-stream turbulence intensity is specified at 0.05 %. Both S-A and SST
based transition models are evaluated for predicting the natural transition at the
given inlet flow condition.

The skin friction coefficients calculated on the upper surface of the Aerospatiale-A
airfoil are plotted in Fig. 4.12 for comparisons between the two models. In the
experiment, the laminar boundary layer develops into turbulent flow and the transition
onset occurs at 12 % of the chord length near the suction peak region, due to the
laminar separation on the suction surface. It is seen that the standard SA and SST
turbulence models, which treat the boundary layer as fully turbulent flow from the
leading edge, are unable to capture the boundary layer transition phenomenon.
However, both SA-TM and SST-TM transition models have captured the boundary
layer transition successfully, where the predicted transition ranges from 12 to 15 % of
the chord from the leading edge. The predicted skin friction coefficients exhibit a steep
jump from zero value on the airfoil surface due to a separation-induced transition,
which is consistent with the experiment.

The comparison of measured and predicted pressure coefficients for the
Aerospatiale-A airfoil is shown in Fig. 4.13. The computed results using the
standard turbulence models and the transition models both match the experimental
data over the most of the airfoil surface. In the laminar flow region upstream of the
boundary layer transition, the pressure coefficient profiles are slightly
under-predicted using the standard SA and SST turbulence models. However, the
SA-TM and SST-TM transition models are able to accurately capture the transition
onset location in the boundary layer and thus enhance the prediction of the pressure
coefficients in this region.

Comparisons of the lift and drag coefficients with the experimental data are
given in Table 4.4. Although the SA-TM and SST-TM transition models slightly
over-predict the lift coefficients, the drag coefficients are well predicted compared to
the experimental data, and are within a 1.5 % difference of the measured value. In

Fig. 4.12 Comparison of skin friction coefficients on the upper surface of the Aerospatiale-A
airfoil
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contrast, the standard turbulence models over-predict the drag coefficients by as
much as 20 %.

The intermittency distributions obtained by SA-TM and SST-TM around the
transition onset location (x/c = 0.12) are shown in Fig. 4.14. The intermittency ðcÞ
equals zero in the boundary layer near the leading edge, which indicates that the
laminar boundary layer has no eddy viscosity generated by the transport equation of
the turbulence models. When the transition onset criterion is satisfied by the
boundary layer flow, the intermittency starts to increase from zero to one, resulting
in an increase of eddy viscosity correspondingly, as shown in Fig. 4.15.

4.3.2 VA-2 Supercritical Airfoil

The VA-2 airfoil is a supercritical airfoil that combines high lift and low drag
features with a moderate loading. Experiments were performed at the NASA Ames
High Reynolds Channel No. II by Mateer et al. (1993, 1996). A free-stream Mach
number of 0.2 and free-stream turbulence intensity of 0.5 % are used in the CFD
computations. This airfoil is used to test the S-A and SST transition models for

Fig. 4.13 Comparison of pressure coefficients on the Aerospatiale-A airfoil

Table 4.4 Comparison of lift and drag coefficients for the Aerospatiale-A airfoil

Values obtained from Lift coefficient Drag coefficient

Experiment 1.562 0.0208

SA turbulence model 1.54 (−1.4 %) 0.025 (+20.19 %)

SA-TM transition model 1.604 (+2.68 %) 0.0205 (−1.44 %)

SST turbulence model 1.546 (−1.02 %) 0.0253 (+21.63 %)

SST-TM transition model 1.608 (+2.94 %) 0.0206 (−0.96 %)
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predicting transitions at different free-stream Reynolds numbers and angles of
attack, in particular under the influence of strong pressure gradients. There are two
flow conditions considered here, which are:

1. An angle of attack of −0.5° at different Reynolds numbers (0.6 � 106, 2 � 106,
and 6 � 106) based on the free-stream velocity and the chord length

2. A Reynolds number of 2 � 106 at different angles of attack (−0.5°, 3.5°, 7.5°
and 11.5°)

(a) SA-TM 

(b) SST-TM 

Fig. 4.14 Comparison of intermittency contours around the transition onset location of the
Aerospatiale-A airfoil

(a) SA-TM 

(b) SST-TM 

Fig. 4.15 Comparison of non-dimensional eddy viscosity contours around the transition onset
location of the Aerospatiale-A airfoil
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Computational mesh for the VA-2 supercritical airfoil is shown in Fig. 4.16. The
effect of the Reynolds number on the transition onset is shown in Figs. 4.17, 4.18
and 4.19, where the flow angle of attack is fixed at a negative 0.5°. As the Reynolds
number increases, the transition onset locations on both upper and lower surfaces
move from the downstream (close to the trailing edge) towards the upstream (close
to the leading edge). Both SA-TM and SST-TM transition models have nicely
captured the transition phenomena corresponding to the change of the Reynolds
number. Because the VA-2 airfoil has a rather flat upper surface (similar to a flat
plate without a pressure gradient), the transition onset location is primarily deter-
mined by the free-stream Reynolds number, which changes widely as shown in
Figs. 4.17, 4.18 and 4.19. On the lower surface in the same figures, however, the
adverse pressure gradient dominates the transition onset, and the transition location
only moves slightly around the location of 45 % chord from the leading edge at
different Reynolds numbers. These transition behaviors in response to the change of
Reynolds number have been captured reasonably well by both SA-TM and
SST-TM transition models.

Comparisons of the skin friction coefficient profiles at different angles of attack for
a fixed Reynolds number of 2 � 106 are shown in Figs. 4.20, 4.21, 4.22 and 4.23. It is
seen that as the angle of attack increases, the transition onset location moves towards
the upstream on the upper surface. When the angle of attack is at 7.5° or above
(Figs. 4.22 and 4.23), almost the entire upper boundary layer is turbulent flow. The
skin friction coefficients predicted by the two transition models (SA-TM and
SST-TM) are virtually the same as what are predicted by the standard turbulence
models (SA and SST), which is to be expected because these transition models do not
modify the physics in fully turbulent flows. On the lower surface, however, the
transition onset location moves slightly towards downstream as the angle of attack
increases, indicating a reduced level of turbulent activity in the boundary layer under
strong flow acceleration environments (favorable pressure gradients).

Fig. 4.16 The VA-2
supercritical airfoil and
computational mesh
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4.3.3 S809 Wind Turbine Airfoil

The S809 airfoil is a 21 % thick, 0.6 m chord length, laminar flow airfoil that was
designed specifically for horizontal-axis wind turbines. An experiment was per-
formed in the 1.8 by 1.25 m, low-turbulence wind tunnel at Delft University of
Technology (Somers 1997), with the primary design objectives being to restrain
maximum lift, be insensitive to roughness, and have a low profile drag in typical
operating environments. Therefore, at a low angle of attack up to 5°, the laminar

Fig. 4.17 Comparison of skin friction coefficients at Re = 0.6 � 106 for the VA-2 supercritical
airfoil

Fig. 4.18 Comparison of skin friction coefficients at Re = 2.0 � 106 for the VA-2 supercritical
airfoil
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boundary layer covers up to 50 % of the chord on both sides of the S809 airfoil.
After that, the flow undergoes a laminar separation followed by a turbulent reat-
tachment. Further increasing the angle of attack causes the transition point to move
towards upstream and results in a small amount of turbulent flow separation at the
trailing edge. The trailing edge separation expands to about 5–10 % of the chord at
9°, and nearly 50 % of the chord at 15°. As the angle of attack is increased to 20°,
most of the upper surface is stalled.

Fig. 4.19 Comparison of skin friction coefficients at Re = 6.0 � 106 for the VA-2 supercritical
airfoil

Fig. 4.20 Comparison of skin friction coefficients at AoA = −0.5° for the VA-2 supercritical
airfoil
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Computational mesh for the S809 wind turbine airfoil is generated and shown in
Fig. 4.24. The Reynolds number is 2:0� 106 based on the chord length. The
free-stream turbulence intensity is 0.05 %, which would correspond to the turbu-
lence level in a typical low-turbulence wind tunnel. The free-stream Mach number
is not given in the experiment’s report, but is specified as 0.1 in the CFD simu-
lations. Detailed transition onset locations at different angles of attack can be found
in the experimental report (Somers 1997).

Comparisons of predicted lift and drag coefficients along with the experimental
data are shown in Figs. 4.25 and 4.26. The results show that predicted Cl and Cd

coefficients (found from the SA-TM and SST-TM solutions) match well with the

Fig. 4.21 Comparison of skin friction coefficients at AoA = 3.5° for the VA-2 supercritical airfoil

Fig. 4.22 Comparison of skin friction coefficients at AoA = 7.5° for the VA-2 supercritical airfoil
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experimental data for the angle of attack below 9°. After this angle of attack, there
are some discrepancies between the predictions and the wind tunnel measurements.
As discussed above, an enlarged separation on the upper surface at the high angle of
attack is the main source of errors in the CFD predictions, because no turbulence
models yet are fully calibrated for predicting massively separated flows. Another
source of errors is the three-dimensional effect in the wind tunnel test, which cannot
be correctly captured in two-dimensional airfoil simulations. However, there are
two interesting and worthwhile observations from this study. Firstly, after the flow
separates at high angles of attack, both SA-TM and SST-TM transition models do
not show distinct advantages over the standard SA and SST models in the lift and
drag predictions. Secondly, it appears that the two-equation turbulence model, with

Fig. 4.23 Comparison of skin friction coefficients at AoA = 11.5° for the VA-2 supercritical
airfoil

Fig. 4.24 The S809 airfoil
and computational mesh
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or without the transition modeling (SST or SST-TM), provides better predictions on
the lift and drag coefficients than the one-equation turbulence model (SA or
SA-TM), at least for the current separated flows as shown in Figs. 4.25 and 4.26.

The comparison of the predicted and measured transition onset locations for the
S809 airfoil is shown in Fig. 4.27. The predictions from using SA-TM and
SST-TM transition models generally agree well with the experimental data. In the
case of a lower angle of attack (less than 5°), the location of the transition onset is
around 50 % chord on both suction and pressure surfaces. As the angle of attack
increases, the transition onset location on the suction surface moves towards
upstream. However, predicted transition onset locations are slightly off at 5° or 6°.
On the pressure surface, the adverse pressure gradient dominates the boundary layer
transition process, and the transition onset location is at around 50 % chord for all
test conditions. In general, predicted transition onset locations are similar using both
SA-TM and SST-TM transition models.

The pressure coefficient profiles predicted at the angle of attack of 1°, 9°, 14°
and 20° on the S809 airfoil surface are compared with the measurements in
Figs. 4.28, 4.29, 4.30 and 4.31. In general, all predicted results using different
turbulence or transition models agree well with the experimental data at low or
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Fig. 4.25 Comparison of lift coefficients for the S809 airfoil
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Fig. 4.26 Comparison of drag coefficients for the S809 airfoil

74 4 Validations in 2-D Flows



moderate angles of attack, as shown in Figs. 4.28, 4.29, 4.30 and 4.30. At a high
angle of attack of 20°, there are some discrepancies at the leading edge suction
surface where the flow stalls, which is shown in Fig. 4.31. Unlike the skin friction,
the pressure profile on the airfoil surface is less sensitive to the transition modelling
methods, but can be severely affected by flow separations or stall.

4.3.4 NACA 4412 Airfoil

The final two-dimensional validation case presented in this chapter is the NACA
4412 airfoil (Coles and Wadcock 1979), which is a well-known airfoil of the
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Fig. 4.27 Comparison of transition onset locations for S809 airfoil

Fig. 4.28 Comparison of pressure coefficients at AoA = 1° for the S809 airfoil
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NACA four-digit series. The first two digits indicate the maximum camber and
location (44 means 4 % chord length maximum camber at 4 % chord line from the
leading edge), and the last two digits indicate the maximum thickness in percentage
of the mean aerodynamic chord (12 % here). Both upper and lower surface
boundary layers were tripped in the experiment (2.5 % chord upper surface and
10.3 % chord lower surface) performed by Coles and Wadcock (1979). The
experimental data include both the mean velocity and the Reynolds shear stress
profiles in the separation zone at the airfoil’s trailing edge. Since the flow is tripped,

Fig. 4.29 Comparison of pressure coefficients at AoA = 9° for the S809 airfoil

Fig. 4.30 Comparison of pressure coefficients at AoA = 14° for the S809 airfoil
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this case is not used for validating the transition models, but instead for validating
the separation correction method (Eq. 3.32) introduced in Chap. 3. The Reynolds
number is 1.52 � 106 in the computation (based on the airfoil chord length) and the
Mach number is 0.09 with an angle of attack of 13.87°. Figure 4.32 shows the
NACA 4412 airfoil profile and the computational mesh. A refined grid resolution in
the trailing edge is generated in order to predict the mean velocity distributions and
investigate the turbulent shear stress profiles within the separation zone. The mesh
size for the NACA 4412 airfoil is about 1.96 million nodes.

Fig. 4.31 Comparison of pressure coefficients at AoA = 20° for the S809 airfoil

Fig. 4.32 The NACA 4412
airfoil and computational
mesh
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Computations are performed using both S-A and SST full turbulence models,
where the production term of the eddy viscosity in both models is modified by the
separation correction (Eq. 3.32). Shown in Fig. 4.33 is the comparison of the
measured and computed pressure coefficient distributions on the NACA 4412 air-
foil surface at 13.87° angle of attack. On the upper surface, the pressure is
decreased sharply from the leading edge. The trailing edge separation exists in the
rear part of the airfoil upper surface from x/c = 0.8 to 1, where the magnitude of Cp

is almost constant in the region. Computed pressure coefficients using both S-A and
SST turbulence models match well with each other, but are slightly off when
compared with the experimental data. It should be noted that there are some
uncertainties in the experimental data as reported by Coles and Wadcock (1979).

Computed velocity profiles are assessed by comparing them with the wind tunnel
data in the trailing edge separation zone. There are six measurement locations (x/
c = 0.6753, 0.7308, 0.7863, 0.8418, 0.8973 and 0.9528) in the normal direction to
the airfoil near the trailing edge (Fig. 3.13), where detailed boundary layer profiles
were measured in the wind tunnel. As shown in Figs. 4.34 and 4.35, computed
stream-wise mean velocity profiles ðU=Uref Þ show good conformity with the wind
tunnel measurements using both S-A and SST turbulence models. The computed
mean velocity profiles in the normal direction to the airfoil surface ðV=Uref Þ show
acceptable agreement with the measurements, as shown in Figs. 4.36 and 4.37. The
normalized shear stresses U0V 0=U2

ref , on the other hand, are found to be noticeably
under-predicted when compared with the wind tunnel measurements even with
the separation correction method, which are shown in Figs. 4.38 and 4.39. However,

Fig. 4.33 Comparison of pressure coefficients at AoA = 13.87° for the NACA 4412 airfoil
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Fig. 4.34 Comparison of non-dimensional velocity in x direction obtained by SA-SDM model

Fig. 4.35 Comparison of non-dimensional velocity in x direction obtained by SST-SDM model

Fig. 4.36 Comparison of non-dimensional velocity in y direction obtained by SA-SDM model
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the computed mean velocity profiles would not even match with the experimental
data if the separation correction was not used. This is consistent with the compu-
tational results obtained by other CFD codes that are published at NASA Langley
Research Center Turbulence Modeling Resource website (http://turbmodels.larc.
nasa.gov/naca4412sep_val.html). These results further demonstrate the deficiency
of the RANS modeling approaches in predicting flows near separations (Aupoix
et al. 2011).

Numerical experiments using the separation correction method indicate that,
although increasing the separation correction factor (S2) further would boost the
level of turbulent shear stresses in the separation zone, the mean velocity profiles
are also altered if the correction to the separated flows is too large. It remains
challenging to achieve an optimal solution with both corrected turbulent shear
stresses and mean velocity profiles in the separated zone. The behavior of the

Fig. 4.37 Comparison of non-dimensional velocity in y direction obtained by SST-SDM model

Fig. 4.38 Comparison of non-dimensional shear stress obtained by SA-SDM model
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current separation correction method (Eq. 3.32) suggests that an enhancement or
alternative method may be pursued. Although challenging, this may be necessary in
order to address this fundamental issue for the RANS modeling methods near flow
separations.

4.4 Summary

In this chapter, several two-dimensional benchmark flow validation cases are dis-
cussed for the S-A and SST-based transition models by comparing the numerical
results with the wind tunnel experimental data. The transition models are assessed
for predicting the boundary layer transition phenomena over the flat plates at dif-
ferent free-stream turbulence intensities, with and without the influence of the
pressure gradient, based on the European Research Community on Flow,
Turbulence and Combustion (ERCOFTAC) T3 series of experimental tests. The
sensitivity studies of the SA-TM and SST-TM transition models on the free-stream
Reynolds number and the angle of attack are also investigated based on several
two-dimensional airfoils. The computational results show that the current transition
models correctly respond to various flow conditions and provide acceptable pre-
dictions of the transition onset locations for the problems evaluated. In addition, a
new separation correction, called the Stall Delay Method (SDM), is also investi-
gated for predicting flows involving separations.

In the next chapter, both S-A and SST based transition models, including SDM,
will be further investigated for predicting the aerodynamic performance and flow
field of three-dimensional realistic helicopter or tilt rotors in hover, to support the
rotor aerodynamic analysis and design optimization.

Fig. 4.39 Comparison of non-dimensional shear stress obtained by SST-SDM model
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Chapter 5
Applications for 3-D Rotors

Abstract The S-A and SST-based transition models are used to predict the aero-
dynamic performance of three realistic helicopter and tiltrotor blades: the XV-15
proprotor, the Joint Vertical take-off/landing eXperimental rotor, and the S-76
conventional rotor. The role of transition modeling in rotor hover predictions is
investigated based on comparative studies of different models, and predicted
transition phenomena are validated with the available experimental data. The focus
of this chapter is to address three major issues pertinent to rotor hover predictions:
(1) effect of transition modeling on the rotor aerodynamic prediction, (2) rotor
predictions at high thrusts or collective angles, and (3) rotor flow characteristics and
its influence on aerodynamic performance.

5.1 XV-15 Proprotor1

The Bell XV-15 tiltrotor is a research aircraft used to demonstrate the concept of
high-speed performance relative to conventional helicopters. A complete history of
the XV-15 tiltrotor research aircraft from concept to flight was reported by Maisel
et al. (2000). The XV-15 program was launched in 1971 at NASA Ames Research
Center. After competition of the prototype designs, the Bell Model 301 was selected
for further development. In 1983, Bell Helicopter and Boeing Vertol teamed up to
submit a bid for an enlarged version of the XV-15 for the DoD’s Joint-service
Vertical take-off/landing eXperimental (JVX) aircraft program. The Bell-Boeing
team won a preliminary design contract that year, which later led to the successful
development of the Bell-Boeing V-22 Osprey (Maisel et al. 2000).

Throughout the past decades, many researchers have investigated the aerody-
namic performance of the XV-15 proprotor. Figure 5.1 shows the full-scale XV-15
tiltrotor research aircraft in the NASA Ames 40 � 80 ft wind tunnel. These highly
twisted rotor blades are designed for high speed performance in axial flight, which

1Original work was published in the Proceedings of the American Helicopter Society
(AHS) International 72nd Annual Forum and Technology Display, 16–19 May 2016, West Palm
Beach, Florida, U.S.A.

© The Author(s) 2017
C. Sheng, Advances in Transitional Flow Modeling, SpringerBriefs
in Applied Sciences and Technology, DOI 10.1007/978-3-319-32576-7_5
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represents the domain of tiltrotor in airplane and helicopter mode. Felker et al.
(1985) conducted detailed performance and load measurements for the full-scale
XV-15 rotor. Wadcock and Yamauchi (1998), as well as Wadcock et al. (1999)
measured the skin frictions of the full-scale XV-15 rotor at two tip Mach numbers
using the oil-film interferometric skin friction technique. Their wind tunnel mea-
surements showed the leading-edge laminar separation bubbles at high rotor col-
lective pitch angles (Wadcock et al. 1999), as illustrated in Fig. 5.2. Leading edge
separation bubbles are common on many rotorcraft blades, which cause the
so-called separation-induced transition (see Chap. 1). In addition, due to highly
twisted nature of the XV-15 rotor blades, there were extensive reversed flows at the
inboard sections ranging from the middle chord to the trailing edge of the blade,
which was observed in the wind tunnel tests, especially at high rotor collective
angles (greater than 10°). The wind tunnel test image in Fig. 5.3 shows the reversed
flows of the XV-15 rotor flow field at a high thrust level (h = 16.6°, CT = 0.0145).

Several researchers also conducted computational investigations for the XV-15
tiltrotor. Kaul and Ahmad (2011), as well as Kaul (2012) studied the effect of the
inflow boundary conditions and various turbulence models on the hovering XV-15
rotor flow field using a CFD code called OVERFLOW2 (Nichols et al. 2006). Yoon
et al. (2014) also performed similar simulations of the XV-15 rotor in hover. In both
simulations, the Spalart’s Detached Eddy Simulation (DES) method (Spalart 2009)
was used in conjunction with the Spalart-Allmaras (S-A) and Menter’s Shear Stress
Transport (SST) turbulence models. Their computational results showed varying
agreements between the predicted and measured figure of merit (FM). Predictions
also showed disagreements with the experimental skin friction profiles (Wadcock
et al. 1999) in the region near the blade’s leading edge, because neither of their
computations have the capability to predict the transitional flow phenomenon
observed in the experiment. The XV-15 rotor prediction using a j� x� c
three-equation transition model was recently performed by Zhao et al. (2014). In
addition, Sheng et al. (2016b) performed a comparative study for the XV-15 rotor
using the U2NCLE (Sheng 2011) and Helios (Wissink et al. 2012) CFD codes,

Fig. 5.1 Bell XV-15 tiltrotor
research aircraft in NASA
Ames 40 � 80 ft wind tunnel
(Source http://www.nasa.gov/
centers/ames/images/)
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Fig. 5.2 XV-15 wind tunnel
fringe patterns at high thrust,
h = 14.1° (photo courtesy of
Wadcock and Yamauchi
1998)

Fig. 5.3 XV-15 image of turf motion over the inboard blade at h = 16.6° (photo courtesy of
Wadcock and Yamauchi 1998)
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where the SA-TM transition model was used in U2NCLE and the standard
Spalart-Allamars turbulence model was used in Helios. Their computational results
indicated that a transition modeling capability is required in order to capture the
transition phenomena and true flow physics associated with the XV-15 proprotor
(Sheng et al. 2016b; Sheng and Zhao 2016).

5.1.1 XV-15 Profile and Conditions

The XV-15 rotor blade comprises five NACA64 series profiles with a 2.5° pre-cone
angle in hover. The inboard aerodynamic section starts at 9.1 % radius with a chord
of 16.6 in., linearly tapering to 25 % radius with a chord of 14 in., and from 25 %
radius to the tip, a constant chord of 14 in. is maintained. This three-bladed rotor has
a radius of 150 in., with a blade structural twist angle of −37.35° from the root to the
tip. A sketch for the XV-15 blade planform and the blade twist profile is shown in
Fig. 5.4, based on the report of Felker et al. (1985). The full-scale rotor tests were
measured at different rotor RPMs, with tip Mach numbers ranging from 0.56 to 0.73.
The computational investigations are performed at two tip Mach numbers: the design
tip Mach number of 0.69 and a reduced tip Mach number of 0.56. The focus of this
investigation is to conduct detailed validations of the S-A and SST based transition
models described in this book, in particular for capturing the separation-induced
transition as well as the inboard flow separation observed on the XV-15 wind tunnel
tests. Table 5.1 provides the XV-15 geometric information, rotor tip chord Reynolds
number, and tip Mach numbers used for the hover computations.

Since the flow field for an isolated XV-15 rotor in hover is axisymmetric around
the rotor axis, computations are performed in computational domain that consists of
a single blade only, as shown in Fig. 5.5. An axisymmetric boundary condition is
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Fig. 5.4 XV-15 rotor blade platform and twist distribution
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Table 5.1 A summary of XV-15 full-scale rotor geometry and flow conditions

Rotor radius (in.) 150 150

Solidity 0.0891 0.0891

Tip chord (in.) 14 14

Taper (tip/root chord) 0.7856 0.7856

Tip Mach number 0.56 0.69

Tip speed (ft/s) 628.32 771.54

Chord reynolds number 4.6 � 106 5.6 � 106

Collective pitch (deg.) 10, 12, 14, 16.6 0, 3, 6, 8, 10, 12, 14, 16, 16.6

Fig. 5.5 Single blade computational domain in 120° sector (top) and boundary layer grids at the
blade tip (bottom)
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applied to the periodic boundaries in the computational domain. This provides
significant savings in computational time and resources. For the present
three-bladed XV-15 rotor, the mesh size is 23.7 million points for the single blade,
equivalent to a mesh size of 71.1 million points for the entire XV-15 rotor, if all
three blades are included in the computational domain.

Previous hover computations indicated that sufficient surface and volume mesh
resolutions are essential for accurate predictions of rotor performance and capturing
the transition onset location, especially at high blade collective angles (Sheng et al.
2016b). A refined surface mesh resolution at the leading and trailing edges of the
blade is required to correctly capture the near-body inflow wake and the transition
onset. As a rule of thumb, the maximum surface point spacing on the blade should
be about 1–2 % of the tip chord length (Sheng et al. 2016a). A y+ value of one is
usually set in the normal direction of the blade surface in order to resolve the
viscous boundary layer and capture the transition phenomenon. Figure 5.5 also
shows the boundary layer mesh and the surface resolution in the blade tip region.

A method of mesh deformation (Sheng and Allen 2013) is applied here for
performing the rotor collective angle sweeps. As the XV-15 hover performance is
predicted over the entire collective pitch angles, this technique avoids regenerating
the computational mesh by deforming or moving the existing rotor surface and
volume meshes into a new position during the collective angle sweeps. The mesh
deformation, combined with the periodic boundary condition for a single blade
computational domain, provides a cost effective way to obtain an engineering
solution for the isolated rotor aerodynamic performance in hover or axial flight
conditions.

5.1.2 Hover Performance

The XV-15 rotor computations performed by Sheng et al. (2016b) indicated that
similar hover performance results were obtained using both the U2NCLE and
Helios codes, where the SA-TM transition model and standard S-A full turbulence
model were used in these computations, respectively. The effects of the transition
modeling on the XV-15 hover performance are further discussed in this chapter
using the SA-TM and SST-TM transition models. Figures 5.6 and 5.7 show
comparisons of the FM and CP/r versus CT/r coefficients between the computa-
tions and measurements at the tip Mach number of 0.69 (Felker et al. 1985). In
general, predicted results by both SA-TM and SST-TM transition models match
very well with the experimental data, except for the high blade collective angle
greater than 14° (or CT/r > 0.17). The average difference between the predicted
and measured FM is about 1.5 %, indicating an excellent correlation between the
computed and measured hover performance over the entire rotor collective range. It
should be noted that the Stall Delay Method (SDM) introduced in Chap. 3 is
applied here in order to prevent premature flow separations at high blade collective
angles.
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A comparison of predicted and measured rotor figure of merit (FM) versus blade
loading coefficient (CT/r) at a reduced tip Mach number of 0.56 is shown in
Fig. 5.8. The computations are performed at four selected blade collective angles of
10°, 12°, 14°, and 16.6° to demonstrate the efficacy of the Stall Delay Method
(SDM). The measured data are taken from limited wind tunnel measurements
reported by Wadcock and Yamauchi (1998). The CFD predictions without using
SDM show a suddenly reduced FM at high collective angles greater than 14°

Fig. 5.6 Comparison of measured and predicted FM versus CT/r using SA and SST based
transition models, Mtip = 0.69 (Felker et al. 1985)

Fig. 5.7 Comparison of measured and predicted CP/r versus CT/r using SA and SST based
transition models, Mtip = 0.69 (Felker et al. 1985)
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(CT/r > 0.14), departing from the experimental data as shown in Fig. 5.8.
However, computations using SDM significantly improve the predictions using
both SA and SST-based transition models, especially at a high blade collective
angle of 16.6°. Overall, predicted FM using SDM matches well with the measured
data at this reduced tip Mach number, indicating that SDM is crucial for an accurate
prediction of the rotor performance at high thrust levels or high blade collective
angles.

5.1.3 Skin Frictions

Wadcock and Yamauchi (1998), as well as Wadcock et al. (1999) conducted
detailed skin friction measurements for the full-scale XV-15 rotor at the NASA
Ames 80-ft by 120-ft wind tunnel facility using the oil-film interferometric skin
friction technique. The skin friction distributions were measured at six blade radial
locations: 0.17R, 0.28R, 0.50R, 0.72R, 0.82R, and 0.94R, where R is the overall
blade radius. For the design tip Mach number of 0.69, skin frictions were measured
at 3° and 10° blade collective angles. For the reduced tip Mach number of 0.56, skin
frictions were measured at 2.9°, 7°, 10°, 14.1°, and 16.6° collective angles. These
measured skin friction distributions provide not only the states of laminar and
turbulent boundary layers but also flow separations on rotor blade surfaces.

The skin friction values are generally lower in the laminar boundary layer, in
contrast to higher values for the turbulent boundary layer. An abrupt increase in
skin frictions indicates the onset of transition from laminar to turbulent flow. For
helicopter or tiltrotor blades, a common transition mode is a bypass transition

Fig. 5.8 Comparison of measured and predicted FM versus CT/r using SA and SST based
transition models, Mtip = 0.56 (Wadcock and Yamauchi 1998)
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(Chap. 1) caused by the preceding rotor wakes. If the skin friction value is nearly
zero before an abrupt increase, this signifies a laminar separation bubble which
triggers the so-called separation-induced transition (Chap. 1).

Shown in Fig. 5.9 are comparisons between the predicted and measured skin
friction coefficient distributions along the blade radial stations at a low blade col-
lective angle of 3°, where the tip Mach number is 0.69. These skin friction coef-
ficients are calculated based on the blade local speed. At this blade collective angle,
the wind tunnel measurements indicate that the transition onset occurs at around
40 % of the blade chord from the leading edge at most blade locations, except for
the blade tip (r/R = 0.94) where the transition onset location is shifted to about
60 % of the chord. Bypass transitions are evident since the skin friction values are
above zero before the onset of transition. The CFD predictions using both SA-TM
and SST-TM have captured the general transition phenomena, but predicted tran-
sition onsets are slightly upstream compared with the wind tunnel measurements
from the blade middle span up to the tip (r/R = 0.5–0.94), see Fig. 5.9. In addition,
the transition onset locations predicted by the SA-TM transition model are slightly
earlier than those predicted by SST-TM. This is attributed to different treatments of

Fig. 5.9 Comparison of measured and predicted skin friction coefficients at h = 3°, Mtip = 0.69
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the local free-stream turbulence intensity in the two transition models, because a
constant free-stream turbulence intensity is assumed in the SA-TM model while it is
calculated locally in the SST-TM model.

At a high blade collective angle of 10°, the measured transition onset locations
are shifted towards the blade’s leading edge as shown in Fig. 5.10. Predicted
transition onset locations are generally matched with the measurements, but slightly
earlier transition onsets are still predicted at r/R = 0.72 and 0.83 by the SA-TM
model compared to the SST-TM model. Wadcock et al. (1999) observed the leading
edge laminar separation bubbles at two blade locations of r/R = 0.5 and 0.75, which
trigger the boundary layer transition as indicated by rapid increases of the skin
friction values from nearly zero at the onset of transition (Fig. 5.10). The wind
tunnel test data also shows the inboard flow separation at the radial locations of
r/R = 0.28 and 0.50, where the skin frictions are reduced to nearly zero from the
mid-chord to the trailing edge on the upper blade surface (x/c = 0.6–1.0). The
inboard flow separations are also captured in the SA-TM and SST-TM based
solutions, although a fluctuating pattern of the skin friction coefficients is seen near
the blade trailing edge, as shown in Fig. 5.10.

Fig. 5.10 Comparison of measured and predicted skin friction coefficients at h = 10°, Mtip = 0.69
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Further assessments of the SA-TM and SST-TM transition models are performed
at a reduced tip Mach number of 0.56 but at higher blade collective angles. Shown
in Fig. 5.11 are comparisons of predicted and measured skin frictions at a collective
angle of 14°. The transition onsets triggered by the laminar separation bubbles are
captured in the computations from the middle blade span up to the tip (r/R � 0.5).
The transition onset locations predicted by both SA-TM and SST-TM models
become closer because pressure gradients start to dominate the transition process at
higher blade collective angles. The mid-chord turbulent flow separations at the
inboard radial locations (r/R = 0.28 and 0.50) become more predominant, as
indicated by negative or nearly zero skin friction coefficients measured at these
locations. Both SA-TM and SST-TM based solutions have captured the mid-chord
flow separations at the inboard blade location (r/R = 0.28), but have missed them at
the middle span location (r/R = 0.5). Moving outboard (r/R = 0.72, 0.83, 0.94),
predicted skin friction distributions by both SA-TM and SST-TM models match
very well with the measured values, although some experimental data are missing
from the mid-chord to the trailing edge of the blade at radial locations of r/R = 0.83
and 0.94.

Fig. 5.11 Comparison of measured and predicted skin friction coefficients at h = 14°, Mtip = 0.56
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At the highest blade collective angle of 16.6°, the rotor flow is presumed to be
fully turbulent except for the very inboard blade locations of r/R = 0.17 and 0.28,
as illustrated in Fig. 5.12. Even at this high blade collective angle, laminar sepa-
ration bubbles are still captured in CFD at the blade’s leading edge from the middle
blade span up to the tip (r/R � 0.5). There are also extensive reversed flows
observed in the wind tunnel at inboard blade locations of r/R = 0.28 and 0.5, as
shown in Fig. 5.12. Both SA-TM and SST-TM models have captured the inboard
flow separations at r/R = 0.28 but not at r/R = 0.5. This indicates that the size of the
inboard flow separation zone predicted by CFD is smaller than what was observed
in the wind tunnel measurement. No evidence of reversed flows at the outboard
blade stations was reported by Wadcock and Yamauchi (1998).

The above analyses and comparisons about the skin friction distributions indi-
cate that the fundamental aerodynamic features for the XV-15 rotor have been
captured by both SA-TM and SST-TM transition models. These aerodynamic
phenomena include the leading-edge separation bubbles that trigger the boundary
layer transition (separation-induced transition) and flow separations at the inboard
blade locations near the blade’s trailing edge due to highly twisted XV-15 rotor

Fig. 5.12 Comparison of measured and predicted skin friction coefficients at h = 16.6°,
Mtip = 0.56
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blades. In addition, other transition phenomena, such as bypass transitions triggered
by trailing tip vortices, are also captured in the computations where the skin friction
values are generally higher than zero before the transition occurs.

5.1.4 XV-15 Flow Physics

As discussed above, laminar separation bubbles and inboard flow separations are two
predominating flow features observed for the highly twisted XV-15 rotor blades,
which are also captured in the CFD computations. However, computational results
also revealed an enlarged flow separation predicted in the blade tip region at high
thrusts or collective angles, if the Stall Delay Method (SDM) was not used in the
simulations. This can be illustrated by the skin friction distributions predicted on the
XV-15 rotor at the blade collective angle of 16.6°, which are calculated based on the
blade tip speed, and are shown in Figs. 5.13 and 5.14 for the upper and lower surfaces,
respectively. An abrupt change in the color scale indicates the onset of transition.
A similar transition pattern is seen on the upper surface for the SA-TM and SST-TM
models, but discrepancies are seen on the lower surface transition between models,
because of different turbulence intensities used in the two models. In addition, the
dark colored region in the blade tip indicates an enlarged flow separation predicted by
both models without the separation correction, where the skin friction values are
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Fig. 5.13 Skin friction coefficient distributions on XV-15 upper surface at h = 16.6°, Mtip = 0.56
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almost zero as shown in Fig. 5.13a, c. These enlarged tip flow separations have
caused an over-prediction of the rotor power consumption and an under-prediction of
the rotor figure of merit, which was the main reason for the suddenly reduced FM
predicted at high thrusts as shown in Fig. 5.8. To correct this deficiency, the Stall
Delay Method (SDM) introduced in Chap. 3 is applied, which boosts the turbulent
kinetic energy or eddy viscosity within the separation zone, and thus effectively
reduces the enlarged flow separation in the tip region as shown in Fig. 5.13b, d. The
correction to the enlarged flow separation at the blade tip led to the recovery of hover
FM predicted at high thrust levels, matching it with the measured data as shown in
Fig. 5.8. This application clearly demonstrates the efficacy of SDM in preventing the
premature flow separations in rotor hover predictions, which is crucial for an accurate
prediction of the rotor performance especially at high thrust levels.

The inboard flow separations on the XV-15 rotor discussed earlier are also
illustrated in Fig. 5.13, which are marked by white dashed lines. While SDM has
effectively reduced the enlarged flow separation in the tip region, it also suppresses
the mid-chord flow separation predicted at the inboard blade stations, which are
shown in Fig. 5.13b, d for both SA-SDM and SST-SDM models. The reduced
inboard flow separation is the reason for the discrepancy between predicted and
measured skin frictions at the middle blade span (r/R = 0.5) shown in Figs. 5.10 and
5.11. Nevertheless, the benefit of SDM overwhelmingly outweighs the side effect in
terms of obtaining an accurate rotor hover prediction and correct rotor flow physics
at the high thrust level. Most importantly, both leading edge laminar separation
bubbles and inboard flow separations, two key aerodynamic phenomena observed in
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the wind tunnel test (Wadcock and Yamauchi 1998), are successfully captured by
both SA-SDM and SST-SDM transition models using the separation correction
method (SDM). Figure 5.15 shows the leading edge laminar separation bubble
represented by cross-flow velocity vectors at the blade tip of r/R = 0.94. The inboard
flow separation is also illustrated in Fig. 5.16 from the mid-chord to the trailing edge

Leading Edge 
Laminar Separa on 
Bubble

Fig. 5.15 Laminar
separation bubble near the
leading edge at outboard
radial station r/R = 0.94,
h = 16.6°, and Mtip = 0.56

Inboard mid-chord Flow 
Separa on

Fig. 5.16 Mid-chord to
trailing edge flow separation
at inboard radial station
r/R = 0.28, h = 16.6°, and
Mtip = 0.56
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of the blade at an inboard blade location of r/R = 0.28. Successful validations of the
current transition models (SA-TM and SST-TM) as well as the Stall Delay Method
(SDM) for the XV-15 proprotor should provide a guideline for predicting rotor
performance and gaining insight into complex rotor flow physics in the future.

5.2 JVX Proprotor2

5.2.1 JVX Geometry and Conditions

The V-22 Osprey was the first military produced tiltrotor aircraft developed by the
companies Bell and Boeing. A 0.658-scale V-22 proprotor, the Joint Vertical take-off
and landing eXperimental (JVX) rotor shown in Fig. 5.17, was tested at the NASA
Ames Research Center Outdoor Aerodynamic Research Facility (OARF) in both
hover and airplane mode flight conditions up to an advance ratio of 0.562 (231 knots)
(Felker et al. 1987). This Bell-Boeing proprietary rotor system has three blades with a
radius of 150 in. The tip chord length is 15.79 in. and the thrust-weighted solidity is
0.1138. Geometric information about the JVX rotor in comparison with the V-22
tiltrotor is listed in Table 5.2 based on the report of Acree (2009).

The JVX rotor was tested at a rotational speed of 576 RPM in hover and around
487–490 RPM in airplane mode. This resulted in a slightly higher tip Mach number
of 0.674 in hover and a transonic flow phenomenon (shock wave) in the tip region.
The airplane mode was tested for several advance ratios from 0.263 to 0.562.
Computational investigations for JVX in hover and airplane mode was performed
by Acree (2009) in accordance with these flight test conditions at the sea-level, with
an atmospheric temperature of 59 °F and pressure of 2.116 � 104 psf. The flow
conditions for JVX in both hover and airplane modes are given in Table 5.3.

Many researchers using various experimental and computational tools have
extensively investigated the V-22 aerodynamic performance. Meakin (1995)
computed the flow for the V-22 tiltrotor in the presence of a half-span wing using
the Navier-Stokes moving overset grid. Brand et al. (2001) measured the hover flow
field and download on a 0.658-scale semi-span V-22 model. Potsdam and Strawn
(2002) performed Navier-Stokes computations for isolated, half-span, and full-span
V-22 tiltrotor in hover configurations. A comparative hover study of V-22 TRAM
rotor was recently reported by Chaderjian (2012) using different Navier-Stokes
solvers including OVERFLOW (Nichols et al. 2006), FUN3D (Anderson and
Bonhaus 1994), and HELIOS (Wissink et al. 2012). He concluded that a good

2Original work was published in the Proceedings of the American Helicopter Society
(AHS) International 70th Annual Forum and Technology Display, 20–22 May 2014, Montreal,
Canada.
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correlation between computed and measured rotor hover FM was achieved by using
the Spalart’s Detached Eddy Simulation (DES) (Spalart et al. 2006), combined with
refined surface grid resolution at a spacing of 1 % of the tip chord length in order to
capture the initial tip vortex strength generated by the blade (Chaderjian 2012).

The computational grid topology for the JVX rotor is similar to that used for
XV-15, where a single blade is modeled in a 120° sector of the computational
domain. In addition to properly refined near-body volume meshes, which are shown
in Fig. 5.18, the blade surface resolution is also important for capturing the tran-
sition phenomena and obtain an improved prediction of the hover performance
(Sheng et al. 2016b). A maximum surface point spacing of less than 2 % of the tip
chord length is applied to maintain the blade surface resolution for the JVX rotor,
which is shown in Fig. 5.19. Three computational meshes are generated for this

Fig. 5.17 Bell-Boeing JVX
proprotor tested at NASA
Ames Outdoor Aerodynamic
Research Facility (OARF)
(Source http://www.nasa.gov/
centers/ames/images/)

Table 5.2 JVX rotor
geometric characteristics in
comparison with V-22 (Acree
2009)

Parameters JVX V-22

Scale referenced to V-22 0.658 1

Rotor radius (in.) 150 228.5

Solidity (thrust weighted) 0.1138 0.105

Tip chord (in.) 15.79 22.0

Taper (tip/root chord) 0.65 0.637

Table 5.3 JVX summary
test and computation
conditions

Parameters JVX hover JVX airplane

RPM 576 487, 490

Tip mach 0.674 0.570, 0.575

Tip speed (ft/s) 754 637, 641

Airspeed (knots) 0 100–231

Advance ratio 0 0.263, 0.523
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investigation, with a mesh size of 8.9 million nodes for the coarse mesh,
13.7 million nodes for the medium mesh, and 19.3 million nodes for the fine mesh
in the single blade computational domain. An axisymmetric boundary condition is
applied to periodic surfaces of the computational domain for JVX hover and air-
plane mode (axial flight) computations.

The JVX rotor performance is investigated in four flow regimes, two collective
ranges in hover mode and two advance ratios in airplane mode. In the hover mode,
the rotor figure of merit is investigated at blade collective angles ranging from 0° to
16°, where the collective angle of 16° corresponds to the highest thrust level
measured in the experiment. The second collective range is from 17° to 22°, which
is considered as the high thrust level but no wind tunnel data were measured due to
a lack of rotor power. In the airplane mode, the rotor propulsive efficiency is
investigated at a lower advance ratio of l = 0.263 as well as a high advance ratio of
l = 0.532. These flow conditions cover a board flight envelope for the JVX

Fig. 5.18 Computational
domain with single blade JVX
rotor and near-body grid
resolution

Fig. 5.19 Volume and
surface grid resolutions in the
tip region of the JVX rotor
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proprotor in both hover and airplane modes. Because each rotor flow field is
characterized by different flow physics, suitable numerical techniques are investi-
gated to address specific issues associated with different flow regimes.

5.2.2 Hover Mode

Like the previous XV-15 proprotor, JVX shares many common features such as a
highly twisted blade, a low aspect ratio, and a high disc loading. However, an
improved hover performance is generally achieved for the JVX rotor compared to
the previous XV-15 due to several improvements in its aerodynamic design. The
hovering rotor performance is investigated using both S-A and SST based transition
models in order to assess their numerical effects on capturing rotor flow physics.
Shown in Figs. 5.20 and 5.21 are the predicted figure of merit (FM) and power
loading coefficient (CP/r) versus the thrust loading coefficient (CT/r) obtained on
the fine mesh, which are compared with the experimental data at blade collective
angles ranging from 0° to 16°. An improved FM is seen for the JVX rotor compared
to the XV-15 rotor at the same thrust level. This is due to the enhanced blade profile
that eliminates the inboard flow separation experienced by the XV-15 rotor
(Fig. 5.3). Predictions using both S-A and SST transition models show agreements
with the experimental data, where the maximum difference between the predicted
and measured rotor FM is within 2.9 %.

Fig. 5.20 Comparison of predicted and measured FM versus CT/r for JVX rotor
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The transition phenomena for the JVX rotor at different blade collective angles
can be viewed by intermittency distributions predicted on the upper and lower
surfaces, which are shown in Figs. 5.22 and 5.23, respectively. The blue color
denotes regions of laminar boundary layers and the red color denotes regions of

Fig. 5.21 Comparison of predicted and measured CP/r versus CT/r for JVX rotor

Fig. 5.22 Comparison of
intermittency distributions on
the JVX upper surface
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turbulent boundary layers. The laminar boundary layer region is relatively small on
both upper and lower surfaces, where the flow turns into fully turbulent quickly
leading to an earlier transition onset. It is interesting to note that as the blade
collective angle increases, the laminar flow region reduces its size in the blade tip
but expands in the blade hub on the upper surface. On the lower surface, however,
the trend is opposite. This is due to the highly twisted nature of the JVX proprotor.
Although not shown here, both S-A and SST transition models have captured
similar transition patterns on the JVX upper surface where strong pressure gradients
dominate the transition process. On the lower surface, the bypass transition trig-
gered by the trailing tip vortices is also predicted by both models in the middle
region of the blade.

5.2.3 Modelling Issues

Computations for the JVX rotor at blade collective angles less than 16° are per-
formed using both steady and unsteady simulation methods, which yield very close
results for the integrated forces and moments of the rotor. Shown in Figs. 5.24 and
5.25 are comparisons of measured and predicted FM and CP/r versus CT/r using
the fully turbulent flow assumption (S-A) and the transition model (SA-TM). The
rotor flow field eventually converges to being steady state upon full development of
the trailing tip vortices, and predicted forces and moments approach to nearly the

Fig. 5.23 Comparison of
intermittency distributions on
the JVX lower surface
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same values in both steady and unsteady runs. The turnaround time is about 15.6
wall-clock hours for a steady solution on the coarse grid, and about 31.2 wall-clock
hours for an unsteady solution on the medium grid, using 64 Intel Xeon X5560
cores on a per rotor collective basis.

Grid sensitivity studies are also performed based on the coarse and medium
meshes, and computed results are shown in Figs. 5.24 and 5.25. These computed
results are similar to those obtained on the fine mesh as shown in Figs. 5.20 and
5.21. Predicted rotor FM and CP/r versus CT/r curves seem to be less sensitive to
the volume mesh resolution than the surface mesh resolution. In fact, excessively
refined volume meshes in the off-body region, although helpful for capturing the
details of trailing tip vortex structures and rotor wakes, seem to not have a sig-
nificant impact on the prediction of integrated rotor performance such as thrust and
power loadings (Sheng et al. 2016b). However, accurate capturing of the
first-passage tip vortex is important to ensure correct inflow conditions for the
hovering rotor.

The effect of transition modeling is investigated by comparing the fully turbulent
solution (S-A model) with the one obtained with the transition model (SA-TM).
These results are also illustrated in Figs. 5.24 and 5.25. It seems that predicted JVX
hover performance using the full turbulence model (S-A) yields nearly the same
result as using the SA-TM transition model, indicating no significant impact of
transition modeling on the JVX hover predictions. Computed skin friction distri-
butions on the JVX upper surface, shown in Fig. 5.26, indicate that a leading edge
transition onset is captured by the transition model (SA-TM) but not by the full
turbulence model (S-A). In addition, both models have captured similar tip vortex

Fig. 5.24 Comparison of predicted FM versus CT/r using different turbulence models and grid
resolutions
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structures as illustrated in Fig. 5.27. These findings are consistent with the previous
XV-15 proprotor computations discussed in the previous section.

The ability to accurately predict the hover performance at high thrusts is of
practical importance in rotor aerodynamic design and optimization, as rotorcraft
engineers constantly push any performance gains in order to expand the flight
envelope. To assess the computational capability for the JVX rotor at high thrust
levels, computations are performed for the JVX rotor at collective angles ranging
from 17° to 22°. Although no experimental data are available for validating the
computational results in this collective range, these investigations are informative
for gaining understanding of the JVX high thrust performance and associated flow
physics, considering satisfactory validations of the current methods obtained for the
previous XV-15 predictions. Shown in Figs. 5.28 and 5.29 are the rotor FM and
CP/r versus CT/r predicted by various turbulence modeling methods, which

Fig. 5.25 Comparison of predicted CP/r versus CT/r using different turbulence models and grid
resolutions

Fig. 5.26 Comparison of predicted skin friction coefficients on the upper surface by SA and
SA-TM, h ¼ 16�
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indicate a rather distinct hover performance predicted at these high thrust levels.
Solutions using both S-A and SA-TM modes (without SDM) show a dramatic
decrease in the figure of merit and a sudden increase in the blade power loading
coefficient at high blade collective angles greater than 16° (or CT/r > 0.16).
However, predictions using SDM produce more reasonable results of the hover

300

Fig. 5.27 Comparison of predicted tip vortices by SA and SA-TM models, h ¼ 16�

Fig. 5.28 Comparison of predicted FM versus CT/r using different turbulence models at high
thrusts
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performance, which is consistent with the behavior observed for the XV-15 rotor at
high thrust levels (CT/r > 0.15). A closer examination of computed results reveals
very different flow patterns predicted in the blade tip region, which are illustrated in
Fig. 5.30 as the skin friction distributions. The SA-TM transition model, although
successfully capturing the transition phenomenon at the blade leading edge, yields a
premature flow separation in the tip region, as does the standard S-A model. Once
the flow separates at the blade tip, the rotor inflow condition is severely altered, as
shown in Fig. 5.31, which causes a profound impact on the rotor thrust and power
characteristics. In other words, incorrect flow physics or premature separation
predicted at the blade tip leads to a dramatic reduction of FM at high thrusts, as
shown in Fig. 5.28. The Stall Delay Method (SDM), introduced in Chap. 3 for
correcting the model’s behavior near separation points, has again demonstrated the

Fig. 5.29 Comparison of predicted CP/r versus CT/r using different turbulence models at high
thrusts

Fig. 5.30 Comparison of predicted skin friction coefficients at high thrust by SA-TM (upper) and
SA-SDM (lower), h ¼ 18�

5.2 JVX Proprotor 107

http://dx.doi.org/10.1007/978-3-319-32576-7_3


ability of eliminating or postponing the premature flow separation encountered by
the rotor at high thrusts or blade collective angles, and thus significantly improves
the rotor hover predictions. Although there are no experimental data available for
validating the computed results for the JVX rotor at this high thrust levels, suc-
cessful validations for the similar proprotor, XV-15, should provide a reasonable
support for the rotor hover performance and associated flow physics predicted for
the JVX rotor at high thrusts.

5.2.4 Airplane Mode

One of the key features for the tiltrotor aircraft is its ability to fly at high speeds
similar to an airplane. Therefore, computational investigations are carried out for
predicting the JVX rotor performance at two airplane modes (axial flow conditions).
The JVX airplane propulsive efficiency (PE) and power loading coefficient (CP/r)
versus the blade loading coefficient (CT/r) are computed at two rotor advance ratios:
l = 0.263 and 0.523, where the rotor RPM is around 490 and the tip Mach number is
0.575. These conditions are selected in accordance with the experimental tests
conducted at NASA Ames Outdoor Aerodynamics Facilities by Felker et al. (1987).

Computational results of the JVX propulsive efficiency at the lower advance
ratio (l = 0.263) are obtained by changing the blade collective angles from 21° to
30°, and computational results at the higher advance ratio (l = 0.523) are obtained
with the blade collective angles ranging from 36° to 46°. The mesh deformation

SA-SDM
300

Fig. 5.31 Comparison of predicted tip vortices by SA-TM and SA-SDM models, h ¼ 18�
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method used for the JVX hover computations is also used here for performing the
blade collective angle sweeps in the airplane mode. The simulation method used for
the JVX airplane mode is essentially the same as used in the hover case, where the
standard S-A model is used in steady simulations on the coarse mesh, and the
SA-TM transition model is used in unsteady simulations on the medium mesh. The
computed JVX airplane propulsive efficiency (PE) and power loading coefficient
(CP/r) versus the blade loading coefficient (CT/r) are shown in Figs. 5.32 and 5.33

Fig. 5.33 Comparison of predicted and measured CP/r versus CT/r in airplane mode, l = 0.263

Fig. 5.32 Comparison of predicted and measured propulsive efficiency versus CT/r in airplane
mode, l = 0.263
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for the lower advance ratio (l = 0.263), and in Figs. 5.34 and 5.35 for the higher
advance ratio (l = 0.523). The simulations obtained on both coarse and medium
meshes show similar results at each collective range, although the unsteady solu-
tions obtained on the medium mesh are slightly better than those obtained on the
coarse mesh using the steady method. In comparison with the experimental data,
predicted propulsive efficiencies differ at a maximum of 5.26 % from the measured
data at the lower advance ratio (l = 0.263), and a maximum of 3.36 % from the
measured data at the higher advance ratio (l = 0.523).

Fig. 5.34 Comparison of predicted and measured propulsive efficiency versus CT/r in airplane
mode, l = 0.523

Fig. 5.35 Comparison of predicted and measured CP/r versus CT/r in airplane mode, l = 0.523
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The effect of transition modeling on the JVX airplane performance prediction is
also evaluated, which is illustrated in Figs. 5.36 and 5.37 for the intermittency
distributions on the upper and lower surfaces, respectively at two advance ratios,
respectively. The SA-TM transition model has captured the blade transition in
airplane modes at both advance ratios, but no premature flow separation is present
at the selected collective angles. Figures 5.36 and 5.37 show enlarged laminar flow
regions (blue color) on both upper and lower surfaces compared to the hover case
(Figs. 5.22 and 5.23). Increasing the advance ratio results in transition onset
locations moving towards the leading edge on the lower rotor surface, but does not
change the transition onset location very much on the upper rotor surface due to
strong pressure gradients. Again, the transition model does not significantly affect
the prediction of the JVX propulsive efficiency in the airplane mode, as similarly
discovered in the JVX hover mode.

5.2.5 JVX Characteristics

Both JVX and XV-15 are proprotors for tiltrotor aircraft, which are characterized by
highly twisted blades, a low aspect ratio, and a high disk loading to provide high
speed forward flight capability as well as hover efficiency. These geometric features
create complicated three-dimensional aerodynamic phenomena and unique chal-
lenges in rotor design and optimization. For example, the JVX rotor is characterized

Fig. 5.36 Predicted
intermittency distributions,
l = 0.263, h = 26°

Fig. 5.37 Predicted
intermittency distributions,
l = 0.523, h = 36°
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by a transonic effect leading to a shock wave at the blade tip (Fig. 5.38). In addition
to bypass transitions caused by trailing tip vortices, separation-induced transitions,
which are triggered by the leading edge laminar separation bubbles, are also evident
at the blade outboard locations as shown in Fig. 5.39. For both JVX and XV-15
proprotors, these transition phenomena do not show a large impact on the rotor
hover performance due to strong pressure gradients, which dominate the aerody-
namic characteristics of highly twisted tiltrotors. The flow separation, however, can
cause a profound impact on the lift and drag characteristics of the proprotors,

Leading edge shock wave

Fig. 5.38 Pressure
coefficient showing the shock
wave at the leading edge of
JVX rotor tip region, h ¼ 18�

Transi on onset
θ =14º

θ =16º

θ =18º
Leading edge separa on bubble

0.010

Fig. 5.39 Skin frictions
showing the transition onset
and leading edge separation
bubbles for the JVX rotor,
h ¼ 14�; 16�; 18�
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especially in the blade tip region, which affects the rotor figure of merit in hover
flight. A major enhancement for the JVX rotor is the improved blade contour design
that effectively eliminates the inboard flow separations experienced by the XV-15
rotor. Both the experimental investigations (Felker et al. 1987) and the computa-
tional simulations (Sheng 2014) have confirmed an improvement in the rotor FM at
high thrust levels for the JVX rotor compared to the XV-15 rotor. While the inboard
flow separation has been largely eliminated for the JVX rotor, the leading edge
separation bubble is still predicted in the CFD computation, especially at a high
blade collective angle as shown in Fig. 5.40. Therefore, proper control of the
separation bubbles without causing massive flow separations or stall at high thrusts
becomes critical to maintain a high aerodynamic efficiency while seeking to expand
the existing flight envelope.

In summary, both numerics and physics-related modeling aspects are evaluated
in the computations of the JVX rotor in both hover and airplane modes.
Computations have shown a consistent behavior in predicting the aerodynamic
performance and the associated flow physics for the JVX proprotor. The transition
model does not show a significant impact on the prediction of the JVX hover
performance due to the presence of strong pressure gradients. The Stall Delay
Method (SDM), however, has demonstrated a large impact on computations of the
JVX rotor flow field as well as hover performance at high thrust levels or high blade
collective angles.

Leading Edge Laminar 
Separa on Bubble

Fig. 5.40 Laminar
separation bubble near the
leading edge of the JVX rotor
at r/R = 0.96, h = 18°
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5.3 S-76 Scaled Rotor3

Two advanced technology rotors, a scaled UH-60A Black Hawk rotor and a scaled
S-76 rotor, were experimentally investigated by researchers at Sikorsky Aircraft in
the mid 80s (Balch and Lombardi 1985a, b) with the goal to identify and quantify
attainable improvements in the main rotor hover performance by using advanced
geometry rotor tip configurations. Figure 5.41 shows the Sikorsky conventional
S-76 helicopter. Unlike the previous proprotors such as the Bell XV-15 (Felker
et al. 1985) and the Bell-Boeing JVX (Felker et al. 1987), conventional rotors
typically have a high aspect ratio, a longer blade radius, and a moderate blade twist,
whose aerodynamic performance is largely impacted by the blade tip shape. The
experimental testing suggested that the peak isolated S-76 rotor performance was
obtained with a blade tip that combined swept, tapered, and an anhedral profile
(Balch and Lombardi 1985a, b).

An accurate prediction of the rotor hover performance is a challenging task.
Unlike fixed-wing applications, the rotary blade may encounter trailing tip vortices
generated by other blades, laminar to turbulent boundary layer transitions during
typical flight conditions, and minor to massive flow separations (stall) at high thrust
levels. For conventional rotors such as S-76, aeroelasticity and structural defor-
mation may also affect the aerodynamic performance (Potsdam et al. 2004).
Therefore, it is essential that rotor CFD tools should possess not only sufficient
numerical accuracy to capture rotor trailing vortices in the near-field but also
physics modeling capability to capture critical flow phenomena such as boundary
layer transitions and flow separations on the blade surface. While most efforts on
capturing hovering rotor performance from first-principles attempted to resolve the
rotor wake in the past, relatively less work has been done evaluating the impact of
boundary layer transition or separation on conventional rotors. In order to assess the
impact of transition modeling on conventional rotor flow field and hover perfor-
mance predictions, numerical investigations for the conventional S-76 scaled rotor
are presented in this section to complement the assessment of S-A and SST tran-
sition models on rotor hover performance predictions.

5.3.1 S-76 Geometry and Conditions

The Sikorsky S-76 scaled rotor is a 1/4.71 scaled replica of the actual S-76 aircraft
rotor, which possesses −10° linear twist. This four-bladed scaled rotor has a radius
of 56.04 in. and a tip chord of 3.1 in. It uses the SC1095 airfoil outboard and
SC1094R8 airfoil inboard, which transitions to the SC1394R8 at the root cutout.

3Original work was published in Journal of Aircraft, Vol. 53, No. 5 (2016), pp. 1549–1560, doi:
https://arc.aiaa.org/doi/abs/10.2514/1.C033512.
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The S-76 rotor hover tests were performed by Balch and Lombardi (1985a, b) at
five tip configurations and three tip Mach numbers, which had a test data
repeatability of 0.6 % on the figure of merit and 0.4 % on the rotor lift at constant
power. Numerical investigations presented in the section include three tip config-
urations: a 35° swept tapered (60 % tip chord) tip, a rectangular straight tip, and a

Fig. 5.41 Sikorsky S-76
conventional helicopter (©
Sikorsky Aircraft Corporation
2016. All rights reserved.)

(a) Straight rectangular tip (b) Swept tapered tip (c) Swept tapered anhedral tip

Fig. 5.42 S-76 main rotor blade geometry with three different tip shapes

Table 5.4 Summary of S-76 rotor geometric and test conditions

Straight Swept tapered Anhedral

Scale referenced to actual aircraft 0.2123 0.2123 0.2123

Number of blades 4 4 4

Rotor radius (in.) 56.04 56.04 56.04

Solidity (thrust weighted) 0.07043 0.06923 0.06923

Tip chord (in.) 3.1 3.1 3.1

Thrust weighted chord (in.) 3.1 3.047 3.047

Taper (tip/root chord) 1.0 0.60 0.60

Tip Mach number 0.65 0.65 0.65
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35° swept tapered (60 % tip chord) with a 20° anhedral tip as shown in Fig. 5.42.
The tip Mach number is 0.65. The S-76 blade geometric information and test
conditions are given in Table 5.4.

5.3.2 CFD Meshes

To take advantage of the axisymmetric flow field for the isolated S-76 rotor in
hover, computations are performed in a single blade computational domain cov-
ering a 90° azimuthal sector in the rotating reference frame, which is shown in
Fig. 5.43. A vertical cutting plane shows the mesh point clustering around the rotor
blade and the center body, and closer views of three tip shapes and surface grid
resolutions are shown in Fig. 5.44. Two unstructured meshes, a coarse mesh and a
fine mesh, are generated for each tip shape with different surface and volume mesh

(a) Straight rectangular tip (b) Swept tapered tip (c) Swept tapered anhedral tip

Fig. 5.44 S-76 rotor with different tip shapes

(a) Single blade domain (b) Cutting plane grid through the blade

Fig. 5.43 S-76 single blade computational domain and grid resolution near rotor and center body
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resolutions to investigate the grid sensitivity on rotor hover predictions. The main
difference between the coarse and the fine meshes is the surface point spacing in the
leading and trailing edges as well as the tip region of the blade. A maximum point
spacing of about 1–2 % of the nominal blade chord is adopted for all surface
meshes, which is given in Table 5.5. The sizes of the coarse and fine meshes range
from 8.8 to 16.5 million volume nodes, 0.6–1.2 million surface faces, and 37.3–
61.3 million volume cells for the single S-76 blade. These coarse and fine meshes
are equivalent to 35–66 million volume nodes and 149–245 million cells for the
four-bladed S-76 rotor system. The mesh size information for the S-76 rotor with
three different tip shapes is summarized in Table 5.6.

5.3.3 Effect of Turbulence Models

The S-76 rotor exhibits different flow characteristics at low and high blade col-
lective pitches or thrust levels, which must be addressed correctly in order to obtain
an accurate prediction of the rotor performance for the entire blade collective range.
To investigate the effect of turbulence models on conventional rotor performance
predictions, six turbulence modeling methods are evaluated here: the
Spalart-Allmaras turbulence model (SA), the Menter’s Shear Stress Transport
model (SST), the S-A transition model (SA-TM), the SST transition model
(SST-TM), the S-A transition model with the separation correction (SA-SDM), and
the SST transition model with the separation correction (SST-SDM). All turbulence

Table 5.5 Summary of the S-76 surface point spacing (based on nominal chord length)

Grids Coarse Fine

Computational domain 90° 90°

Number of blades 1 1

LE point spacing (0.75R) 0.00484 0.00484

TE point spacing (0.75R) 0.00968 0.00161

Tip point spacing (0.25C) 0.00968 0.00484

Mid span spacing (0.25C) 0.01935 0.01935

Interior domain point spacing 0.16129–0.32258–0.32258 0.09678–0.32258–0.32258

Table 5.6 Summary of the S-76 grid sizes (in million)

Straight tip Swept tapered tip swept tapered
anhedral tip

Coarse Fine Coarse Fine Coarse Fine

Volume nodes 9.5 16.5 9.8 13.9 8.9 13.2

Blade faces 0.7 1.1 0.7 1.0 0.6 0.9

Volume cells 39.3 61.3 40.1 50.5 37.3 51.1
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modeling methods are evaluated using the same discretization scheme on the fine
CFD mesh only. While the experimental data for the S-76 scaled rotor represent
only integrated aerodynamic forces in hover, they cannot provide direct validations
for the boundary layer transition phenomena predicted on the S-76 rotor. However,
numerical validations conducted for the previous XV-15 and JVX proprotors
should provide reasonable support for the rotor performance and associated flow
physics obtained for the S-76 scaled rotor. The focus in this section is to investigate
the effects of different turbulence and transition models in the prediction of a
conventional S-76 scaled rotor in comparison with the results obtained for the
previous XV-15 and JVX proprotors, in order to gain insight for the flow physics
and hover performance associated with conventional helicopter rotors.

Comparisons of predicted FM and CP/r versus CT/r coefficients for the S-76
scaled rotor with a swept tapered tip are shown in Figs. 5.45 and 5.46, which
illustrate the behavior of different models in predicting the S-76 conventional
rotor performance. The experimental data are included for assessing the prediction
accuracy of the CFD results. Since both S-A and SST turbulence models assume a
fully turbulent flow, their predictions consistently show an over-estimate of rotor
power consumption and an under-prediction of figure of merit for the entire blade
collective range. In contrast, predictions using the SA-TM and SST-TM transition
models significantly improve the hover performance (except for 10°) due to their
ability to capture the transition phenomenon. This indicates that transition mod-
elling has a greater impact on the S-76 rotor prediction than on the previous two
proprotors. Because the S-76 conventional rotor has a high aspect ratio and a
moderate blade twist, the pressure gradients over the blade surfaces are not as
strong as in those proprotors. Therefore, the laminar boundary layer and its viscous

Fig. 5.45 Comparison of predicted and measured FM versus CT/r for S-76 rotor with swept
tapered tip using different models

118 5 Applications for 3-D Rotors



shear stress can significantly affect for the integrated aerodynamic force and power
for conventional rotors.

While both S-A and SST based transition models have produced a marked
improvement for the S-76 hover prediction, noticeable discrepancies still exist
between the predicted and measured FM at higher collective angles or thrust levels.
As shown in Figs. 5.45 and 5.46, the CFD predictions show a quickly reduced FM
at collective angles greater than 10° (or CT/r > 0.08), departing from the measured
value at this thrust level. Numerical experiments indicated that this behavior could
not be corrected by simply increasing the surface or volume mesh resolutions, or
using higher order spatial discretization schemes. In fact, this behavior of suddenly
reduced FM predicted at high blade collective angles was also reported by several
other researchers in the recent S-76 rotor hover predictions hosted at the American
Institute of Aeronautics and Astronautics (AIAA) Applied Aerodynamics
Conferences (Jung et al. 2014; Hwang et al. 2015; Min and Wake 2016; Gardarein
and Le Pape 2016). An example of the S-76 hover prediction performed by
Gardarein and Le Pape (2016) is shown in Figs. 5.47 and 5.48, where the ONERA
structured grid CFD code elsA (http://elsa.onera.fr/elsA/doc/refdoc.html) was used
in the computation. Their results indicate a sudden drop of FM for the S-76 rotor at
blade collective angles greater than 10° using both Wilcox and Kok k-x full tur-
bulence model and Menter-Langtry c� ~Reht transition model (Minot et al. 2015).

The analysis of the flow field for the S-76 conventional rotor at high thrusts
reveals enlarged flow separations predicted in the tip region, similar to the behavior
found for the previous two proprotors (XV-15 and JVX) at high thrust levels. Shown
in Figs. 5.49 and 5.50 are the skin friction distributions predicted by both S-A and
SST based models at a 12° collective angle, respectively. These skin friction coef-
ficients are calculated based on the blade tip speed. Predictions without using the

Fig. 5.46 Comparison of predicted and measured CP/r versus CT/r for S-76 rotor with swept
tapered tip using different models
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Fig. 5.47 Comparison of predicted and measured FM versus CT/r for S-76 rotor with swept
tapered tip using ONERA elsA code (courtesy of Gardarein and Le Pape 2016)

Fig. 5.48 Comparison of predicted and measured CQ/r versus CT/r for S-76 rotor with swept
tapered tip using ONERA elsA code (courtesy of Gardarein and Le Pape 2016)
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separation correction (SDM) (Figs. 5.49a, b and 5.50a, b) show signs of overly
predicted flow separations in the tip region. This is the main cause of an increase in
rotor power consumption and a sudden reduction in figure of merit as shown in
Figs. 5.45 and 5.46. In addition, other researchers (Jung et al. 2014; Gardarein and
Pape 2016; Min andWake 2016) also reported an over prediction offlow separations
in the S-76 rotor tip region that caused the sudden drop of figure of merit at high
collective angles. All these computational results indicate a common issue faced by
the RANS modeling approach, which is the over prediction of separated flows due to
an under-estimate of turbulence close to separation points (Aupoix et al. 2011). In
order to correct this numerical deficiency, the Stall Delay Method (SDM) described
earlier is applied to correct the turbulence models’ behavior near separations. As
shown in Figs. 5.49c and 5.50c, the premature flow separation in the blade tip region
is successfully suppressed using SDM and the rotor hover performance is thus
recovered and matched with the experimental data (Figs. 5.45 and 5.46). These
numerical results indicate again that the correction to the turbulence model’s
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(b) SA-TM

(c) SA-SDM
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Fig. 5.49 Skin friction coefficients predicted by different SA based models, h = 12°

(a) SST

(b) SST-TM

(c) SST-SDM
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Fig. 5.50 Skin friction coefficients predicted by different SST based models, h = 12°
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behavior near separation points is essential in order to obtain an accurate rotor hover
prediction over the entire collective range or thrust level.

5.3.4 S-76 Characteristics

The above computational results have indicated a larger impact from the transition
phenomenon on the prediction of the S-76 hover performance than on the previous
two proprotors (XV-15 and JVX). Therefore, it is worth further exploring this flow
feature on the S-76 rotor in order to gain understanding of its influence on the rotor
performance. Predicted intermittency distributions on the upper and lower surfaces
of the S-76 rotor at various collective angles are shown in Figs. 5.51 and 5.52,
respectively. In the figures, the blue color denotes regions of laminar boundary
layers and the red color denotes regions of turbulent boundary layers. It is seen that
there is a sizable laminar flow region developed on the S-76 rotor surfaces due to
conventional helicopter blade design. The laminar boundary layer covers a large
portion on the upper surface for the blade collective angle up to 8°, as shown in
Fig. 5.51. On the lower surface, the majority of the blade surface is covered by
laminar flows as shown in Fig. 5.52. The bypass transition triggered by trailing tip
vortices is evident at high blade collective angles such as 12°. Because of sizable
laminar flows developed on the S-76 rotor surfaces, the effect of laminar boundary
layer should be correctly captured for an accurate estimate of the rotor lift and drag
characteristics. Therefore, the ability to capture the laminar boundary layer and
associated transition phenomena becomes important in the prediction of rotor hover
performance for conventional rotors. Although no experimental data are available

(a)

(b)

(c)

(d)

(e)

TE
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Fig. 5.51 Intermittency distributions on the S-76 upper surface (blue laminar, red turbulent)
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to provide direct validations of the transitional flow phenomena predicted here,
reasonable confidence should be established based on the successful validation of
the current transition models in the previous full-scale XV-15 proprotor.

In the previous investigations for the XV-15 and JVX proprotors, the leading
edge laminar separation bubbles were observed at high blade collective angles.
These separation bubbles trigger the boundary layer transition on the blade surface,
called the separation-induced transition, which is a predominating phenomenon for
these proprotors especially for XV-15. In the S-76 scaled rotor, the leading edge

(a)

(b)

(c)

LE

TE

(d)

(e)

Fig. 5.52 Intermittency distributions on the S-76 lower surface (blue laminar, red turbulent)

Leading Edge Laminar 
Separa on Bubble

Fig. 5.53 Laminar
separation bubble near
leading edge at radial station
r/R = 0.50, h = 12°
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separation bubbles are also predicted on the upper surface at most blade collective
angles from the inboard blade location up to the blade tip. At a blade collective
angle of 4°, however, a leading edge separation bubble is formed on the lower
surface to cause an irregular transition pattern on the S-76 rotor, as shown in
Fig. 5.52. Figure 5.53 shows the cross-flow velocity vectors at a mid-span blade
location (r/R = 0.5), where a leading edge separation bubble is clearly visible.
However, due to a relatively flat blade profile of the S-76 rotor that is very different
from highly twisted proprotors, no inboard flow separation is predicted on the S-76
rotor, although it has been observed and predicted for the XV-15 proprotor.

5.3.5 Effect of Tip Shapes

The rotor blade tip plays an important role in the overall rotor performance, because
the highest pressure loading, the highest blade Mach number, and the strongest
interaction with tip vortices all occur at the blade tip. Different blade tip shapes
create various effects on the pressure distributions and the tip shedding vortices,
which yield disparities in rotor performance. Both the experiments (Balch and
Lombardi 1985a, b) and the computations indicate a similar range of working
margins for the S-76 rotor at the same tip Mach number, but a slightly different
rotor FM created by different blade tips. A determining factor for the rotor FM
calculation is the accurate prediction of power consumption required to generate the
same amount of thrust. In order to accurately predict the rotor lift and power values,
all rotor flow physics, including the first blade-generated tip vortex, blade transition

Fig. 5.54 Comparison of predicted and measured FM versus CT/r for three tip shapes, SA-SDM
model
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phenomenon, and flow separation at high collective pitch angle must be captured
correctly.

Effects of different tip shapes on the S-76 rotor performance are shown in
Figs. 5.54, 5.55, 5.56 and 5.57. The experimental and numerical results both show
that the swept tapered rotor tip with anhedral needs the least power, the swept
tapered one needs a little more power, and the straight tip design needs the most
power throughout the thrust range, as shown in Figs. 5.55, 5.56 and 5.57. Likewise,

Fig. 5.55 Comparison of predicted and measured CP/r versus CT/r for three tip shapes,
SA-SDM model

Fig. 5.56 Comparison of predicted and measured FM versus CT/r for three tip shapes, SST-SDM
model
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the swept tip with anhedral has the best FM, the swept tapered tip is in the middle,
and the straight tip has the lowest efficiency as shown in Figs. 5.54 and 5.56. In
general, a small amount of taper in the tip can improve the rotor FM in hover,
however, too much taper may lose this benefit due to the higher profile drag at the
small tip chord Reynolds numbers (Leishman 2006). The swept tip design reduces
the Mach number normal to the leading edge, and thus increases the local rotor
advanced ratio in hover. In addition, the swept tip design can affect the formation,
location, and shape of the blade tip vortex, which is shown in Fig. 5.58.
Comparative performance analysis indicates that swept tapered tips with and
without anhedral apparently improve the rotor performance at high thrust levels
(CT/r from 0.06 to 0.1) compared to the straight tip, and a minor advantage with
anhedral compared to the one without anhedral. No marked improvement is seen in
the swept tapered tip compared to the straight tip at the low thrust level (CT/r from

Fig. 5.57 Comparison of predicted and measured CP/r versus CT/r for three tip shapes,
SST-SDM model

(a) Straight rectangular tip (b) Swept tapered tip (c) Swept tapered anhedral tip

0 30

Fig. 5.58 Tip vortices generated by different S-76 blade tip shapes
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0.028 to 0.046). This indicates that the swept tapered tip alleviates the tip vortex
effect in the tip region at the high thrust level. The combination of the swept and
tapered tip designs improves the rotor performance significantly at the high thrust
level, and introducing a 20° anhedral to the swept tapered tip further increases the
rotor performance at low thrust level. The computational results performed using
both S-A and SST transition models have captured these performance features for
different rotor tips, and have showed excellent agreements with the experimental
data.

5.4 Summary

In this chapter, three realistic tiltrotor and helicopter rotor blades are investigated
using the Langtry-Menter c� fReht transition model, coupled with the
Spalart-Allmarsa (S-A) one-equation and Menter’s SST two-equation turbulence
models. The rotor hover performance and associated flow field are evaluated in
detail for each rotor. Numerical results showed that both S-A and SST transition
models are capable of predicting the boundary layer transition phenomena on
three-dimensional realistic rotors with acceptable accuracy. The Stall Delay Method
(SDM) introduced in this book is demonstrated to prevent numerically induced
premature flow separation in the tip region at high thrust levels. These modeling
capabilities are essential to achieve an accurate prediction of the rotor performance
over the entire rotor collective range. Computational investigations for both con-
ventional rotor and tiltrotor blades help interested readers gain improved under-
standing of complicated rotor flow phenomena, such as leading edge separation
bubbles and inboard flow separations. These findings, along with computational
modeling techniques presented in this book, may provide a practical guideline and
insight for aerodynamic design and optimization of rotorcraft in the future.
Concluding remarks are provided regarding computational investigations for the
S-76 conventional rotor and XV-15 and JVX proprotors:

1. Both conventional and tiltrotor blades are characterized by trailing tip vortices
and leading edge separation bubbles, which are predominant at high thrust
levels. The trailing tip vortices cause the so-called bypass transition, while the
leading edge separation bubbles trigger the so-called separation-induced tran-
sition over the blade surfaces. These aerodynamic phenomena show different
level of influences on the thrust and power characteristics of the hovering rotors.

2. Transition phenomenon has a larger impact on the aerodynamic performance for
conventional rotor than for tiltrotor blades. This is because of significant laminar
flows developed on conventional rotors due to relatively high aspect ratios and
moderate blade twists. For highly twisted proprotors, however, turbulent flows
are predominant over the blade surfaces because of strong pressure gradients
that promote earlier boundary layer transition from laminar to turbulent flows.
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3. The Langtry-Menter c� fReht transitionmodel, coupledwith the Spalart-Allmaras
(S-A) turbulence model and Menter’s Shear Stress Transport (SST) turbulence
model, has demonstrated the ability to capture the transition phenomena associ-
ated with both conventional rotor and tiltrotor blades. The SA-TM and SST-TM
models generally show similar transition patterns predicted on the upper rotor
surface, but slight different patterns on the lower rotor surface due to different
treatments of the local turbulence intensity in the two models.

4. The new separation correction, or Stall Delay Method (SDM), introduced in this
book has shown the ability to correct enlarged flow separations in the blade tip
region at high blade collective angles, and thus has significantly improved the
hover performance prediction for both conventional rotors and tiltrotors at high
thrust levels. The introduction of SDM into the c� fReht transition model pro-
vides a means to obtain an accurate prediction of the rotor hover performance
over the entire blade collective angles or thrust levels.
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