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Preface

Autonomous sensors do not use cables either for transmitting data or for powering
electronics. They can be found in wireless sensor networks (WSNs) or in remote
acquisition systems. Primary batteries provide a simple design for the powering of
autonomous sensors. However, batteries must be replaced when depleted, which
can lead to unacceptable maintenance costs whenever the number of autonomous
sensors is very large or their accessibility is difficult or impractical. An alternative
is to extract energy from the ambient, which is usually known as energy harvest-
ing. However, the reduced dimensions of most autonomous sensors lead to a low
available power from the energy transducer. Thus, efficient methods and circuits to
manage and gather the energy are a must.

This book tackles the powering of autonomous sensors, providing an integral
approach by considering both primary batteries and energy harvesting. Two rather
different forms of energy harvesting are further dealt with: optical (solar) and ra-
diofrequency (RF). Optical energy presents high energy density, especially out-
doors, whereas RF remote powering can be the most feasible option for autonomous
sensors embedded into the soil or within structures. Throughout the different chap-
ters, devices such as primary and secondary batteries, supercapacitors, and the en-
ergy transducers are extensively reviewed. Then, circuits and methods found in the
literature to efficiently extract and gather the energy are presented. Finally, new pro-
posals based in our own research are analyzed and tested. Each chapter is written to
be rather independent, incorporating the related literature references into each one.

Chapter 1 first presents autonomous sensors and the feasible energy sources.
Both primary batteries and energy harvesters are considered and basic concepts to
take into account are detailed. The chapter also provides a general overview of the
main problems that appear when designing the power supply of autonomous sensors
and refers to some of the most important previous works on this topic.

Chapter 2 analyzes the power consumption of an autonomous sensor and adds
some remarks on voltage regulators. In particular, a review is presented, from the
point of view of power consumption, on some of the typical devices found in au-
tonomous sensors such as microcontrollers and transceivers. A short introduction
to sensors and their signal conditioners is also presented. Finally, a general model
based on a pulsed current sink is proposed and experimentally validated.
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Chapter 3 reviews the ambient energy sources amenable to powering autonomous
sensors: radiant, mechanical, thermal, magnetic, and biochemical. The associated
energy transducers are also described and some of the most relevant literature is
referenced.

Chapter 4 presents the electrical characteristics and models of primary and sec-
ondary batteries, and supercapacitors. Low capacity batteries (up to 3 Ah), both
primary and secondary, were experimentally characterized and the parameters of
a simplified Randles model are fitted. Several types of supercapacitors were also
characterized, obtaining the equivalent series resistances. One of them was further
tested to obtain its leakage resistance. Temperature tests, both for batteries and su-
percapacitors were also carried out. On the other hand, the use of hybrid storage
units is proposed in order to reduce the power waste and voltage drop caused by
high-resistance batteries. Design criteria for choosing a suitable value of the accom-
panying supercapacitor are presented. Runtime extensions between 16% and 33%
are reported.

Chapter 5 considers optical energy for powering autonomous sensors. A generic
model for optical energy transducers, namely solar cells or photovoltaic (PV) pan-
els, is employed to compute the I–V and P–V curves as well as their dependency
on optical power and on temperature. Based on this model, the efficiency of direct-
coupled solutions was also computed, ranging from 70% to 90%. With respect to
maximum power point trackers (MPPTs), a new open-circuit voltage (OCV) method
has been proposed and tested, providing a tracking efficiency greater than 99.5%,
higher than that reported for current implementations of OCV methods. Addition-
ally, we devised and tested a novel MPPT method that provides a tracking efficiency
greater than 99.6% and an overall efficiency greater than 92% for a PV panel power
greater than 100 mW.

Chapter 6 is dedicated to remote RF powering of autonomous sensors and in
particular to RF energy harvesters. The RF energy transducer (antenna), matching
networks, and ensuing rectifiers are presented. Based on circuits proposed in the
literature, extensive simulations for several incoming power levels at the antenna
(from −10 dBm to 10 dBm) were performed. We determine that circuit efficiency
slightly depends on the number of stages used for the voltage rectifier multiplier,
but varies widely with the received power (ranging, when using a shunt-inductor
matching network, from 10% at −10 dBm to 80% at 10 dBm). Additionally, as
the power level increases, so does the output voltage corresponding to maximum
efficiency. For low power levels, LC matching networks provided higher efficien-
cies than shunt-inductor networks, at the cost of greater sensitivity to output voltage
variations and to the value of the inductor. Experimental tests were performed with
a folded dipole antenna (about 300 �), shunt inductor matching, a three-stage recti-
fier, and a storage unit composed of two series connected NiMH batteries.

María Teresa Penella-López
Manuel Gasulla-Forner
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Chapter 1
Introduction

Wireless sensor networks (WSNs) have recently become feasible thanks to reduc-
tions in the power consumption of the sensor nodes and to the advent of spe-
cific communication standards and commercial transceivers. However, for WSNs
to thrive, several challenges must first be addressed, including power supply to the
nodes.

In this book we deal with different power supply options for low-power au-
tonomous sensors, concretely, for the nodes of WSNs. Nonetheless, the methods
and circuits that we proposed and analyzed, and the conclusions that we reached,
can be applied to any load with low-power consumption (i.e. less than 1 W), and
principally, with a low operating duty cycle.

This chapter briefly describes autonomous sensors and the options for their power
supply. It provides a general overview of the main problems that appear when de-
signing autonomous sensor’s power supplies and refers to some of the most impor-
tant previous work on this topic. It also outlines the main challenges to be overcome.

1.1 Autonomous Sensors

Autonomous sensors are measurement devices in which cables are not used for
transmitting data or for powering electronics. They serve as the nodes of distributed
data acquisition systems and WSNs and are used in numerous fields, including
healthcare [1], aerospace [2], and environmental monitoring [3]. To increase their
autonomy, autonomous sensors seek to reduce their average power consumption by
working in low power modes whenever possible. They spend most of the time in
sleep (standby) mode, and only wake up to perform specific actions—namely, mea-
surement, processing and transmission/reception of data [4].

Figure 1.1 shows a block diagram of a generic autonomous sensor. Sensors con-
vert a signal from a physical or chemical quantity to a corresponding signal in the
electrical domain. The sensors to be used depend on the desired application. A signal
conditioner (or analog processor) matches a sensor output to the digital processor
(usually, a low cost microcontroller). Commercial transceivers are used for wireless

M.T. Penella-López, M. Gasulla-Forner, Powering Autonomous Sensors,
DOI 10.1007/978-94-007-1573-8_1, © Springer Science+Business Media B.V. 2011

1

http://dx.doi.org/10.1007/978-94-007-1573-8_1


2 1 Introduction

Fig. 1.1 Block diagram of an
autonomous sensor

communication. They transmit in the free-licensed ISM bands and can use a pro-
prietary or standard (e.g. IEEE 802.15.4) protocol. Power must be provided to the
different stages, hereafter denoted as the load (sensors, processor and transceiver).

The power source in Fig. 1.1 provides the energy needed by the load. It can be
either a primary battery storing a limited amount of energy or an energy-harvesting
system. The power conditioning stage, whenever necessary, matches the power
source to the power supply requirements of the load. Some commercial sensor nodes
include the power conditioning stage and accept a wide range of supply voltages. In
some designs, the power conditioning stage can be avoided in order to save energy.
Conversely, wise use of this stage can reduce the energy demanded from the power
source and extend the lifetime of the autonomous sensor. The power source and
the power conditioning stage (whenever used) together constitute the power supply
subsystem. The power supply of the autonomous sensor must provide both the total
energy demanded by the load during the expected lifetime of the autonomous sensor
and the instant power demanded by the load.

The load can be modeled as a pulsed current sink, as it generally stays inactive
(in order to save power) and wakes up from time to time (whether on a schedule
or in response to an event). Power consumption in the active mode can be several
orders of magnitude higher than in the sleep mode. Therefore, when designing and
sizing the power source, the average power demanded by the load (PL,av) must be
considered. The load’s constituent parts must be analyzed in order to obtain a com-
prehensive model and compute PL,av. Although load design falls outside the scope
of this work, we do describe some sensors and commercially available microcon-
trollers and transceivers in Chap. 2—concretely, in terms of their power needs.

1.2 Power Sources for Autonomous Sensors

We considered two types of power sources:

– Primary batteries: these provide a simple solution, yet have several drawbacks,
including size, limited energy storage, poor indication of remaining capacity, and
inefficient extraction of the stored energy.
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Fig. 1.2 Block diagram of the power supply of an autonomous sensor. Either a primary battery
(dark grey box) or an energy harvester subsystem (light grey blocks) can be used

– Energy harvesting: this enables autonomous sensors to run in nearly perpetual
operation with little or no maintenance; however, it increases circuit complex-
ity and is a fledgling technology that still poses certain challenges. Optical [5],
mechanical [6], thermal [7] or even radiofrequency (RF) energy [8] have been
proposed. In this book we focus on optical and RF energy sources.

When choosing the best power source for a given autonomous sensor, a critical
analysis of all the power source options must be performed. For example, if the size
or weight of the power source is determinant, then the available power density can
be used as a decision criterion. In batteries, which contain limited energy, the power
density will decrease as the target lifetime of the autonomous sensor increases. Con-
trariwise, ambient energy sources can provide nearly constant average power den-
sity. Thus, the required lifetime of an autonomous sensor will determine the best
option [9]. Among ambient energy sources, the specific environmental conditions
at the sensor’s location will dictate the most suitable option. For example, for au-
tonomous sensors located outdoors, solar energy can be the most feasible solution,
whereas for those embedded in the soil or within a structure, remote RF powering
may be the sole option. Size, cost, circuit complexity and component count may also
be decision criteria. In some cases there will be more than one feasible solution.

Figure 1.2 shows a generic block diagram of an autonomous sensor power supply.
The left hand shows the power supply options: either a primary battery (dark grey
box) or an energy harvesting system (light grey blocks). Energy harvesting implies
more complexity. The (optional) power conditioning stage provides the appropriate
power supply to the load.

In order to avoid having to replace primary batteries, batteries with an adequate
amount of energy (Ebat) for powering the autonomous sensor over its lifetime must
be used. Thus, the required Ebat for a certain operation lifetime period, Top, can be
computed as:

Ebat = Pc,av · Top, (1.1)

whereby Pc,av is the average power demanded from the power source and includes
PL,av plus the average power losses of the different parts, such as that of the power
conditioning block.

The deliverable power of a given battery is limited mainly by its series resistance.
This resistance in turn depends on several factors, including the battery size and
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Fig. 1.3 The type of storage required is dictated by the environmental power scenario. For exam-
ple, (a) long-term storage: Pg comes from a variable ambient source (e.g. the sun); and (b) short-
term storage: Pg comes from a constant ambient source, but Pactive > Pg

chemistry. Therefore, the chosen battery must be able to deliver the power demanded
by the autonomous sensor during its active time (Pactive). Alternatively, low power
batteries can be used whenever a suitable (super)capacitor is employed in parallel
to help provide the required power at the active time [10].

The energy harvester comprises a transducer, an energy conditioning stage and an
energy storage unit (Fig. 1.2). The transducer converts ambient energy into electrical
energy with a given efficiency. Typical ambient energy sources operate with a certain
degree of variability (e.g. night-to-day variability when harvesting solar energy),
thus an energy storage unit is needed to provide the demanded power flow to the
load. An energy conditioning block is used to efficiently charge the storage unit
from the output of the transducer.

To maintain sustainable operation of the autonomous sensor when harvesting
energy, the average generated power (Pg,av) must comply with the following:

Pg,av ≥ Pc,av. (1.2)

Here, Pc,av includes PL,av, the power losses of the energy and power conditioning
blocks and the leakage of the storage unit. Pg,av depends on the ambient conditions
at the physical location of the node and on the efficiency of the transducer. The
storage unit must supplement the power transferred to the load whenever Pg < Pc
(e.g. Fig. 1.3(a)), whereby Pg and Pc correspond to the instantaneous generated
power and consumed power, respectively. Then, for any arbitrary long period of
time, T , a long-term storage (Estorage) unit must fulfill the condition:

Estorage ≥ max

{∫
T

(Pc − Pg) · dt

}
. (1.3)

Even if Pg is constant—for example, when the harvested energy comes from
permanent indoor lights or from a continuously vibrating machine—a short-term
storage unit is needed to withstand the impulsive-type consumption profile of the
load. Figure 1.3(b) illustrates this situation, in which Pactive > Pg.

Supercapacitors and secondary (rechargeable) batteries can be used as energy
storage units. Supercapacitors offer lower internal impedance and longer lifetimes
(in terms of the number of charging/discharging cycles). Moreover, they enable mea-
surement of the remaining energy. However, they have much lower energy density
and higher self-discharge, and undergo more severe changes in output voltage in
function of extracted or provided charge. Furthermore, they have a much higher
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Fig. 1.4 Power density
versus energy density
(Ragone plot) of energy
sources and storage units.
Data obtained from [13]
and [11]

cost per energy unit [11]. Secondary batteries and supercapacitors are sometimes
used in tandem because of their complementarity [12].

There are several types of secondary batteries. These vary according to charac-
teristics such as voltage, energy density, power density, charging/discharging capa-
bilities, and life (i.e. cycle life and calendar life, or lifetime) [14].

Figure 1.4 shows a generic graph of the power density versus the energy den-
sity of energy sources and storage units. As observed in the figure, power density
decreases with increasing energy density. Thus, when used together, elements fea-
turing a higher energy density and elements having a higher power density can be
mutually beneficial.

1.3 Challenges

Energy harvesting for autonomous sensors is currently a very hot topic in the re-
search community. However, the work is rather fragmented according to energy
source (e.g. solar, mechanical and thermal); indeed, an integral approach that in-
cludes the different parts of the power supply subsystem of the autonomous sensor
(i.e. transducer, energy conditioning, storage and power conditioning) is still lack-
ing. Furthermore, primary batteries are generally considered inappropriate power
supplies for autonomous sensors, despite the fact that many current autonomous
sensors rely on them.

In this book we describe an integral approach to the power supply of autonomous
sensors that encompasses both primary batteries and energy harvesters. As for en-
ergy harvesters, we have focused on optical and (deliberately radiated) RF energy:
the former provides high energy density, whereas the latter provides an alternative
when other energy sources (e.g. optical, thermal and mechanical) are unavailable.

To achieve an energy-efficient design, all the parts of the power supply subsys-
tem must be studied, optimized and properly interconnected. Designing a power
supply subsystem entails three steps. Firstly, power supply requirements must be
determined. In autonomous sensors, circuits only wake up when necessary; there-
fore, the time between wake up periods—and consequently, the energy consumed—
strongly depend on the application. Secondly, an appropriate power source must be
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selected. Primary batteries have limited available energy but are simple to use. Con-
trariwise, energy harvesting offers unlimited energy over time, but is operationally
more complicated. Regardless, the power density is limited by the size of the energy
transducer and depends on the physical location of the autonomous sensor. In the
third and final step, an energy-efficient circuit must be designed and then imple-
mented in between the power source and the load.

Consequently, a model of the power consumption of the load is first required.
This model has to include the power consumption in the different power modes, the
time the load remains in each power mode, and time the load takes to change from
one state to the other. Additionally, suitable battery models and analyses to evaluate
battery performance in autonomous sensors are not present in the literature. The use
of supercapacitors in autonomous sensors is also an obscure topic, either as the sole
energy storage unit or in combination with batteries in order to provide the required
peak power.

On the other hand, achieving optical energy harvesting requires a clear under-
standing of the related transducer (solar cells), which entails modeling them. It,
thus, demands analyses of how to extract the maximum energy from the solar cells,
and proposing strategies (i.e. methods and circuits) to this end. Literature meth-
ods for low power systems are basically adaptations of classical methods for high
power panels. However, there is much room for their improvement (i.e. increasing
power efficiency). New methods and circuits specially designed for low power solar
cells must also be explored. Alternatively, the efficiency of simple (direct-coupled)
solutions for powering low-power autonomous sensors has not been fairly and sys-
tematically analyzed.

Radiofrequency energy harvesting is a fledgling research topic marked by design
challenges stemming from rather low power density (i.e. microwatt scale). Several
analyses have been done for RFID applications, but only a few broad studies have
been proposed that include all the blocks of the RF energy harvester for powering an
autonomous sensor. Furthermore, there are no clear design guidelines for RF energy
harvesting. Some designers try to add as many stages as possible in order to increase
the output voltage at a given input power, but they have not necessarily considered
simpler solutions. The main objective in RFID is to maximize output voltage, but
this does not necessarily maximize power efficiency.
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Chapter 2
Load and Power Conditioning

The parts that form the load of autonomous sensors—sensors, processor and
transceiver—plus their power and energy needs, must be considered for a model of
the load used in designing the power supply subsystem. The load’s power require-
ments will depend on the quantity to be measured and on the system requirements.
For example, ambient temperature is usually a slow-changing quantity that enables
small duty cycles. A sensor for presence detection has some parts that are always ac-
tive and others (e.g. transmitter) that are randomly triggered by an event (e.g. people
walking by).

This chapter begins with analysis of the power consumption of the load’s con-
stituent parts. A simple and general model that characterizes the overall load power
consumption is then proposed. Measurements of the power consumption of an au-
tonomous sensor were performed to validate the proposed model. The power condi-
tioning stage is also considered here, as some devices that form the load, such as the
transceivers, generally contain an internal voltage regulator. The power condition-
ing stage is used to adapt the electrical characteristics of the power source to that of
the load. The different strategies that can be addressed are described and compared.

2.1 Load

Figure 2.1 shows the block diagram of an autonomous sensor. The sensor(s), the
processor and the transceiver are considered from hereafter as the load to be sup-
plied. This load is usually inactive (in sleep mode) and wakes up to perform some
of the following actions: measurement, processing and transmission/reception of
data [1].

We analyzed the different parts of the load from the perspective of the power
consumption in order to obtain a simple and general model that only provides the
relevant information.

To obtain a model of the load, we evaluated the power supply characteristics of
several sensors, commercial microcontroller units (MCUs) and transceivers. We also

M.T. Penella-López, M. Gasulla-Forner, Powering Autonomous Sensors,
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Fig. 2.1 Block diagram of an
autonomous sensor

reviewed the relevant literature. However, load design and optimization fall outside
of the scope of this thesis.

2.1.1 Sensors and Signal Conditioning

Sensors convert a signal from a physical or chemical quantity into a corresponding
signal in the electrical domain. There are many types of sensors, and these vary in
their power needs. Nonetheless, regarding the power supply, sensors can be classi-
fied as either modulating or self-generating [2]. In modulating sensors, most of the
output signal power comes from the power source. Conversely, in self-generating
sensors, output power comes from the input (the quantity to be measured). The
output signal of the sensors can be in the millivolt range, and signal-conditioning
circuits are used for reaching a suitable signal (units of volts, dc signal) for the
analog-to-digital converters (ADCs), which yield a digital code. Signal conditioners
can perform any of the following functions: amplification, level shifting, filtering,
impedance matching, modulation and demodulation.

Modulating sensors can be resistive, capacitive or inductive. Resistive sensors
dissipate energy. Low value resistive sensors are especially prone to high power
consumption when used in voltage dividers or bridges. Specific strategies have been
proposed to reduce this power consumption [3–5]. A dc voltage or current normally
drives the voltage divider or the resistive bridge. For sensors with low resistance,
power consumption can be lowered by reducing the driving voltage or current, al-
though at the expense of smaller output and then lower signal to noise ratio. In con-
trast, there are sensors that require a minimum voltage supply (e.g. ultrasonic-based
sensors). This voltage supply can be greater than the maximum voltage supply ac-
cepted by the other parts of the load; in this case, it would require a dedicated power
conditioning stage. The parasitic elements of capacitive and inductive sensors waste
some power and additionally these sensors need to be excited with a time-varying
voltage or current, which demands specific circuitry that increases power consump-
tion.

Resistive, capacitive and inductive sensors can form part of a variable oscillator
that provides an ac signal whose amplitude, period, duty cycle, frequency or phase is



2.1 Load 11

proportional to the quantity to be measured. When information is encoded in ampli-
tude, ac signals are typically translated to the dc domain in order to yield a suitable
signal for the ADC input. If the phase of the ac signal has to be detected, coherent de-
tection is required. Contrariwise, when the phase carries no information, three basic
techniques can be used: peak detection, rms measurement, or mean value measure-
ment after rectification. When information is encoded in either frequency or time,
it can be directly measured using an MCU timer. Direct sensor-to-microcontroller
techniques [6] have been proposed to directly interface resistive and capacitive sen-
sors to an MCU, which can enable simplification in circuit design and reductions in
power consumption. Specific signal conditioners for capacitive sensors built from
switched capacitors are also available.

Self-generating sensors provide a voltage or current signal. High amplification is
needed for sensors that provide a voltage at the millivolt level (e.g. thermocouples).
Electrometers, transimpedance amplifiers, and charge amplifiers are used with sen-
sors that provide a relatively high voltage that comes from a high-output impedance
source (e.g. pH electrodes), or a low current source (e.g. piezoelectric sensors) [2].
The operational amplifiers (op amps) best suited for building electrometer ampli-
fiers are those whose input stages are based on FET or MOSFET transistors, because
these present higher input impedances. Regardless, op amps with low noise, offsets
and drifts are required for good resolution and accuracy. Unfortunately, there is a
tradeoff between the power consumption and the noise and drift characteristics of
op amps. Slew rate and output drive capability also influence their power consump-
tion and performance [3]. Finally, resistances in the megaohm range reduce power
consumption, although at the expense of greater thermal noise.

Figure 2.2 shows a generic block diagram of the sensor and signal conditioning
stages summarized above, with special emphasis on the power consumption of each
part.

Low-pass filters are used to reduce noise for sensors or circuits that employ high
resistances, low voltages and/or low currents. The lower the cutoff frequency, the
lower the output noise, the higher the resolution, and the longer the response time
(and consequently, the energy consumed). Placing the filters right at the sensor’s
output can reduce the power consumption, as the voltage swing at the filter capaci-
tors will be smaller [4].

If the components of the signal conditioning stage are always active, then they
must have ultra-low power consumption. The tradeoff between power consump-
tion and the characteristics of the components must be considered during design.
Contrariwise, for components that spend most of their time asleep or powered off,
higher-performing units can be employed. Thus, the response and start-up times
of the electronic parts involved must be considered. These times sometimes dic-
tate the length of time that the electronics must be activated prior to taking a valid
measurement, and therefore, directly affect both the active time and the energy con-
sumption of the autonomous sensor. Finally, the bandwidth of the physical signal to
be measured determines the minimum sampling frequency, and consequently, when
an autonomous sensor (or at least, its parts required for measurement) must be acti-
vated.
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Fig. 2.2 Block diagram of sensors and signal conditioning blocks, illustrating each part’s power
consumption

2.1.2 Microcontrollers

Low power MCUs are typically used in autonomous sensors to process the digi-
tal data and to obtain the measured quantity from a digital code by using additions,
multiplications or look-up-tables, among other methods. Most MCUs include ADCs
and timers, which enable measurement of dc voltages, frequency or period. Micro-
controller units can also implement other functionalities that are not directly related
with sensing yet are required for controlling autonomous sensors, including battery
protection algorithms, and control of the transceiver or the regulators. Digital signal
processors (DSP) are used when high processing capability is needed (e.g. for video
processing); however, due to their high power consumption, we did not consider
them in this work.

Microcontroller units generally lack embedded voltage regulators and accept a
wide range of supply voltages (VCC). In order to save power, they are given several
power modes (or states). There are two main power modes common to all man-
ufacturers: sleep and active. In sleep mode, all the modules are typically disabled
except for a low-power timer (internal or external) to wake up the MCU. In some
cases, the MCU can only be woken up by external interruption; this case offers
ultra-low power consumption. Data on current consumption (listed on manufactur-
ers’ datasheets) in active mode usually accounts for the current consumption of the
CPU and the clock; however, if other blocks (e.g. ADC, analog comparator, and in-
ternal reference) are active, their power consumption must be added to that specified
in active mode.

Some tasks, such as writing or erasing flash memory, are power intensive. In
addition to active and sleep power modes, manufacturers usually provide several
intermediate power modes that may vary widely in current consumption and in
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Table 2.1 Power specifications of three low power commercial microcontroller units [7–9], show-
ing typical values

Model Vcc (V) IMCU,sleep
(µA)

IMCU,active
(µA)

Wakeup time
from sleep

Wakeup time
from reset

TI,
MSP430x11x2

1.8–3.6
>2.2 @ f = 4 MHz
> 2.8 @ f = 8 MHz

0.1 @ 2.2 V
(ram
retention)

200 @ 2.2 V;
1 MHz

6 µs @
f < 3 MHz

2 ms

Atmel,
ATtiny24A

1.8–5.5
>2.7 @ f > 4 MHz
>4.5 @ f > 10 MHz

0.1 @ 1.8 V 210 @ 1.8 V;
1 MHz

750 ns @
f = 8 MHz

4 ms

Microchip,
PIC16LF72X

1.8–3.6
>2.3 @ f > 16 MHz

0.02 @ 1.8 V 110 @ 1.8 V;
1 MHz

7 µs 65 ms

the components that are active. To minimize consumption, the input/output pins
must be handled carefully, and all the unnecessary parts should be disabled. Ta-
ble 2.1 shows the current consumption in sleep (IMCU,sleep) and active (IMCU,active)
modes at 25 °C for three similar commercial MCUs. As observed in the table, a
difference of three to four orders of magnitude can be expected from IMCU,sleep
to IMCU,active.

Figure 2.3 shows how IMCU,active increases with increasing voltage supply
(Fig. 2.3(a)) and operating frequency (Fig. 2.3(b)). These plots are based on an
Atmel MCU [8], but data for devices from other manufacturers are similar [7]. As
observed in Fig. 2.3(a), IMCU,active increases linearly with increasing supply volt-
age. Consequently, the dissipated power depends on the square of the supply volt-
age [10]. Thus, working at the minimum possible supply voltage is recommended.
Alternatively, temperature appears to only slightly affect IMCU,active. Figure 2.3(b)
shows that IMCU,active also increases linearly with increasing oscillator frequency
(f ). However, as the frequency increases, the time needed for executing instructions
decreases, leading to similar overall energy consumption for the MCU. Nonetheless,
working at the lowest supply voltages in order to save power is only possible at the
lowest clock frequencies (f < 4 MHz for VCC = 1.8 V in Fig. 2.3(b)).

Dynamic voltage scaling (DVS) [1] is a power-saving technique that instanta-
neously adapts the supply voltage to the needs of the autonomous sensor. For exam-
ple, when the autonomous sensor runs at maximum frequency, the supply voltage is
set at a high value, whereas when the autonomous sensor sleeps, the supply voltage
is reduced to its minimum value. This technique exploits all the available resources
at a minimum energy cost, but leads to more complex circuits and control.

In sleep mode, the MCU works with a low-power timer at a fixed frequency;
consequently, IMCU,sleep is not frequency dependent, but does vary with tempera-
ture and voltage (Fig. 2.4). As observed in the figure, the variation of IMCU,sleep
with supply voltage is not linear under these conditions, in which temperature has
a greater effect. The IMCU,sleep in this figure is roughly three orders of magnitude
lower than the IMCU,active in Fig. 2.3(b).

When switching between power modes, time is spent on waking up the com-
ponents or on storing the MCU current state. Therefore, power (and consequently,
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Fig. 2.3 IMCU,active versus (a) supply voltage at several temperatures and 1 MHz, and (b) fre-
quency at several supply voltages. Data from the ATtiny24A Atmel microcontroller unit [8]

energy) is wasted during this time. Usually, as the power consumption of a state
decreases, the time required to wake up from this state increases, resulting in
non-negligible energy consumption [11]. Moreover, every component that can be
switched on and off has a stabilization time that must be accounted for in every spe-
cific application. Thus, if the amount of energy saved by a component while sleeping
is similar to that wasted in its stabilization time, thus no energy will be saved. For
this scenario, the component should probably be kept awake.

Table 2.1 presents the wake up times from the sleep state and from reset for each
MCU. As observed in the Table, the values differ by model; thus, these times can
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Fig. 2.4 Variation of IMCU,sleep with voltage supply and temperature for the ATtiny24A Atmel
microcontroller unit [8]

Fig. 2.5 Power on reset timing for the ATtiny24A Atmel microcontroller unit [8]

be used as criteria for selecting the MCU that offers the lowest power consump-
tion for a given autonomous sensor. However, these data must be interpreted with
caution, as manufacturers differ in their specifications and characterization meth-
ods.

Waking up from reset takes much longer than waking up from sleep. Figure 2.5
shows that each time an MCU is powered up from its off state (no supply voltage),
a reset (power on reset [POR]) is performed to generate a suitable supply voltage.
Therefore, the time that an MCU takes to be completely operational from reset must
be considered when powering the node for the first time or whenever the power
supply is removed between measurements (tTOUT in Fig. 2.5).
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2.1.3 Transceiver

A transceiver transmits and receives data wirelessly via RF waves, according to
a proprietary or standard protocol. The Zigbee specification [12] is optimized for
networks with a very low data rate and low power consumption. Bluetooth low-
energy technology, recently included in Bluetooth version 4.0, offers minimal power
consumption at high data rates (1 Mbit/s) [13].

This section only covers ZigBee transceivers, as Bluetooth low-energy technol-
ogy was not available during the development of this work. It begins with a brief
summary of the remarkable characteristics of the Zigbee specification, and then an-
alyzes the power supply characteristics of some commercial models.

2.1.3.1 The Zigbee Specification

The Zigbee specification is based on IEEE 802.15.4 standard and defines a series
of protocols for efficient, facile communication of multiple devices. It can operate
at 2.4 GHz (16 channels), 915 MHz (10 channels, US free band) and 868 MHz
(1 channel, Europe free band). The modulation used is direct-sequence spread spec-
trum (DSSS) and the medium access protocol is Carrier Sense Multiple Access with
Collision Avoidance, (CSMA/CA), which directly impacts power consumption, as
the channel must be listened to before a packet can be sent. Several network topolo-
gies can be implemented, including tree, star or mesh. In most commercial ZigBee
transceivers this process is done automatically and is transparent to the user. The
network is established as follows: the first ZigBee device present in the environ-
ment establishes a network and names itself as parent device; then, as new nodes
arrive, they add as children to this network [12]. The ZigBee protocol defines three
types of devices:

– Full function devices (FFD): These route messages between ZigBee devices.
When they are allocated in large networks, they should remain active as long as
possible. Alternatively, if these nodes are allocated in small networks, then they
can be periodically woken up, always in synchronization with the nodes they have
to route. These devices can also incorporate sensors.

– Reduced-function devices (RFD): These are end devices that periodically poll
their parent for any message addressed to them. They are typically the sensor
nodes of the network. There are two types:
◦ Sleepy end device (SED): These are always joined to the same parent device

and are unable to leave the network. They are used for static networks.
◦ Mobile sleepy end device (MSD): After being inactive for three seconds, these

devices are erased from the network; upon reactivation, they search for a new
parent device from the same network or another one.

– Coordinator (COO): This node is the FFD that initiates the network and parent of
all other devices in the network. A network can only have one COO.
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Table 2.2 Power specifications of ZigBee transceivers [14–17]

Model Vcc (V) IRF,sleep
(µA)

IRF,rx
(mA)

IRF,tx (mA) Wakeup time
from sleep

Wakeup time
from reset

Atmel,
AT86RF230
(system-on-chip)

1.8–3.6 0.02 15.5 16.5 (@ 3
dBm)

880 µs 3 ms

Ember, EM 250
(system-on-chip)

2.1–3.6 1 36 36 (@ 5 dBm) Not specified Not specified

TI, CC2520
(transceiver only)

1.8–3.8 <1 @
full VCC
range

18.5 @
full VCC
range

33.6
(@ 5 dBm and
full VCC
range)

300 µs ≥ 0.3 ms
(clock
dependent)

TI, CC2430
(system-on-chip)

2–3.6 0.3 26.7 26.9 (@ 0
dBm)

120 µs 1.7 ms
@ 32 kHz

The type of ZigBee device configured will influence the power consumption
of the node. Network management overhead (e.g. acknowledgements) can also
strongly influence power consumption if not carefully designed.

2.1.3.2 Commercial ZigBee Transceivers

The main characteristics of the four marketed ZigBee transceivers that we stud-
ied are listed in Table 2.2. Of these devices, three are system-on-chip (SOC) in-
tegrated circuits that combine an RF transceiver and an MCU. They offer several
power modes, and every part of the system can be independently powered on or
off by setting a specific register. All the transceivers have an internal linear low
dropout regulator (LDO) to supply a stable voltage for some of the system parts (e.g.
the radio). Consequently, the current consumption in active states barely changes
with voltage supply variations (Fig. 2.6(a)) and is quite higher than that of MCUs
(Sect. 2.1.2). The transmit current (IRF,tx) is slightly influenced by the transmitted
power. Table 2.2 displays this current for the maximum transmitted power allowed,
and shows the reception (IRF,rx) and sleep (IRF,sleep) currents as well. In most cases
IRF,tx is four to five orders of magnitude higher than IRF,sleep. Current consump-
tions are specified at VCC = 3 V. Wakeup time varies among different commercial
transceivers and depends on the power-down mode from which they stem. As with
MCUs, this time is not negligible.

Figure 2.6 shows how IRF,tx (a) and IRF,sleep (b) depend on the supply voltage
for a CC2520 transceiver [16]. The variation in IRF,tx above 2 V is very low (<5%);
thus, IRF,tx can be considered a constant current. As such, the power consumption
in this mode is directly proportional to the supply voltage. In contrast, IRF,sleep al-
most triples when the supply voltage varies by 2 V (in sleep state the LDO is dis-
connected). Thus, working at the minimum possible supply voltage is desirable for
both MCUs and transceivers in order to reduce power consumption.
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Fig. 2.6 (a) IRF,tx @ +5 dBm versus supply voltage and (b) IRF,sleep versus supply voltage. Data
from a CC2520 transceiver [16]. Courtesy Texas Instruments

2.1.4 Load Model

The literature contains various models for wireless sensor nodes or networks.
Some researchers have extensively analyzed MAC or network protocols to obtain
a Markov Chain that describes the nodes [1, 18] or the network [19] from the per-
spective of power consumption. These studies are mostly used for simulation of
network lifetime. Other researchers have evaluated the sensor node as a single ele-
ment that does not interact with the rest of the network; they use a load model to test
proposed models for other parts of the autonomous sensor, such as a supercapacitor
[20] or an energy harvester [21]. In contrast, we sought a simple model that easily
describes the load power profile.

Dynamic power management (DPM) is a power-saving strategy based on the con-
nection or disconnection of the parts of a system that are not used, which generates
several power consumption states. It has been applied to wireless sensor networks
since their onset [1]. Most authors [1, 18, 19] have dealt with four or five active
states (depending on the blocks of the load that remain active; see Fig. 2.1).

We considered a model with just three active states, which represent the main
functions (transmit, receive and idle), plus one sleep state (Fig. 2.7) [19]; nonethe-
less, a different number of states can be considered. Because not all the functionali-
ties are always done, not all the active states need to be visited when the load wakes
up. In sleep state, all the parts remain inactive, except for some timers or the circuitry
required for waking up the node. In idle state, only the sensing parts and the proces-
sor parts remain active. In the transmit or receive state, the transceiver is encoding
and then sending packets, or receiving and then decoding packets. The MCU and the
transceiver are both active at this time; hence, the total power consumption in these
states is equal to the sum of the current consumption of both components. The en-
ergy spent to switch between states (e.g. Esleep-idle in Fig. 2.7(a)) can be considered
by simply extending the time spent in the initial or destination state. The average
current consumption (IL,av), assuming a periodic performance of the node, gives:

IL,av = ttx · Itx + trx · Irx + tidle · Iidle + toff · Ioff

T
, (2.1)



2.1 Load 19

Fig. 2.7 (a) State diagram when considering three active states plus one sleep state. (b) A generic
current profile of the load. Both adapted from [11]

whereby T = ttx + trx + tidle + toff; ttx, trx, tidle and toff are the time intervals that
the node is transmitting, receiving, in an idle state and sleeping, respectively; and
Itx, Irx, Iidle and Ioff are the current consumptions in the corresponding states
(Fig. 2.7(b)). A state diagram can be drawn (Fig. 2.7(a)). Autonomous sensors usu-
ally wake up to the idle state, and then may transmit or receive. They then return
to the idle state prior to sleep. Nonetheless, if no information has to be transmitted
(e.g. when recording a measurement), the autonomous sensor simply wakes up to
the idle state.

As stated in Chap. 1, the average current consumption is necessary for sizing
the power supply. As later explained in Chap. 4, the peak value of the current can
influence the voltage behavior of the power supply, especially at relatively high
values of output resistance.

2.1.4.1 Measurements

To assess our model, we measured the current consumption of an autonomous sensor
that used an EM 250 transceiver. We configured the autonomous sensor to send a
data packet every 5 min and disabled all the other network default functionalities.
The sensor node measured battery voltage and ambient temperature. The sensors
and signal conditioning circuits functioned at 1.8 V, so they were powered from the
internal regulator of the transceiver, which produced this voltage.

We computed the average current consumption of the sensor node at 3 V by mea-
suring the current consumption when packets are sent and the current consumption
when in sleep mode. For these measurements, the sensor node was powered from
a dc power supply. Firstly, we used a DSO8104A oscilloscope and a 10 � resistor,
placed in series with the dc power supply, to measure the time intervals and the cur-
rent when the sensor node woke up (Fig. 2.8). Despite the fact that we had disabled
all the network functionalities, every approximately 32 s the sensor node woke up
for just 2 ms. These network functionalities cannot be disregarded. Figure 2.8(b)
offers a more detailed illustration of the time at which the packet was sent (every
300 s, which corresponds to t = 142 s in Fig. 2.8(a)). As observed in the figure,
the sensor node woke up three times during a period of 1.5 s. This phenomenon
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Fig. 2.8 Power consumption of a sleepy end device. (a) 200 s acquisition; and (b) magnified area
of plot at the time when a packet was sent

Table 2.3 Times and currents in every state of the load working as a sleepy end device

State Time (ms) Current
(mA)

Average current (µA/%)

Idle 101.6 9.3 3.224 20.68

Transmit (data + ACK) 32.7 36 3.924 25.17

Transmit
(network functionalities)

17.1 36 2.052 13.16

Receive (data + ACK) 13.7 34.9 1.594 10.22

Sleep 299831.8 0.0048 4.797 30.77

TOTAL 300000 – 15.59 100

of waking up more than once each time a packet had been sent was due to polling
the parent for acknowledgement (ACK) [22]. The current behavior in Fig. 2.8(b) is
similar to that described in Fig. 2.7.

We next measured the current while the node was sleeping, using the 34401A
(Agilent) multimeter in the 10 mA scale: the value was 4.8 µA at 3 V. This current
consumption was mostly due to a resistor divider used to measure the supply volt-
age. Table 2.3 summarizes the times and currents spent in every state of the load
every 5 min. We distinguished between network functionalities and data packets
in order to determine if the ZigBee network functionalities consumed a significant
amount of power. We were able to easily compute the value of IL,av by using (2.1):
the result was 15.59 µA. We also computed the average current of each state. For
this T (5 min), network functionalities corresponded to 13% of IL,av. The great-
est contribution was from the sleep state. The network functionalities and the sleep
state consume an even greater share of power in applications with a larger T . Thus,
in these cases, minimizing the power consumption in sleep state and disabling all
unnecessary network communications are essential.
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Fig. 2.9 Linear regulator
using a MOSFET

2.2 Power Conditioning

Power conditioning is used to adapt the power delivered by the power source to the
load’s power needs (Fig. 1.2). The power source can be either a primary battery or
an energy harvester, which nearly always includes a storage unit (i.e. a secondary
battery or supercapacitor). The supply voltage needs of autonomous sensors are
described earlier in this chapter and the electrical characteristics of primary batteries
and storage units are described in Chap. 4.

Power conditioning is mainly achieved through the use of voltage regulators.
Three main types can be outlined [23]: linear regulators, switching regulators, and
charge pumps (or non-inductive switching regulators). Regulators can be skipped
whenever the voltage range of the power source fits within that of the load. How-
ever, as we have seen, the power consumption of the load is reduced by working
at the minimum supply voltage. When using a regulator to achieve this, its power
waste should be less than the power gain. Whenever the load or some of its parts
go to sleep, the corresponding voltage regulator should be disabled or put into shut-
down in order to save power. Regardless, designers must assure that the MCU (or
the circuit that controls the power conditioning stage) never loses its own power
supply—otherwise, the load will not be able to restart.

In a voltage regulator, efficiency (η) is defined as the ratio of power output
(POUT = VOUTIOUT) to power input (PIN = VINIIN), as observed in (2.2), where
V and I refer respectively to the voltage and current.

η = POUT

PIN
= VOUTIOUT

VINIIN
. (2.2)

In the remaining of this section we describe the main features of the different
types of voltage regulators as well as a control strategy used in switching regulators
for low power loads.

2.2.1 Linear Regulators

Linear regulators are based on an active device, such as a bipolar junction transistor
or field effect transistor, operating in its linear region (Fig. 2.9), or a passive device
(e.g. a Zener diode), operating in its breakdown region. The regulating device is
employed as a variable resistor: it continuously adjusts a voltage divider network
to maintain a constant output voltage. Linear regulators provide a regulated output
that is lower than their input (VOUT < VIN). A dropout between input and output is
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Fig. 2.10 A buck converter
and its conversion ratio

required, although its value can be very small (this is the case for low-dropout linear
regulators) [24].

IIN equals IOUT plus the current consumed by the control circuitry (Iq). Equation
(2.3) assumes Iq � IOUT. Efficiency increases as the voltage difference between in-
put and output (�V ) is decreased. Maximal efficiency is achieved when the differ-
ence between input and output is equal to the dropout voltage (VDO in (2.3)).

η = VOUT

VIN
= 1

1 + �V
VOUT

,

ηMAX = 1

1 + VDO
VOUT

. (2.3)

Commercial IC linear regulators are easy to use. For example, regulators with
fixed output voltage require only two external capacitors to function. Furthermore,
they do not suffer from any significant noise, since they do not require any switching
elements, and therefore, their circuit board layout is not critical. The power that is
not delivered to the load is dissipated as heat in the regulator. Thus, when used in
high-power applications these regulators demand board space for thermal dissipa-
tion [25].

2.2.2 Switching Regulators

Switching regulators can step up (increase), step down (decrease), or step up or
down (increase or decrease) their input voltage. Their name derives from the fact
that they use a switch in combination with a filter to change the voltage level. The
conversion ratio (M = VOUT/VIN) is the ratio of output voltage to input voltage. It
depends on the switch’s duty cycle (D). The most common topologies for switch-
ing regulators are buck converter (which step down; see Fig. 2.10), boost converters
(which step up; see Fig. 2.11) and buck-boost converter (which step up or down,
depending on D, and invert VIN; see Fig. 2.12) [26]. Switches are usually imple-
mented with transistors and diodes. Synchronous converters use two transistors that
are alternatively activated, which increases the efficiency. The duty cycle is usu-
ally controlled in order to maintain a fixed output voltage. Section 2.2.4 describes a
control strategy suited for low-power loads.

Contrariwise to linear regulators, ideal efficiency is 100%, as no dissipative el-
ements are present. In practice, though, internal power losses (PLOSS), which are
classified as either dynamic or static, limit the maximum efficiency. Dynamic losses
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Fig. 2.11 A boost converter
and its conversion ratio

Fig. 2.12 A buck-boost
converter and its conversion
ratio

Fig. 2.13 (a) An inverter
charge pump and (b) a
doubler charge pump

are load dependent (i.e. they increase as the load current increases) and derive from
parasitic elements, the conduction losses of the switch, and the switching losses
(which also depend on switching frequency). In contrast, static losses are constant,
regardless of the load current. They are associated to the control part of the converter
(i.e. the quiescent current going into the control circuit). Dynamic losses predomi-
nate at higher IOUT, whereas static losses predominate at lower IOUT. Obviously, the
lower the PLOSS, the greater the efficiency. Efficiency for milliampere load currents
is typically greater than 90%, but decreases for lower IOUT. Nonetheless, several
power saving techniques have been developed to improve efficiency at low output
currents. Switching regulators generate electromagnetic interference (EMI) from the
switched current of the inductor. Thus, in order to lessen the effects of EMI on the
analog parts of the entire system, the board should be carefully laid out. Electro-
magnetic interference can also be minimized through the use of filters.

2.2.3 Charge Pumps

Charge pumps are switching converters that periodically switch capacitors to step
down, step up, or step up or down voltages; they do not employ inductors for these
functions. They are based on the charge-transfer process. Figure 2.13 shows the
charge-transfer basic circuit. When S1 and S2 are closed the charge is transferred
from the input capacitor (Ci) to the flying capacitor (Cf). In contrast, when S1
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Fig. 2.14 Pulse frequency modulation used in a boost regulator at light loads [29]

and S2 are subsequently opened, and S3 and S4 are closed, there is charge trans-
fer between Cf and the output capacitor (Co). Assuming no losses, in steady state
VA − VB = VC − VD. If B and C are connected and grounded, then an inverting
charge pump is obtained (Fig. 2.13(a)). Alternatively, if A and D are connected,
and B is grounded, then a doubler charge pump (i.e. one which doubles the input
voltage) is obtained (Fig. 2.13(b)) [27].

Analogously to conventional switching regulators, different control strategies for
the switches are used in order to maintain a fixed output voltage. Further, they also
present dynamic and static power losses. Commercial devices feature several power-
saving modes to improve efficiency at low load currents. Charge pumps generate
some noise, but it is smaller than that of conventional switched regulators. These
devices support loads in the range of hundreds of milliamperes.

2.2.4 Control Strategy

Switched regulators and charge pumps require a control strategy for turning their
switches on and off. Pulse width modulation (PWM) is the most widely used con-
trol strategy for high load currents [26]. Alternatively, pulse frequency modulation
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(PFM), which is based on hysteresis control of the output voltage, is a control strat-
egy employed to achieve low power consumption by the converter and high effi-
ciency with light loads [28]. We only dealt with PFM, as it is intended for low-power
loads.

Figure 2.14 shows a schematic of an inductor-based synchronous PFM boost
regulator together with the temporal evolution of the output voltage (VOUT), the
inductor current (iL), and the control signal of the internal switch M1. Switches M1

and M2 remain off until VOUT falls below a low threshold value (Vref − VTL). Then,
the switches alternately turn on in order to transfer electrical charge from the input
to the output until VOUT reaches a high threshold value (Vref + VTH), at which point
the process restarts. For light loads, the inactive period increases, maintaining low
overall power consumption and high efficiency. The same concept can be applied
to buck or buck-boost switching regulators and to charge pumps. Several regulators
employing this strategy are commercially available.

2.3 Conclusions

This chapter describes the power consumption performance of all the parts of au-
tonomous sensors: sensors, signal conditioners, MCUs and transceivers.

Regarding the power supply, the sensors can be classified as either modulating
or self-generating. Modulating sensors modulate a signal and can be resistive, in-
ductive or capacitive. The power dissipated by resistive sensors can be sizeable
for some low value sensors. Ideally, inductive and capacitive sensors do not con-
sume power. However, both their parasitic elements and the required ac excitation
circuitry waste power. Self-generating sensors generate an electrical signal (some-
times quite small) from the physical quantity to be measured. A signal condition-
ing stage is usually required to interface sensors to the MCU (ADCs or timers).
Specially, those sensors providing small-level signals may need precision op amps
that inherently present high-power consumption. As a result, special care must be
put on the design of sensors and their signal conditioning in order to minimize the
power consumption of this stage. Several techniques proposed in the literature can
be used to reduce the power consumption of some sensors. Finally, designers must
select devices that meet the system requirements with the lowest power consump-
tion.

Microcontroller units acquire the signal from the sensors and perform other tasks.
Their power consumption in active mode is two to three orders of magnitude less
than that of the transceiver. However, if not properly handled, the active blocks
inside the MCU and the input/output ports can considerably increase the final power
consumption of the MCU. Additionally, the power consumption can vary several
orders of magnitude between active and sleep states. So, MCUs must be carefully
handled in order to keep their power consumption in a low level.

The transceiver communicates with the other nodes of the network via an RF
signal. It is usually considered the most power hungry part, but some sensors can
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surpass its power consumption, especially if not correctly designed. The power con-
sumption during data transmission is four orders of magnitude higher than the power
consumption during sleep.

The MCU and the transceiver consume more current at increasing supply volt-
age. Thus, one power-saving strategy is to operate at the minimum supply voltage
(provided that the required functionalities can run at this voltage level). However,
this may not always be desirable: for example, an MCU cannot operate at maximum
frequency at its minimum supply voltage. Hence, power-saving techniques such as
DVS can also be considered.

Autonomous sensor operation is based on DPM, whereby all the parts that are not
used are disabled, resulting in several power consumption modes. We accounted for
these when developing a model for the autonomous sensor that considers the load
as a pulsed current sink. Power consumption varies widely among these modes, and
in very low duty cycle applications the relative power consumption during sleep can
be crucial. The described load model is a tool for sizing the power supply.

The voltage supply from the power source has a voltage range that often falls
outside of that accepted by the load. Thus, a power conditioning stage is required.
Furthermore, as the power consumption of the autonomous sensor decreases with
decreasing supply voltage, power conditioning can be considered in all cases for
increasing lifetime. A thorough study of efficiency and circuit complexity (among
other criteria) must be considered when designing the power conditioning stage.

We have briefly presented here several power conditioning circuits: linear regu-
lators, switching regulators and charge pumps. Linear regulators can only decrease
voltage. They are simple and generate no significant noise. Switching regulators
and charge pumps can increase or decrease their input voltage and require a control
strategy to turn their switches on and off. Both power-conditioning circuits suffer
from dynamic and static power losses that ultimately determine their efficiency at
a given load. Charge pumps do not use inductors, and consequently, enable simpler
and more compact designs.

PFM is a control strategy used in commercial switching regulators and charge
pumps intended for light loads. It is based on hysteresis control of the output for
shortening the active time of the internal components of the regulator (and conse-
quently, its power consumption).

Future work should propose smarter power conditioning circuits and control
strategies for their application in very low power autonomous sensors.
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Chapter 3
Ambient Energy Sources

For decades solar and wind energy have been exploited for diverse applications. The
past decade has seen major research effort dedicated to diversifying energy sources
for powering autonomous sensors. Thomas et al. [1] extensively described many
energy sources for powering small-scale unmanned systems. Based on their ini-
tial classification, we have categorized harvested energy for powering autonomous
sensors into five types: radiant, mechanical, thermal, magnetic, and biochemical
(Fig. 3.1). Here, we consider energy already present in the environment, although
in some cases energy can be expressly distributed, in a process called remote pow-
ering. Other analyses and typical power densities of energy sources can be found in
the literature; for example, in [2] or [3]. The choice of the ambient energy source
strongly depends on the ambient energy density at the autonomous sensor’s location
and on the load’s power needs.

Energy transducers must be used to convert the ambient energy source into an
electrical output (Fig. 3.1). Efficiency here is defined as the ratio of the transducer’s
output power to its input power. This chapter chiefly describes the above related en-
ergy sources together with the corresponding energy transducers. Given that this
book deals with solar and radiofrequency (RF) energy harvesting, solar and RF
transducers, together with their associated energy conditioning stages, are further
treated in Chaps. 5 (“Optical Energy Harvesting”) and 6 (“Radiofrequency Energy
Harvesting”).

3.1 Radiant Energy

Radiant energy is emitted as electromagnetic waves, which includes radioactive en-
ergy. Radioactive materials have extremely high energy densities, and their half-
lives span from fractions of a second to millions of years. Radioactive properties
can be found in uranium, nickel or phosphorous isotopes. However, because these
materials can be extremely dangerous, they must be confined to a closed volume.
The energy from radioactive sources that emit alpha and beta particles can be con-
verted by piezoelectric or betavoltaic elements, which determine their efficiency [4].

M.T. Penella-López, M. Gasulla-Forner, Powering Autonomous Sensors,
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Fig. 3.1 Energy sources and their respective transducers for powering autonomous sensors.
Adapted from [1], with additional power sources added

3.1.1 Optical Energy

Optical energy [2, 5], also referred as solar energy, accounts to the portion of the
electromagnetic spectrum spanning infrared energy to ultraviolet light.

Outdoors, optical energy chiefly comes from the sun. Part of the energy radiated
by the sun is absorbed by the atmosphere; the rest arrives to the surface of the Earth
as both direct and indirect radiation. On cloudy days, indirect radiation predomi-
nates. The available power density depends on several factors, including latitude,
weather conditions, the day of the year, and the time of day. For example, at noon
on a sunny day, the incident light on the surface of the earth has a power density of
roughly 100 mW/cm2 (or 1000 W/m2). Outdoors, solar cells must be aimed at the
sun to maximize energy harvesting. There are published tables that provide the rec-
ommended tilt from the horizontal plane for fixed solar panels at a given latitude [6].

Indoor optical energy comes from outdoors (e.g. near windows) and from ar-
tificial illumination (e.g. incandescent and fluorescent bulbs). Power density in a
room depends on the distance to the source; the size, shape, and spectral density of
the source; and the spatial distribution of light in the room. The factors affecting
spatial light distribution comprise surface reflection, windows absorption and trans-
mission, indoor and outdoor obstacles, light sources distribution, or lighting rec-
ommendations [5]. The hourly availability of these sources depends on room use.
Power density, when the lights of a room are on, typically ranges from 100 µW/cm2

to 1000 µW/cm2.
Optical energy is harvested via photovoltaic (solar) cells. A solar cell is basically

a semiconductor diode with a large p-n junction in the plane of the cell. A simple
model includes a dc current source with a diode in parallel. Most current solar cells
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Fig. 3.2 The range of ambient radiofrequency power available, showing efficiencies reported by
various researchers. Adapted from [7]. SPS-WPT: satellite power system—wireless power trans-
mission

are silicon-based, and fall into one of three categories: monocrystalline, polycrys-
talline, and amorphous. Their efficiencies at full sun range from as high as 30%
for laboratory-tested monocrystalline cells down to 5% for commercial amorphous
cells [1]. Crystalline cells are better suited for outdoor use, whereas amorphous cells
work better indoors.

3.1.2 Radiofrequency Energy

Radiofrequency (RF) signals are deliberately radiated by broadcasting station an-
tennas and cellular phone antennas. The preferred antennas for harvesting power
from ambient RF sources are either broadband and circularly polarized [7], because
in most cases, there is either a broad range of frequencies and different polarizations
or there is lack of detailed information on the ambient RF waves. Except for at lo-
cations near transmitters, the available ambient power density (S) is in the nanowatt
range (Fig. 3.2), which is too low to be useful. Figure 3.2 shows typical values
for available ambient RF power as well as efficiencies reported by other research
groups. However, near transmitters the power is much higher.

Energy can also be deliberately radiated without license on the industrial, scien-
tific and medical (ISM) applications frequency bands. In this case, S can be obtained
from the following equation:

S = PEIRP
1

4πd2
, (3.1)

whereby PEIRP is the effective radiated power, which is related to that of an isotropic
radiator (an ideal antenna), and d is the distance from the transmitter. This formula
is for free-space propagation; for other scenarios, the power decays more rapidly
with distance, unless the location features a structure that acts as a waveguide (e.g.
in corridors). Inside a building there are other factors that affect S, including multi-
path propagation and reflections; thus, calculating the real S for an indoor location
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requires accurate simulations or field measurements. In Europe, the maximum PEIRP

for ISM frequency bands is regulated by European Communications Office (ECO)
Recommendation ERC/REC 70-03 (see Annex 1 in [8]). For example, at the 868
MHz band the maximum PEIRP allowed is 0.5 W. The available power from the an-
tenna (PAV) depends on S and on the effective aperture (area) of the antenna (Ae),
as shown in (3.2), below (known as the Friis relation):

PAV = S · Ae = S
λ2

RF

4π
Gr = PEIRPGr

λ2
RF

(4πd)2
, (3.2)

whereby Ae = λ2
RFGr/4π ; Gr is the antenna gain; and λRF is the wavelength. Equa-

tion (3.2) clearly demonstrates that the higher the frequency (λRF is inversely pro-
portional to frequency), the lower the powering range. In Europe, the most popu-
lar frequency bands for ISM applications are centered at 433 MHz, 868 MHz and
2.4 GHz. For this book, we chose 868 MHz (see Chap. 6) to avoid any interference
with communication systems used in WSNs (which usually operate at 2.4 GHz)
and because the 433 MHz band would have increased the power range for the same
emitted power at the cost of larger antenna dimensions.

An RF transducer (antenna) can be modeled as a voltage ac source in series
with an output impedance [9, 10]. Antenna shapes and dimensions vary widely, and
several distinct antenna designs have been employed in RF harvesting and radiofre-
quency identification (RFID) applications.

3.2 Mechanical Energy

Mechanical energy harvesting is a very active research topic that has spawned nu-
merous reviews (e.g. [11]). It is based on kinetic energy [12], the sources of which
include liquid or gas flow, vibrations, human activity, and pressure variations (e.g.
acoustic noise and atmospheric pressure). Available power in flow energy increases
cubically with an increase in the speed of the liquid or gas. Low-level vibrations oc-
cur in machinery, outdoor windows, and transport vehicles; they produce frequen-
cies between 50 Hz and 200 Hz and acceleration amplitudes between 1 m/s2 and
10 m/s2. Human activity can actively or passively generate kinetic energy. Active
human power requires deliberate movement, whereas passive human power exploits
common daily activities (e.g. heel strike while walking); indeed, nearly all the en-
ergy produced in daily activities stems from when legs are bent and from heel strike.

Mechanical energy can be coupled by one of the following conversion princi-
ples [13]: electrostatic, piezoelectric and electromagnetic. Reported efficiencies are
0.32% [11]; 0.5% (for polyvinylidene fluoride [PVDF]) to 20% (for lead zirconate
titanate [PZT]) [14]; and 6% [15], respectively. The generated power is ac and must
be rectified in order to power autonomous sensors.

Electrostatic converters are based on variable capacitors. One plate is fixed
and the other changes with the mechanical force, thereby changing the value of
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the capacitance. Among these converters’ attractive features is that they are IC-
compatible: microelectric variable capacitors can be fabricated via silicon micro-
machining techniques. Energy can be extracted via charge-constrained or voltage-
constrained approaches. Charge and voltage are related through capacitance (Q =
C · V ); therefore, a change in capacitance produces variations in either voltage
(charge constraint [16]) or current (voltage constraint [17]). However, these con-
verters have several drawbacks: they demand a power source for extracting energy;
they require synchronization between the movement and the extraction cycles; and,
in the charge constraint scheme, they operate at high voltages, which limits their
implementation to more expensive integration processes [18]. The harvested energy
can be quantified using the equation below [19]:

E = 1

2
Q2

(
1

Cmin
− 1

Cmax

)
, (3.3)

whereby Q is the charge and Cmin and Cmax correspond to the minimum and maxi-
mum capacitances achieved during a extraction cycle.

Reversible electric polarization in response to strain from mechanical stress is
called the piezoelectric effect. Piezoelectric materials are anisotropic: their proper-
ties vary according to the direction of force, and the orientation of the polarization
and the electrodes. Several operational modes can be employed for piezoelectric
harvesters, the most widely used of which are modes 33 and 31. Mode 33 is used to
extract energy from impact or when harvesting energy from passive human power.
Mode 31 is more suited for cantilever structures with a proof mass at the free end.
Cantilevers are usually bimorphic structures comprising two piezoelectric materi-
als bound together, with a shim in between them. For power extraction, cantilevers
typically operate at their resonance frequency. Piezoelectric transducers can be elec-
trically modeled as an ac current source in parallel with a capacitor [20]. The main
challenge with piezoelectric harvesters is integrating them into an IC. However, in
this case, unlike electrostatic generators, they do not require a voltage source.

Electromagnetic induction, based on Faraday’s law (see (3.4)), refers to gener-
ation of a voltage (v) in a conductor (typically, a coil) located within a magnetic
flux φ, usually generated by a permanent magnet. The generated voltage depends
on various factors, including the strength of the magnetic field, the velocity of the
relative motion between the coil and the magnet, and the number of turns in the
coil. Electromagnetic energy transducers can be electrically modeled as low-level
ac voltage sources with low series impedance.

v = −dφ

dt
. (3.4)

However, since magnets are quite difficult to integrate into circuits, integrated
prototypes of electromagnetic energy transducers designed this way show very low
output powers. Some commercially available energy harvesters (e.g. the ones from
Perpetuum Ldt) are based on this principle.

Figure 3.3 shows a schematic of each type of mechanical energy transducer.
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Fig. 3.3 Examples of (a) an
electrostatic harvester1 [21];
(b) a bimorphic piezoelectric
cantilever1 [21]; and (c) an
integrated electromagnetic
energy harvester2 [22]

3.3 Thermal Energy

Thermal energy can be converted to electrical energy by thermoelectric or pyroelec-
tric transducers, among others. The former rely on spatial variations in temperature,
whereas the latter rely on temporal variations in temperature.

Pyroelectric converters, like piezoelectric transducers, can be modeled as an ac
current source in parallel with a capacitor. The pyroelectric current ip(t) varies with
the rate of change of the pyroelectric material temperature, as described by:

ip(t) = p′AdT

dt
, (3.5)

whereby p′ is the component of the pyroelectric coefficient vector p that is orthog-
onal to the electrode surface of area, A; and dT /dt denotes the temperature change
over time. Pyroelectric currents of less than 1 µA for temperature changes of roughly
50 K and 73 K have been reported for a 16 cm2 PZT converter [23] and a 1.44 cm2

PZT converter, respectively [24]. More recently, Guyomar et al. [25] employed a

1Reprinted from Computer Communications, vol. 26. Roundy, S., Wright, P.K., Rabaey, J., A study
of low level vibrations as a power source for wireless sensor nodes, pp. 1131–1144. Copyright
(2003), with permission from Elsevier.
2With kind permission from Springer Science+Business Media: Design and implementation of me-
chanical resonators for optimized inertial electromagnetic microgenerators, vol. 14, 2008, pp. 653–
658, Serre, C., Pérez-Rodríguez, A., Fondevilla, N., Martincic, E., Martínez, S., Morante, J.,
Montserrat, J. and Esteve, J. Fig. 1. Microsystem Technologies.
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Fig. 3.4 Thermoelectric
generator schematic3 [26]

20 cm2 PVDF converter to harvest up to 0.32 mW from a sinusoidal temperature
variation of 7 K of amplitude and a frequency of 0.2 Hz.

Thermoelectric transducers and generators, which exploit the Seebeck effect,
comprise several pairs of alternating p- and n-type semiconductor blocks arranged
thermally in parallel and connected electrically in series (Fig. 3.4). They can be
modeled as a dc voltage source in series with a low-value resistance. The open
circuit voltage (VOC) of each thermoelectric element depends on the temperature
difference (�T ) between the hot and cold sides, and on the Seebeck coefficients (α1
and α2), which are material dependent (see (3.6), below).

Voc = α1�T − α2�T. (3.6)

P- and n-type semiconductors have Seebeck coefficients of opposite sign, which
provides maximum voltage. Thermoelectric generators are typically built from
Bi2Te3 or Poly-SiGe. The thermal resistance of the thermoelectric generator should
be matched to that of the thermal source in order to maximize the harvested power.
Optimizing the extracted power requires additional elements—namely, a radiator
for efficient dissipation of heat into the environment, and structures, known as ther-
mal shunts, that direct the heat that passes between the hot and cold plate into the
thermocouple legs [26].

When harvesting thermal energy, the maximal efficiency is given by the Carnot
efficiency:

η = (TH − TC)/TH (3.7)

whereby TH and TC are the hot and cold temperatures (measured in Kelvin), respec-
tively. For example, for a temperature difference of 5 K at an ambient temperature
of 293 K (TC) the Carnot efficiency is 1.6%. The thermal conductivity of silicon
is 140 W/mK; thus, the heat flow due to convection in a 1 cm-thick silicon mate-
rial is 7 W/cm2. So, the theoretical maximal output power is 117 mW/cm2 [12].
However, the reported efficiencies are well below the Carnot efficiency. For thermo-
electric generators, efficiency can theoretically be up to 17% of Carnot efficiency
at body-ambient temperature gradients [27]. Carnot efficiencies of 0.02% to 0.05%
have been reported for pyroelectric harvesters [25].

3Reprinted from Solid-State Electronics, vol. 53, Vullers, R.J.M., van Schaijk, R., Doms, I., Van
Hoof, C., Mertens, R. Micropower energy harvesting, pp. 684–693. Copyright (2009), with per-
mission from Elsevier.
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3.4 Magnetic Energy

Alternating current magnetic energy [1] is available near ac current-carrying con-
ductors (e.g. power grids), magnets, and electric rotating machinery. Electromag-
netic induction in a coil can be used to convert ac magnetic energy into electrical
energy. The transducer (coil) can be modeled as an ac voltage source with induc-
tive series impedance. Considering Ampere’s law and Faraday’s law (see (3.4)), the
electrical generated power (Prms) on a coil with impedance Z can be computed as:

Prms = N2A2
coilμ

2
coilf

2I 2
rms

Zr2
, (3.8)

whereby N is the number of turns; Acoil, the surface of the coil; μcoil, the perme-
ability of the coil core; f and Irms, the frequency and amplitude, respectively, of the
ac current source; and r , the distance from the ac current source to the coil. When
designing an energy harvester, f and Irms are given; the other parameters can be
tuned to harvest the desired power. In contrast to electromagnetic energy harvesters,
the magnetic field in this case is not caused by physical movement, but rather by an
alternating current. In [1], the authors predicted a generated power of 5.7 mW for
a coil with Acoil = 1 cm2, N = 1000 and μcoil = 1000, which is placed at r = 1 m
from a conductor with Irms = 10 A and f = 60 Hz. This principle has recently been
applied to energy harvesting from a high voltage transmission line [28].

Wireless non-radiative power transfer through strongly coupled resonant objects
(also known as magnetic resonance) has been reported by researchers at the Mas-
sachusetts Institute of Technology [29], who achieved very promising overall effi-
ciencies of up to 40% with a power range of 2 m. Fulton Innovation LLC seems
to use that principle in its ecoupled technology. The concept is also similar to that
already used in low frequency RFID systems in which energy is transferred via
magnetic coupling from a reader in order to power nearby tags. On the other hand,
inductive powering has been largely applied for biomedical implants [30, 31].

Electromagnetic materials [32] have recently been proposed for harvesting mag-
netic energy with relatively high efficiency. The Wiegand effect [33], which stems
from reverse switching of the core magnetization in a ferromagnetic wire upon ap-
plication of a strong magnetic field, can also produce electrical energy, but affords
only very low efficiencies. The electrical energy is produced because the switching
of the core induces a voltage in a coil.

3.5 Biochemical Energy

Biochemical energy [34] can be extracted by using fuel cells. In a typical cell, fuel is
continuously fed to the anode compartment and an oxidant (e.g. oxygen from air) is
continuously fed to the cathode compartment; electrochemical reactions occur at the
electrodes, producing an electric current. For biochemical energy, the fuel is biolog-
ical material, such as enzymes, microbes, glucose, or marine sediment. These cells
can be used in oceanographic systems and in human body implants, although the
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latter present challenges associated with biocompatibility and longevity. Glucose is
present in the body, and therefore is biocompatible; however, some microbes are in-
fectious. For glucose fuel cells implanted in dogs, power densities of approximately
2 µW/cm2 have been reported [35]. Some researchers have endeavored to apply
different fuel cells (e.g. from non-biochemical sources, such as methanol [36]) to
power autonomous sensors, but these projects remain under development.

Since fuel cells are structurally similar to batteries, they can be modeled using
electrical models similar to those used for batteries. The main difference is that fuel
cells are conversion devices (i.e. they produce energy as long as fuel and oxidant are
supplied), whereas batteries are storage devices (i.e. they contain limited energy)
[37]. The voltage of a single cell in open circuit is typically around 1 V or less; thus,
to achieve higher voltages, several cells are stacked in series.

3.6 Conclusions

This chapter covers the different types of ambient energy sources used for powering
autonomous sensors: radiant, mechanical, thermal, magnetic and biochemical. Each
energy source requires an appropriate energy transducer for converting the ambient
or transferred energy into electrical energy.

Optical (or solar) energy, which is a type of radiant energy, offers the highest
power density for outdoor applications. Indoors, energy mainly comes from artifi-
cial lights. Radiofrequency energy, which is also radiant, can be harvested from the
environment or deliberately radiated. Available ambient RF energy is very small (i.e.
in the nanowatt range), except at locations near RF transmitters. Industrial, scientific
and medical (ISM) bands can be used to deliberately radiate RF energy.

Mechanical energy can be harvested via three types of interactions: electrostatic,
piezoelectric and electromagnetic, each of which demands a different type of energy
transducer. The past few years have witnessed intense research effort in this area,
which has yielded several commercial harvesters, the majority of which are based
on the electromagnetic principle.

The most widely used thermal transducer is based on thermoelectric materials,
which offers better efficiencies than pyroelectric transducers. However, the efficien-
cies achieved at the temperature gradient between skin and air are still far from
theoretical maximal values.

Magnetic energy can be found near ac current-carrying conductors or electric
rotating machinery. Electromagnetic induction in a coil is the most widely harnessed
principle for this type of energy and has been largely used in RFID systems and
biomedical implants.

Biochemical energy can be extracted with fuel cells that employ biological mate-
rials (e.g. enzymes, microbes, glucose or marine sediment) as fuel. These cells can
be used to power human implants, which may pose biocompatibility and longevity
issues.
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Chapter 4
Primary Batteries and Storage Elements

As explained in Chap. 1, primary batteries and energy harvesters are the most com-
mon power sources for autonomous sensors. Storage units (secondary batteries and
supercapacitors) are important for energy harvesters. Given their similarities, pri-
mary and secondary batteries are described jointly in this chapter. Supercapacitors
are also explained, and their main differences compared to secondary batteries are
highlighted. Simple circuit-models of batteries (both primary and secondary) and of
supercapacitors are presented, the parameters of which were extracted through ex-
perimental characterization at different temperatures. Finally, the combined use of
batteries and supercapacitors (hybrid storage), and its utility for autonomous sen-
sors, is theoretically analyzed and experimental assessed.

4.1 Batteries

This section begins with a general overview of batteries, followed by an analysis
of how an autonomous sensor’s power consumption profile can affect battery volt-
age and performance. Finally, the most popular primary and secondary batteries are
described.

4.1.1 General Characteristics

Batteries extract electrical power from a chemical reaction. They comprise one or
more basic electrochemical units known as cells, which are connected in series or
parallel to obtain the desired voltage and capacity. Each cell contains a negative
electrode (an anode); a positive electrode (a cathode); and an ionic conductor (an
electrolyte). The anode and cathode are physically isolated; the electrolyte provides
the medium for charge transfer (via ions) inside the cell, between the anode and the
cathode (Fig. 4.1(a)). In practical cells, the anode and the cathode are mechanically
separated by a partition material that is permeable to the electrolyte [1].

M.T. Penella-López, M. Gasulla-Forner, Powering Autonomous Sensors,
DOI 10.1007/978-94-007-1573-8_4, © Springer Science+Business Media B.V. 2011
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Fig. 4.1 (a) An electrochemical cell at discharge, and (b) a zero-order electrical model

A battery can be readily modeled with a zero-order electrical model similar to
that shown in Fig. 4.1(b), whereby VB models the open-circuit voltage (OCV),
and RB, the equivalent series resistance. The value of VB decreases with decreasing
internal stored charge (Q). In contrast, the value of RB depends on the chemistry,
battery design, and temperature. Section 4.2 introduces a more complex model for
different types of batteries and explains its validation.

Most batteries are classified as either primary or secondary. Primary batteries
cannot be electrically recharged readily; consequently, they are normally used once,
and then discarded. They are commonly employed for simple home devices (e.g.
remote controls, toys and clocks) and are the preferred option for long term, low-
discharge current applications. Contrariwise, secondary batteries can be electrically
recharged easily. Widespread use of portable devices (e.g. music players and mobile
phones) has catalyzed the development of secondary batteries, for which numerous
chemistries are now available.

All batteries, regardless of type or chemistry, share the following parameters and
traits, which are described below [1, 2]: capacity; voltage; energy density; power
density; self-discharge; depth of discharge (DOD); state of charge (SOC); and tem-
perature effects.

4.1.1.1 Battery Capacity

A battery’s capacity (C) is the total electrical charge that can be drained from a fully
charged battery under specific discharge conditions (discharge rate, end voltage,
and temperature). A battery’s deliverable capacity is directly related to the amount
of anode and cathode materials (i.e. active materials) that it contains. For secondary
batteries, manufacturers usually report C in Ah. However, for primary batteries, they
more often provide a discharge curve under a specified load (typically, a resistance);
the discharge rate for primary batteries is usually expressed as the number of hours
that the battery can power a certain load (e.g. a discharge rate of 10 h refers to the
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load that makes the battery last 10 h). Manufacturers use multiples or submultiples
of C to express charge or discharge current. For example, a 100 mAh (1 C) battery
discharged at 0.2 C (20 mA) will last 5 h. Obviously, this is not strictly correct, as
C is a unit of charge, not of current. Nonetheless, this system remains widely used,
and therefore, we have used it for this work. Additionally, commercial batteries have
normalized sizes for a range of capacities [1].

4.1.1.2 Battery Voltage

The OCV of a battery depends on the standard potential of the active materials used
and the amount of Q remaining. Lithium is widely used for anodes in primary and
secondary batteries because it offers the highest standard potential among all battery
chemistries.

A battery’s discharge curve shows how the voltage delivered to a certain load
changes versus remaining Q or versus time. This voltage also depends on the inter-
nal impedance of the battery and on the temperature. Some batteries present flatter
discharge curves, as shown later in this chapter.

The nominal voltage is the voltage generally accepted as the typical value un-
der discharge; however, it is not necessarily a representative point of the discharge
curve.

4.1.1.3 Energy Density and Power Density

Energy density is the energy that can be extracted from a battery per unit volume
(volumetric: Wh/l) or mass (gravimetric: Wh/kg). The practical energy density de-
pends on the amount of active material inside the battery (and consequently, on C)
and on the types of active materials (and consequently, on nominal voltage). Apart
from active materials, a practical battery requires an electrolyte, current collectors,
a separator, a container and terminals (see Fig. 4.1(a)). Thus, as greater volume or
weight is dedicated to these components, rather than to active materials, the energy
density will decrease. Some batteries are designed to improve energy density by
providing more space for active materials (e.g. bobbin-type batteries).

Power density is the power that can be extracted from a battery per unit volume
(volumetric: W/l) or mass (gravimetric: W/kg). It mainly depends on the inter-
nal impedance of the battery, which is tightly related to the current collector area
and the electrolyte conductivity. Some batteries are specially designed to promote
power density through reduced internal impedance; these include spiral-wound bat-
teries, which maximize the current collector area. Batteries with high power density
also have high self-discharge current. However, batteries designed to improve power
density have less energy density for the same battery size (and vice versa). However,
this tradeoff between energy and power density is more pronounced in small batter-
ies. Small batteries (e.g. button-type) generally exhibit greater internal impedance
than do larger ones with the same chemistry. Battery impedance varies with the ex-
tracted charge and increases with decreasing temperature. In secondary batteries,
impedance usually increases with increasing number of cycles.
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4.1.1.4 Self-discharge

Batteries self-discharge while stored on the shelf (i.e. unused) due to the occurrence
of unwanted chemical reactions. Self-discharge (or leakage) increases with increas-
ing temperature. Secondary batteries have much more self-discharge than primary
batteries. For primary batteries self-discharge determines their lifetime (also known
as shelf life for primary batteries). In contrast, the self-discharge of secondary bat-
teries during storage has no permanent effect on their lifetime, as they can simply be
recharged before use. Nevertheless, self-discharge can be as important as the power
consumption of the autonomous sensor.

4.1.1.5 Depth of Discharge and State of Charge

A battery’s depth of discharge (DOD) indicates how much of its charge has been
extracted. Conversely, its state of charge (SOC) indicates how much charge remains.
However, to obtain meaningful data on these parameters, the battery must be left
unconnected for a sufficiently long period of time.

4.1.1.6 Temperature Effects

The rate of chemical reactions increases with increasing temperature: as a gen-
eral rule, reaction rate doubles at every increase of 10 °C [2]. This principle has
beneficial consequences (e.g. batteries show better performance because their resis-
tance decreases) as well as detrimental ones (e.g. reduction of battery lifetime due
to higher leakage). The lower limit for a battery’s operating temperature range is
partially determined by the electrolyte’s freezing point.

4.1.1.7 Differences Between Primary and Secondary Batteries

The main difference between primary batteries and secondary batteries is that the
latter can be electrically recharged, whereas the former cannot. Furthermore, the
term lifetime has a different meaning for each type: as mentioned above, the lifetime
(or shelf life) of primary batteries is limited by their self-discharge, and is usually
defined as the time required for the battery to reach 90% of its original capacity.
In contrast, the lifetime of secondary batteries is defined as the duration of satis-
factory performance measured in years (float or calendar life) or in the number of
charge/discharge cycles (cycle life). The end-of-life criterion for secondary batteries
is typically defined as the time required for the battery to reach 80% of its original
capacity. The number of charge/discharge cycles typically increases with decreasing
DOD. Float life and cycle life are both affected by numerous conditions, including
the temperature during charge and discharge; DOD; charge current and discharge
current; the charge control method; exposure to overcharge and/or to overdischarge;
and the storage conditions and duration.
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Fig. 4.2 (a) Current
consumption in the sensor
node, and (b) the resulting
battery-voltage profile

Secondary batteries generally have lower energy density than primary batteries,
as they require designs that facilitate recharging and maximize cycle life. For exam-
ple, secondary batteries demand a safety vent for gas release in the event of high in-
ternal pressure build-up. They also exhibit greater self-discharge, and consequently,
they are not recommended for use as the chief power source for autonomous sensors.

4.1.2 Batteries and Autonomous Sensors

As explained in Chap. 2, autonomous sensors are basically low-power pulsed loads.
The load model presented in Chap. 2 can be simplified to consider only the cur-
rent consumption during sleep (Ioff) and an average current consumption while ac-
tive (Ion). If this pulsed load is connected to a battery, the load voltage (vload) will
drop during the active time, because of the internal impedance of the battery (RB

in Fig. 4.1(a)). This situation is illustrated in Fig. 4.2, whereby T , ton, and toff are
the period, the active time interval, and the sleep time interval, respectively, of the
pulsed current (iload), and Io = Ion − Ioff. The average current is Ic,av = DIo + Ioff,
whereby D is the duty cycle of the autonomous sensor (D = ton/T ), which can be
adjusted—whenever allowed by the application—to obtain the desired average cur-
rent. Albeit Ioff is several orders of magnitude lower than Ion, its contribution to Ic,av

is dominant in applications in which D < Ioff/Ion. RB and the associated voltage
drop have some undesired effects on the autonomous sensor (mainly in the lifetime)
that are more pronounced at higher values of RB. For example, autonomous sen-
sors will stop working when vload falls below the minimum allowed supply voltage
(VT in Fig. 4.2(b)). Additionally, some power (and therefore, energy) is dissipated
on RB during ton, thereby reducing the efficiency when energy is extracted from
the battery. Thus, batteries with low RB are preferred as the main power source for
autonomous sensors.
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Fig. 4.3 (a) Gravimetric energy density plotted against volumetric energy density for common
primary batteries, and (b) voltage discharge profiles at discharge rates of 30 h to 100 h, for the
most common types of primary batteries. Data from [1–6]

4.1.3 Primary Batteries

Primary batteries fall into four categories, based on their chemical reagents [1, 3]:

– Alkaline (Zn/alkaline-MnO2): these are the most common primary batteries, and
are used in everyday applications such as TV remote controls, calculators, and
toys.

– Lithium based (Li/XX): used in toys or medical devices that demand high relia-
bility, long life and low self-discharge.

– Zinc-air (Zn/air): mostly used in hearing aids.
– Silver-oxide (Zn/Ag2O): mainly used in watches.

Alkaline, zinc-air and silver-oxide batteries have zinc-based anodes, which offer
good electrochemical performance, reasonably good shelf life, and low cost. In con-
trast, lithium batteries provide the highest standard potential; thus, batteries using a
lithium anode offer higher cell voltages.

Figure 4.3(a) shows the gravimetric energy density versus the volumetric energy
density of the four main types of primary batteries. Although lithium material offers
the highest energy density, zinc-air batteries feature higher gravimetric and volumet-
ric energy densities, owing to their air based cathode, which is not contained inside
the cell, thereby providing more space for the anode. Figure 4.3(b) shows the volt-
age discharge profiles for the most common types of batteries. Zinc-air, silver-oxide,
and some lithium batteries exhibit a flat discharge profile.

The principal characteristics of common primary batteries are summarized in
Table 4.1. Internal impedance in these batteries is usually measured at 1 kHz. Al-
though zinc-air batteries offer high energy density, their high internal impedance
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Table 4.1 Principal characteristics of the four main types of primary batteries [1, 3]

Battery type Alkaline Lithium based Zinc-air Silver-oxide

Internal impedance
(m�)

Low (tens) Moderate (hundreds) High (thousands) High (thousands)

Discharge profile
(Fig. 4.3(b))

Sloped Flat/Sloped Flat Flat

Shelf life or lifetime
(years)

4 to 5 10 to 20 3 to 4 4 to 5

Operating temperature
(°C)

−20 to 55 −20 to 55a 0 to 50 0 to 55

aMost-restrictive range. LiSOCl2 can work from −60 °C to 85 °C.

makes them generally unsuitable for autonomous sensors. Furthermore, they are
only constructed in button configuration, with capacities less than 1 Ah. Addition-
ally, since zinc-air batteries are open to air (which is their cathode material), they are
more susceptible to environmental changes (e.g. in temperature or humidity). Silver-
oxide batteries are quite expensive, only available in small capacities and also suffer
from rather high internal impedance. Lithium based batteries afford the best tradeoff
between energy density and internal impedance, but are typically quite expensive.
Finally, alkaline batteries are moderately priced, but feature relatively low energy
density and a sloped discharge profile. More information on these batteries types
can be found in [1] to [4], among other references.

Lithium-iodine batteries are a special type of lithium based batteries intended for
long-term microampere discharge, owing to their relatively high resistance. Indeed,
their lifetime can extend up to 25 years. They feature small battery capacities of up
to 0.5 Ah and can operate from 0 °C to 100 °C. They are typically used in pacemak-
ers. Lithium thionyl chloride batteries are intended for applications with very low
continuous current and moderate pulse current. They can operate up to 20 years and
in a wide temperature range (−55 °C to 155 °C) [5].

4.1.4 Secondary Batteries

The most widely used secondary batteries for portable and space-constrained de-
vices are [1, 2, 6]:

– Lithium based (Li-ion or Li polymer)
– Nickel metal hydride (NiMH)

Figure 4.4(a) shows a plot of volumetric energy density versus gravimetric en-
ergy density for typical secondary batteries. Metallic-lithium based batteries offer
better energy densities but present more safety risks. Batteries using lithium alloys
in the negative electrode (e.g. button LiAl/MnO2 batteries) imply less risks, but at
the expense of lower energy density and poor cycle life at deep DOD. These batter-
ies are sold in coin configuration and are intended for low rate discharges.
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Fig. 4.4 (a) Volumetric energy density plotted against gravimetric energy density for common
secondary battery types (data from [1–4, 6]); (b) charge (at 1 C and 0.75 C) and discharge (at
0.2 C) curves for Li-ion and NiMH batteries

Lithium-ion batteries use lithium intercalation compounds as positive and neg-
ative materials: their name comes from the exchange of lithium ions that occurs
between the positive and negative electrodes as the battery is cycled. Over the past
decade, they have become the most popular lithium based batteries, as they are rel-
atively safer and offer reasonably high energy densities. A recently marketed Li-ion
cell, based on lithium iron phosphate (LiFePO4) as cathode, promises higher cy-
cle life (the manufacturers claim up to 2000 cycles [7, 8]), fewer safety issues, and
more tolerance to overcharge; however, its energy densities and cell voltages are
relatively small (nominal voltage = 3.2 V). In terms of other parameters, such as
internal impedance and operating temperatures, it resembles standard Li-ion batter-
ies. Commercial LiFePO4 cells have been designed for the electric car industry and
have relatively high capacities (in most cases, > 5 Ah).

Figure 4.4(b) shows the charge and discharge curves for Li-ion and NiMH bat-
teries. As observed in the plots, during charging, the battery voltage is higher than
during discharge, which can be easily explained by the effect of internal impedance.
Lithium-ion batteries present higher voltage ranges than do NiMH batteries.

The principal characteristics of the three most common types of secondary batter-
ies are listed in Table 4.2. Lithium-polymer batteries are Li-ion batteries that employ
polymer-based electrolytes, which enable slimmer, and even flexible, designs. They
can be constructed in myriad shapes to fit the available space. The recommended
charge method depends on the chemistry and can be a determinant in designing
the energy conditioning block of autonomous sensors. The voltage discharge pro-
files for these batteries typically show a higher slope than those of primary batter-
ies.

Secondary batteries are very sensitive to overcharge and overdischarge, and
therefore, typically require protection circuits. If the battery voltage drops below
the end-of-discharge voltage, it can be recovered by cycling the battery at low rates
(0.1 C) several times. When charging Li-ion and Li polymer batteries, the voltage is
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Table 4.2 Principal characteristics of the three main types of secondary batteries [1–3]

Battery type Li-ion Li polymer NiMH

Internal impedance Z

(m�)
30 to thousands 40 to thousands 50 to thousands

Discharge profile
(Fig. 4.4(b))

Sloped Sloped Sloped

Recommended charge
method

Constant-
current
constant-voltage
(CCCV)

CCCV Constant current
(CC) with
charge
termination

Over-voltage tolerance Explosion risk Damage risk Temperature
increase

Temperature range (°C)

Charge 0 to 40 0 to 45 0 to 45a

Discharge −20 to 60 −20 to 60 −20 to 60a

Self-discharge (% per
month)

2 2.5 15 to 25

Cycle life (cycles) 500 to 1000 300 to 500 300 to 500

Float or calendar life
(years)

> 5 > 5 4 to 6

aThese are the permissible temperature ranges; however, the cell should operate as closely to RT
as possible.

limited to 4.1 V or 4.2 V for safety reasons. Due to their inherent safety risks, Li-ion
batteries are typically sold with a built-in protection circuit that disconnects the cell
in the event that charging current or cell temperature is too high. Their operating
temperature range depends on whether they are being charged or discharged. Their
self-discharge is rated at room temperature (RT; = 25 °C ± 1 °C); it increases with
increasing temperature. Despite their higher initial cost relative to primary batter-
ies, secondary batteries offer a cheaper per-cycle cost. Lithium based batteries are
typically more expensive than NiMH batteries. Despite not having memory effects,
NiMH batteries should be completely cycled every few months.

A battery pack must always comprise batteries of the same capacity, SOC and
cycle life in order to avoid polarity reversal in any one of the cells. Furthermore,
active or passive circuits can be used to maintain the voltage of the individual cells
within the same range, although this wastes some power. This method is called cell
balancing.

Thin-film batteries are solid-state lithium batteries specially designed for integra-
tion onto silicon wafers, as they are very thin (micrometers). Both Li-ion and metal-
lic lithium thin-film batteries have been developed. This technology could theoret-
ically allow every integrated circuit to have an independent built-in power source.
They can sustain high temperatures (250 °C) for short periods of time and contain no
liquid elements; therefore, they can support solder reflow [1]. Cycle lives of several
thousands of cycles at RT and hundreds of cycles at 150 °C have been demonstrated
[9]. These batteries exhibit energy densities of 100 µWh/cm2 to 1000 µWh/cm2,
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depending on the cathode [10], and power densities (under continuous discharge) of
up to 10 mW/cm2 [9]. Therefore, their internal impedance is quite high compared to
traditional Li-ion cells, which they otherwise resemble closely. There are companies
that work on and commercialize these types of batteries, e.g. Excellatron, Cymbet,
and Infinite Power Solutions.

Charging of secondary batteries from the electrical grid uses some circuitry to
protect the battery. These circuits deliver the appropriate voltage and current to the
battery depending on its DOD. When harvesting energy from the environment, the
charging current is usually quite low, thereby minimizing the need for complex
charging and protection circuits. Simple over or under voltage protection circuits
(e.g. a comparator plus a disconnection switch) can be considered. More informa-
tion on battery protection circuits can be found in [11].

4.2 Battery Characterization

Internal impedance in batteries depends on factors including the battery chemistry,
the cell size and construction, the number of connected cells, the wiring, and the
contact type [6]. Manufacturers normally provide graphs of a battery’s voltage plot-
ted against its remaining capacity for different constant loads (as in Figs. 4.3(b) and
4.4(b)), as well as a value for ac impedance at a specific frequency and DOD. How-
ever, the data found in these plots are not sufficient for predicting a battery’s voltage
behavior under pulsed loads, such as that of autonomous sensors (Fig. 4.2(a)). Thus,
prediction of the transient response of the supply voltage of low-power autonomous
sensors requires a suitable electrical model of the batteries. This model can be useful
for predicting the runtime of autonomous sensors, because the presence of exces-
sive voltage drops (see Sect. 4.1.2), and for measuring the battery OCV to easily
determine the battery DOD. Knowing the transient response of the battery enables
determination of when the OCV has been reached.

Among the different models proposed for batteries, electrical models seem to
be the most convenient. Min and Rincon-Mora [12] have proposed a model that
incorporates OCV to simulate transient response using two resistor-capacitor (RC)
networks. Herein, we describe a simplified version of this model, which uses only a
single RC network. We determined the value of the model parameters from experi-
mental data by draining a pulse of current from the batteries, thus emulating pulsed
loads. We tested different types of low capacity (< 1.5 Ah) primary and secondary
batteries, and then compared experimental transient responses against simulation
data using the parameter values determined for the batteries.

4.2.1 Proposed Approach

Figure 4.5 shows the battery model proposed to predict the transient response of
the battery voltage under pulsed current loads. This model is commonly used for
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Fig. 4.5 Proposed battery
model

electrochemical impedance measurements and is a simplified version of a Randles
cell [13]. The voltage source (VB) models the OCV, which depends on Q; the series
resistance (RS) stems from the ohmic contacts of the current collectors and elec-
trodes; the parallel resistor (RP) models the ionic resistance of the electrolyte; and
the capacitor (CP) models the double-layer effect that appears at the interface be-
tween the electrodes and the electrolyte [1]. The voltage at the battery terminals is
equal to the voltage available to the load (vload).

To estimate the parameters of the model (RS, RP and CP), we theoretically ana-
lyzed how vload varies while a single current pulse (iload) is drained from the battery.
The battery impedance in the Laplace domain is given by:

ZB(s) = RSτs + RS + RP

τs + 1
, (4.1)

whereby

τ = RPCP. (4.2)

The current pulse drained from the battery can be expressed in the temporal and
Laplace domains as shown below in (4.3) and (4.4), respectively:

iload(t) = Io
(
u(t) − u(t − ton)

)
, (4.3)

Iload(s) = Io

(
1

s
− e−tons

s

)
, (4.4)

whereby u(t) is the step function, and the pulse starts at t = 0 and ends at t = ton.
This iload is like a single pulse in Fig. 4.2(a) with Ioff = 0; consequently, Io = Ion.
An Ioff �= 0 could easily be considered by adding a constant current to iload. vload
changes according to:

vload(t) = VB − Io(RS + RP)

{[
1 − RP

RS + RP
e− t

τ

]
× u(t)

−
[

1 − RP

RS + RP
e− (t−ton)

τ

]
× u(t − ton)

}

= VB − Io
{
RS + RP

(
1 − e− t

τ
) × u(t)

− [
RS + RP

(
1 − e− (t−ton)

τ
) × u(t − ton)

]}
. (4.5)

Figure 4.6(a) shows a temporal representation of (4.5). The instantaneous volt-
age changes at t = 0 and t = ton are due to RS, whereas the exponential behavior
during the remaining time is due to RP and CP. Values for RS,RP and CP can be es-
timated from (4.5) with at least three different points. We chose the points marked in
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Fig. 4.6 Temporal representation of (4.5): (a) points chosen for estimating RS, RP and CP; and
(b) voltage behavior as a function of τ

Fig. 4.6(a). We first derived RS from the initial voltage drop at t = 0; subsequently
determined τ from the graph; and finally, obtained RP and CP. The analytical ex-
pressions corresponding RS, to RP and CP are shown in (4.6) to (4.8), below.

RS = VB − vload(0+)

Io
, (4.6)

RP =
VB−vload(t

−
on)

Io
− RS

(1 − e− (ton)
τ )

= vload(0+) − vload(t
−
on)

Io(1 − e− (ton)
τ )

, (4.7)

CP = τ

RP
. (4.8)

In Fig. 4.6(b), tOCV accounts for the time that must be waited following deacti-
vation of the pulse current before measuring the OCV (VB) with a bounded error.
The lower the permissible error, the longer the tOCV. The dotted and dashed lines
represent the cases τ � ton and τ � ton, respectively. A higher τ implies a longer
tOCV but lower voltage drops.

When Ioff is not negligible, the measured value at t = 0−(VB) equals the OCV
minus Ioff(RS + RP); however, RS, RP and CP are estimated using the same equa-
tions as explained above. This assumption holds true whenever Ioff is present long
before t = 0. Under these circumstances, the OCV—and consequently, the DOD—
can only be obtained if Ioff is known. The points used to compute RS, RP and CP
can be chosen such that the algorithm could be automated or even implemented in
a low power microcontroller by using simple equations [14]. Thus, if the current
behavior of the autonomous sensor is well characterized (Fig. 4.2(a)), then RS, RP
and CP can be extracted from the behavior of vload at the activation time of the
autonomous sensor. In this case, battery information can be extracted without dis-
connecting the autonomous sensor. However, proper measurement demands that T

and ton be tailored to the expected τ .

4.2.2 Materials and Methods

We evaluated nine different batteries (four primary and five secondary) represent-
ing the most common technologies at RT. Table 4.3 lists the models (the first four
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Table 4.3 Tested batteries and their main characteristics

Battery (manufacturer) Nominal
capacity (mAh)

Nominal
voltage (V)

Impedance @ 1000 Hz
(m�) (manufacturer data)

V357 Silver-oxide (Varta) 165 1.55 Not specified

675 Zinc-air (Duracell) 600 1.4 3000

E92 Alkaline (Energizer) 1250 1.5 150–300b

CR2 Lithium (Panasonic) 1400 3 Not specified

ML 2016 Lithium (Maxell) 25 3 Not specified

GP17AAAH2Xa NiMH (GP) 170 2.4 < 400

NP FE1 Lithium-ion (Energizer) 450 3.6 Not specified

Lithium-polymer (Varta) 550 3.7 130

GP130AAM NiMH (GP) 1300 1.2 17–38

aBattery pack consisting of two cells connected in series.
bMeasured at dc with the dual pulse method: a 100 ms current pulse is drained from the battery,
and the resistance is then estimated from the voltage drop at the end of the pulse.

Fig. 4.7 Measurement setup

are primary, and the last five, secondary) with their principal characteristics. The
nominal capacities ranged from 25 mAh to 1400 mAh. A manufacturer-provided
impedance value (generally measured at 1 KHz) was only available for five of these
batteries.

A pulsed current (T = 10 s and ton = 0.1 s) was generated using a GS610 source
(Yokogawa). A larger ton (3 s) was used for the silver-oxide battery because of its
larger measured τ . Amplitudes (Io) from 30 mA to 1 A were employed (depending
on the internal battery impedance) to produce a measurable voltage drop, which was
acquired with a DSO6032A oscilloscope (Agilent). The values of RS, RP and CP
were then calculated using (4.6) to (4.8). Figure 4.7 shows the measurement setup.

Some of the batteries were tested at 0 °C and −20 °C by using a FCH2730 cli-
matic chamber (CCI). The results for two of these batteries are shown in Figs. 4.9
and 4.10. When the temperature was set to 0 °C, the internal temperature of the
climatic chamber, measured with the thermo-hygrometer DO 4096 (Delta Ohm),
oscillated between −1.9 °C and 3.3 °C; in contrast, when the temperature was set
to −20 °C, the internal temperature oscillated between −15 °C and −19.7 °C. The
relative humidity fluctuated between 22% and 56%.
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Table 4.4 Measured values for RS, RP and CP at RT and full charge for the primary batteries
tested

Battery Nominal
capacity (mAh)

Current
applied (mA)

RS
(�)

RP
(�)

CP
(mF)

V357 Silver-oxide (Varta) 165 50 3.26 1.403 361

675 Zinc-air (Duracell) 600 300 0.863 3.38 79

E92 Alkaline (Energizer) 1250 500 0.134 0.026 5450

CR123A Lithium (Panasonic) 1400 500 0.35 0.096 320

Table 4.5 Measured values for RS, RP and CP at RT and full charge for the secondary batteries
tested

Battery Nominal
capacity (mAh)

Current
applied (mA)

RS
(�)

RP
(�)

CP
(mF)

ML 2016 Lithium/MnO2 (Maxell) 25 30 11.24 8.31 1.7

GP17AAAH2X NiMH (GP) 170 200 0.481 0.524 135

NP FE1 Lithium ion (Energizer) 450 1000 0.084 0.171 76

Lithium polymer (Varta) 550 1000 0.119 0.125 217

GP130AAM NiMH (GP) 1300 500 0.104 0.076 184

4.2.3 Experimental Results

Table 4.4 shows the RS, RP and CP (Fig. 4.5) obtained for the four tested primary
batteries at RT and full charge. As observed in the table, zinc-air and silver-oxide
batteries, which have lower capacities, showed higher internal impedance. For the
zinc-air and alkaline batteries, the sum of RS and RP is close to the impedance value
provided by their respective manufacturer (Table 4.3). However, no manufacturer’s
data were available for the other two primary batteries tested.

Table 4.5 shows the parameter values for modeling the five tested secondary
batteries. As observed in the table, the batteries with the lowest capacities gave the
highest RS and RP (see Sect. 4.1.1.3, [15]).

The ML2016 battery was also tested at RT for different OCVs (Fig. 4.8). As
observed in the figure, resistance increased with decreasing OCV, and thus, with
increasing DOD, which is standard behavior [16]; CP and τ also increased with
increasing DOD.

For the 675 zinc-air primary battery (Fig. 4.9) and the NP FE1 Li-ion secondary
battery (Fig. 4.10), resistance and capacitance were also measured at full charge
and at 0 °C and −20 °C. As expected, resistance increased with decreasing temper-
ature [16].
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Fig. 4.8 Calculated parameters versus OCV for the ML2016 lithium battery at RT

Fig. 4.9 Resistance and
capacitance at different
temperatures and full charge
for the 675 zinc-air battery

Fig. 4.10 Resistance and
capacitance at different
temperatures and full charge
for the NP FE1 Li-ion battery

4.2.4 Model Validation

To validate the proposed model shown in Fig. 4.5, we compared the transient volt-
age response of six of the tested batteries against simulated data (Matlab). For the
simulations, we used the RS, RP and CP values from Tables 4.4 and 4.5, and a cur-
rent pulse with the same amplitude and width as that used in the experimental tests.
Table 4.6 shows the root mean square error (εrms) computed using (4.9) for each
battery. This error was less than 3% for all the batteries except the zinc-air one.
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Table 4.6 Model validation
results Battery εrms (%)

ML 2016 Lithium (Maxell) 2.99

Lithium-polymer (Varta) 2.01

E92 Alkaline (Energizer) 1.41

CR2 Lithium (Panasonic) 1.83

675 Zinc-air (Duracell) 11.7

V357 Silver-oxide (Varta) 2.43

Fig. 4.11 Relative error, and acquired and simulated data, at ton = 3 s and Io = 50 mA for the
silver-oxide battery tested

This may be because the amplitude of the current pulse used in the experimental
characterization was too high, leading to more erroneous characterization.

εrms(%) = 100

√√√√ 1

N

N∑
k=1

(
(vsimulated − vexperimental)2

[VB − vload(t
−
on)]2

)
, (4.9)

Figure 4.11 shows the relative error for the silver-oxide battery and the conditions
at which the model was fitted. As observed in the figure, a relatively high error
occurs at t = 3 s, right when the pulse current is switched off. For the remaining
data, the acquired and simulated voltage behaviors are quite similar, and the relative
error is less than 4%.

4.3 Supercapacitors

Supercapacitors, also called ultracapacitors or double-layer capacitors, feature ac-
tivated carbon electrodes that have very large surface areas and that may be sepa-
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Fig. 4.12 Structure of a
supercapacitor. Adapted
from [18]

Fig. 4.13 (a) A simple
supercapacitor circuit model;
and (b) a more complex
supercapacitor circuit
model [20]

rated by distances as short as in the molecular range. These characteristics enable
higher capacities per unit area than that of regular capacitors. Moreover, in con-
trast to regular capacitors, supercapacitors do not have a dielectric between their
two electrodes and charge/discharge occurs in the ion absorption layer formed on
the electrode surfaces (see Fig. 4.12). Although their two electrodes are equal, in
order to preserve lifetime, the polarity must not be reversed [17]. The electrodes
are impregnated with an electrolyte that enables charge transfer via ions. There are
two types of electrolytes: organic and aqueous. Organic electrolytes provide higher
voltage per cell and higher energy densities, whereas aqueous electrolytes lead to
smaller cell-to-cell voltage differences.

Supercapacitors are often used for auxiliary applications: for example, to provide
backup power for computer or cell phone memory, or to generate brief bursts of
energy in battery-powered consumer products (e.g. cameras) [19].

Figure 4.13(a) shows a simple electrical model for a supercapacitor, which is
also used for regular capacitors, whereby C is the nominal value of the capacitor;
RC models the equivalent series resistance (ESR); and Rleak models the supercapac-
itor leakage current. There are more complex supercapacitor models, such as one
which includes several RC branches in parallel [20]. Figure 4.13(b) shows an ex-
ample with three RC branches and a parallel Rleak that models the supercapacitor
leakage. The main branch (RfCf) is equivalent to CRC in Fig. 4.13(a). The other
RC branches model longer time constants (from seconds or minutes to days). Con-
sequently, fully charging or discharging a supercapacitor may take several hours or
days. Obviously, the slower RC branches cannot store or deliver energy as quickly
as the main branch. However, Cf is much larger than the model’s remaining capaci-
tors, and consequently, so is its corresponding available energy. The leakage current
is the current that passes through Rleak once the capacitor has been fully charged
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Fig. 4.14 Supercapacitor
discharge under a step current
load [23]

or discharged (i.e. the capacitors of all the branches) to some fixed voltage. Other
complex models of supercapacitors can be found in [21] and [22].

Figure 4.14 shows the voltage behavior of a supercapacitor under a step current
load simulated using the simplified model in Fig. 4.13(a). First, RC causes an initial
voltage drop when the load is applied, and then the voltage of the supercapacitor
decreases linearly (as happens with regular capacitors). Supercapacitors designed
for backup applications have a relatively high RC (large voltage drop for a step
current load), but also have a high Rleak (low leakage). Conversely, supercapacitors
with very low RC (tens to hundreds of milliohms) have a relative low Rleak (high
leakage).

For supercapacitors, size and leakage current increase with nominal capacity.
Leakage current also increases with increasing temperature (similarly to batteries)
and with increasing voltage. Leakage current must be considered for applications
with low average current consumption. RC also increases at low temperatures, al-
though not considerably [21].

The maximum voltage that can be applied to a supercapacitor is determined by
the breakdown of the solvents in the electrolyte. The maximum voltage and the rated
charge/discharge current must not be exceeded; apart from these considerations, no
other special care must be taken for charging/discharging. When using stacks of su-
percapacitors connected in series, the potential differences between them can cause
the voltage in one supercapacitor to exceed the maximum allowed voltage. Thus, to
keep the voltage of all the supercapacitors within the safe range, voltage balancing
must be considered [23]. This is usually done with a balancing resistance placed
in parallel with the supercapacitor; however, this balancing resistance ultimately in-
creases supercapacitor leakage. The company AVX claims that supercapacitors with
aqueous electrolytes do not require balancing, and that these can easily operate at
higher voltage, with no added leakage, by stacking several cells in series [24]. They
manufacture supercapacitors with nominal voltages of up to 16 V.

Table 4.7 summarizes the most important characteristics of supercapacitors.
Compared to secondary batteries (Table 4.2), supercapacitors feature energy den-
sities of one to two orders of magnitude lower. However, their power densities can
be much higher (and conversely, their internal impedances can be much lower). Su-
percapacitors have an unlimited shelf life when stored in a discharged state and
low ageing when floating at nominal voltage. Additionally, their DOD can be eas-
ily obtained by measuring their OCV. However, the voltage decreases linearly with
the DOD, which poses more challenges to the preceding energy conditioning stage
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Table 4.7 Main characteristics of supercapacitors [17, 18, 23, 25, 26]

Capacity Units of µAh—hundreds of mAh (units of mF—hundreds of F)

Energy density (mWh/cm3) 1–10

Series resistance Units of m� to tens of �

Leakage Units or tens of µA

Maximum voltage (V/cell) 2.3–2.75 (organic electrolyte)

1 (aqueous electrolyte)

Charge characteristics Maximum voltage must not be exceeded.

Discharge characteristics Linear

Temperature range (°C) −20 to 70

Number of cycles 100,000’s

Ageing (10 years at RT
and nominal voltage)

15% to 30% C loss

40% ESR increase

and to the ensuing power conditioning stage. Moreover, supercapacitors with good
power performance can be quite expensive. This can be resolved through tandem use
of supercapacitors and batteries in hybrid storage units, which can provide energy
densities and power densities suitable for the sensor nodes of a WSN. Section 4.5
describes the performance of hybrid storage units used for autonomous sensors.

4.4 Supercapacitor Characterization

This section describes experiments that we performed to determine the parameter
values for the circuit model presented in Fig. 4.13(a) when we used it to model
several commercial supercapacitors (see Sect. 4.4.2).

4.4.1 Materials and Methods

We measured the RC of several commercial supercapacitors with an impedance an-
alyzer (HP 4294) at a frequency of 1000 Hz. The modulus of the impedance was
considered as RC because Rleak is much higher and the contribution of C was neg-
ligible at this frequency. This was also experimentally stated because the phase of
the impedance at this frequency was almost zero.

To measure RC at different temperatures, we used a different method. Super-
capacitors were first charged at their maximum operating voltage. Then, a current
pulse was drained from them, and the initial voltage drop on the terminals of the
supercapacitor was measured. This voltage drop divided by the current amplitude
was considered as RC. We performed several tests for different current amplitude
values. The experimental results show the mean value of RC at the specific temper-
ature. Using this method, we tested four supercapacitors at different temperatures
(FCH2730 climatic chamber from CCI).
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Fig. 4.15 Setup for
measuring leakage current in
the supercapacitor model

Table 4.8 Main parameter values of the tested supercapacitors, measured at room temperature

Supercapacitor Capacity
(F)

Maximum operating
voltage (V)

RC (�) manufacturer
(@ 1000 Hz)

RC (�) measured
(@ 1000 Hz)

SD series (Panasonic) 0.1 5.5 ≤ 75 53

SG series (Panasonic) 0.47 5.5 ≤ 30 6.15

SG series (Panasonic) 1 5.5 ≤ 30 5.65

HW series (Panasonic) 1 2.3 < 1a 0.215

BZ series (AVX) 0.1 5.5 0.096a 0.095

BZ series (AVX) 1 5.5 0.050a 0.032

PC4 (Maxwell) 4 2.5 0.290b 0.120

PC10 (Maxwell) 10 2.5 0.130b 0.105

aMaximum value.
bTypical value.

Leakage current was measured at RT for one of the supercapacitors (BZ series
100 mF, AVX) by using the setup shown in Fig. 4.15. First, the supercapacitor was
charged from 0 V to 3.3 V (with the GS610 source, at a constant current of 2 mA),
and then, was left floating at 3.3 V for several hours in order to let the slower RC
branches shown in Fig. 4.13(b) charge completely. Current was measured with the
KE6514 electrometer (Keithley) and acquired using a GPIB bus. The measured end-
current was considered as leakage. This method is proposed in the electrometer
instruction manual [27]. The leakage current was also measured at different temper-
ature levels inside an FCH2730 climatic chamber (CCI).

4.4.2 Experimental Results

4.4.2.1 Series Resistance

The most relevant parameter values of the tested supercapacitors, and the measured
values of RC, are listed in Table 4.8. As observed in the table, the measured values



4.4 Supercapacitor Characterization 61

Table 4.9 RC values at 0 °C
and at 25 °C for four of the
tested supercapacitors,
measured by applying a
discharge pulse to the
supercapacitor

Supercapacitor Temperature (°C)

25 0

SG series 0.47 F (Panasonic) 6.76 11.38

BZ series 0.1 F (AVX) 0.113 0.13

PC4 (Maxwell) 0.14 0.223

PC10 (Maxwell) 0.115 0.165

Fig. 4.16 Current delivered by the power source during the charge of the supercapacitor (BZ series
0.1 F, AVX) at room temperature

approach the manufacturer specified values. The RC value of the first three super-
capacitors is very high, because they are intended for back-up applications in which
small currents (microampere level) are drained and the voltage drop due to RC is
insignificant.

The RC values measured at 0 °C and at 25 °C for four supercapacitors are shown
in Table 4.9. The values at 25 °C are in good agreement with those presented in
Table 4.8. As observed in the table, RC was higher at the lower temperature.

4.4.2.2 Leakage Current

Figure 4.16 shows (in logarithmic scales) a plot of the current measured while the
supercapacitor was being charged, first at constant current and then at constant volt-
age. As observed in the figure, the current initially had a constant value of 2 mA
(constant current charge) and then, once the voltage had reached 3.3 V (i.e. the
main branch of the model in Fig. 4.13(b) had fully charged), the current steeply de-
creased. The supercapacitor took several days to completely charge, and the current
progressively decreased as more branches (Fig. 4.13(b)) were charged. After 105 s,
the current delivered by the power source seemed to stabilize at 2.6 µA, which can
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Fig. 4.17 Leakage current at
3.3 V plotted against
temperature

be considered as the leakage current (i.e. the current drained by Rleak). This leak-
age current is small enough to consider the use of supercapacitors in autonomous
sensors.

Leakage was measured at only one voltage; therefore, voltage had to be swept
in order to obtain a relationship between capacitor voltage and leakage. Between
measurements, some time was needed for the leakage to stabilize.

The leakage current at different temperatures for a voltage of 3.3 V is plotted in
Fig. 4.17. As observed in the plot, the leakage current remained less than 12 µA,
which is one order of magnitude lower than the leakage current specified by the
manufacturer at 70 °C for the full product range (< 100 µA).

4.5 Hybrid Systems

Given1 that capacitors are complementary to batteries [28, 29] (see Sects. 4.1
and 4.3), they have been harnessed to increase the power capabilities of batteries,
even in commercial products [30]. Storage units comprising a battery and a capac-
itor operating in tandem are known as hybrid systems. In [31], the authors used a
600 mAh lithium battery in parallel with a 600 mF supercapacitor to extend the
runtime down to a specific threshold voltage under a 2 A GSM pulsed load. The
results were only experimentally assessed; no analytical formulation was provided.
Dougal et al. [32] theoretically analyzed the power and life extension under pulsed
load conditions provided by a hybrid storage unit composed of a supercapacitor in
parallel with a battery. However, they did not provide any experimental results and
only tackled runtime extension from an energy perspective, disregarding the effect
of the voltage drop at the battery terminals. In [33], the researchers used a 1.2 Ah
lithium-ion battery in parallel with either a 5 F or a 50 F capacitance storage. The
runtime of the hybrid storage unit with the 50 F capacitor was only 5% higher than
with the single battery.

1© 2010 IEEE. Reprinted, with permission, from IEEE Trans. Instrumentation and Measurement,
“Runtime extension of low-power wireless sensor nodes using hybrid-storage units,” M.T. Penella
and M. Gasulla, vol. 59, pp. 857–865.
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Fig. 4.18 Battery voltage behavior (a) under a pulsed load current, and (b) when energy is har-
vested and subsequently delivered as a pulsed current

Despite the extensive work done with hybrid storage units, their advantages have
not been thoroughly assessed and tested in low-power wireless sensor nodes, which
operate with pulsed load currents on the order of tens of milliamps. Herein we
present a comprehensive theoretical analysis that extends literature precedent and
provides design guidelines for choosing the best supercapacitor for a given load.
The analysis is supported by extensive experimental results (we previously reported
this work in [34]). Although we focused on wireless sensor nodes, our analysis and
results are applicable to other low-power devices having a pulsed current consump-
tion profile.

4.5.1 Problem Statement

Power to autonomous sensors is provided by primary batteries or by harvesting en-
vironmental energy and storing it in secondary (rechargeable) batteries [35]. Choos-
ing a suitable battery is not trivial, owing to the different constraints highlighted in
Sect. 4.1. Due to the internal impedance of the battery (Fig. 4.1(b)) and the current
profile of autonomous sensors (Fig. 4.2(a)), a voltage drop across the battery ter-
minals appears at the activation time (Fig. 4.2(b)). This phenomenon is illustrated
in Fig. 4.18(a). When the battery voltage falls below the minimum supply voltage
allowed (VTL in Fig. 4.18(a)), the sensor node stops working, thereby impeding ex-
traction of the available energy from the battery, and consequently, reducing the
node runtime [1]. Additionally, some power (and therefore, energy) is lost at the in-
ternal impedance of the battery. Small batteries (e.g. button type or thin film lithium
batteries) have considerable internal impedance. One way to decrease the internal
impedance of batteries is to increase the surface area in which the electrochemical
reaction occurs. However, this reduces energy density and increases leakage, and
consequently, decreases runtime (Sect. 4.1, [1]). Alternatively, a supercapacitor can
be placed in parallel with the battery in order to reduce the equivalent impedance
of the storage unit. This strategy is used in some commercial hybrid batteries [30],
whereby the current capabilities of bobbin-type thionyl chloride lithium cells are
enhanced by adding a hybrid layer capacitor. For this book, we combined generic
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Fig. 4.19 Electrical model of
the hybrid storage unit and
the sensor node (load)

commercial batteries with supercapacitors, and then tested the resulting hybrid sys-
tems as power sources for low-power wireless sensor nodes.

Apart from the pulsed load behavior of autonomous sensors, when energy is har-
vested from the environment, the current from either the transducer or the energy
conditioning stage can also have a pulsed shape (see Sect. 5.3.1). To save energy
and boost efficiency at low currents, the energy conditioning stage is not operated
constantly; thus, power from the transducer is stored on a capacitor and period-
ically transferred in high current bursts to the battery. As the current flows into
the battery, its voltage increases (IoRB) (Fig. 4.18(b)), such that Io (which can be
several hundreds of milliamperes) is the peak current injected into the battery dur-
ing its charge. Secondary batteries generally do not tolerate overcharge well (see
Sect. 4.1.4); therefore, designers typically include an over-voltage protection circuit
to stop battery charging when an upper voltage limit (VTH in Fig. 4.18(b)) is sur-
passed. Thus, when the battery operates near this upper limit, or when the product
IoRB is high, the protection circuit will act too early, and the stored charge will not
be as high as expected. Furthermore, some power will be dissipated on RB. There-
fore, hybrid storage units can benefit autonomous sensors by harvesting energy more
efficiently and preventing early cuts of the charging current.

For the analyses described in the following sections, we considered the case of
a pulsed load. Nonetheless, our methodology could easily be adapted to a pulsed
energy source by simply considering a negative Io and an Ioff that also accounts for
the power consumption of the energy conditioning stage when no energy is trans-
ferred to the battery. Finally, when harvesting energy, both situations can be met,
and therefore, the capacitor that fulfills the most restrictive condition will probably
suffice for both charging and discharging the battery.

4.5.2 Theoretical Analysis

4.5.2.1 Circuit Model

Figure 4.19 shows the electrical model of the hybrid storage unit and the sensor node
(load), modeled as a pulsed-current sink (Fig. 4.2(a)). The battery has been modeled
with the circuit in Fig. 4.1(a), and the supercapacitor, with the circuit in Fig. 4.13(a).
Rleak is not shown in Fig. 4.19, but its effect has been considered in the equations
as part of the leakage current of the storage unit (Ileak). In the remaining part of this
section, calculations of the voltage, the power at the load, and the achieved runtime
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extensions are shown. The expressions for choosing an appropriate supercapacitor
for the hybrid storage unit are provided.

4.5.2.2 Load Voltage and Power

Assuming that VB is constant and the initial voltage at the capacitor is equal to VB,
the load voltage is given by:

vload(t) = VB − Voff_leak − IoRB

N∑
n=0

{[
1 − RB

RB + RC
e−ωβ(t−nT )

]
× u(t − nT )

−
[

1 − RB

RB + RC
e−ωβ(t−nT −ton)

]
× u(t − nT − ton)

}
, (4.10)

whereby Voff_leak = (Ioff + Ileak)RB is the contribution to the voltage drop of Ileak
and Ioff; u(t) is the unit-step function; n is an integer representing the pulse number;
and ωβ = 1

(RB+RC)C
. Equation (4.10) is similar to that provided in [32], except that

it includes the effects of Ileak and Ioff. The load voltage during pulse N tends to:

vload(NT + t) = VB − Voff_leak − IoRB

[
1 − RB

RB + RC
e−ωβt

(
1 − e−ωβ(T −ton)

1 − e−ωβT

)]

−
(

1 − RB

RB + RC
e−ωβt eωβ ton

)

× [
u(t − NT − ton) − u(t − NT − T )

]
. (4.11)

This approximation is good enough for NT > 10
ωβ

. At the end of the active time
of pulse N , the load voltage is minimal and takes the following value:

vload(NT + ton) = VB − �vload, (4.12)

whereby the maximal voltage drop at the internal impedance of the battery (�vload)
is given by:

�vload = Voff_leak + IoRB

[
1 − RB

RB + RC

e−ωβton − e−ωβT

1 − e−ωβT

]
. (4.13)

Alternatively, from (4.11), the average power at the load can be calculated as:

P̄load

= 1

T

∫ T

0
vload(NT + t) · iload · dt

= Io · ton

T

[
VB − Voff_leak − IoRB + Io

R2
B

RB + RC

(1 − e−ωβ(T −ton))(1 − e−ωβton)

ωβton(1 − e−ωβT )

]

+ Ioff

(
VB − Voff_leak − IoRB

ton

T

)
(4.14)

and the average power loss (P̄loss) is:

P̄loss = P̄B − P̄load, (4.15)
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Fig. 4.20 �vload versus 1/ωβ . �vload decreases as C increases

whereby:

P̄B = VB(Io · D + Ileak + Ioff) (4.16)

is the average power provided by the battery.
Assuming that ton � T , and considering C (and consequently, ωβ ), as a design

parameter, (4.13) and (4.14) can be asymptotically evaluated in three zones:

– Zone 1: ωβton � 1, ωβT � 1
– Zone 2: ωβton � 1, ωβT � 1
– Zone 3: ωβton � 1, ωβT � 1

Moving from Zone 1 to Zone 3, �vload decreases as C increases (and conse-
quently, ωβ decreases).

Evaluating (4.13) in these three zones provides the three asymptotes plotted in
Fig. 4.20. The respective expressions are:

Zone 1 → �vload = Voff_leak + IoRB

= Voff_leak + Io(RB‖RC) + Io
R2

B

RB + RC
, (4.17a)

Zone 2 → �vload = Voff_leak + Io(RB‖RC) + Io
R2

B

RB + RC
ωβton

= Voff_leak + Io(RB‖RC) + Io
R2

B

RB + RC
ωβDT , (4.17b)

Zone 3 → �vload = Voff_leak + Io(RB‖RC) + Io
R2

B

RB + RC
D. (4.17c)

As an example, Fig. 4.21 shows the load voltage profile at Zone 2, in which the
initial voltage drop and �vload are observed. Moving from Zone 1 to Zone 3, as
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Fig. 4.21 Transient behavior
of the load voltage under
pulsed load current

C increases, �vload decreases, as does the peak current provided by the battery. In
Zone 1 the hybrid storage unit behaves as a single battery. In Zone 3 the voltage
drop is minimal, and it decreases with decreasing values of RC and D.

From (4.14) to (4.16) the resulting expressions for the power loss at the three
zones are:

Zone 1 → P̄loss = IoD[Voff_leak + IoRB] + Poff_leak, (4.18a)

Zone 2 → P̄loss = IoD

[
Voff_leak + Io(RB‖RC) + Io

R2
B

RB + RC

ton

2
ωβ

]

+ Poff_leak, (4.18b)

Zone 3 → P̄loss = IoD

[
Voff_leak + Io(RB‖RC) + Io

R2
B

RB + RC
D

]

+ Poff_leak, (4.18c)

whereby:

Poff_leak = Ioff[Voff_leak + IoRBD] + IleakVB. (4.19)

This generates a plot analogous to that of Fig. 4.20; thus, P̄loss is minimal in
Zone 3.

4.5.2.3 Runtime Extension

In Sect. 4.5.2.2 VB was assumed to be constant; however, it actually decreases with
Q. Manufacturers usually provide graphs of the battery voltage versus the amount
of extracted charge at different discharge rates (e.g. Figs. 4.3(b) and 4.4(b)). Thus,
the runtime until the battery voltage falls below a specific threshold voltage can be
estimated. Runtime increases as either the discharge current or threshold voltage
decreases. As a first order approximation and within a determined range, VB can be
assumed to decrease linearly with Q, such that:

VB(t) = VB0 − kQ(t) (4.20)
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Fig. 4.22 Linear
approximation of VB and
vload plotted against discharge
capacity

whereby VB0 corresponds to the OCV of a fully charged battery; and k (V/As) is a
constant that can be inferred from the discharge graphs.

Figure 4.22 represents (4.20) and (4.12) plotted against Q. As observed, the shift
between the two plots increases as �vload increases. Qmax is the maximum charge
that can be extracted down to a threshold voltage (VT); Qideal is the charge that
would be extracted at �vload = 0; and QB corresponds to the total available charge
at the battery. VBF corresponds to the battery OCV when there is no charge. When
VT = VBF, Qideal = QB. The relative extracted charge is given by:

Qmax

Qideal
= 1 − �vload

(VB0 − VT)
(4.21)

whereby �vload can be calculated from (4.13) and the following assumption is
made: VB0 > VT > VBF. The runtime (tr) can be estimated as:

tr = Qmax

DIo + Ioff + Ileak
. (4.22)

Thus, Qmax and runtime increase if �vload is reduced. Runtime also increases
with decreasing D. However, for small values of D, the contribution of Ioff and Ileak

can be dominant and tr cannot be increased further. A minimum �vload (Fig. 4.20,
Zone 3) is achieved whenever:

C � T

(RC + RB)
. (4.23)

From (4.17c), a capacitor with a low RC further reduces �vload. A reduction in
D, achieved by either reducing ton or increasing T , also reduces �vload. However,
from (4.23), an increase in T leads to a higher value of C, which translates to a
larger capacitor and, given the same type and manufacturer, higher cost. Working
at Zone 2 (Fig. 4.20), which leads to a smaller value of C, is feasible whenever the
achieved �vload enables the desired charge (Qmax) to be obtained from the battery.
From (4.21), the maximum permitted voltage drop (Fig. 4.20, �vload,max) can be
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deduced for a desired Qmax. Thus, the optimal capacitor (minimum value) can be
calculated from (4.17b) as:

C >
Ioton(

RB
RB+RC

)2

�vload,max − Voff_leak − Io(RC‖RB)
(4.24)

which, whenever RC � RB, can be approximated to:

C >
Ioton

�vload,max − Voff_leak − IoRC
. (4.25)

As observed in these equations, the required value for C increases with increasing
Io, ton and RC, and decreasing �vload,max.

Whenever the sensor node requires a constant voltage supply (VCC) or the bat-
tery voltage does not match the supply voltage range of the sensor node, a voltage
regulator (see Chap. 2) must be inserted between the energy storage unit and VCC.
Even when a voltage regulator is not strictly needed, its use can increase the over-
all efficiency. The use of a voltage regulator leads to a constant P̄load. Thus, from
(4.15), P̄B will decrease as P̄loss is decreased. Consequently, the runtime will be
further extended. From (4.18a)–(4.18c), P̄loss is smaller when a hybrid storage unit
is used. P̄loss can be fixed to a small fraction of P̄load in order to reduce the unnec-
essary power waste at the internal resistance of the battery. Then, a suitable value
of C can be chosen from (4.18b), in a similar way as done previously when fixing
�vload,max.

In conclusion, when high-impedance batteries are equipped with an appropriate
capacitor in parallel, their current and power capabilities are enhanced, and the run-
time of autonomous sensors can be extended, through reduced internal voltage drop
(which implies that more energy can be extracted from the battery) and reduced
power loss (which increases the efficiency of the extracted energy transferred to the
load).

4.5.3 Materials and Methods

We performed accelerated (high D) runtime tests using single batteries and hybrid
storage units. In these tests, Ioff and Ileak were much lower than the mean current
consumption and did not affect runtime. The source GS610 (Yokogawa) was used
as a sink pulsed load (Fig. 4.2) with the following parameter values: Ion = 30 mA,
Ioff = 0 mA, ton = 100 ms, and T = 1 s. Thus, Ic,av = 3 mA and D = 0.1. The
source GS610 was programmed to record the voltage and to switch off its output
when the measured voltage fell below a preset voltage.

We also performed tests with a commercial wireless sensor node. A digital multi-
meter (Agilent 34401) was used to measure the voltage drop at the storage unit. The
multimeter was configured with 4.5 digits and high input impedance (> 10 G�),
and was triggered every 30 s, acquiring 1000 samples in 1.6 s. Figure 4.23 shows
the measurement setup.
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Fig. 4.23 Measurement
setup with the storage unit
and the load (either a GS610
source or a sensor node). The
load voltage was recorded
with a multimeter

Table 4.10 Selected batteries and their main characteristics

Battery Type Capacity
(mAh)

Voltage
range
(V)

Nominal
voltage
(V)

RB (�)
manu-
facturer

RB (�)
mea-
sured

�vload,max
(mV)

V357 (Varta) Primary
silver-oxide

165 1.6–1.4 1.55 6a 4.79 20

ML 2016
(Maxell)

Secondary
lithium

25 3.2–2 3 Not specified 14 80

GP17AAAH2Xb

(GP)
Secondary
NiMH

170 2.9–2 2.4 0.24c 0.93 150

aNot provided by the manufacturer; extracted from [1]. Value measured at 1000 Hz and 100%
charge.
bBattery pack comprising two GP17AAAH cells in series.
cThis value was obtained by doubling the typical manufacturer’s value for the internal resistance
of a GP17AAAH battery at 1000 Hz.

Table 4.10 lists the main characteristics of three selected batteries (one primary
and two secondary). RB was measured as follows: a 100 ms current pulse was
drained from the battery (with the GS610 source), and the voltage drop between
the battery terminals at the end of the pulse was measured with an oscilloscope (Ag-
ilent DSO6032A). The amplitude of the current pulse was tailored to each battery.
RB was then estimated by dividing the voltage drop by the current amplitude. The
RB values in Table 4.10 are on the same order of magnitude as the measured RS +RP

values listed in Tables 4.4 and 4.5. The maximum discrepancy was exhibited by the
lithium battery. This can be explained because different batteries of the same type
were used for the two experiments. �vload,max was estimated from discharge curves
in order to extract 95% of the total capacity of the battery (QB) when voltage fell
below the end value of the voltage range (1.4 V for the primary battery and 2 V for
the secondary batteries). For the secondary batteries, the manufacturers’ discharge
curves at the minimum discharge current were used. No discharge curve was avail-
able for the primary battery, so an experimental discharge curve was generated from
a fresh battery.
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Table 4.11 Hybrid storage units

Battery Charge method Capacitance (F) Added capacity (%)

V357 – 1 (BZ series) 0.03

ML 2016 CCCVa 0.1 (BZ series) 0.13

aConstant-current constant-voltage charge with Ilimit = 2 mA and 3.2 V. The battery was charged
until the current dropped to 30 µA.

The last five supercapacitors in Table 4.8 were considered for their use in the
hybrid storage unit. The measured values of RC in these supercapacitors were one
to two orders of magnitude lower than the measured values of RB (Table 4.10).

The appropriate value for C in the hybrid storage unit was estimated as follows.
Firstly, (4.17a) was compared with �vload,max for each battery (Table 4.10). The
experimental results for RB were used in (4.17a). Whenever the result of (4.17a)
is lower than �vload,max, there is no reason to add a capacitor in parallel with the
battery; 95% of QB can be extracted using the battery alone. This was the case for
the NiMH secondary battery, which exhibits low internal impedance. Secondly, for
each of the remaining batteries, (4.17c) was calculated for the last five supercapac-
itors in Table 4.8 and subsequently compared with �vload,max. The experimental
results for RB and RC were used in (4.17c). When the battery voltage exceeded
the supercapacitor maximum operating voltage, two supercapacitors connected in
series were considered and RC was multiplied by two. Whenever (4.17c) is higher
than �vload,max, the capacitor in question cannot be used. Lastly, to minimize the
size of hybrid system, the capacitor having the lowest capacitance that accomplished
(4.24) was selected. However, other selection criteria (e.g. cost) could be considered.
If experimental values for RB and RC are unavailable, then manufacturer’s values
can be used.

Table 4.11 shows the two resulting hybrid storage units. The secondary battery
was recharged using the manufacturer’s recommended method. The relative added
charge introduced by the corresponding supercapacitor was computed as:

Qad = C(VB,max − VB,min)

QB
(4.26)

whereby VB,max and VB,min correspond to the maximum and minimum values, re-
spectively, of the battery voltage range in Table 4.10; and QB is the (charge) capac-
ity of the battery. In both cases, Qad was well below the nominal capacity of the
corresponding battery, and therefore, did not significantly contribute to the runtime
extension.

The leakage of the 0.1 F supercapacitor was 2.6 µA at RT and 3.3 V (see
Sect. 4.4.2.2). This value is comparable to the sleep currents of commercial
transceivers. Active currents of transceivers are roughly 30 mA (Chap. 2); there-
fore, the leakage currents only dominate when D < 10−4. Leakage was smaller at
lower voltages and lower temperatures (1.4 µA at 2.5 V; 0.6 µA at 2 V; and 0.2 µA at
3.3 V and −20 °C), but increased at higher temperatures (11.8 µA at 60 °C). Another
factor to consider is that leakage in primary batteries may be on the microampere
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Fig. 4.24 Storage unit and sensor node

level, and it worsens with high temperature. Secondary batteries have even greater
leakage (see “Lifetime” in Table 4.1 and “Self-discharge” in Table 4.2).

We performed additional runtime tests using a sensor node as the load and an
ML2016 lithium battery (Fig. 4.24). The hybrid storage unit was the same as that
used in the previous experiments with this battery (Table 4.11). The sensor node
comprised a temperature sensor (MAX6613) and a ZigBee module (ETRX-2 [36],
Telegesis). The ZigBee module includes a microcontroller and a transceiver. Rec-
ommended voltage supplies for this module range from 2.1 V to 3.6 V. The output
of the temperature sensor was matched to the internal 16 b A/D converter of the
module with a suitable voltage divider. Supply voltage was also monitored using
a high-resistance voltage divider. Buffers were employed to avoid loading effects.
Per manufacturers’ recommendations, 100 nF decoupling capacitors were used for
the temperature sensor and the buffer; however, these capacitors could be left out
provided that the supercapacitor, when using the hybrid storage unit, is physically
close to the transceiver. The transceiver was programmed to wake up and send a
data packet every 1.5 s. Data packets were received by another transceiver node
powered from the grid and connected via serial link (EIA-232) to a computer for
data processing. The distance between nodes was fixed at 35 cm.

We performed tests at RT and at −15 °C with the climate chamber. At RT tests
were performed with and without a buck converter (MAX1920) placed between
the storage unit and the sensor node. Since the current consumption of the ZigBee
module does not vary significantly with supply voltage (see Chap. 2), the dc/dc
regulator can help to extend the runtime of the sensor node whenever it is properly
used.

4.5.4 Experimental Results

Figure 4.25 shows the discharge profile with the silver-oxide battery and the corre-
sponding hybrid storage unit. The source GS610 was used as load. For the single
battery, runtime is strongly dictated by VT and ranges from only 1 h for VT = 1.45 V
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Fig. 4.25 Discharge profile of the silver-oxide battery (red) and of the corresponding hybrid stor-
age unit (blue). The source GS610 was used as load (color online)

(whereby a large amount of non-profitable charge remains in the battery) to more
than 34 h for VT = 1.3 V. The large voltage drop (ranging from roughly 150 mV
to 200 mV) is due to the internal impedance of the battery. For the hybrid storage
unit, runtime did not change significantly for VT < 1.45 V and was always longer
than 37 h. Thus, the addition of a capacitor greatly aids in squeezing the battery. The
prior sudden decrease in the battery voltage with the single battery (after 35 h run-
time) may have stemmed from slight differences between the two different primary
batteries used for the two different storage units.

Figure 4.26 illustrates the results for the lithium battery and the source GS610.
For VT = 2 V, the runtimes were 4 h 58 min and 7 h 28 min for the single battery and
for the corresponding hybrid storage unit, respectively. The runtime of the hybrid
storage unit matches the manufacturer-specified discharge time for a continuous dis-
charge current of 3 mA (7 h 30 min). As can be inferred from the plot corresponding
to the single battery (in red), RB increased with an increasing DOD. In the hybrid
storage unit (in blue) the increasing value of RB did not affect the runtime because
the much lower value of RC dominated the overall contribution to the voltage drop.
The two insets show the voltage profile during the active time for the single bat-
tery (upper inset) and the hybrid storage unit (lower inset). A much larger voltage
drop is observed with the single battery (∼ 0.4 V) than with the hybrid storage unit
(∼ 40 mV).

Figure 4.27 shows the current consumption profile of the sensor node (Fig. 4.24)
recorded over 2.5 s with an oscilloscope (Agilent MSO8104A). Network function
packets (marked as N ) were sent among data packets (marked as D). The current
consumption values were 36 mA during data transmission; 9 mA when the sensor
is active; and in the microampere level during sleep. The average current consump-
tion, calculated from a 200 s acquisition frame, was 2.23 mA. Figure 4.28 shows
the discharge profile of lithium battery and of the corresponding hybrid storage unit
when the sensor node was used as load. Temperature data were properly sent un-
til the voltage dropped to 1.65 V (VT), at which point the ZigBee module stopped
working properly. However, this value is far below the minimum voltage recom-
mended by the manufacturer (2.1 V). Runtime for the single battery was 8 h 50 min.
Runtime for the hybrid storage unit extended to 10 h 16 min, an increase of 16%.
This time value is in accordance with the manufacturer-provided discharge curves
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Fig. 4.27 Current consumption profile of the sensor node

for discharge currents between 2 mA and 3 mA. The amplitude of the voltage drops
was similar to that shown in Fig. 4.26. In contrast, the node runtime with both stor-
age units was longer than that shown in Fig. 4.26, because of the lower mean cur-
rent consumption of the load and the lower resulting value for VT. At −15 °C the
runtime was extended from 2 h 44 min to 6 h 18 min, an increase of 130% (graphs
not shown). Absolute runtimes were lower than those shown in Fig. 4.28, probably
due to the lower chemical activity and greater internal resistance of the battery at
low temperatures [1].

Figure 4.29 shows an extension of the results presented in Fig. 4.28, illustrating
the results of an experiment run with the addition of a MAX1920 buck converter
configured to provide a regulated output voltage near 2 V. Voltages at the output of
the converter are also represented. As observed in the figure, the converter worked
correctly down to an input voltage (from the storage unit) of 2 V. For the single
battery the buck converter lengthened the runtime up to this point from 7 h (as shown
in Fig. 4.28) to 8 h 8 min. For the hybrid storage unit, it extended the runtime to 10 h
51 min (nearly 2 h longer than that observed in Fig. 4.28) for a VT = 2 V. Thus, the
resulting runtime extension in the hybrid storage unit relative to the single battery
was 2 h 43 min (a 33% increase), which is longer than when a dc/dc converter was
not used (see Sect. 4.5.2.3). Strategic use of the dc/dc converter’s shutdown function
could reduce the power consumption during the sleep time intervals of the sensor
node. This would be feasible, for example, when the transceiver is powered through
the converter and the microcontroller is directly powered from the battery providing
the shutdown control signal.

4.6 Conclusions

Among the numerous types of primary batteries, lithium-based batteries are the best
suited for autonomous sensors: they offer long shelf life, high energy density and
high voltage. Nonetheless, they are significantly more expensive and less broadly
available than alkaline batteries.
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Fig. 4.29 Discharge profile of the lithium battery (red) and the corresponding hybrid storage unit
(blue). A dc/dc buck converter (MAX1920) was added between the storage unit and the sensor
node. The voltage at the output of the regulator is also shown (color online)

Available storage units include well-known devices as well as newer devices still
in development. Lithium-ion batteries offer higher energy density and lower leakage
than other batteries, but present safety issues and generally require a more compli-
cated charging scheme. Furthermore, their voltage can exceed the maximum supply
voltage accepted by commercial wireless sensors; therefore, their use may demand
a power conditioning stage. Thin film lithium batteries are gaining importance be-
cause they offer the best characteristics of Li-ion batteries and are readily integrated
into a chip. NiMH batteries are easy to use and cheap, and their charging method
can be easily implemented, but they have lower energy density and worse leakage
performance. Additionally, they suffer from memory effects, which can reduce their
capacity if they are not properly used. Supercapacitors are sometimes preferred for
their almost unlimited cycling performance, but their voltage is linearly dependent
on the stored charge, and therefore, their use may demand energy and power con-
ditioning stages, which in turn can result in lower total efficiency. Moreover, their
energy density is still one to two orders of magnitude lower than that of secondary
batteries, and high-performing supercapacitors are much more expensive than sec-
ondary batteries.

The best option for a given autonomous sensor depends on the desired optimiza-
tion parameter (e.g. size, cost, or cycle life). When harvesting energy from the envi-
ronment, the charging current is usually quite low, and consequently, there is mini-
mal need for complex charging and protection circuits. In these cases, simple over
or under voltage protection circuits (e.g. a comparator plus a disconnection switch)
can be considered.

We used a simple model to characterize several types of the most common pri-
mary and secondary batteries. The pulsed shape of the current consumption of au-
tonomous sensors, if well characterized, can be used to determine a battery’s inter-
nal impedance. The shape of the current consumption of autonomous sensors also
suggests that OCV could be measured during toff. Nonetheless, the voltage of the
battery requires some time (several τ ) to return to the OCV. Zinc-air and silver-oxide
batteries showed higher internal impedance, which probably stems from their lower
capacities and smaller sizes relative to the other batteries tested. The impedance
values for the primary batteries were in good agreement with the manufacturers’
data (when available). The secondary batteries with lower capacity (and smaller
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size) showed higher impedance. For the lithium/MnO2 battery, impedance increased
with increasing DOD, as expected. Battery impedance also increased with decreas-
ing temperature. The battery model employed was validated against simulated data.
The root mean square error was lower than 3% for almost all the batteries.

We also characterized several commercially available supercapacitors at differ-
ent voltages and temperatures. Autonomous sensors demand supercapacitors with
a series resistance in the milliohm level. Since supercapacitors for back-up appli-
cations exhibit series resistances of single or tens of ohms, they are unsuitable for
autonomous sensors. The leakage measured for one supercapacitor was in the mi-
croampere level, the same order of magnitude as some batteries.

Hybrid storage units comprise a battery and a supercapacitor in parallel. We have
used them to extend the runtime of low-power wireless sensor nodes. This first en-
tailed performing a comprehensive theoretical analysis. Sleep and leakage currents
were considered, and design guidelines for choosing the appropriate capacitor were
established. These guidelines are also useful for selecting an appropriate capaci-
tor when the charge current of the battery comes from an ambient source and is
pulsed. Analysis revealed that the supercapacitors with a low series resistance pri-
marily help when using high resistance batteries; consequently, they enable the use
of batteries that otherwise would be ruled out a priori. Three low capacity batter-
ies (< 200 mAh) were selected: a primary silver-oxide battery, a secondary lithium
battery, and a secondary NiMH battery. For the NiMH battery, addition of a super-
capacitor did not improve performance because its internal impedance was already
low enough. For the remaining two batteries, suitable capacitors were selected. Tests
were performed in which an electronic load was used as a pulsed current sink. The
hybrid storage units always exhibited longer runtime than the corresponding single
batteries.

Lastly, we assessed the performance of a wireless sensor node with the lithium
battery. Adding a 0.1 F supercapacitor extended the runtime by 16%, and adding
a dc/dc regulator as well, by 33%. Supercapacitor leakage was lower than 3 µA at
RT (i.e. it was on the same order of magnitude as the sleep current of commercial
transceivers). Because active currents of transceivers are roughly 30 mA, the leakage
currents only dominate when D < 10−4.
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Chapter 5
Optical Energy Harvesting

Optical energy harvesting for low-power autonomous sensors exploits the technol-
ogy developed for high-power solar energy. Indeed, despite the differences in de-
sign and power constraints between low-power and high-power applications, most
advances in the former have stemmed from work on the latter. Nevertheless, there
is still much room for performance improvement, especially regarding power effi-
ciency. Additionally, new methods and circuits designed especially for low-power
applications should be proposed and tested.

This chapter begins with a description of the solar cell as an energy transducer,
showing a corresponding electrical model and characteristic curves, and explaining
how this transducer depends on optical power and temperature. Afterwards, methods
and circuits for efficient energy management at different levels of circuit implemen-
tation complexity are considered. These include two new methods for extracting
maximum power from a solar cell, which we developed, analyzed and tested for
low-power applications, and propose here.

Complementary, in [1] we presented a practical study, not included in this book,
which compares the use of solar cells to that of primary batteries, provides guide-
lines for implementing solar-powered autonomous sensors, and shows practical im-
plementations of autonomous sensors for an environmental wireless sensor network
(WSN) deployed on our campus.

5.1 Solar Cells

Solar, or photovoltaic (PV), cells are the most widely used optical transducers. Fig-
ure 5.1 shows the equivalent electrical model of a generic silicon solar cell and re-
lated curves of both current (I ) and power (P ) versus voltage (V ). The diode models
the p-n junction. The parallel or shunt resistance, Rp, models the leakage current at
the junction and its value is generally very high. The series resistance, Rs, models
the ohmic contacts with the silicon and an increase of its value causes a decrease
in the slope of the I–V curve in the region where voltage is nearly constant. Con-
trariwise, a decrease of Rp causes an increase in the slope of the I–V curve in the
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Fig. 5.1 (a) Equivalent electrical model, and (b) I–V and P –V graphs, of a generic solar cell

region where the current is nearly constant. The short-circuit current, ISC, increases
proportionally as the incoming optical power increases. The open circuit voltage,
VOC, is roughly constant at high irradiation conditions but varies widely at low ir-
radiations (i.e. below 200 W/m2). ISC remains almost constant with temperature
whereas VOC decreases linearly with increasing temperature. PMPP represents the
point of maximal generated power (hereafter referred as MPP, for maximum power
point). IMPP and VMPP are the current and voltage at the MPP, respectively. Power
decays more quickly at the right side of VMPP due to the rapid reduction of I in this
region.

The relationship between the current and the voltage (I–V curve) of a single
solar cell [2] is described by:

I = IPH − IO
[
e
(

q(V +RsI )
ndKT

) − 1
] − V + RsI

Rp
(5.1)

whereby IPH is the photo-generated current, which can be approximated by ISC; IO

is the saturation current of the diode; q is the charge of the electron; nd is the ideality
factor of the diode, which, for silicon, is usually between 1.2 and 1.8 [3]; K is the
Boltzmann constant; and T is the cell temperature in Kelvin.

Solar cells of the same material have equal current characteristics per unit area
(current density, J ). Thus, if the effects of Rp and Rs are ignored for the sake of
simplicity, and J is considered instead of I , then (5.1) can be rewritten in a more
general form as:

J = JSC − JO
[
e
(

qV
ndKT

) − 1
]

(5.2)

whereby JSC and JO are the short-circuit and saturation current densities, respec-
tively. JO is highly influenced by the material used to construct the cell and by the
doping concentrations. Typical values for common materials can be found in pho-
tovoltaic handbooks, such as [4]. Nonetheless, considering open circuit conditions
(J = 0), the relationship between JO and VOC is obtained by:

JO = JSC

e
(

qVOC
ndKT

) − 1
. (5.3)
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Replacing JO in (5.2) with (5.3) gives the following expression:

J = JSC

(
1 − e

(
qV

ndKT
) − 1

e
(

qVOC
ndKT

) − 1

)
, (5.4)

which does not depend on JO. The values of VOC and ISC (and sometimes, of JSC)
for a particular cell or PV panel are available on their datasheet.

To obtain the J–V characteristic at different levels of irradiance and at different
temperatures, the dependence of JSC and VOC on temperature and irradiance must
be considered [4]:

JSC(Tcell,G) = G

1000

[
JSCr + dJSC

dT
(Tcell − Tr)

]
, (5.5)

VOC(Tcell,G) =
[
VOCr + dVOC

dT
(Tcell − Tr)

][
1 + ρOC ln

(
G

GOC

)
ln

(
G

Gr

)]
, (5.6)

whereby Tcell is the temperature of the cell (in °C); G is the incident irradiance
in W/m2; dJSC/dT and dVOC/dT are the current and voltage temperature coeffi-
cients, respectively; JSCr and VOCr are the current density and OCV, respectively, at
a reference irradiance (Gr) and reference cell temperature(Tr); and ρOC and GOC
(in (5.6)) are two empirical constants used to model the significant variation of
VOC at low G. dJSC/dT is typically very small and dVOC/dT is negative. Typ-
ically, Gr = 1000 W/m2 (= 100 mW/cm2) and Tr = 25 °C. These reference val-
ues are known as Standard Test Conditions (STC), because they are the conditions
under which manufacturers usually test PV panels. Values of ρOC = −0.04 and
GOC = 1000 W/m2 are adequate for many silicon PV modules [4]. When directly
illuminated, solar cells heat up to above the ambient temperature (Ta). Thus, Tcell
can be obtained from an empirical parameter known as the Nominal Operating Cell
Temperature (NOCT):

Tcell = Ta + NOCT − 20

800 W/m2
G. (5.7)

NOCT is the temperature of the cell when exposed to 800 W/m2 at Ta = 20 °C
and wind speed of 1 m/s. It is empirically determined, and for silicon solar cells
ranges between 42 °C and 48 °C.

We employed (5.4) to (5.7) to model a single cell of arbitrary area. The pa-
rameter values were taken from typical industrial monocrystalline solar cells [4]:
JSCr = 35 mA/cm2; VOCr = 0.6 V; dJSC/dT = 12.5 µA/cm2/°C; dVOC/dT =
−2 mV/°C; NOCT = 42 °C; and nd = 1.5. The computed J–V and S–V curves
at several values of G and at Ta = 25 °C are shown in Fig. 5.2 (in which S repre-
sents the power density of the cell). A curve joining the MPPs (SMPP) is also shown.
At high irradiance levels, VOC slightly decreases because of the increase in Tcell (due
to (5.6) and (5.7)). However, VOC significantly changes at low values of G. These
effects can also be appreciated in the curve joining the MPPs.

Figure 5.3 shows the computed J–V and S–V curves for a single solar cell at
several values of Ta and at G = 1000 W/m2. As can be seen, both VOC and SMPP
decrease as temperature increases, whereas JSC barely varies with temperature.
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Fig. 5.2 Generic J–V and S–V plots at several values of G and at Ta = 25 °C for a single solar
cell. A curve joining the MPPs is also plotted

Fig. 5.3 Generic J–V and
S–V plots at
G = 1000 W/m2 and at
several values of Ta for a
single solar cell

Figure 5.4 shows the computed variation of the relative PV power density
(S/SMPP; expressed as percentage) plotted against voltage near VMPP at several val-
ues of G. At very low irradiance levels (10 W/m2), a small voltage deviation from
VMPP (∼ ±12 mV) causes S to decrease to below 90% SMPP. This is mainly due to
the great reduction in VMPP at very low irradiance levels (see Fig. 5.2). At irradi-
ance levels over 50 W/m2, the voltage deviation that produces the same reduction
in S/SMPP is quite higher and is steady. Figure 5.4 also reveals that power density
varies more steeply when V > VMPP than when V < VMPP.

S/SMPP versus V around VMPP at G = 1000 W/m2 was also computed at several
values of Ta (Fig. 5.5(a)) and nd (Fig. 5.5(b)). As observed in the figures, only minor
variations were produced. For the remaining computations shown in this chapter, we
used an intermediate value of nd = 1.5.

So far in this chapter, only graphs with the current density of single solar cells
have been shown. To obtain the I–V characteristic of a single cell of area A, current
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Fig. 5.4 Power density variation near the MPP

Fig. 5.5 Power density variation around the MPP at G = 1000 W/m2 and at three values of: (a) Ta
or (b) nd

density in (5.4) must be multiplied by A. The interconnection of N cells in series
and M cells in parallel within a PV module has an I–V characteristic that can be
derived by scaling up the I–V characteristic of one of the cells by factors of N in
voltage and M in current, provided that the cells are identical.

5.2 PV Array Simulator

To perform robust tests on the energy conditioning circuits described in the ensuing
sections, the I–V curve of the solar cell or panel in question must be stable and
reproducible. Commercial PV array simulators are used for high-power PV panels
but are unsuitable for the low-power applications that we sought (< 1 W). Con-
sequently, we implemented an ad hoc PV array simulator, connecting an accurate
current source (GS610, Yokogawa) for the required current level in parallel with a
commercial PV panel coated with an opaque cover (Fig. 5.6). The current source
simulates the ISC of the PV panel. Provided that the value of Rs of the PV panel
is low enough, this solution generates an appropriate I–V curve. Since the panel is
not illuminated, NOCT = 20 °C (i.e. the cell is not overheated).
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Fig. 5.6 The PV array simulator, and the setup used for its characterization

Fig. 5.7 I–V and P –V

curves of the PV array
simulator at 24 °C, and a
curve joining the MPPs

For the PV panel (MSX-005, from BecoSolar) [5] that we used to test energy
conditioning circuits (Sects. 5.3.2, 5.5.2 and 5.6.6), VOC = 4.6 V, ISC = 160 mA
and PMPP = 500 mW at STC. The voltage temperature coefficient of the panel is
dVOC/dT = −16 mV/°C, which implies N = 8.

The current source was configured to source a constant current (ISC) that would
cover the full range of the PV panel, varying from 5 mA to 158 mA in 9 mA steps.
For the ISC range considered, the PV array simulator was characterized by using
the GS610’s measurement unit to measure the panel’s voltage; a 2001 multimeter
(Keithley) to measure the current of the panel; and a programmable voltage source
(Agilent E3631A) in parallel with a 10 �/1 W resistor as load (Fig. 5.6). All the
instruments were controlled using the program LabVIEW via the GPIB bus. For
each current value (ISC), the voltage of the E3631A was increased from 0 V to 5 V
in 0.1 V steps. The output voltages (vs) and currents (is) of the PV array simulator
were then measured, and the power values, calculated. The I–V and P –V curves
and the MPP points were obtained using a cubic spline interpolation. Figure 5.7
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Fig. 5.8 Block diagram of a
direct-coupled circuit for a
PV panel

shows a set of measured I–V curves and the corresponding P –V curves for the
PV array simulator at roughly 24 °C, plus a curve joining the MPPs. Thus, each
generated ISC was correlated to a resulting PMPP. The end values for PMPP were
8.2 mW and 545.9 mW, and for IMPP, 3.7 mA and 141.4 mA. Figure 5.7 clearly
shows that the PV panel was not overheated.

5.3 Direct-Coupled Circuits

The simplest energy conditioning circuits for PV panels, known as direct-coupled
circuits, use a blocking diode to avoid the discharge of the storage unit during pe-
riods of darkness [6–8] (Fig. 5.8). The working point of the PV panel (vs) is fixed
by the diode voltage drop (vdiode) plus the storage unit voltage (vstorage). Schottky
diodes are employed to obtain a lower vdiode. Diode losses can be further reduced
using other methods: for example, with a switch that bypasses the diode during
charging of the storage unit [9]. Proper choice of PV panel and battery can yield a
system operating near the MPP, as explained in Sect. 5.3.1. However, VMPP depends
on irradiance and temperature; consequently, large variations are expected outdoors.
Furthermore, vdiode and vstorage also depend on temperature and irradiance (is). Ad-
ditionally, vstorage changes with the stored charge (see Chap. 4), particularly in su-
percapacitors. High impedance batteries also present significant voltage variations
with the charging or discharging current. Therefore, the system will occasionally
work at the MPP.

Some authors (see [10, 11] or [12]) have proposed using a dc/dc converter be-
tween the PV panel and the storage unit. The input voltage of the converter (i.e. the
output voltage of the PV panel) is fixed and the output voltage follows vstorage. For
the system to work near the MPP, the input voltage of the converter must be chosen
after thorough characterization of the PV panel. The activation or deactivation of
the converter can be controlled by software, to avoid the discharge of the storage
unit during periods of darkness. The circuit’s efficiency is dictated by the selected
dc/dc converter, which enables use of storage units and PV panels with different
voltage ranges and is immune to changes in vstorage. Nevertheless, fixing the output
voltage of the PV panel cannot guarantee that the system will operate at the MPP
for different values of G and Ta.
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5.3.1 Analysis

The direct-coupled circuit’s performance can be evaluated according to its total ef-
ficiency (ηT):

ηT ≡ Pout

PMPP
= Ps(vs) − Ploss,diode

PMPP
(5.8)

whereby Pout is the power delivered to the load (storage unit); Ps(vs) is the power
that the panel delivers at vs; and Ploss,diode is the power dissipated on the diode.
Note that ηT accounts for the power loss in the diode and the power loss caused by
deviation from the MPP.

We simulated the direct-coupled circuit shown in Fig. 5.8 and computed ηT
for different scenarios. For the PV panel, an array of N single solar cells (1 cm2

area each) in series was considered. For each cell the model described in Sect. 5.1
was employed, using the parameters with which we generated the curves shown in
Fig. 5.2. For the Schottky diode, we used a BAT47 (ST Microelectronics). Only bat-
teries were considered as storage units. vdiode is typically around 0.4 V at currents
in the milliampere level. Thus, to keep the relative diode losses (Ploss,diode/PMPP)
below 20%, storage units with vstorage > 2 V were chosen.

One strategy for minimizing the effects of diode losses is to run both the PV
panel and the battery at high voltages. Nevertheless, when connecting several bat-
teries in series, the charge distribution must be carefully controlled. Furthermore, if
the voltage of the storage unit is well above the working voltage of the load (2 V
to 3.6 V), a step-down dc/dc converter must be used between the battery and the
load. The efficiency of the converter depends on the ratio of the input voltage to
the output voltage (VIN/VOUT). With step-down converters, efficiency decreases as
VIN/VOUT increases [13]. Thus, we restricted the simulations to storage units with
either one Li-ion battery, two NiMH batteries in series, or three NiMH batteries
in series. Nonetheless, the NiMH associations must consider charge distribution.
Chapter 4 described these two types of batteries and gave their expected voltages.
The expected voltages when charging the batteries are: 3.6 V < vstorage < 4.2 V for
one Li-ion battery; 2.4 V < vstorage < 3 V for two NiMH batteries; and 3.6 V <

vstorage < 4.5 V for three NiMH batteries. Regardless of the voltage range, a step-
down regulator can make the load work at its minimum voltage supply, thereby
reducing its power consumption (see Chap. 2).

Figure 5.9(a) shows ηT for several values of N for the case in which vstorage
simulates a Li-ion battery as the storage unit (vstorage = 3.9 V). When N = 8,
vs(vdiode + vstorage) is well above VMPP of the PV panel; consequently, ηT adopts
poor values (< 60%). ηT reaches its maximum value at G = ca. 600 W/m2. Pan-
els with N = 9 exhibit high efficiency (ca. 90%), mainly limited by the power loss
at the diode, for G > 200 W/m2. At lower irradiances, ηT steeply decreases. For
N > 9, ηT sharply increases until a maximum (ca. 90%) at low values of G; de-
creases for intermediate values of G; and then subtly increases again for the highest
values of G, due to the self-heating effect in the PV panel. For N > 10, ηT drops
at medium to high values of G, and does not markedly increase at low values of G.
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Fig. 5.9 ηT of a
direct-coupled system (a) for
several values of N at
vstorage = 3.9 V and (b) for
N = 10 at several values of
vstorage. The voltages are
within the range of those for a
Li-ion battery

Panels with N = 10 offer the best tradeoff in terms of ηT across the full range
of G. Figure 5.9(b) shows ηT for the case of N = 10 and vstorage = 3.6 V, 3.9 V
and 4.2 V. As observed in the figure, at high values of G, the best ηT is achieved
at maximum vstorage(i.e. mostly charged battery), whereas at low values of G, the
best ηT is achieved at minimum vstorage (i.e. mostly discharged battery). This can
prove advantageous for field operation, since on sunny days (i.e. high G) the bat-
tery will be mostly charged, whereas on cloudy days (i.e. low G) it will be mostly
discharged.

Figure 5.10 presents the case in which vstorage simulates a storage unit with three
NiMH batteries connected in series. The best option for the PV panel is again N =
10 (Fig. 5.10(a)), just as in the case of Fig. 5.9(a); this is coherent, given that the
corresponding vstorage values are very close: 4.05 V for the former and 3.9 V for
the latter. However, the voltage difference between the minimum and maximum
voltages of vstorage (0.9 V; see Fig. 5.10(b)) is higher than in the case of Fig. 5.9(b)
(0.6 V), which leads to greater dispersion of ηT values, particularly at low values
of G.

Figure 5.11 shows the case in which vstorage simulates a storage unit with 2
NiMH batteries connected in series. As observed in the figure, for 2 NiMH bat-
teries PV panels with N = 7 (Fig. 5.11(a), vstorage = 2.7 V) seem to be the best
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Fig. 5.10 ηT of a
direct-coupled system (a) for
several values of N at
vstorage = 4.05 V and (b) for
N = 10 at several values of
vstorage. The voltages are
within the range for three
NiMH batteries connected in
series

option, corresponding to three single solar cells less than the case of one Li-ion bat-
tery (Fig. 5.9(a)). This difference is due to the reduction of vstorage (−1.2 V). The
efficiencies are slightly lower than those seen for one Li-ion battery (Fig. 5.9(a))
because of the higher relative Ploss,diode. Figure 5.11(b) shows ηT for different
values of vstorage, which correspond to the expected voltage range of the storage
unit.

Figure 5.12 illustrates the results of the simulations performed at several values
of Ta, N = 10, and vstorage = 3.9 V (Li-ion battery), which can emulate operational
fluctuations such as seasonal effects on ηT. At medium to high irradiance values, ηT
increases with increasing Ta; however, higher Ta translates to less available power
at the MPP for the same irradiation level (Fig. 5.3). Contrariwise, at low irradiance
levels, ηT is highest at Ta = 0 °C; furthermore, lower temperature also provides more
power at the MPP. A field example of this scenario is operation on cloudy winter
days.

The best tradeoff among low and high irradiances seems to be achieved at Ta =
25 °C. As VOC and (consequently, VMPP) changes with temperature (dVOC/dT =
−2 mV/°C, for a single cell), the optimum N of the PV panel in question will
depend on the working temperature and on the design criteria. For example, a design
indicated for outdoors, where temperature and available sunlight are dictated by
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Fig. 5.11 ηT of a
direct-coupled system (a) for
several values of N at
vstorage = 2.7 V and (b) for
N = 7 at several values of
vstorage. The voltages are
within the range for two
NiMH batteries connected in
series

Fig. 5.12 ηT of a
direct-coupled system for
different Ta and N = 10 at
vstorage = 3.9 V (Li-ion
battery)

geography, could be optimized for performance in winter, when less solar hours are
available. Alternatively, a panel operating indoors in a climate-controlled building
may not require seasonal or geographic adjustments, as temperature and irradiance
levels may be relatively constant.

Replacing the diode with a switch that disconnects the battery in the absence
of light (as in [9]) obviates the diode losses, but adds switch losses instead. More-
over, the switch must be controlled, which implies more complex circuitry and more
wasted power. If the added power waste is lower than Ploss,diode, then the switch sys-
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Fig. 5.13 ηT of a system
equipped with a switch
instead of a diode (the switch
losses and control losses are
not considered): (a) at several
values of N and
vstorage = 3.9 V and (b) at
N = 9 and at several values
of vstorage. The voltages are
within the range for a Li-ion
battery

tem could be preferable to the direct-coupled one. Figure 5.13(a) shows ηT values
for a switch system at different values of N and vstorage = 3.9 V (Li-ion battery),
and without considering the switch and control power losses. The maximum ηT ap-
proaches 100% because there is no diode, and consequently, Ploss,diode = 0 in (5.8).
The best value in this case appears to be N = 9, which is one cell less than when us-
ing the diode (see Fig. 5.9(a)). These values are consistent, as vdiode nearly matches
the VMPP of one single cell at most irradiance values (Fig. 5.2). Figure 5.13(b) shows
ηT at N = 9 and for the voltage range of a Li-ion battery. At high irradiances, ηT is
always greater than 90%. Similar conclusions to those reached with Fig. 5.9(b) can
be drawn with Fig. 5.13(b).

We have explained how to choose a PV panel with the suitable number of sin-
gle solar cells connected in series in order to obtain the best results with a direct-
coupled circuit, and considering different types and combinations of rechargeable
batteries. Nevertheless, to obtain the desired output power, designers must still size
the PV module. Therefore, they must consider that an increase (or decrease) in the
panel area will lead to higher (or lower) currents, and consequently, will gener-
ate a small increase (or decrease) in relative diode losses (represented by the ratio
Ploss,diode/PMPP) because of the slightly higher (or lower) value of vdiode.

5.3.2 Experimental Results

We performed laboratory tests and field experiments to assess the performance of a
direct-coupled circuit for powering autonomous sensors.
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Fig. 5.14 Measured ηT at different values of vstorage and PMPP. A modified version of the setup
corresponding to Fig. 5.6 was used, which incorporated a BAT47 Schottky diode inserted at the
output of the PV array simulator

5.3.2.1 Laboratory Measurements

For the laboratory experiments, a modified version of the setup corresponding to
Fig. 5.6 was used, in which a BAT47 Schottky diode was inserted at the output
of the PV array simulator. ηT was experimentally measured for an output voltage
range, fixed by the E3631A voltage source, from 2.2 V to 3.0 V, thus emulating
a storage unit of two NiMH batteries connected in series. For each voltage value,
the GS610 current source generated the whole ISC range. The results, illustrated in
Fig. 5.14, are similar to the computed data shown in Fig. 5.11(b), but differ because
N = 8, NOCT = 20 °C, and the single solar cells of the PV panel do not have an
area of 1 cm2. Figure 5.15 shows computed data that account for the parameter val-
ues of the PV panel (extracted from the manufacturer’s data [5]): A = 4.57 cm2;
JSCr = 35 mA/cm2; VOCr = 0.575 V; dJSC/dT = 32.8 µA/cm2/°C; dVOC/dT =
−2 mV/°C; N = 8; NOCT = 20 °C; and nd = 1.5. The value of A was obtained by
dividing ISC at STC (160 mA) by JSCr. VOCr was computed by dividing the VOC at
STC (4.6 V) by N . The simulated and experimental data are generally in good agree-
ment at high irradiance values; the greatest discrepancy occurs below 100 W/m2

(PMPP < 50 mW in Fig. 5.14). Maximum efficiencies were roughly 90%, suggest-
ing that the diode loss was approximately 10%.

5.3.2.2 Field Measurements

We performed field measurements using the circuit shown in Fig. 5.8, equipping it
with two NiMH batteries connected in series as the storage unit. The batteries were
initially in a discharged state. To determine how ηT varies over the course of a day,
the module was placed under direct sunlight on a sunny afternoon in September
(maximum Ta: ca. 27 °C). The current delivered to the storage unit and its voltage
were measured (Pstorage). The PV panel was alternatively connected to a voltage
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Fig. 5.15 Computed ηT at different values of vstorage and solar irradiances. Overheating in the PV
panel was not considered

Fig. 5.16 (a) Measured
PMPP and ηT and (b) vstorage
and VMPP changes in a
direct-coupled circuit over six
hours on a sunny afternoon in
September

source (E3631A from Agilent) and the I–V characteristic was obtained, using a
procedure similar to that described in Sect. 5.2. The PV panel was connected to the
direct-coupled circuit for two and a half minutes, and then thirty seconds were left
for the circuit to stabilize. To obtain the I–V characteristic, 20 I–V points were
measured around VMPP. To let the PV panel stabilize, an interval of ten seconds was
used between measurement of two consecutive points on the I–V curve. This proce-
dure was repeated throughout the day (from 2:00 p.m. to 8:00 p.m.). Finally, ηT was
computed by dividing Pstorage by the PMPP obtained from each I–V characteristic.

Figure 5.16(a) shows the experimental results for the temporal evolution of PMPP
and the computed ηT, which was approximately 86% at most irradiance values, but
which decreased sharply at low values (< ca. 50 W/m2). This behavior matches the
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Fig. 5.17 Block diagram of an optical energy harvester equipped with an MPPT

curve of vstorage = 3.0 V in Fig. 5.14 and in Fig. 5.15. Figure 5.16(b) illustrates the
temporal evolution of vstorage and of VMPP. When the experiment was started (before
2:30 p.m.), VMPP was roughly 0.5 V greater than vstorage, resulting in a high ηT. In
this situation, vs was probably near VMPP and ηT was mainly affected by Ploss,diode.
When the sun first illuminated the PV module (at approximately 2:30 p.m.), Tcell
was low, but the irradiance was high, resulting in a high VMPP; after several min-
utes, the PV module was overheated by the sun (i.e. effect of NOCT) and VMPP had
gradually decreased. ηT fluctuated with this rapid shift in ambient conditions, un-
derscoring how sensitive this parameter is to the environment. At the end of the day,
ηT decreased once VMPP had crossed vstorage.

Maximizing the energy stored in the batteries at the end of the day generally
requires a thorough analysis of the ηT resulting from the expected irradiance condi-
tions.

5.4 MPPT Circuits and Methods

Extracted power can be maximized operating the PV panel at its MPP. As the MPP
varies with irradiance and temperature, an MPP tracker (MPPT) must be used. How-
ever, its implementation in autonomous sensors requires reducing its circuit con-
sumption below the energy gain achieved by tracking the MPP. An MPPT includes
a dc/dc converter and an MPPT control algorithm (Fig. 5.17). The dc/dc converter
matches the output of the solar panel to the storage unit, whereas the MPPT con-
troller forces the solar panel to work at (or near) its MPP regardless of the load,
irradiance level or temperature.

The dc/dc converter can be implemented via typical power conversion circuits
(see Chap. 2), such as inductor based dc/dc converters [14, 15] or circuits based on
switched capacitors [16]. Inductor based dc/dc converters feature high conversion
efficiencies (typically > 90%) at heavy loads, but their efficiency decreases at lighter
loads. The main advantage of switched capacitors is their integration compatibility,
which stems from the fact that they do not require inductors. Nonetheless, typical
structures are optimized for a fixed conversion ratio. Finally, the topology employed
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(i.e. step up, step down, or step up/down) depends on the relationship between the
voltages of the PV module and of the storage unit.

Several MPPT methods have been proposed and applied to high-power sys-
tems [17], and were very recently reported for use in low-power PV panels (< 1 W)
[14, 15, 18]. An MPPT controller suitable for low-power PV panels must consume
little power, which in turn demands computational simplicity and low-power com-
ponents. Thus, to achieve a net power gain, the MPPT must address challenges not
faced with high-power systems.

There are two categories of MPPT methods [19]: direct and indirect. Direct (or
true-MPPT) methods are closed-loop and need no prior knowledge of the PV mod-
ule in order to track the MPP. In contrast, indirect methods are open-loop and based
on empirical databases or mathematical functions used to estimate the MPP.

One of the simplest indirect MPPT methods is fractional open-circuit voltage
(FOCV), which exploits the nearly linear relationship between VOC and VMPP of
the solar cell at different levels of irradiance and at different temperatures. This
result is based on observations and must be empirically determined for each type
of solar cell [20]. The voltage VOC is either measured periodically (by momentarily
opening the output of the photovoltaic panel), as in [18], or by using a pilot cell (i.e.
an additional solar cell of the same type in open circuit voltage configuration), as in
[15] or [21]. Related methods exploit the linear relationship between IMPP and ISC
or use a light sensor to determine irradiance conditions and then find the MPP [22].

Among direct MPPT methods, the most popular is Perturb and Observe (P&O).
In [14], the authors proposed a low-power implementation for this method: basi-
cally, they estimate the output power of the PV panel, and then slightly perturb the
operating voltage of the solar cell to see how the power changes. If the power in-
creases, then the perturbation should be kept in the same direction; otherwise, it
should be reversed. To compute power, current and voltage usually must be mea-
sured. Compared to FOCV, P&O is advantageous because it enables a true MPPT,
although at the expense of greater circuit complexity and usually, more inherent
power consumption.

5.4.1 Dc/dc Converters Based on PFM Techniques

PWM-based switching converters have been used in large-scale PV modules. Nev-
ertheless, their low efficiency at light loads make them inappropriate for low-power
PV panels. Thus, we propose using pulse frequency modulation (PFM) (see Chap. 2,
Sect. 2.2.4 for further details on PFM) for the dc/dc converter stage. In fact, other re-
searchers have already developed a similar approach [14]. An input capacitor (Cin)
was connected in parallel with the PV panel and an external hysteresis comparator
was placed between the panel output and the feedback terminal (FB) of the dc/dc
converter (Fig. 5.18). The shutdown terminal can also be used instead to further re-
duce power consumption. First, during a time Tcharge, the switches M1 and M2 of
the dc/dc converter are off, and the PV panel current (is) charges Cin until the panel
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Fig. 5.18 Pulse frequency modulation applied to the dc/dc converter of the MPPT

voltage (vs) reaches vm + VTH. Then, VFB toggles, and M1 and M2 alternately acti-
vate, during a time Tdisch, to transfer charge from Cin to the output until vs decreases
to vm −VTL, thereby restarting the process (each Tcycle). The voltage operating point
of the PV panel is determined by vm. To reach the MPP, vm must be obtained from
an MPPT controller. In Fig. 5.18 an inductor-based boost converter is shown, but
the same concepts can be applied to charge pumps, and buck- or buck-boost con-
verters.

5.4.2 Analysis

Optimal design of an MPPT system requires theoretical analysis of the static and dy-
namic performance of the energy conditioning stage. Hereafter, the dc/dc converter
employed is assumed to be based on PFM (Sect. 5.4.1).



98 5 Optical Energy Harvesting

Static performance can be assessed with the overall power efficiency (ηT), which
generally encompasses three terms:

ηT ≡ ηMPPT · ηav · ηc (5.9)

whereby ηMPPT ≡ Ps(vm)
PMPP

, ηav ≡ P̄s
Ps(vm)

, ηc ≡ P̄out
P̄s

; Ps(vm) is the PV power at vm; P̄s

is the average power that the panel delivers near vm (because of the PFM applied
to the dc/dc converter); and P̄out is the average power at the output of the dc/dc
converter. ηMPPT depends on the MPPT algorithm used; ηav is a general term and
independent of the MPPT algorithm, and applies whenever a PFM scheme for the
dc/dc converter is used; and ηc depends on the efficiency of the dc/dc converter,
and on the MPPT algorithm and its particular implementation. The dynamic perfor-
mance can be evaluated with the time response of the system and depends on the
MPPT algorithm used and its implementation.

This section ends with an analysis of ηav, ηc, and general aspects of the dynamic
performance. ηMPPT and the particularities of the dynamic performance are analyzed
together with descriptions of specific MPPT methods and circuits (see Sects. 5.5
and 5.6).

5.4.2.1 Averaging Efficiency (ηav)

The proposed implementation of the dc/dc converter using the PFM technique im-
plies that Ps fluctuates around Ps(vm), and consequently, P̄s < Ps(vm) whenever
vm ≈ VMPP. Since the converter is inactive during Tcharge, the output power of the
PV panel (Ps) equals the incoming power at Cin. Thus:

Ps = vsis = vsCin
dvs

dt
. (5.10)

The average power gives:

P̄s = 1

T

∫ t0+T

t0

Ps dt = Cin

T

∫ vs(t0+T )

vs(t0)

vs dvs, (5.11)

whereby t0 and T are an arbitrary moment in time and a time interval within Tcharge,
respectively. We computed P̄s during Tcharge by using (5.11), as:

P̄s = 1

T

∫
Tcharge

Ps dt = Cin

T

∫ vm+Vh

vm−Vh

vs dvs = 2CinvmVh

Tcharge
(5.12)

whereby we assumed that Vh = VTH = VTL. Running (5.10) under the assumption
that vm ≈ VMPP, we obtained the following expression:

Tcharge =
∫

T

dτ =
∫ VMPP+Vh

VMPP−Vh

vsCin

Ps
dvs. (5.13)

Near the MPP, the P –V curve can be approximated by a second-order Taylor
polynomial:

Ps(vs) ≈ PMPP + dPs

dvs

∣∣∣∣
VMPP

(vs − VMPP) + 1

2

d2Ps

dv2
s

∣∣∣∣
VMPP

(vs − VMPP)2, (5.14)
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whereby dPs/dvs|VMPP = 0 and d2Ps/dv2
s |VMPP < 0 because the MPP is a maxi-

mum. We replaced Ps in (5.13) with (5.14) and solved the integral in (5.13). We
then approximated the result of the integral using a third order Taylor polynomial,
obtaining:

Tcharge ≈ 2CinVMPPVh

PMPP

(
1 − 1

6

V 2
h

PMPP

d2Ps

dv2
s

∣∣∣∣
VMPP

)
. (5.15)

Replacing Tcharge in (5.12) by (5.15), using this P̄s in ηav and considering
Ps(vm) ≈ PMPP, we arrived at:

ηav ≈ 1 + 1

6

1

PMPP

d2Ps

dv2
s

∣∣∣∣
VMPP

V 2
h . (5.16)

A larger value of Vh diminishes ηav because of the larger variations in Ps near
Ps(vm). From Fig. 5.4, the term d2Ps/PMPP dv2

s |VMPP can be inferred to be nearly
constant, except at the lower end of the incident irradiance, where it increases (and
ηav decreases). Furthermore, this term decreases as the number of serial solar cells
(N ) in the PV panel increases. Therefore, a larger Vh can be used with higher N

panels without degrading ηav.

5.4.2.2 Efficiency of the Circuit (ηc)

The dc/dc converter is considered to have periodic operation, as explained in
Sect. 5.4.1. The average output power is given by:

P out = P s − P L, (5.17)

whereby P L accounts for the average power losses of the dc/dc converter (P L,conv)
and the MPPT control circuit (P L,MPPT).

P L,conv can be expressed as:

P L,conv = PL,conv-offTcharge + PL,conv-onTdisch

Tcycle
, (5.18)

whereby PL,conv-on and PL,conv-off are the power losses when the converter is active
(Tdisch) and inactive (Tcharge), respectively; and Tcycle is the sum of Tcharge and Tdisch.

Alternatively, P L,MPPT can be expressed with the generic expression [23]:

P L,MPPT = PL,MPPT-dc + K

Tcycle
, (5.19)

whereby PL,MPPT-dc accounts for the static power losses and the remaining term, in
which K is a constant, accounts for the increased switching activity of the MPPT
controller as Tcycle decreases.

Substituting (5.12), (5.17), (5.18) and (5.19) into ηc gives:

ηc ≈ 1 −
[
PL,MPPT-dc + PL,conv-off

P s
+ (PL,conv-on − PL,conv-off)Tdisch

TcycleP s

+ KTcharge/Tcycle

2CinVhVMPP

]
. (5.20)
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The power balance in Cin during Tcycle can be expressed as:

P dischTdisch = P sTcycle, (5.21)

whereby P disch is the average power transferred from the capacitor to the converter
during Tdisch. Thus, (5.20) can be rearranged to

ηc ≈ 1 −
[
PL,MPPT-dc + PL,conv-off

P s
+ (PL,conv-on − PL,conv-off)

P disch

+ K(1 − P s/P disch)

2CinVhVMPP

]
. (5.22)

For low P s values, the contribution of the power losses of the MPPT control circuit
(PL,MPPT-dc) and converter (PL,conv-off) become significant. Contrariwise, for high

P s values, the efficiency of the converter (
P L,conv-on

P disch
) becomes dominant. At any P s,

ηc increases as the value of the product CinVh increases.

5.4.2.3 Dynamic Performance

Response time is influenced by the characteristics of the PV panel, Cin, and the
MPPT control algorithm. Regardless of the MPPT algorithm used, Tcycle (and there-
fore, Tcharge and Tdisch) must be considered. Analyzing the circuit presented in
Fig. 5.18, and again considering Vh = VTH = VTL, gives:

Tcharge = 2CinVh

is
, (5.23)

Tdisch = 2CinVh

(id − is)
, (5.24)

whereby is is the average value of the PV panel current during Tcycle and id is the
average input current demanded by the dc/dc converter during Tdisch. For the sake
of simplicity, we considered the same is for both Tcharge and Tdisch. The value of is

must be higher than zero in order to have a finite value of Tcharge, and lower than id
in order to have a positive and finite value of Tdisch.

Combining (5.23) and (5.24) gives:

Tcycle = Tcharge + Tdisch = 2CinVh
id

is(id − is)
. (5.25)

The maximum value of Tcycle (Tmax) must be limited to achieve a limited time
response, whereas the minimum values of Tcharge and Tdisch (Tmin) must be limited
to a reasonable value (i.e. Tmin should be sufficiently higher than the switching times
of the comparator and dc/dc converter).

Whenever is(min) < id − is(max) (whereby is(min) and is(max) are the mini-
mum and maximum values considered for is, respectively) and is(min) � id , Tcycle



5.5 LOCV Method 101

will be maximal at is(min) and roughly equal to Tcharge. Thus, using (5.23), the
following expression is obtained for the maximum value of Cin:

Cin,max = Tmax · is(min)

2Vh
. (5.26)

When the irradiance is null, is = 0. In practice, this means that whenever the
PV panel generates is < is(min), Tcycle will be longer than Tmax. Or, equivalently,
(5.26) states that an arbitrarily low value of is(min) cannot be chosen in order to
limit the selected Cin to a feasible value. For is(min), there is also a minimum value
of Tdisch, which is lower than the minimum value of Tcharge, which in turn occurs at
is(max). Thus, from (5.24), the following expression is obtained for the minimum
value of Cin:

Cin,min = Tmin · id
2Vh

. (5.27)

Thus, in order for Cin,max to be greater than Cin,min, the following condition must
be met:

id

is(min)
<

Tmax

Tmin
. (5.28)

In practice, id and Tmin (and therefore, (5.27) and (5.28)) may not be clearly
solved. Nonetheless, replacing id in (5.28) with is(max), leads to the conclusion
that the considered dynamic range for is cannot be arbitrarily large and must be
bounded.

Whenever is(min) > id − is(max) and is(min) � id holds, is(min) in (5.26) and
(5.28) must be substituted with id − is(max); however, (5.27) remains unchanged.

When considering a particular MPPT method, other constraints can apply to
(5.26), (5.27) and (5.28).

5.5 LOCV Method

This section presents a simple and high-efficient open-loop MPPT method for PV
panels. The method, referred herein as Linear Open Circuit Voltage (LOCV), is
based on estimating the maximum power point from a linear fit of the open circuit
voltage [24]. The generic model for PV cells is used in order to compute the track-
ing efficiency versus irradiance for several temperatures. Then, experimental tests
are performed using a 500 mW PV panel. Tracking efficiency of the LOCV method
is compared against the popular Fractional Open Circuit Voltage (FOCV) method.
The proposed LOCV method outperforms the FOCV method and achieves efficien-
cies comparable to that of the best and more complex MPPT methods. Finally, a
particular implementation is proposed for both FOCV and LOCV methods.
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Fig. 5.19 VMPP/VOC plotted
against G at three values
of Ta

5.5.1 Efficiency

FOCV methods are based on the ratio VMPP/VOC, which depends on the fabrication
technology and materials used for the solar cell and on the meteorological condi-
tions [19]. Figure 5.19 shows computed values of this ratio plotted against G at
three values of Ta for the PV model described in Sect. 5.1. The parameter values
used for these simulations are the same as those in Fig. 5.2. As observed in the fig-
ure, the ratio remains nearly constant at high irradiance levels and at a given Ta, but
drops at low irradiances values and with increasing Ta.

All the FOCV methods found in the literature propose calculating VMPP as:

VMPP ≡ kVOC (5.29)

whereby k is a constant whose value should be set following thorough character-
ization of the PV panel under varying meteorological conditions (although most
authors only consider irradiance variations [18, 25]). Obviously, from the results of
Fig. 5.19, the PV panel will only work at its MPP in a limited range of irradiance
levels and temperatures.

Figure 5.20(a) shows computed values of VMPP plotted against VOC at several
values of Ta for a single solar cell. The graph also includes a linear regression line
given by:

VMPP = aVOC + b (5.30)

whereby a = 0.906 and b = −48 mV. The correlation coefficient (R) is equal to
0.997, indicating that the computed values fit well with the regression line (R = 1
indicates that the regression line perfectly fits the data). Figure 5.20(b) shows the
ratio VMPP/VOC for a PV module with N = 8. As observed in the figure, the value
of a is the same as in the case of Fig. 5.20(a), whereas the value of b is eight times
that for one single cell. For a PV panel with N cells, the value of b is generally
N times that for one single cell. To the best of our knowledge, (5.30) has never
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Fig. 5.20 VMPP plotted against VOC, with the corresponding linear regression for (a) one cell and
(b) eight cells connected in series

before been proposed for computing VMPP from VOC. The proposed LOCV method
is based on the use of (5.30).

We assessed and compared the efficiency of the FOCV and LOCV MPPT algo-
rithm (ηMPPT) in function of G for a single solar cell. Figure 5.21(a) and (b) show
the computed ηMPPT using the FOCV method at three different values of k (0.77,
0.80 and 0.82) and Ta = 25 °C, and at three different temperatures (0 °C, 25 °C and
45 °C) with k = 0.82, respectively. A k of 0.82 offers the highest ηMPPT at medium
to high irradiances, although at the cost of lower ηMPPT (ca. 95%) at low irradiances
(10 W/m2). Alternatively, k = 0.77 presents higher ηMPPT at low irradiances (near
100% at G = 30 W/m2), but drops to 98% for medium irradiances. Finally, ηMPPT

varies by 0.5% for different values of Ta, from 0 °C to 45 °C. Figure 5.22 shows
the computed ηMPPT using the LOCV method at several values of Ta. In this case,
ηMPPT is greater than 99.8% for almost all the input range of irradiances and all
the computed temperatures: indeed, only for very low irradiances (G = 10 W/m2),
does it drop to 99.5%. Thus, the LOCV method outperforms the FOCV method.
Furthermore, the FOCV method requires a careful selection of the parameter k for
improved efficiency.

5.5.2 Experimental Characterization

Figure 5.23 shows the efficiency of the FOCV method obtained with the PV array
simulator described in Sect. 5.2. The results are consistent with those presented in
Fig. 5.21(a). A lower minimum efficiency was achieved at k = 0.8 and k = 0.82
with lower irradiances, although the equivalent G is higher than that shown in
Fig. 5.21(a).

The linear regression in Fig. 5.20 does not adequately fit the data of the PV ar-
ray simulator because it has a different NOCT and VOCr than those used for the
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Fig. 5.21 ηMPPT calculated
using the FOCV method and
plotted against G for a single
solar cell at (a) three values
of k and Ta = 25 °C and (b) at
three values of Ta and
k = 0.82

Fig. 5.22 ηMPPT calculated
using the LOCV method and
plotted against G at three
values of Ta

simulations. Thus, the data of the PV array simulator (Fig. 5.24(a)) were refit,
and the resulting ηMPPT was very good (> 99.9%) throughout the range of PMPP
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Fig. 5.23 ηMPPT calculated
using the FOCV method and
plotted against PMPP at three
different values of k for the
PV array simulator described
in Sect. 5.2

Fig. 5.24 Simulation results
for the PV array simulator
described in Sect. 5.2:
(a) linear fit of VMPP plotted
against VOC, and (b) ηMPPT
calculated using the LOCV
method and plotted
against PMPP

(Fig. 5.24(a)). Nonetheless, this fit considered only one value of Ta; thus, broader
characterization must be performed in order to find the optimal fit for several values
of Ta.
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Fig. 5.25 Block diagram of the proposed implementation

5.5.3 Implementation and Time Response

The FOCV and the LOCV methods can be implemented by opening the output of
the PV panel periodically and measuring the VOC, which causes some energy loss
[18]. Alternatively, an additional (pilot) solar cell of the same type can be used to
determine the VMPP of the target PV panel from its VOC (VOCp) [21]. Here, the
overall cost increases, and any difference in the characteristics, irradiation level or
temperature between the two cells will result in errors during calculation of VMPP.
An implementation with a pilot cell is presented in this section.

Figure 5.25 shows the block diagram of a proposed implementation using a pilot
cell. The value of vm is obtained from VOCp by using a stage that implements either
(5.29) or (5.30). This stage must present a high-impedance input to achieve open-
circuit conditions for the pilot cell. Thus, as explained in Sect. 5.4.1, vs oscillates
near vm, which ideally is equal or at least close to VMPP. Whenever the pilot cell con-
tains a different number of serial cells than does the main PV panel, either (5.29) or
(5.30) must be accordingly scaled. Static performance can be assessed based on the
overall power efficiency, as described in Sect. 5.4.2. ηav and ηc can be calculated as
in Sects. 5.4.2.1 and 5.4.2.2, respectively, and ηMPPT, will depend on the particular
MPPT method, either FOCV or LOCV.

Figure 5.26 shows the expected waveform of vs and vm for the case in which
VMPP first increases and then decreases due to a change of irradiance or temperature.
As observed in the figure, the converter oscillates near vm, and when VOCp changes,
a new vm is obtained, whose value Cin is charged or discharged to.



5.5 LOCV Method 107

Fig. 5.26 Expected vs and vm waveforms when VMPP changes

Apart from the considerations of Sect. 5.4.2.3, the time response of the system
due to an increase of VMPP (tpilot_cell) can be approximated by:

tpilot_cell = Cin(VMPP2 − VMPP1)

IMPP2
, (5.31)

whereby VMPP1 and VMPP2 correspond to the VMPP values before and after the VMPP
change, respectively, and IMPP2 corresponds to VMPP2. A similar approach can be
taken when VMPP decreases, giving:

tpilot_cell = Cin(VMPP1 − VMPP2)

id − IMPP2
. (5.32)

Considering the plot of VMPP against PMPP shown in Fig. 5.2, the worst dynamic
response will be found at low currents of the PV panel (i.e. at low irradiations and/or
with increasing VMPP).

5.5.4 Assigning Parameter Values

To obtain a high ηT at a given dynamic response, the values of several parameters
must be appropriately selected. Firstly, in order to achieve a high ηMPPT, a proper
value of k (for the FOCV method), or of a and of b (for the LOCV method), must
be selected. Equation (5.16) generates a high boundary for Vh. Thus, by limiting
tpilot_cell and Tcharge, a high limit for Cin is obtained. Conversely, the product CinVh
must be high enough to maximize ηc as well as to limit the minimum values of
Tcharge and of Tdisch (see Sect. 5.4.2.3).

For the PV array simulator described in Sect. 5.2, we chose parameter values by
considering a given range of the PV panel power and the corresponding IMPP. From
Sect. 5.2, IMPP,min = 3.7 mA and IMPP,max = 141.4 mA. By fixing tpilot_cell < 1 s
and solving (5.31) at a low P s with VMPP1 = 2.226 V, VMPP2 = 2.832 V and
IMPP2 = 11.1 mA results in Cin < 18.3 mF. Figure 5.27 illustrates (5.16). For the
calculus, PV power-related parameters (e.g. the second derivative of Ps, and PMPP)
were estimated from the experimental P –V curve of the PV array simulator. At
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Fig. 5.27 Computed ηav
versus Vh

Vh = 100 mV, ηav > 99.8%. A smaller value of Vh is not recommended, in or-
der to minimize the effect of the trigger noise at the input of the hysteresis com-
parator (Fig. 5.25). By selecting Cin = 1 mF, tpilot_cell = 54 ms. Tcharge, calculated
from (5.23), will vary between 1.4 ms at IMPP,max and 54 ms at IMPP,min. Higher
values of Cin will lead to longer times and larger capacitors. Capacitors with low
leakage and series resistance are preferred.

5.6 A Novel Closed-Loop MPPT Technique

Classical1 closed-loop MPPT techniques require the measurement of current and
voltage of the PV panel in order to estimate the power, which is used as an input
parameter of the MPPT controller. This section introduces a new technique, pre-
viously reported in [26], and [27] suitable for low-power (< ca. 1 W) PV panels
that avoids the measurement of current. Further, an ad hoc MPPT algorithm is also
implemented. The static and dynamic performance is first theoretically analyzed
and design criteria are provided. A prototype was implemented with a 500 mW
PV panel, a commercial boost converter, and low-power components for the MPPT
controller. Laboratory measurements were performed to assess the effectiveness of
the proposed technique. Tracking efficiency was higher than 99.6%. Overall effi-
ciency was higher than 92% for a PV panel power higher than 100 mW. This is in
part feasible due to the low power consumption of the MPPT controller, which was
kept lower than 350 µW. The time response of the tracking circuit was tested to be
around 1 s. Field measurements showed energy gains higher than 10.3% with re-
spect to a direct-coupled solution for an ambient temperature of 26 °C. Higher gains
are expected for lower temperatures.

1© 2010 IEEE. Reprinted, with permission, from IEEE Trans. on Industrial Electronics, A new
MPPT method for low-power solar energy harvesting, O. López-Lapeña, M.T. Penella and M.
Gasulla, vol. 57, pp. 3129–3138.
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Fig. 5.28 Hysteresis window and observation window of the proposed MPPT method

5.6.1 Theoretical Approach

A closed-loop MPPT method must measure the generated power of the PV panel,
and then find and follow its maximal value. Herein we propose using the circuit de-
scribed in Fig. 5.18 together with a new MPPT technique that we developed that is
well suited for low-power PV panels. To achieve the MPP, the method tends to null
the difference of the panel’s average power in two consecutive time intervals (T1 and
T2) within Tcharge. As Fig. 5.28 shows, T1 and T2 correspond to the lower and upper
halves, respectively, of an observation voltage window (whose gap is 2Vh) centered
on the operating voltage vm. As observed in the figure, the minimum voltage of
the observation window is slightly higher than the minimum voltage of the hystere-
sis window, enabling the devices used in the MPPT controller (see Sect. 5.6.2) to
overcome the transient response produced by the fast discharge of Cin. However,
the upper limits of these two windows match. For the sake of simplicity, in the rest
of this section, both windows are assumed to match and Tcharge is assumed to be
roughly equivalent to T1 + T2.

Referring to Fig. 5.28, the period of vs is given by:

Tcycle = Tcharge + Tdisch. (5.33)

Applying (5.11) to the calculation of the average power during T1 and T2 gives:

P s1 = Cin

T1

∫ vm

vm−Vh

vs dvs = CinVh

T1

(
vm − Vh

2

)
,

P s2 = Cin

T2

∫ vm+Vh

vm

vs dvs = CinVh

T2

(
vm + Vh

2

)
.

(5.34)

From (5.34), the power difference is:

�Ps ≡ P s2 − P s1 = CinVh

T2T1

(
vm(T1 − T2) + Vh

2
(T1 + T2)

)
. (5.35)

The sign of (5.35) indicates the position of the operating voltage vm relative
to VMPP. Figure 5.29 illustrates this concept, showing the characteristic power pro-
file plotted against the operating voltage of a generic PV panel (P –V curve). As
observed in the figure, whenever (5.35) is positive, vm is less than VMPP and should
be increased. Contrariwise, whenever (5.35) is negative, vm is greater than VMPP
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Fig. 5.29 Evaluation of the
operating point (vm) relative
to the MPP (VMPP)

and should be decreased. The sign of (5.35) depends exclusively on the term within
the parenthesis. This term is defined as L(vm) and calculated as:

L(vm) ≡ vm(T1 − T2) + Vh

2
(T1 + T2). (5.36)

An equilibrium point, vm,eq, is achieved when �Ps = 0, as shown by:

L(vm,eq) = vm,eq(T1 − T2) + Vh

2
(T1 + T2) = 0, (5.37)

resulting in vm,eq = VMPP if Vh � VMPP.

5.6.2 Implementation

To implement the MPPT control law, we calculated vm as the iterative sum of L(vm)
in each new cycle:

vm(n) = 1

τINT

n−1∑
i=1

(∫
T1(i)

vm(i) dt −
∫

T2(i)

vm(i) dt +
∫

T1(i)+T2(i)

Vh

2
· dt

)
, (5.38)

whereby vm(n) is sampled at the end of each Tcharge; τINT is an integral constant;
and n is the cycle number. As observed, (5.38) was obtained by replacing the mul-
tiplication operations in (5.36) with integral operators. This equivalence is based on
the fact that Vh is a constant and the sampled vm has a constant value during T1
and T2. Moreover, unlike in other methods, measurement of the current is not re-
quired. The value of vm will increase whenever vm(n) < VMPP, and will decrease
whenever vm(n) > VMPP, thus vm,eq will tend to be roughly equal to VMPP.

A schematic of the implemented MPPT circuit is shown in Fig. 5.30. The com-
parator CMP2 toggles SW2 at the instant that vs crosses vm. The hysteresis com-
parator CMP3 activates the converter during Tdisch, and together with CMP1, en-
ables SW2 and selects terminal 1 of SW1 during T1 and T2. The output signals of
SW1 and SW2 are added and integrated, and the resulting output (vINT) is sampled
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Fig. 5.30 Simplified schematic of the proposed MPPT

Fig. 5.31 Expected temporal evolution of vm, vs, and vINT for the case in which vm < VMPP

at the end of Tcharge, providing a new value of vm. Figure 5.31 illustrates the ex-
pected temporal evolution of vm, vs, and vINT, for the case in which vm < VMPP.
As observed in the figure, vm is updated at the end of Tcharge and increases towards
VMPP. The state of SW1 and SW2 during a full cycle is also shown.
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Fig. 5.32 Definition of the
time intervals when the
propagation delays of the
comparators are considered

5.6.3 Analysis

To optimize design of the MPPT circuit, we theoretically analyzed the static and
dynamic performance of the MPPT. Static performance was assessed based on the
overall power efficiency, as described in Sect. 5.4.2 and in (5.9). ηav and ηc were cal-
culated as in Sects. 5.4.2.1 and 5.4.2.2, respectively. ηMPPT had to be computed for
the MPPT method and circuit. In contrast, the dynamic performance was assessed
in function of the time constant of vm and modeled as a first-order time function.

5.6.3.1 Efficiency of the MPPT Algorithm

We devised the MPPT controller to achieve high tracking efficiency with low power
consumption. Propagation delays of the comparators CMP1 to CMP3 (Fig. 5.30)
affect the tracking efficiency. This is particularly relevant, due to the design tradeoff
between the power consumption and propagation delay of COTS comparators. The
following sections describe analysis of how these delays affect tracking efficiency.

Figure 5.32 shows the observation window considering the propagation delays
tpd1, tpd2 and tpd3 introduced by CMP1, CMP2 and CMP3, respectively.

The relationship between the different time intervals is given by:

T1,int = T1,win − tpd1 + tpd2, T2,int = T2,win − tpd2 + tpd3, (5.39)

T1,win and T2,win are the ideal interval times defined by the observation window
and provide the real �Ps through (5.35). T1,int and T2,int are the integration times of
the MPPT circuit of Fig. 5.30 and determine vm,eq through (5.37). Thus, due to the
propagation delays,�Ps(vm,eq) will not be zero and, consequently, vm,eq will not
reach the MPP at the equilibrium point, thereby worsening the tracking efficiency.
Regardless, the equilibrium point is still assumed to be near the MPP.

Substituting T1 and T2 in (5.37) with T1,int and T2,int, respectively, and using
(5.39), gives:

vm,eq
(
(T1,win − tpd1 + tpd2) − (T2,win − tpd2 + tpd3)

)
+ Vh

2

(
(T1,win − tpd1 + tpd2) + (T2,win − tpd2 + tpd3)

) = 0. (5.40)
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Thus, substituting T1 and T2 in (5.35) with T1,win and T2,win, respectively, using
(5.40) and considering Vh � vm,eq, yields:

�Ps(vm,eq) ≈ CinVh

T1,winT2,win
vm,eq(tpd1 − 2tpd2 + tpd3). (5.41)

The slope of the P –V curve at the equilibrium point can be related to the propa-
gation delays via:

dPs

dvs

∣∣∣∣
vm,eq

≈ �Ps

Vh

∣∣∣∣ vm,eq
Vh�VMPP

≈ tpd1 − 2tpd2 + tpd3

CinV
2
h

PMPPIMPP, (5.42)

whereby vm,eq was considered to be roughly equal to VMPP and:

T1,win ≈ T2,win ≈ Tcharge

2
≈ CinVh

IMPP
. (5.43)

The value of Ps near VMPP can be approximated using a second-order Taylor poly-
nomial (see (5.14)). Taking the derivative of (5.14) gives:

vs − VMPP = dPs/dvs|vS

d2Ps/dv2
s |VMPP

. (5.44)

Therefore, substituting (5.14) at vs = vm,eq in ηMPPT, and using (5.42) and (5.44),
affords:

ηMPPT ≈ 1 +
(

tpd1 − 2tpd2 + tpd3

CinVh

IMPP

Vh

)2/(
2

PMPP

d2Ps

dv2
s

∣∣∣∣
VMPP

)
. (5.45)

Notice that the second derivate of Ps is negative, and therefore, ηMPPT < 1. The
tracking efficiency will tend to unity at low and matched propagation delays, and at
higher values of Vh. A higher value of the product CinVh also increases the track-
ing efficiency. This seems obvious from (5.43), since Tcharge increases, and conse-
quently, the relative error contributed by the propagation delays diminishes.

Adapting this method to high-power applications would require either select-
ing higher values of CinVh (to maintain a high tracking accuracy) or using faster
comparators, although this would obviously increase the power consumption of the
MPPT controller.

5.6.3.2 Dynamic Performance

The dynamic response of vm can be described by a time-continuous function. There-
fore:

dvm

dt
≈ vm(n + 1) − vm(n)

Tcycle
. (5.46)

Using (5.35) and (5.38) gives:

vm(n + 1) − vm(n) = T2(n) · T1(n)

τINTCin

�Ps(vm(n))

Vh
, (5.47)
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which, by using (5.12) with T = T1 + T2 and (5.43), can be rewritten as:

vm(n + 1) − vm(n) = Tcharge(n)

2τINT
vm(n)

�Ps(vm(n))

P s(vm(n))

≈ Tcharge

2τINT
Vhvm

(
1

Ps

dPs

dvs

)∣∣∣∣
vm

. (5.48)

Substituting (5.48) in (5.46) affords:

dvm

dt
≈ Vh

2τINT(1 + Tdisch/Tcharge)
vm

(
1

Ps

dPs

dvs

)∣∣∣∣
vm

. (5.49)

The lowest slope of Ps will be close to the MPP; therefore, the interval of time
required to reach the MPP can be assumed to be chiefly due to the dynamic response
in this region. Close to the MPP, this dynamic can be approximated by a first-order
Taylor polynomial near VMPP:

dvm

dt
≈ 1

τ
· (VMPP − vm). (5.50)

If Tcharge � Tdisch, then:

τ ≈ −2τINT

/(
VhVMPP

1

PMPP

d2Ps

dv2
s

∣∣∣∣
VMPP

)
. (5.51)

Note that Tcycle does not appear in (5.51), and therefore, will not determine the
dynamic of vm. Nevertheless, Tcycle determines the time discretization of vm (see
Fig. 5.31). Thus, in order for Tcycle to be kept short enough, Tcharge must be much
shorter than τ . However, if Tcycle is not sufficiently short the reader is referred to
Sect. 5.4.2.3 for the computation of the dynamic response.

5.6.4 Assigning the Parameter Values

This section describes the methodology used to assign values for Cin,Vh, and τINT
that would enable maximum efficiency (ηT) with a given dynamic response. A value
of 1 s was chosen for τ .

For the calculus, PV power-related parameters (e.g. the second derivative of Ps,
and PMPP) were estimated from the experimental P –V curve of the PV described
in Sect. 5.2.

The proposed MPPT method was tested for a given range of the PV panel power
and the corresponding IMPP. From Sect. 5.2, IMPP,min = 3.7 mA and IMPP,max =
141.4 mA.

5.6.4.1 First Step: Assigning a Value to CinVh

Using (5.43) and imposing Tcharge < τ/10 gives:

CinVh <
IMPP,minτ/10

2
= 185 µC. (5.52)
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Fig. 5.33 Efficiencies plotted
against Vh in the worst-case
scenario for the PV module

Since ηT increases for a higher CinVh, a value near the upper bound was chosen:
CinVh = 100 µC. Equation (5.52) denotes the tradeoff between the speed of dynamic
response and the overall efficiency: the shorter the τ selected, the lower the CinVh
and the resulting ηT.

5.6.4.2 Second Step: Assigning a Value to Vh

Once the product CinVh was fixed, ηc was observed to be independent of Vh,
whereas ηMPPT and ηav increase and decrease, respectively, with increasing Vh.
Thus, the maximum of the product ηMPPT ·ηav will provide an optimum value of Vh.
Figure 5.33 depicts these efficiencies in the worst-case scenario and shows the ex-
istence of a maximum near 100 mV. For this PV module, the worst-case scenario
corresponds to the minimum PMPP for ηav and to the maximum PMPP for ηMPPT.
So, Vh was assigned a value of 100 mV. For (5.45), considering the information
provided in the datasheets of the comparators, tpd1 − 2tpd2 + tpd3 = 5 µs was used.

5.6.4.3 Third Step: Determining Cin and τINT

The aforementioned selected values give Cin = 1 mF. Finally, using (5.51) gives
τINT = 88 ms.

5.6.5 Materials and Methods

We built and implemented a prototype of our proposed MPPT in order to test it
with an MSX-005 PV panel. The circuit (Fig. 5.30) was implemented with COTS
components. For the dc/dc conversion, a MAX1675 boost converter (PFM control
with a current limit of 0.5 A), a 22 µH inductor, and a low ESR 1 mF tantalum
input capacitor (Cin) were used. LTC1440 and LTC1441 comparators were used
to implement CMP1, CMP2 and CMP3. They provide low power (2.1 µA) with a
propagation delay of 12 µs. Low-power op amps (e.g. OPA2369 and MAX9910)
were employed to obtain the limits of the observation window and to amplify the
input voltage (vs). An OPA2369 op amp and a TS5A2066 analog switch were used
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to implement the low-power S&H. The overall control circuit was powered from the
output of the boost converter.

We performed laboratory measurements to assess the static and dynamic per-
formance of the MPPT. In order to achieve reproducible results, the PV panel and
the battery illustrated in Fig. 5.30 were substituted with the PV array simulator de-
scribed in Sect. 5.2 and a voltage source, respectively. The generated P –V curves
(see Sect. 5.2) were used to determine the performance of the circuit prototype. Ef-
ficiencies were obtained against the whole range of PMPP and at different output
voltages. First, ηMPPT was calculated by comparing the PV panel power, Ps(vm,eq),
with PMPP for each generated ISC of the current source. Ps(vm,eq) was estimated
by measuring the average PV panel voltage and obtaining the corresponding power
from the experimental P –V curve. Thus, the overall efficiency (ηT) was calculated
by dividing the average output power (P out) by PMPP.P out was estimated from the
measurement of the average output voltage and current. A low-ESR 100 mF super-
capacitor was added at the output of the circuit to obtain a quasi-dc output current,
and therefore, achieve proper measurement of the power efficiency [28]. Finally,
the dynamic performance of the MPPT was assessed by programming step-current
changes with the current source and then recording the resulting signals with an
oscilloscope.

We also performed field measurements to compare the proposed solution with
a direct-coupled solution, which we equipped with a low turn-on voltage Schottky
diode (BAT47) to improve its efficiency. To avoid any differences arising from use
of two PV panels, both circuits were connected alternatively through a reed relay to
a single 500 mW PV panel. Once the PV panel was connected to either of the two
circuits, a 30 s delay interval was used to let the circuit reach steady-state before the
power was recorded (for 1 min). The MPPT had three AA NiMH batteries connected
in series at its output, which ensured that the output voltage of the boost converter
would always be higher than VMPP at any irradiance level. The direct-coupled cir-
cuit had two AA NiMH batteries connected in series at its output, in order to work
near the MPP. As explained in Sect. 5.3.1, a direct-coupled circuit for a PV panel
with N = 8 offers the best efficiencies for the voltage range of two NiMH batteries
connected in series.

5.6.6 Experimental Results

5.6.6.1 Laboratory Measurements

Figure 5.34 shows how the measured power consumption (@ 5 V) of the MPPT
control circuit increases with the input PV power. Higher PV power translates to
a larger ISC, and therefore, a shorter Tcycle. Thus, the experimental results agree
with (5.19).

Figure 5.35 shows ηMPPT. As observed in the figure, ηMPPT is greater than 99.6%
for the whole power range, demonstrating the efficacy of the proposed MPPT al-
gorithm, and agrees with the corresponding graph of Fig. 5.33 for Vh = 100 mV.
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Fig. 5.34 Power
consumption (@ 5 V) plotted
against programmed PMPP for
the MPPT controller circuit

Fig. 5.35 ηMPPT plotted against programmed PMPP at three output voltages for the proposed
MPPT

Fig. 5.36 ηT plotted against programmed PMPP at three output voltages for the proposed MPPT

Minor deviations were observed when the output voltage was decreased from 5 V
to 4 V. ηav was estimated from (5.16) to be higher than 99.8%. This value, together
with that of ηMPPT, indicates that ηT (shown in Fig. 5.36) is mainly due to ηc (not
shown). These results agree with (5.20), which includes the power consumption of
the MPPT control circuit and of the dc/dc converter.

Figure 5.37 shows the dynamic response of vm to step changes in the pro-
grammed PMPP value. The time constant (τ ) was roughly 1 s, as stated in Sect. 5.6.4.

Figure 5.38 shows the start-up transient of vINT, vm and vs obtained when PMPP
was increased from 0 mW to 8.2 mW. For this test, the input capacitor (Cin) was
discharged and the circuitry was powered from the circuit output voltage (5 V) a few
seconds prior to the zero time value of the graph. The power change was produced at
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Fig. 5.37 Transient response
of vm to step changes in the
programmed PMPP value for
the proposed MPPT

Fig. 5.38 The start-up
transient of the proposed
MPPT when PMPP was
increased from 0 mW to
8.2 mW

t ≈ 1 s. As observed in the figure, vm and vs fast catch vINT, which is initially set to
an internal reference value of 1.2 V. Thus, the circuit behaves as a first-order system
and vm tends to the corresponding VMPP value. A detailed look at the temporal
evolution of the three represented signals is provided in the inset of Fig. 5.38.

5.6.6.2 Field Measurements

Figure 5.39 shows the power delivered to the batteries during a sunny day for both
the proposed MPPT and the direct-coupled circuit. The maximum ambient tempera-
ture was 26 °C, and the maximum irradiance over the horizontal surface, 800 W/m2.
The sudden increase in the incoming power at roughly 2:30 p.m. indicates the point
at which the PV panel began to receive direct sunlight. The total energy collected by
the MPPT was 10.3% higher than that captured by the direct-coupled circuit, even
though the measured efficiency for the latter was close to 85% at high irradiance
levels.
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Fig. 5.39 Power delivered to the batteries during a sunny day in a PV panel equipped with either
the proposed MPPT or a direct-coupled circuit

As observed in the inset of Fig. 5.39, even at low irradiance levels, from 8:00
a.m. to 2:30 p.m., the power delivered by the MPPT was greater than or equal to
that delivered by the direct-coupled one. Firstly, the MPPT circuit started to charge
its batteries before the direct-coupled circuit did: the former began charging at a
lower VOC, corresponding to the start-up voltage of the MAX1675 (1.1 V), whereas
the latter could not begin charging until the VOC of the PV panel was higher than
its battery voltage (≈ 2.4 V). As the irradiance increased, the operating point of
the PV panel for the direct-coupled circuit approached its MPP. Consequently, from
9:30 a.m. to 1:00 p.m. its efficiency increased to a value close to that of the MPPT,
and was mainly limited by the power loss of the diode. The efficiency of the MPPT
later increased as the PV power increased (Fig. 5.36), again delivering more power
to the batteries than did the direct-coupled circuit.

The MPP voltage of the PV panel increased with decreasing temperature
(−16 mV/°C). Thus, the efficiency of the direct-coupled circuit is expected to de-
crease during cold weather (see Sect. 5.3.1), whereas that of the MPPT is expected
to remain high. Therefore, even higher energy gains are expected for the MPPT
during these times.

We also concluded that the MPPT outperforms the direct-coupled one in cloudy
weather. The two circuits were measured over five consecutive days, and the average
power gain was measured hourly (Fig. 5.40). At the end of each day, the diode of the
direct-coupled solution stopped the charge of the batteries before the MPPT did, and
consequently, the power gains of the MPPT circuit were higher. The batteries of the
MPPT were more charged than in the morning, but as expected from Fig. 5.36, its
efficiency did not drop significantly. The overall gain was roughly 9%. Ta oscillated
between 19 °C and 24 °C. Despite these promising results, a more comprehensive
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Fig. 5.40 Hourly average power gain over five consecutive days (17th to 21st September, 2009)
for the MPPT relative to the direct-coupled circuit

analysis is required which should include experimental measurements taken over an
entire year.

5.7 Conclusions

We used a generic model for optical energy transducers (solar cells) to compute
I–V and P –V curves and their dependency on optical power and temperature, and
to design and optimize several of the energy conditioning circuits proposed in this
text. A PV array simulator was implemented using a current source and a dummy
PV panel. This simulator was used to perform robust testing of all the proposed
energy conditioning circuits.

We analyzed the simplest direct-coupled circuit, in which the PV panel is con-
nected to the storage unit through a diode, at different combinations of series-
connected (N ) PV cells and secondary batteries, observing efficiencies of roughly
80% to 90% at irradiances higher than 100 W/m2, when using PV panels with
N = 10 and either one Li-ion battery or three series-connected NiMH batteries,
or PV panels with N = 7 and two series-connected NiMH batteries. The efficiency
steeply decreases at irradiances lower than 100 W/m2. For a 500 mW PV panel with
N = 8 and 2 × NiMH batteries, filed measurements taken on a sunny day revealed
an efficiency of approximately 85% for irradiances higher than 50 W/m2.

We proposed complex energy conditioning circuits based on MPPT controllers
and equipped with dc/dc converters employing PFM techniques to raise power effi-
ciency at low power levels. Static performance was assessed according to the over-
all efficiency (ηT), which in turn was analyzed by subdividing it into three terms:
ηMPPT, which stems from the MPPT algorithm; ηav, generated by the oscillating na-
ture of the input signal of the dc/dc converter when using PFM; and ηc, which comes
from the dc/dc converter and MPPT circuitry. Generic expressions were found for
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ηav and ηc, whereas ηMPPT had to be calculated for each MPPT algorithm imple-
mented. High values were generally achieved for ηav and ηMPPT. Thus, ηT is dom-
inated by ηc—particularly, by the efficiency of the dc/dc converter. The dynamic
performance was assessed based on the time response. Generic expressions were
devised for the charging and discharging times of the capacitor placed at the in-
put of the dc/dc converter. However, the overall time response also depends on the
specific MPPT algorithm used.

We proposed a new open-loop MPPT method, referred as LOCV; firstly, using
the generic model for solar cells. The implementations proposed in the literature use
the experimental constant factor k for obtaining VMPP from VOC. In contrast, we pro-
pose a linear fit between VMPP and VOC that improves the performance, achieving an
ηMPPT higher than 99.5% within a large range of input irradiances (from 10 W/m2

to 1000 W/m2) and at several temperatures (from 0 °C to 45 °C). Experiments with
the PV array simulator running at fixed temperature gave ηMPPT values greater than
99.9%. A circuit implementation was proposed that achieves a time response shorter
than 1 s.

Lastly, we have conceived and tested a new closed-loop MPPT method suitable
for low-power PV panels. The proposed technique avoids the measurement of cur-
rent present in classical methods and techniques. The static and dynamic perfor-
mances of the proposed MPPT method were theoretically analyzed, and correspond-
ing design criteria were established. The analysis demonstrates that the tracking is
highly accurate even for low-power comparators, provided that their propagation de-
lays are matched or the charge cycle is sufficiently long. The dynamic performance
was evaluated in function of the time response of vm, which can be approximated
by a first order linear function. Most of the literature precedent has not consid-
ered this analysis. A prototype circuit of the new MPPT was implemented using a
commercial PFM dc/dc boost converter and low-power components for the MPPT
controller. Laboratory measurements of a 500 mW PV panel were taken using the
PV array simulator: ηMPPT was greater than 99.6%, and ηT, greater than 92%, oper-
ating at over 100 mW. This was partly made feasible by the low power consumption
of the MPPT controller, which was kept at less than 350 µW. The time response
of the tracking circuit was determined to be roughly 1 s. Field measurements were
performed to compare the proposed MPPT circuit with a direct-coupled one. En-
ergy gains higher than 10.3% were achieved for the MPPT circuit at an ambient
temperature of 26 °C, and even higher gains are expected at lower temperatures.
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Chapter 6
Radiofrequency Energy Harvesting

Various reports on harvesting radiofrequency (RF) energy for powering autonomous
sensors have been published in the past few years. We considered RF deliberated
power distribution over environmental RF energy harvesting because it offers higher
power densities and is based on prior knowledge of the RF signal (polarization and
orientation). The available data on ultra-high frequency (UHF; 300 MHz to 3 GHz)
radiofrequency identification (RFID) systems is invaluable for optimal power source
design.

This chapter focuses on proposed methods and circuits for efficient energy
management of RF energy harvested for low-power autonomous sensors. The
powering distance range can vary from a few centimeters up to several meters.
Radiofrequency-powered sensors are assumed to be allocated at a fixed position and
distance from the RF power source. Thus, the energy management system can be
tailored to a relatively small range of available powers, thereby simplifying design
and enhancing circuit efficiency.

The first section of this chapter describes the basic theory behind RF harvest-
ing and reviews some of the literature precedent on its application to autonomous
sensors. Then, we present a methodology that we conceived for identifying the best
design for a fixed available power at the antenna. Accompanying simulation results
are shown. Afterwards, experiments that we performed with an RF energy harvester,
implemented using off-the-shelf components, are described and discussed. Finally,
the chapter ends with our conclusions on this work, including a few suggesting for
conducting future research.

As explained in Chap. 3, we chose a frequency of 868 MHz to avoid interference
with the load’s communication system, which operates at 2.4 GHz. Nevertheless, the
band in 2.4 GHz could be exploited if the power signal was radiated at a time when
there are no communications. In this case, a single antenna could be multiplexed
for power and communications, although this would entail more complex design.
Additionally, as explained in Chap. 3, the powering distance range would be smaller.
The band in 433 MHz could also be used, by increasing the power range as well as
the antenna dimensions.

M.T. Penella-López, M. Gasulla-Forner, Powering Autonomous Sensors,
DOI 10.1007/978-94-007-1573-8_6, © Springer Science+Business Media B.V. 2011
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Fig. 6.1 General block
diagram of an RF harvester

6.1 Background

Powering systems comprise an RF broadcaster and an RF energy harvester. We con-
centrate here on the latter. Figure 6.1 shows the building blocks of an RF energy har-
vester, encompassing an antenna, an impedance matching block, an optional filter
and a rectifier. These blocks are described below.

6.1.1 Antenna

Harvesting the energy of an RF signal requires an antenna. Low-frequency RFID
systems (mainly 135 kHz and 13.56 MHz) use capacitive or inductive coupling to
obtain the power that the chip needs for operation and communication. At these
frequencies, the wavelength (λ) of the signal (2222 m for 135 kHz and 22.1 m
for 13.56 MHz) is much greater than practical powering distances (< 1 cm for ca-
pacitive coupling and < 1 m for inductive coupling) [1]. Thus, the field is in the
near-field region and can be considered as an alternating magnetic (for inductive
coupling) or electric (for capacitive coupling) field. In the near-field region, mag-
netic field strength is attenuated according to 1/d3 (60 dB per decade of distance
[d]). The most widely used antennas at these distances are coils. At a distance of
approximately λ/(2π) the electromagnetic field tends to separate from the antenna
and is radiated as an electromagnetic wave. Distances beyond this point are consid-
ered as the far-field region, where the electromagnetic wave cannot retroact upon
the antenna that generated it (by capacitive or inductive coupling). Nonetheless, the
RF-radiated power can still be harvested, using an appropriate resonant structure
(antenna). In the far-field region the field strength is attenuated according to 1/d

(20 dB per decade of d).
As stated in Chap. 3, an antenna can be represented as an ac voltage source with

a series impedance (see Fig. 6.2) [2]. In Fig. 6.2, S is the power density, PAV is
the available power that the antenna can deliver to a matched load, and Ae is the
effective area of the antenna. The series impedance basically comprises the radia-
tion resistance (RS), the loss resistance (Rloss) and a reactive part (Xant). RS is a
virtual resistance that emulates the power used for transmitting/receiving the elec-
tromagnetic wave. Rloss stems from the actual resistance of the elements that form
the antenna (e.g. copper) and to dielectric losses. The power dissipated on Rloss is
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Fig. 6.2 Equivalent electrical
model for an antenna [2]

wasted. Rloss is low at dc but can increase considerably at high frequencies, due
to the skin effect, whereby the current is concentrated on the surface of the con-
ductor, consequently increasing its resistance. Rloss is typically small compared to
RS at 868 MHz; therefore, we did not consider its effect in this work. In this case,
the impedance of the antenna (Zant) is RS + jXant. Depending on the antenna de-
sign, Xant can be inductive (e.g. in loop shape antennas) or capacitive (e.g. in patch
antennas).

Myriad antennas have been proposed for RFID or RF power harvesters [3–5].
The size of the antenna is inversely proportional to the desired resonance frequency:
the smaller the resonant structure, the higher the frequency. This is why printed cir-
cuit boards (PCBs) must be carefully designed to avoid undesired resonant surfaces.
Despite this frequency dependency, some miniaturization techniques, such as high-
dielectric substrates [6] or meandered, bended or tip-loaded structures [7, 8], can be
employed to minimize the final size of the system.

The amplitude of the voltage generated on the antenna when matched (v̂S) de-
pends on PAV and RS:

v̂S = 2
√

2RSPAV. (6.1)

Thus, at a given PAV, v̂S increases for a larger RS. v̂S must be relatively high
in order to reduce the losses from the rectifier. As explained in Chap. 3 and illus-
trated in Fig. 6.2, PAV depends on Ae and S, and therefore, depends on the antenna
characteristics. If greater power is sought, voltages or currents can be added by con-
necting several antennae (in series and/or in parallel) to form an array; in this case,
the antenna’s Ae is increased at the expense of a larger physical area [9, 10]. A sin-
gle rectifying circuit for the whole array reduces the number of rectifying elements
but can complicate array design. An antenna with a rectifying element and the nec-
essary matching elements is called a rectenna. Rectennas can also be connected in
series or parallel in order to add current or voltage; again, at the expense of greater
effective area (and physical dimensions). Efficiency depends on input power, and
for microwatt-level inputs is 20% maximal [9].

6.1.2 Impedance Matching

The transmitted power reaches its maximum when the antenna sees at its output
an impedance that is the conjugate of its own impedance: Z∗

ant = RS − jXant (see
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Fig. 6.3 Electrical model of
an antenna, an impedance
matching network, and the
equivalent input impedance
of the rectifier

Fig. 6.4 Typical matching network circuits for RFID or RF harvesting circuits: (a) transformer;
(b) shunt inductor; and (c) LC network. The matching network elements are shown in grey

Za in Fig. 6.3). In Fig. 6.3 Zin = Rin + jXin is the impedance of the rectifier and
ensuing load, and Rin and Xin are the real part and imaginary part of this impedance,
respectively. This procedure is known as impedance matching. A properly matched
design is as important as a well-designed antenna or rectifier. Impedance matching
networks are usually made with reactive components (coils or capacitors) that are
ideally not dissipative.

Numerous matching configurations are available. The choice of configuration
depends on the number of elements used for the matching and the way in which
they are positioned. Nonetheless, to date, three main circuits have been proposed for
RFID or RF harvesting: a transformer (Fig. 6.4(a)), a shunt inductor (Fig. 6.4(b))
and an LC network (Fig. 6.4(c)). In Fig. 6.4 the antenna is modeled as a voltage
source with a real impedance and the rectifier is modeled with a resistance (Rin)
and a parallel capacitor (Cin). If the antenna is not purely real, its reactance must be
considered for the matching. The rectifier model is further explained in Sect. 6.1.4.

Using a transformer as matching network (Fig. 6.4(a)) boosts the input voltage by
the factor k, which is the ratio of the transformer’s secondary voltage to its primary
voltage. This solution is cost prohibitive in RFID applications whose cost is limited
to a few cents, but it can be considered for autonomous sensors [11]. However, we
did not further consider it here.
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The shunt inductor matching network is widely used in RFID transponders [2].
To match the antenna and rectifier impedances, Lshunt must resonate with the Cin of
the rectifier. Therefore, their impedances must be equal at the working frequency:

Lshunt = 1

ω2
r Cin

, (6.2)

whereby ωr is the angular frequency at resonance. Thus, as Cin is increased, Lshunt
must be reduced. Relatively high values of Cin may require a very small value
of Lshunt, which can be impractical. If the reactive parts are well matched, the in-
put voltage to the rectifier will come from the voltage divider between RS and Rin,
which is the maximum voltage obtainable with this circuit. The most common re-
sponse to the increased voltage generated on the antenna that results from increased
RS (see (6.1)) is to increase the input voltage of the rectifier (vin) and reduce the
losses of the ensuing rectifier. This is accomplished by implementing high radiation
resistance antennas (e.g. a folded dipole has a radiation resistance of roughly 300 �

[12]).
The quality factor (Q) of a matching network is the ratio of the resonance fre-

quency (fr) to the circuit bandwidth at −3 dB (BW); thus, the higher the Q, the
smaller BW. If BW is too narrow, a small deviation in fr will cause a massive power
drop at the rectifier input; therefore, BW should be kept sufficiently high. The circuit
with the shunt inductor matching network is an RLC parallel circuit with a resistance
that is the parallel association of RS and Rin (RP = RS‖Rin). Therefore:

Q = fr

BW
= RPCinωr = RP

ωrLshunt
. (6.3)

Equation (6.3) indicates that a high Cin (or low Lshunt) will result in a high Q,
and consequently, a narrow BW. Thus, Cin must be kept low enough to obtain a rea-
sonable BW. Furthermore, a high value of RS increases both vin and Q but decreases
BW.

The LC matching network boosts the antenna voltage. It is advantageous because
it provides higher peak voltage to the rectifier and offers a comparatively better ef-
ficiency, especially when PAV (and therefore, v̂S) is low. This circuit is also advan-
tageous in antennas with low RS that also present a lower v̂S. To obtain a resonant
circuit, the impedance faced by the matching network must be the conjugate of the
antenna impedance. Thus, equating the real and imaginary parts of both impedances
generates two equations that enable calculation of the values of Lm and Cm [13]:

Lm = Rin

ωr

1

RinCinωr +
√

Rin−RS
RS

, (6.4)

Cm = 1

RSωr

√
RS

Rin − RS
. (6.5)

Equations (6.4) and (6.5) reveal that Lm depends on the value of Cin, but that Cm
does not: it only depends on RS, Rin and ωr. As with the shunt inductor matching
network, Lm decreases as Cin increases. Therefore, Cin must be kept low enough
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to obtain a feasible value of Lm. Using (6.4) and (6.5) to compute the relationship
between vin and vs at resonance affords:

H(ωr) = vin(ωr)

vs(ωr)
= 1

2

√
Rin

RS
, (6.6)

and Q results in [13]:

Q = 1

2

[
RinCinωr +

√
Rin − RS

RS

]
, (6.7)

which shows that when Rin > RS, the voltage will be boosted and the circuit be-
comes more selective (higher Q and more narrow bandwidth). The value of Rin

required to boost the voltage to a given value can be determined from (6.6). Equa-
tion (6.5) can then be used to calculate Cm. The value of Lm must be found by trial
and error, as Cin is not accurately known. The parasitic resistance of the matching
elements will ultimately limit the overall Q of the circuit, and consequently, will
limit the boosting factor.

Some antennas are custom designed to be power matched to the rectifying stage
for a certain frequency and power range [9]. The matching elements can be im-
plemented on the PCB design or can be off-the-shelf components. Printed circuit
board traces can be designed to exhibit a definite inductive or capacitive value at the
desired frequency, which lowers the cost of the components.

6.1.3 Filters

Low-pass filters are used to prevent the harmonics generated by the non-linearity
of the rectifying diodes from flowing back to the antenna, as these harmonics can
reduce the peak amplitude of vin (v̂in) [14], and consequently, diminish efficiency.
Filters demand two impedance matching circuits: one between the antenna and the
filter, and one between the filter and the rectifier. Ultra-high frequency (UHF) RFID
tags are not typically equipped with filters.

6.1.4 Rectifier

Rectifier circuits provide a dc output voltage at the ensuing load. There are three
main options for the rectifier:

– a diode (which, together with the antenna, forms a rectenna) [9] (Fig. 6.5(a));
– a bridge of diodes (or diode-connected transistors) [15] (Fig. 6.5(b));
– a voltage rectifier multiplier [2] (Fig. 6.6(a)).
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Fig. 6.5 (a) Single diode and
(b) diode bridge rectifiers

Fig. 6.6 (a) A single stage of
a voltage multiplier rectifier
and (b) waveforms during the
transient

All of these circuits are broadband (i.e. they exhibit the same rectifying char-
acteristics in a broad band of frequencies). For kilohertz or megahertz frequencies,
p-n diodes and transistors are used as rectifiers, whereas for microwave frequen-
cies (> 1 GHz), Schottky diodes (GaAs or Si type) are preferred, because they have
shorter transit times. The rectification performance of the diode depends on its sat-
uration current, its junction capacitance and its conduction resistance. A large satu-
ration current is sought, because it leads to a low forward voltage drop.

The diode (Fig. 6.5(a)) and the diode bridge (Fig. 6.5(b)) provide an output dc
voltage to the load (VOUT) whose amplitude is lower than that of the incoming sig-
nal. These circuits are explained in the literature and are not further described in this
section. The voltage rectifier multiplier, as its name indicates, multiplies the peak
amplitude of the incoming signal. At long distances (low PAV, and consequently,
low v̂S; see (6.1)), the dc voltage level is not high enough to power an electronic
circuit, so the voltage rectifier multiplier appears to be the best solution [2]. The
remaining part of this section is dedicated to describing this circuit and reporting on
analyses that we performed of it.

The voltage rectifier multiplier is sometimes called a Dickson charge pump, but
it is actually a modified version of this pump [11]. The behavior of an ideal single-
stage rectifier multiplier, such as that shown in Fig. 6.6(a), is explained below. We
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Fig. 6.7 (a) Two-stage
voltage multiplier rectifier
and (b) equivalent rectifier
circuit model

assume ideal diodes (i.e. 0 V threshold voltage, no reverse current, and zero con-
duction resistance) and that vin is a sinusoidal wave.

Diode D1 and capacitor C1 establish a dc reference for the voltage at point A
(Fig. 6.6(a)). D1 conducts whenever the voltage at point A is negative, and then
builds an average charge at C1 that prevents the voltage at point A from ever going
negative. If all the elements are ideal, the voltage at this point is v̂in + vin (V1 in
Fig. 6.6(b)). D2 rectifies the signal at point A and capacitor C2 holds the output
voltage (VOUT) at the peak value of V1. Thus, the open circuit voltage (OCV) of the
rectifier is a dc voltage with a value 2v̂in. In steady-state operation, IOUT is drained
from C2, and this capacitor is recharged when V1 is higher than VOUT (dashed line
in Fig. 6.6(b)). v̂in can be in the millivolt level, so in order to obtain higher output
voltages, the circuit can be cascaded by using N stages (Fig. 6.7(a) shows a two
stage rectifier multiplier). In the case of an N -stage rectifier, VOUT in open circuit is:

VOUT = 2Nv̂in. (6.8)

In a lossless rectifier, the input power (Pin) equals the output power (POUT), and
Rin can be calculated from the resistance connected at the output (RLoad) as:

Rin = v̂2
in

2Pin
= V 2

OUT

POUT

1

8N2
= RLoad

8N2
. (6.9)

Thus, for a fixed RLoad, as N increases, Rin decreases. Otherwise, for a matched
value of Rin = Rant, the optimum value of RLoad increases as N increases.

When considering the threshold voltage of the diodes (VT), the OCV is:

VOUT = 2N(v̂in − VT). (6.10)

Figure 6.7(b) shows an equivalent model of a rectifier that was exhaustedly ana-
lyzed in [11] and [16]. The input impedance comprises a resistance (Rin) in parallel
with a capacitor (Cin) that models the capacitance presented by the layout and the
diodes. For optimal performance this impedance must be properly matched to the
antenna. The output is modeled as a voltage source (VO) controlled by v̂in, with a
serial output resistance (ROUT). ROUT models the losses of the rectifier, which are
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mainly due to the increasing voltage drop at the diodes when the output current is
increased.

An accurate mathematical analysis of the real rectifier is quite complex, but sim-
ulations can be used to facilitate rectifier design. Furthermore, the whole system
(antenna, matching network and rectifier) must be jointly analyzed in order to ob-
tain meaningful results.

The diodes of the rectifier can also be implemented using CMOS transistors con-
nected as diodes, which is the case for most RFID tags [12]. Using CMOS transis-
tors as diodes implies a design tradeoff among the reverse current, the direct current
(threshold voltage and current slope for the rectifying stage), and the junction and
parasitic capacitances: improving one of these may compromise another. For exam-
ple, to increase the direct current slope (which causes the efficiency to increase), the
width of the device must be increased, which also results in higher reverse current,
and therefore, in losses (efficiency decreases). Using rectifying elements with low
threshold voltage and low reverse current will increase the sensitivity of the rectifier
(i.e. the minimum input voltage at which the rectifier can work under given load
requirements). Additionally, the performance of the rectifier at low values of P̄in is
greatly affected by the threshold voltage of the diodes.

To overcome the technological issues of traditional CMOS, researchers have pro-
posed several rectifier designs. For example, to obtain transistors with very low
threshold voltage, Curty et al. employed the silicon-on-sapphire (SOS) CMOS pro-
cess [16], and Karthaus and Fischer used silicon-titanium Schottky diodes [17]. Oth-
ers have avoided using these relatively expensive processes by biasing the voltage at
the gate of the transistor, which results in almost zero threshold voltage transistors
[8, 18]. Radiofrequency ID tags usually include the required number of stages that
give the desired output performance at the expected minimum P̄in.

6.1.5 Post-rectification Energy Conditioning

To boost the output voltage of the rectifier whenever it is too low, some step-up tech-
nologies that have been applied to other energy harvesters (e.g. thermal harvesters)
can be used. Commercial step-up converters have start-up voltages around 0.7 V. In
[19], several circuits with start-up voltages as low as 0.3 V were proposed. Further-
more, a custom dc/dc converter working with a battery at its output could start at
lower input voltages. Regardless of the implementation, these circuits must use very
low-power techniques.

Paing et al. harnessed a dc/dc converter to boost the rectified output voltage of
a rectenna to achieve the desired output voltage at long distances [20]. They also
implemented an MPPT solution based on the assumption that the rectenna performs
better with a fixed resistance at its output. They set the dc/dc converter to work as a
resistor emulator. The required value of the emulated resistance is firstly determined
and then the dc/dc converter is programmed to present this value at its input, so an
initial characterization process is necessary. They used an open loop control strategy
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that keeps the control power consumption very low (∼ 20 µW). The reported overall
efficiency was of 16.7% for a power density of 70 µW/cm2 at the antenna (PAV was
around 2.5 mW) when connecting a thin-film lithium battery (4.15 V) at the output
of the dc/dc converter.

In addition to the method proposed in [20], some of the techniques used for opti-
cal energy harvesting (see Chap. 5) can be also applied to RF harvesting. To achieve
a net power gain, the power consumption of the energy conditioning circuit must be
in the microwatt level or below. If well designed, low power microcontrollers can
confer some intelligence to an MPP tracking system at the cost of few microwatts.

6.1.6 Radiofrequency Energy Harvesting for Autonomous Sensors

Several works deal with the design of a whole sensor platform powered from the
incoming RF signal [18, 21–23] or attempt to recharge a microbattery [24]. In [18],
the authors achieved 1.5 V at −12 dBm input power, leading to a maximum pow-
ering distance of 10 m in the 915 MHz band, when emitting 4 W of EIRP, whereas
in [21] the authors report that the WISP platform can deliver a voltage of approxi-
mately 1 V at a distance of 4 m in the same band. In [24], the authors reached output
voltages below 0.5 V at PAV = 0 dBm. The company Power Cast has announced
a wireless sensor powered by RF energy that delivers roughly 10 µA at an output
voltage of 1.1 V and PAV = −10 dBm [25].

6.2 Analysis

This section describes simulations that we performed on different circuit topologies:

– A voltage multiplier rectifier (Fig. 6.7(a)) with a different number of stages
(1 to 5), at three values of PAV (10 dBm, 0 dBm and −10 dBm), with an antenna
of RS = 300 � and a shunt inductor matching network. A single diode rectifier
was also considered, at PAV = 10 dBm.

– A one-stage multiplier rectifier, at two values of PAV (0 dBm and −10 dBm),
with an antenna of RS = 50 � and an LC matching network.

A 300 � antenna can be practically implemented with a folded dipole [26].
Higher radiation resistances (up to 2 k�) can be reached with some variations to
the folded dipole, but high RS antennas can be problematic (see Sect. 6.1.2 and [2]),
due to the finite quality factor of the matching elements and the input parasitics of
the rectifier.

Figure 6.8 shows the general block diagram of the circuit we used for the simu-
lations. For the antenna, we used an RF port with a serial resistance of the desired
value (300 � or 50 �). The load comprised a 1 nF capacitor in parallel with a re-
sistance. The value of this resistance was swept across a suitable range to obtain the
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Fig. 6.8 General circuit schematic used for simulations

total efficiency of the circuit (ηo) versus the output voltage of the rectifier (VOUT).
ηo was computed as:

ηo = PDC

PAV
, (6.11)

whereby PDC is the rectified output power and is equal to VOUTIOUT.
We ran the simulations using the program Advanced Design System (ADS), from

Agilent. It enables circuit (schematic) simulations and layout or electromagnetic
(momentum) simulations, or a combination of both, which should offer good agree-
ment with real laboratory experiments. Nonetheless, for this work we only used the
circuit simulation. A thorough simulation analysis is essential for saving time and
effort when implementing the real circuit.

The design methodology comprised the following steps. For the circuits with a
shunt inductor matching network, a suitable Lshunt was found by trial and error for
each specific value of PAV. Then, ηo was plotted against VOUT at each value of PAV.
For the circuits with an LC matching network, a value of Cm was fixed, and Lm was
obtained by trial and error. Then, ηo was again plotted against VOUT.

This section ends with a discussion on the use of appropriate storage units for the
analyzed circuits at each specific value of PAV.

6.2.1 Rectifier

For the multiplier rectifier, we assembled the basic stage (Fig. 6.9) using HSMS-
2822 diodes (Avago Technologies) with two Schottky diodes connected in series.
Each diode has a 340 mV forward voltage at 1 mA current. The series configuration
enabled mounting of one stage with a single diode chip. These diodes are suitable for
frequencies of up to 1.5 GHz and forward current of up to 20 mA and have a junction
capacitance of roughly 0.7 pF. Signal detection diodes that have very small forward
voltages are not suitable for this application because they cannot stand input powers
greater than −20 dBm. The intermediate capacitors were set to 12 pF. In order to
not further increase Cin, the impedance of these capacitors must be kept as low as
possible relative to the diode capacitance [16].

Figure 6.9(a) shows a single stage of the rectifier. Several stages can be cascaded
by connecting the output of one stage to the diode reference of the next stage. The
RF input is connected to the RF source (i.e. the antenna).
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Fig. 6.9 Circuit schematic of
one of the stages used for the
rectifier

Fig. 6.10 Efficiency plotted
against VOUT for a one stage
rectifier at PAV = 10 dBm
and when Lshunt was varied in
1 nH steps from 30 nH to
40 nH

For the single diode rectifier (Fig. 6.5(a)), an HSMS-2820 and an output capaci-
tance of 1 nF were used. The HSMS-2820 includes just one diode of the same type
as those included in the HSMS-2822.

6.2.2 Simulations

6.2.2.1 PAV = 10 dBm

Figure 6.10 shows ηo plotted against VOUT for a single-stage rectifier at PAV =
10 dBm and at values of Lshunt ranging from 30 nH to 40 nH. As with solar
cells, there is a voltage value where the efficiency is maximum (VMPP): in this
case, roughly 4 V. As observed in the figure, the maximum efficiency is quite high
(> 75%) and does not significantly change among the different values of Lshunt.
This is mainly due to the high voltage present at the rectifier input (v̂in = 2.45 V,
provided that the antenna is properly matched), which keeps the relative losses at the
diodes low. An intermediate value for Lshunt (35 nH), which provided good overall
efficiency, was chosen. Efficiencies sharply decrease when the output voltage shifts
from VMPP. For the higher voltages, efficiency worsens for decreasing values of
Lshunt. Conversely, smaller voltages lead to similar efficiencies for the entire range
of Lshunt values.

Table 6.1 lists the Lshunt value found for each N . As expected from Sects. 6.1.2
and 6.1.4, Lshunt decreases with increasing N , due to increasing Cin.

Figure 6.11 shows efficiency plotted against VOUT for the different stage recti-
fiers with Lshunt values shown in Table 6.1. The efficiencies at the MPP are higher
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Table 6.1 Lshunt for each N

at PAV = 10 dBm N Lshunt (nH)

1 35.0

2 20.5

3 14.0

4 11.0

5 8.5

Fig. 6.11 Efficiency plotted
against VOUT for stage
rectifiers with N values of 1
to 5 and at PAV = 10 dBm

than 75%. A single-stage rectifier offers the best efficiency for VOUT up to 5 V,
which includes the voltage range of the storage units typically used for autonomous
sensors (one Li-ion battery, or two or three series-connected NiMH batteries). As
N increases, VMPP increases to values far beyond the supply voltage range of the
autonomous sensor. Thus, operation at VMPP requires a step-down dc/dc converter
positioned after the rectifier or the storage unit. As commented in Chap. 5, the ef-
ficiency of step-down converters is lowered when their input voltage is well above
their output voltage [27]. Therefore, the single-stage rectifier is the best solution for
this PAV, as it offers the best efficiency at VOUT below 5 V with the lowest circuit
complexity and component cost.

Given that the voltage generated on the antenna is already high (v̂S = 4.89 V), a
single diode rectifier (Fig. 6.5(a)) can also offer good efficiency. Figure 6.12 shows
the simulations for this circuit when connected to a 300 � antenna with Lshunt =
64 nH. As observed in the figure, the maximum efficiency is slightly lower than
with a single-stage rectifier; however, the efficiency is higher for VOUT < 2 V. Thus,
this circuit offers a better solution if a single NiMH battery is used as storage unit.
Nevertheless, a further analysis of this circuit would be required, as we had expected
a similar maximum efficiency to that shown in Fig. 6.11.

6.2.2.2 PAV = 0 dBm

Figure 6.13 illustrates how efficiency changed for a single-stage rectifier at PAV =
0 dBm when Lshunt ranged from 25 nH to 30 nH. As observed in the figure, the
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Fig. 6.12 Efficiency plotted
against VOUT for a single
diode connected as in
Fig. 6.5(a) with RS = 300 �,
Lshunt = 64 nH and
PAV = 10 dBm

Fig. 6.13 Efficiency plotted
against voltage for a
one-stage rectifier at
PAV = 0 dBm and when
Lshunt was ranged from 25 nH
to 30 nH

Table 6.2 Lshunt for each N

at PAV = 0 dBm N Lshunt (nH)

1 29.5

2 16.0

3 10.5

4 8.0

5 6.5

maximum efficiency is roughly 52%, lower than that for PAV = 10 dBm. This can
be explained by the fact that in the former case, the voltage at the rectifier input
is lower (v̂in = 745 mV), meaning that the relative losses at the diodes are higher.
Likewise, VMPP is also lower, at values near 1 V. As with the case of PAV = 10 dBm,
efficiency beyond the MPP is strongly affected by the value of Lshunt.

We sought the optimum value of Lshunt for each N . The results are listed in
Table 6.2. The Lshunt values are smaller than those found at PAV = 10 dBm, which
is probably due to the increase in Cin as PAV decreased.

A curve of efficiency plotted against VOUT is shown in Fig. 6.14. The single-stage
rectifier is the best suited circuit for charging a single NiMH battery. The value of
VMPP is near the voltage range of a single NiMH battery (1.2 V < VOUT < 1.5 V).
The efficiency of a single diode solution (not shown) will be much worse at this
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Fig. 6.14 Efficiency plotted
against VOUT for an N -stage
rectifier at PAV = 0 dBm

Fig. 6.15 Efficiency plotted
against output voltage for a
one-stage rectifier at
RS = 50 � and
PAV = 0 dBm. For the LC
matching network,
Cm = 1 pF and different
values of Lm (from 16 nH to
19 nH) were used

voltage range. Rectifiers with N = 2 or N = 4 are optimal for directly charging two
NiMH or three NiMH batteries (or one Li-ion battery), respectively.

We also considered the use of an LC matching network with a single-stage rec-
tifier and an antenna with RS = 50 �. In this case, v̂S = 0.63 V, which is less than
half the value achieved with RS = 300 �. Cm was fixed at 1 pF, which leads (from
(6.5)) to an optimal matching Rin of 722 � and (from (6.6)) to a maximum voltage
boost of 1.9 times. The results for different values of Lm (from 16 nH to 19 nH)
and Cm = 1 pF are shown in Fig. 6.15. As observed in the figure, the maximum
efficiency was higher than in the case corresponding to Fig. 6.14, even though the
value of RS was smaller. This circuit, when directly connected to one or two series-
connected NiMH batteries, exhibited ηo of 40% to 60% over the entire battery volt-
age range; the best overall ηo in this range was obtained at Lm = 18 nH. Thus, the
single-stage rectifier with an LC matching network and RS = 50 � outperformed
the system corresponding to Fig. 6.15 for N = 1 or N = 2, which were the best
solutions for the voltage range of one or two NiMH batteries, respectively.

6.2.2.3 PAV = −10 dBm

In this case, both the expected POUT and VOUT were low. Therefore, we tried
to maximize efficiency at VOUT > 1 V to avoid having to place additional power
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Table 6.3 Lshunt for each N

at PAV = −10 dBm N Lshunt (nH)

1 25.3

2 14.7

3 9.5

4 7.1

5 5.6

Fig. 6.16 Efficiency plotted
against VOUT for an N -stage
rectifier at PAV = −10 dBm

management circuits at the output. The values of Lshunt that maximized efficiency
at VOUT > 1 V for each value of N are listed in Table 6.3. For the single-stage
rectifier, a value of 1 V could not be reached. The Lshunt that enabled maximum
efficiency was used.

The efficiency of the N -stage rectifier at different values of N is plotted in
Fig. 6.16. In this case, the efficiencies were rather low, as v̂in was 245 mV. When
using a one-stage rectifier, the harvested power could only be stored on a capacitor,
and a subsequent boost converter had to be used to raise the voltage and power the
autonomous sensor. However, the small values of VMPP and of POUT (∼ 10 µW)
do not favor the use of a boost converter. At this PAV, the best solution based on a
300 � antenna uses a five-stage rectifier. Nonetheless, the efficiency at VOUT = 1 V
(one discharged NiMH battery) is very poor (7.2%) and IOUT is 7.2 µA. For this
case, using a higher number of stages in the rectifier might be advantageous.

Figure 6.17 shows the efficiency when using an LC matching network with an
antenna with RS = 50 � and a single-stage rectifier. For the matching network,
Cm = 0.5 pF (see Sect. 6.1.2) and different values of Lm (from 20 nH to 22 nH)
were used. The resulting rectifying voltage boost was 3.7 times, which enabled
efficiencies of 40%, even though v̂S was as low as 0.2 V. However, in this case,
efficiency is more sensitive to variations in Lm, because of the higher value of Q

(and thus, the smaller BW). Furthermore, efficiency sharply decreases when shifting
from VMPP (roughly 1 V). This effect did not occur when a multistage rectifier with
RS = 300 � and shunt inductor matching network (grey curve in Fig. 6.17) were
used, although this setup exhibited a much lower maximum efficiency.
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Fig. 6.17 Efficiency of a
single-stage rectifier with
RS = 50 � and an LC
matching network
(Cm = 0.5 pF and different
values of Lm). The results
obtained using a rectifier with
N = 5 and RS = 300 � (grey
curve) are plotted for
comparison. PAV = −10 dBm

Fig. 6.18 Layout of the rectifier with the folded dipole attached

6.3 Experimental Results

We designed an antenna and rectifier to be connected to a storage unit comprising
two NiMH batteries in series (VOUT of 2.4 V to 3 V). As observed in Fig. 6.14,
a rectifier with three stages offers good efficiency in this voltage range at PAV =
0 dBm. A PCB with a folded dipole antenna and a three-stage rectifier with shunt
inductive matching network was fabricated. The layout of the circuit with the folded
dipole (∼ 300 � radiation antenna) and the rectifier is illustrated in Fig. 6.18. We
simulated the folded dipole with Momentum (ADS) software to find the optimal
dimensions of the antenna, finally selecting a length for the dipoles of 112 mm,
with a separation between them of 1.22 mm, and a width of the traces of 1.01 mm.

Radiofrequency circuit design requires special care in the layout. To reduce the
parasitic capacitance added by the layout, the ground plane must be well distributed
over the entire PCB surface. Thus, several vias were used to connect the top and
bottom sides of the ground plane. No simulations of this layout were performed;
therefore, the added stray capacitances were not characterized.

We used a storage unit comprising two V20HR NiMH batteries (Varta) connected
in series. Each battery has a capacitance of 20 mAh and a series resistance of 0.5 �.
During the tests the battery voltage was 2.66 V. The practical value of Lshunt was
found by trial and error using values for commercially available models. The best
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results at this voltage for PAV = 0 dBm were obtained with Lshunt = 4.7 nH. This
value was smaller than the values for N = 3 (see Table 6.2). This may result from
the added stray capacitance, which was not considered during the simulations. Fur-
thermore, the selected value of Lshunt optimized the efficiency at VOUT = 2.66 V,
but did not necessarily provide the best efficiency across the whole expected range
of voltages of the storage unit.

6.3.1 Measurement Setup

The measurement setup comprised a transmitter and a receiver (Fig. 6.19). The
transmitter was composed of an SMIQ 06B signal generator, a ZHL-42 power am-
plifier and a 50 � Kathrein monopole antenna (2 dBi gain). The power amplifier
was used to achieve 0.5 W EIRP. The antenna had a bandwidth between 870 MHz
and 960 MHz; therefore, 870 MHz, the nearest frequency to the ISM 868 MHz
band, was chosen for operation. The signal generator was connected to the power
amplifier with a 0.5 m cable. A 1 m cable was used to connect the power ampli-
fier to the antenna. Cable losses were measured at the operating frequency for input
powers between −20 dBm and 27 dBm. For this power range, the 1 m cable had
0.6 dB loss, whereas the 0.5 m cable had a 0.5 dB loss. The gain of the power am-
plifier was also measured and was found to be 37 dB at 15 V power supply and the
operating frequency (870 MHz). The transmitted power (Pt) was varied between
27 dBm (0.5 W, maximum permitted) to 17 dBm. This was achieved by varying the
output power of the signal generator (Pgen), using values ranging from −10.9 dBm
to −20.9 dBm (in 1 dB steps). This power variation also enabled emulation of the
case in which the transmitted power is fixed and the distance from the receiver to
the transmitter is changed.

The receiver, which was previously designed, comprised the PCB with the folded
dipole antenna, the three-stage rectifier and the battery. Output current and voltage
were simultaneously measured with a PREMA 5017 Digital Multimeter. To avoid
reflections, several radiation-absorbing panels were positioned around the transmit-
ter. Due to the lack of an anechoic chamber, the distance between the two parts was
kept short (35 cm), but still large enough to be in the far field region (> 20 cm). The
received RF power was measured with a Kathrein monopole antenna and a FSIQ7
Vector Signal Analyzer (Rohde & Schwarz). A 1 meter cable was used to intercon-
nect the antenna and the signal analyzer.

6.3.2 Results

Table 6.4 shows Pgen, Pt, the theoretical (Pr,t) and measured (Pr,m) received pow-
ers, and the equivalent distances (d0.5 and d4, respectively). The parameter Pr,t was
computed by subtracting Pt from the free-space path loss (22.12 dB, corresponding
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Table 6.4 Emitted and received power values and equivalent distances

Pgen (dBm) Pt (dBm) Pr,t (dBm) Pr,m (dBm and mW) d0.5 (m) d4 (m)

−10.9 27 4.88 4.6 2.88 0.36 1.02

−11.9 26 3.88 3.5 2.23 0.41 1.16

−12.9 25 2.88 2.5 1.77 0.46 1.3

−13.9 24 1.88 1.5 1.41 0.51 1.46

−14.9 23 0.88 0.4 1.09 0.58 1.66

−15.9 22 −0.11 −0.5 0.89 0.64 1.84

−16.9 21 −1.11 −1.4 0.72 0.72 2.04

−17.9 20 −2.11 −2.4 0.57 0.8 2.29

−18.9 19 −3.11 −3.4 0.45 0.9 2.57

−19.9 18 −4.11 −4.4 0.36 1.02 2.88

−20.9 17 −5.11 −5.4 0.28 1.14 3.23

Fig. 6.20 Efficiency plotted against PAV for a folded dipole connected to a three-stage rectifier.
The output was connected to a battery (voltage = 2.66 V). Measurements were compared with
simulations run at three values of RS (300 �, 400 � and 500 �). For all simulations, Lshunt was
10.5 nH

to 35 cm). The parameters d0.5 and d4 refer to the equivalent distances at which the
receiver should be placed from the transmitter in order to achieve the corresponding
Pr,t when transmitting at 0.5 W and 4 W EIRP, respectively.

Figure 6.20 shows the computed efficiency of the receiver when the transmitted
power and, subsequently, the received power (Fig. 6.19), were varied, and compares
it against simulations for different values of RS (300 �, 400 � and 500 �). The effi-
ciency was computed by using (6.11). PAV was computed from the measured power
and the gain of the antenna. The battery connected at the output presented a voltage
of 2.66 V; this value was also used in the simulations. Lshunt was fixed at 10.5 nH
in all simulations. This value maximized efficiency at 0 dBm (see Table 6.2). The
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tested folded dipole performed better at low power than did the 300 � simulated
antenna. This could be due to the antenna’s impedance, which is slightly higher.
The shape of the efficiency curve agreed better with the simulations in which RS

was 400 � or 500 � than when RS was 300 �. In fact, the antenna impedance is
300 � · (1.469 + 0.332j). Thus, the real part of the antenna impedance is roughly
440 �. Nonetheless, the experimental efficiency was significantly lower than the
simulation data for PAV > −4 dBm. Possible explanations for this include a defi-
cient antenna implementation (the final parameter values of the antenna have not
been measured) and an improper value of Lshunt. Nonetheless, further work is re-
quired to improve the overall design and to assess the efficiency at different output
voltages.

6.4 Conclusions

This chapter begins with a background on RF energy harvesting. All the blocks of an
RF harvester are presented, including the antenna, the rectifier, and the impedance
matching between them. Related works that deal with the different blocks as well
as with full autonomous sensors are also discussed.

We performed simulations at several received powers at the antenna (PAV =
−10 dBm, 0 dBm and 10 dBm) and considering different rectifier circuit and match-
ing impedance options. A rectifier multiplier with a variable number of stages (one
to five) and a single diode rectifier was considered, as were shunt inductor and LC
matching impedance networks. For the antenna, a voltage source with an output
impedance (50 � and 300 �) was used.

We ran one set of simulations with the rectifier multiplier, shunt inductor match-
ing, and 300 � antenna. Circuit efficiency was observed to slightly depend on the
number of stages used for the rectifier multiplier, but varied markedly with received
power: it was roughly 10%, 50% and 80% at power levels of −10 dBm, 0 dBm,
and 10 dBm, respectively. The efficiency was plotted against the output voltage of
the rectifier at the aforementioned power levels and for a different number of recti-
fier stages (one to five). The output voltage that marks maximum efficiency (VMPP)
increases with increasing power level and number of stages. For PAV = 10 dBm, a
single-stage rectifier was good enough, as it led to a VMPP of roughly 4 V. Thus, it
could directly recharge one Li-ion battery or three series-connected NiMH batteries
with good efficiency. A higher number of stages led to higher values of VMPP. For
PAV = 0 dBm, VMPP increased in steps of 1 V from 1 V to 5 V when the number of
stages of the rectifier increased from 1 to 5. Thus, a four-stage rectifier can be used
to recharge a single Li-ion battery or three series-connected NiMH batteries. Recti-
fiers with one or two stages could be used to recharge storage units of one NiMH or
two series-connected NiMH batteries, respectively. For PAV = −10 dBm, VMPP was
always lower than 1 V. Consequently, a higher number of stages should be used to
recharge at least 1 NiMH battery with good efficiency. In all cases, an MPPT circuit
placed between the output of the rectifier and the storage unit enabled the system to
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work at its maximum power point. However, due to the power waste of the MPPT
circuit, this solution is only feasible if it offers a net power gain.

For PAV = 10 dBm, a single diode rectifier achieved an efficiency of less than
65%, which is worse than that achieved with the rectifier multiplier. A single-stage
rectifier multiplier with LC matching network and antenna impedance of 50 �

achieved, at PAV = 0 dBm, an efficiency greater than 60% and a VMPP of roughly
2 V, and at PAV = −10 dBm, an efficiency of less than 40% and a VMPP of ap-
proximately 1 V. However, good LC matching networks can be hard to implement,
since they are highly sensitive to variations in the components and to the parasitic
resistances of the matching elements, which lower the effective Q of the system.

Finally, we ran experimental tests with a folded dipole antenna (about 300 �

impedance) and a three-stage rectifier multiplier, implemented with off-the-shelf
components. Radiofrequency power was deliberately radiated and the received
power levels at the antenna ranged from approximately −5 dBm to 5 dBm. A stor-
age unit comprising two serial-connected NiMH batteries (total voltage: 2.66 V)
was used. Maximum efficiency was greater than 30% for power levels near 0 dBm,
which is well below the simulation result of roughly 50%.
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