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Prologue

This book addresses sustainable coastal management with a focus on practically
useful (= operational) tools, methods, models and criteria and how targets variables
for monitoring and management vary among and within coastal ecosystems (at the
ecosystem scale). The ecosystem scale is, we would argue, an important scale in
aquatic management, e.g., in contexts of impact assessment, when remedial mea-
sures are discussed and when basic questions are asked, e.g.: What is the status of
this ecosystem? What can be done to improve the conditions? Which positive and
negative consequences could be linked to a given or suggested remedial measure?
Few people would be interested in the content of a sampling bottle; most people in
science and management are interested in what this content may actually represent.
That is, the interest is on a larger entity, the ecosystem. But there is no contradic-
tion between work at this larger ecosystem scale and sampling and work at smaller
scales, since the mean or median values characterizing ecosystem conditions and
the standard deviations in empirical data characterizing the variability around such
mean values of necessity must emanate from sampling at individual sites.

The aim of this book is to address important questions related to the role a
number of operational bioindicators (such as the Secchi depth, concentrations of
chlorophyll-a and cyanobacteria, the oxygen concentration in the deep-water zone
and the macrophyte cover) and how the variability within and among coastal ar-
eas of these bioindicators is related to differences in coastal morphometry, salinity,
temperature and nutrient loading. We discuss an index of coastal area sensitivity to
nutrient loading (eutrophication) and an index of the “biological value” of coastal
areas. These are central aspects of coastal eutrophication studies and also key ques-
tions related to the European Water Framework Directive. There is a long tradition
in lake studies to carry out comparative investigations and look for factors causing
variations in functional characteristics among lakes. This work follows that tradition
for marine systems.

This book is mainly based on results from the Thresholds-project, an EU-project
on threats to European coastal ecosystems, coordinated by Carlos Duarte, CSIC
University, Mallorca. The aim has been to try to write a state-of-the-art book for
coastal scientists and managers with different educational backgrounds (biology,
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2 Prologue

ecology, geosciences, oceanography, physics, chemistry, economics, etc.). Both
simple and more advanced models are used, but this volume is not a textbook in
modeling, and there are, for example, no differential equations in the running text.
It is enough to know addition, subtraction, multiplication and division to follow this
text. But it is not possible to understand how coastal systems function without a
basic knowledge of the transport processes (inflow, outflow, sedimentation, resus-
pension, biouptake, etc.) that exist in all aquatic systems and apply to all substances.

Most of the data discussed in this book emanate from comprehensive “data-
mining” of public sources available via the Internet. Several persons in our group at
Uppsala University have participated in the data-mining and the work to develop
and test the models and tools discussed in this work, especially Dan Lindgren,
Jenny Eklund, Julia Hytteborn, Thorsten Blenckner and Maria Stenström-Khalili.
This book is also a compilation and review of the results from our group during the
last 4 years related to coastal studies.



Chapter 1
Introduction and Aim

Due to the importance and complex nature of coastal areas, it is easy to understand
why so much interest and research concern this zone. The coast is a zone of conflicts
where many users, such as professional and leisure-time fishermen, people respon-
sible for recreation, shipping and environmental management and research, place
different demands on the coastal waters and apply different criteria to set the value
of coastal waters and to define desired conditions (Wallin et al. 1992; Lundin 1999,
2000a, b; Wulff et al. 2001a). The coastal zone is also a “recipient” of many types
of pollutants, such as organic matter, radionuclides, nutrients and organic toxins
(Pearson and Rosenberg 1976; Ambio 1990, 2007; Meeuwig et al. 2000; Aertbjerg
2001). The coast may be regarded as “a pantry and a nursery” for the sea. It has
been demonstrated that shallow coastal areas can have a bioproduction many times
higher than the most productive areas on land (see Chap. 5 and Rosenberg 1985).
All three functional groups of primary producers – phytoplankton, benthic algae
and macrophytes – are present in coastal areas (but not in open water areas). Where
there is a high primary production, there is also a high secondary production of zoo-
plankton, zoobenthos and fish (Mann 1982; Sandberg et al. 2000; Håkanson and
Boulion 2002).

One purpose of this book is to discuss and review a set of operational bioindi-
cators for coastal management (see Moldan and Billharz 1997; Livingston 2001;
Bortone 2005) mainly in terms of eutrophication and to illustrate how these bioindi-
cators relate to one another and express fundamental structural and functional prop-
erties of coastal ecosystems. From the perspective of the ecosystem scale, relatively
little research has been devoted to the important but complex problem of devel-
oping practically useful bioindicators of ecosystem status, thresholds and regime
shifts (see Carpenter 2003). Since 1987, many countries have accepted “sustainable
management” as a goal for environmental and economic policy. The term was in-
troduced in the final report of the Commission for Environment and Development
(the Brundtland Commission). However, this phrase is empty unless it is defined
in terms of operationally measurable properties, desired goals and relevant data
(Bailey et al. 1985). There are alternatives to choosing the ecosystem as the ba-
sis for the environmental typology (see, e.g., O’Neill et al. 1982; Cairns and Pratt

3



4 1 Introduction and Aim

1987). There is, however, a clear international trend towards consideration of the
“health” of the different ecosystems.

Practically useful bioindicators should be (see Håkanson 1999):

• representative for the given ecosystem,
• simple and inexpensive to measure,
• clearly interpretable and predictable by validated quantitative models,
• internationally applicable,
• relevant for the given environmental threat.

Ideally, operational bioindicators for water management should be comprehensi-
ble without expert knowledge. In fact, one reason to develop such measures is so
that politicians and the general public can understand the present condition and
reasons for changes in the environment. The complicated nature of ecosystems
makes it very difficult indeed to carry out causal, mechanistic analyses concern-
ing the quantitative linkages between a given threat or pressure (like increased nu-
trient loading) and variables expressing ecosystem effects. As a background to the
forthcoming discussions about bioindicators, Table 1.1 provides information on how
different European countries (Finland, Sweden and the Netherlands) have classified
a number of standard bioindicators in the context of the European Water Framework
Directive.

The classes, high, good, moderate, poor and bad are generally used as descrip-
tive terms. By reviewing the different reference guidelines for coastal management
and the European Water Framework Directive, it is obvious that different reference
levels are used in different countries, which is an evident problem. In addition to
the information compiled in Table 1.1, there are many more criteria existing in
the guidelines, in particular concerning biological variables for the assessment of

Table 1.1 Water quality criteria from different countries for mainly coastal areas for chlorophyll-a
concentrations (Chl), concentrations of total phosphorus (TP), total nitrogen (TN) and water trans-
parency (Secchi depth) from different sources: www.environment.fi/waterquality, www.environ.se

Classes

I high II good III moderate IV poor V bad

Finland
Chl lakes (μg/l) <4 <10 <20 20–50 >50
Chl sea (μg/l) <2 2–4 4–12 12–30 >30
TP lakes (μg/l) <12 <30 <50 50–100 >100
TP sea (μg/l) <12 12–20 20–40 40–80 >80
Secchi (m) >2.5 1–2.5 <1

Sweden
Chl (μg/l) <1.5 1.5–2.2 2.2–3.2 3.2–5 >5
Secchi (m) >5.4 4–5.4 3.4–4 2.5–3 >2.6
TN (μg/l) <266 266–350 350–490 490–756 >756
TP (μg/l) <22.6 22.6–28 28–34 34–40 >40

Netherlands
Chl (μg/l) <9.3 9.3–14 14–28 28–56 >56



1 Introduction and Aim 5

species composition of, for example, macrophytes, phytoplankton, benthic fauna,
fish, etc. Such biological variables may be very important indicators of water qual-
ity, but they are often descriptive and often also coupled to large areal, spatial and
temporal variabilities. They generally have very high coefficients of variation, which
means that many samples are required to obtain mean values with small uncertainty
bands (see Chap. 4) and if they can be operationally modeled, it can generally be
done only with a high uncertainty and low predictive power. Therefore, the con-
cept of “operational” bioindicators (or effect variables) is very important for coastal
management.

Many of the examples and data used in this book emanate from extensive “data-
mining”, and Table 1.2 gives a list of websites which have been used in this work.
The public accessibility of data from databases has been of paramount importance
for this work, and some of these websites are excellent in terms of overview and
accessibility of data.

The “best of the best” would, we would argue, be the database for Swedish lakes
and the database for Chesapeake Bay (see Cooper and Brush 1993; Boesch et al.
2000). People responsible for other databases should study the structure of those
databases. There are many databases around and some of them are so poorly struc-
tured that it is virtually impossible to use them and since these databases exist be-
cause of governmental funding, the data should not just be assessable in theory but
also in practice.

Looking at the examples and case-studies in this book, the reader might get the
impression that this book mainly concerns the conditions in the Baltic Sea. That was
never our intention. The aim has been to address general tools, methods and criteria,
which would apply to most coastal areas, but it is difficult to find better data than

Table 1.2 Compilation of main references for data used in this work

Area Country Main references

Chesapeake Bay U.S.A. http://www.chesapeakebay.net/data/wq query1.
cfm?db =CBP WQDB

European coastal
zone

http://dataservice.eea.europa.eu/dataservice/
http://www.loicz.org/public/loicz/typology/typodoc.pdf
http://www.bgs.ac.uk/products/digbath250/
http://www.esri.com/data/download/basemap/index.html

Italian coast Italy http://dataservice.eea.europa.eu/dataservice/metadetails.
asp?id=836

Bothnian Bay Sweden http://dataservice.eea.europa.eu/dataservice/metadetails.
asp?id=836

West coast Sweden,
Norway

http://dataservice.eea.europa.eu/dataservice/metadetails.
asp?id=836

Swedish lakes Sweden http://info1.ma.slu.se/db.html

Baltic Sea Wallin et al. (1992); ICES (2006a, b, 2007); SMHI (2007);
www2.ecology.su.se/dbHFJ/index.htm, 2007-09-04

Ringkobing
Fjord

Denmark Petersen et al. (2006)
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Fig. 1.1 Geographical overview of the Baltic Sea (from Håkanson and Gyllenhammar 2005). Land
uplift in mm/yr. Salinity in psu. The scales give latitudes and longitudes

those from the Baltic Sea and this explains why so many examples and case-studies
use data from this part of the world. So, for persons not familiar with this system,
Fig. 1.1 gives a geographical overview and the names of the three main basins (the
Bothnian Bay, the Bothnian Sea and the Baltic Proper) in this system. This figure
also shows the salinity gradient in this brackish system. One can note that the salinity
decreases from about 17 psu at the Danish Straits to about 3 psu in the northern part
of the Bothnian Bay. It is easy to imagine the enormous water dynamics of the
system which is responsible for the inflow of salt water from the south (Kattegat
and Skagerack), the freshwater outflow and the rotation of the earth (the Coriolis
force), the variations in winds and air pressures that causes the necessary mixing
and water transport revealed by the salinities seen in Fig. 1.1.

These salinities demonstrate that this is a very dynamic system – and so are most
coastal systems!

The water fluxes needed to explain the measured salinities can be calculated
by means of process-based mass-balances for salt and Fig. 1.2 gives these wa-
ter fluxes for the Baltic Sea and its three main basins. All these water fluxes are
given in km3/year. This figure also gives water fluxes from rivers, precipitation and
evaporation. For these fluxes, data from Omstedt and Axell (2003) for the period
1981–1998 were used and these data also largely agree with data used by Monitor
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Fig. 1.2 Calculated fluxes of water to, from, between and within the three main basins of the Baltic
Sea, the Baltic Proper, the Bothnian Sea and the Bothnian Bay (from Håkanson et al. 2007d)

(1988). The model used for these calculations is the process-based mass-balance
model, CoastMab, outlined in Sect. 9.1 and used for the case-studies discussed in
Chap. 6.

For coastal management, it is important to:

• Define permissible ranges (lower and upper values), thresholds and points of
no return for all bioindicators. This should be done to minimize risks related to
changes in ecosystem structure and biodiversity.

• Keep an open dialogue between scientists, policy makers, administrators and
the general public based on facts and reason (rather than feelings and emotions,
which are ingredients in many “environmental” debates and discussions).

Table 1.3 gives an updated and revised compilation of results from a project (see
Håkanson et al. 2000) that had the following goals:

• to develop a system of water quality indices according to specific requirements
of different water users;

• to establish normal values (corresponding to natural, reference conditions) of the
chosen set of indices;

• to estimate the environmental sensitivity and stability of the ecosystems by
applying mathematical models of fluxes for suspended particulate matter and
nutrients.

Some of the variables listed in Table 1.3 and many bioindicators based on in-
dividual species of, e.g., zoobenthos, plankton or fish, discussed in other contexts
(see, e.g., Bortone 2005) do not meet the previously discussed criteria set up for this
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Table 1.3 Compilation of general, operational target variables for water management

Basic management objectives Target bioindicators (yi)

1. Conservation (water quality) 1. Secchi depth
2. Oxygen saturation in deep-water
3. Chlorophyll-a concentration
4. Concentration of cyanobacteria
5. Macrophyte cover or biomass
6. Number of coliform bacteria

2. Recreation (angling, swimming,
etc.)

1. Secchi depth
2. Max. phytoplankton biomass
3. Chlorophyll-a concentration
4. Macrophyte cover or biomass
5. Concentration of cyanobacteria (harmful algae)
6. Number of coliform bacteria

3. Fishery (professional fishing and
aquaculture)

1. Fish biomass (predatory fish biomass)
2. Toxic substances in fish e.g., PCB, dioxins, 137Cs, Hg,
3. Biomass/production of target fish species, e.g., cod

work concerning operational bioindicators valid for entire coastal areas (the ecosys-
tem scale). Therefore, we will focus on the following operational bioindicators:

• Secchi depth (a standard measure of water clarity).
• Chlorophyll-a concentrations (a simple, operational, standard measure of algal

biomass).
• The concentration of cyanobacteria (as a measure of the biomass of “harmful”

algae).
• The oxygen saturation in the deep-water zone (regulating the survival of an im-

portant functional group, the zoobenthos).
• The macrophyte cover (or biomass; as a measure of coastal productivity; the

“biological value” of the coastal area).

These bioindicators are easily understood by coastal managers and also simple and
relatively inexpensive to measure and they can be predicted by general well tested
models at the ecosystem scale (see Chap. 5).

Cyanobacteria are selected since they cause the most resented algal blooms in
the Baltic Sea and many other systems and because their biomass can be predicted
at certain timescales. Other types of harmful algae may be more relevant for coastal
management in other parts of the world.

Table 1.3 lists biotic and abiotic target variables for three different categories of
water users, i.e., from three management perspectives:

1. Conservation of the aquatic ecosystem at a state allowing sustainable devel-
opment and maintenance of desired water quality. Evidently, different users
might have different demands on “water quality” and different criteria to define
“water quality” and setting management targets. An effect variable for this cate-
gory, which is important but not operational in the sense that it can be predicted
today (to the best of our knowledge) at the ecosystem scale with validated (well
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tested) general models, is the number of coliform bacteria (which is also of great
interest in contexts of recreation, swimming, etc.). Key abiotic variables influ-
encing the operational bioindicators include suspended particulate matter (SPM;
see Chap. 5), nutrient concentrations (phosphorus and nitrogen; see Chap. 4),
salinity, coastal morphometry (size and form) and the water exchange between
the coast and the sea (see Chap. 3) and in estuaries also the characteristics of
the catchment areas (see Stålnacke et al. 1999a, b, 2003, 2004). These target
bioindicators and the key abiotic variables will be discussed in greater detail in
the following chapters.

2. Recreation, with a focus on suitable conditions for angling, swimming, etc. Tar-
get bioindicators are, e.g., Secchi depth (water clarity), maximum (rather than
mean or median values) phytoplankton biomass, chlorophyll-a concentrations,
macrophyte cover (regulating access to the shoreline for recreation), concentra-
tion of cyanobacteria (which may cause damage for animals and man) and con-
centration of bacteria.

3. Fishery, with a focus on biomass and production of “attractive” species of fish
with low concentrations of toxic substances (like organics, radionuclides and
metals).

In a study of the coast of Britain, Andrle (1996) concluded that coastline com-
plexity varies in a continuous and systematic way with scale. Figure 1.3 illustrates
that it is important to take scale into account when analyzing geographical data in or-
der to find enclosed and sensitive areas. An area that does not appear to be enclosed
on a regional scale may, in fact, be enclosed and highly sensitive when studied at a
local scale.

An overview of the coastal classification system discussed in this work is shown
in Fig. 1.4. The classification is done in steps, using the following key attributes:
topographical openness (= exposure), salinity regime, trophic regime and ecolog-
ical sensitivity of a given coastal area. The first attribute, exposure, is determined

Fig. 1.3 Example illustrating the importance of taking scale into account
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Fig. 1.4 Overview of the coastal classification workflow (from Lindgren and Håkanson 2007)

using bathymetric data. The second attribute is the salinity regime. The salinity is
important for a number of reasons, as described in more detail in Chap. 3. The third
attribute is the productivity of the system, characterized by the trophic regime using
chlorophyll-a concentrations in the surface-water layer for the growing season as
the key criteria.

Håkanson et al. (2007a) gives further motives for the different classes and here
we will just stress that the three classes for salinity are mainly motivated by the
threshold values for the number of species (the number of species reaches a mini-
mum value at a salinity of 5 psu, see Remane 1934).
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After having selected an interesting target ecosystem at the local and regional
levels with a high loading (pressure) and/or a high sensitivity, mass-balance model-
ing can be performed for a given coastal area to get a good understanding of which
processes are most important in that system so that the appropriate remedial actions
may be taken and critical thresholds avoided.

The set-up of this book is as follows:

• One and the same load of nutrients and/or toxins may cause very different ef-
fects in coastal areas of different size and form. The effect-load-sensitivity (ELS)
analysis is an important approach in this context and the basic elements of ELS-
analysis and modeling will be discussed in Chap. 2.

• Chapter 3 discusses and motivates abiotic variables influencing coastal area sen-
sitivity to nutrient loading and mainly factors that are inherent and can not readily
be modified by man or remedial actions at local to regional scales.

• Chapter 4 focuses on nutrients, which regulate primary phytoplankton produc-
tion. The anthropogenic loading of nutrients can be reduced if the proper reme-
dial actions are taken and this chapter discusses fundamental aspects of coastal
eutrophication, such as “limiting” nutrient, the “predictive power” of operational
models for the target bioindicators based on different nutrients (nitrogen and
phosphorus) and different forms of the nutrients (total-N, total-P, dissolved forms
and organic forms), statistical aspects related to the variability and representa-
tivity of different nutrient forms, patterns in variability and criteria for remedial
actions (whether remedial actions should focus on reductions in nitrogen or phos-
phorus loading or both).

• Chapter 5 sets the focus on the target bioindicators: Secchi depth, the concentra-
tion of chlorophyll-a, the concentration of cyanobacteria, the oxygen concentra-
tion (or saturation) of the deep-water zone regulating the survival of zoobenthos
(an important functional group regulating fish production in coastal areas and
also diffusion of phosphorus from the sediments, an important aspect of “inter-
nal loading”), and the macrophyte cover regulating fish production and aspects
of water clarity. The chapter discusses how these target bioindicators may be
predictied from nutrients (see Chap. 4) and the key abiotic factors (see Chap. 3).

• Chapter 6 gives three case-studies exemplifying the practical use of the bioindica-
tors and concepts discussed in Chaps. 2, 3, 4, and 5. The first case-study concerns
how point-source emissions of nutrients to coastal areas affect the receiving wa-
ters when all other important nutrient fluxes to, within and from, the given area
are accounted for – what can be expected of often costly nutrient reductions to
individual coastal areas? The second case-study focuses on a very important and
much debated question – how to find the proper reference values to set the targets
for remedial actions. Coastal systems will never return to pristine conditions un-
less mankind is obliterated from the planet. What is the natural nutrient loading,
the loading from point sources and diffuse sources, and how much of the anthro-
pogenic loading can be reduced? Those are target questions in this case-study.
The third case-study concerns reconstruction of eutrophication using process-
based mass-balance modeling. If the development during the last 100 years can
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be explained and quantified, key prerequisites to turn the development would be
at hand and one would know better how to remediate a given system.

• Chapter 9 (the appendix) presents and motivates the mass-balance model for
phosphorus used in the case-studies in Chap. 6, the CoastMab-model. This model
is based on ordinary differential equations and calculates inflow, outflow and in-
ternal fluxes on a monthly basis. There are algorithms for all major internal TP-
fluxes (sedimentation, resuspension, diffusion, mixing and burial). Many of the
model structures are general and can be used for, e.g., for open coasts, estuaries
or tidal coasts and also for other substances than phosphorus. The main reasons
why this model is not presented in the main text is that we have tried to minimize
the number of equations in the running text, and especially equations based on
differential equations, so that people with different educational backgrounds can
read the text.



Chapter 2
Effect-Load-Sensitivity Analyses – Basic
Concepts

The aim of this chapter is to give a brief overview of concepts related to effect-load-
sensitivity analysis. In a way, this chapter may be regarded as a second introduction
to the following chapters of the book.

Richard Vollenweider presented the first load models for phosphorus and nitro-
gen for lakes in the late 1960s (Vollenweider 1968). By means of simple mass-
balance calculations and statistical regressions, he calculated critical loadings of
total nitrogen (TN) and total phosphorus (TP) to avoid or reverse eutrophication.
Since then, many studies have demonstrated where the Vollenweider approach can
and cannot be used (Schindler 1977, 1978; Bierman 1980; Chapra 1980; Boynton
et al. 1982; Boers et al. 1993; Håkanson 1999). The Vollenweider model (and later
versions, such as OECD 1982), and the analysis behind this load model, constitutes
a fundamental base for practically all assessments of eutrophication for lakes. The
interesting part, however, is not to predict a concentration of a chemical element like
a nutrient, but to predict ecological effects related to nutrients (see Fig. 2.1). It is ev-
ident that the concentration of a nutrient can be influenced by emissions from many
types of sources, like point sources (domestic sewage, industries and fish farms), at-
mospheric deposition (to the water surface and the catchment area), internal loading
(linked to resuspension, diffusion, etc.) and, in estuaries, inflow from the sea and
tributary input, where the characteristics of the catchment, like bedrocks, soils, land
use, etc., influence the nutrient concentration in the coastal area (see Fig. 2.2).

Differential equations are often used to quantify fluxes (g X/yr), amounts (g X)
and concentrations (g X/m3) of all types of materials (such as toxins and nutri-
ents), but not generally for bioindicators such as the Secchi depth, chlorophyll-a
concentrations, concentrations of cyanobacteria and the oxygen saturation in the
deep-water zone (O2Sat) or other types of operational effect variables (Fig. 2.3).
Regressions based on empirical data on nutrient concentrations in the coastal water
are often necessary to predict the target bioindicators or variables expressing ecosys-
tem effects. In theory, both model approaches (see Fig. 2.1A and B) may be used for
the effect-load-sensitivity analyses (ELS; see Håkanson 1999) provided that at least
one operationally defined ecological effect variable or bioindicator relevant for the
load variables(s) in question is included in the model. Step B in Fig. 2.1 illustrates

13
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Fig. 2.1 Illustration of the fundamental difference between dynamic, mass-balance models (A) and
effect-load-sensitivity models (ELS) based on regressions (B) and ELS-models related to dynamic
foodweb models (C) and (D) how changes in the load at a given time may cause different responses
in the aquatic foodweb in coastal systems of different size and form (coast 1 compared to coast 2).
The wheels indicate that by means of remedial measures one may reduce/change the load variable
in dynamic models and the load and the sensitivity variables in ELS-models. Q = Water discharge
(m3/time); Cin = concentration of substance in inflow (g/m3); C = concentration of substance in
the system (g/m3); Rsed = sedimentation rate (1/time); V = volume (m3)

a regression and this book will discuss many regressions of that type. Ideally, the
effect variable should express the production or biomass of defined functional or-
ganisms (preferably fish at the top trophic level, see Figs. 2.1C and 2.2), which
characterize a given coastal system. Figure 2.1D illustrates schematically that two
coastal areas are likely to react differently to a change in the load of nutrients to the
system. The classical approach (from Vollenweider 1968) to carry out ELS-analysis
is to use mass-balance models to predict concentrations of nutrients and empirical
models (like regressions) to link these concentrations to measured data on the op-
erational bioindicators (see Fig. 2.2). In contexts of coastal management, one must
generally for practical and economical reasons seek simpler operational bioindica-
tors than the ideal ones related to production or biomasses of functional groups or
species illustrated in Fig. 2.2. The mean concentration of a given toxic substance (or
substances) in predatory fish, the Secchi depth, the oxygen saturation/concentration
in the deep-water layer and chlorophyll-a concentrations are examples of simple,
but relevant operational bioindicators.
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Fig. 2.2 The character of the drainage area influences the water quality in estuaries. This is a state-
ment that is simple to make, but how can it be quantified? It is evident that the geology, hydrology,
land use and precipitation influence the inputs of substances to many coastal areas, including the
key nutrients, phosphorus and nitrogen. It is an important task to relate drainage area characteris-
tics to coastal area characteristics and to predict variables of primary biological importance, like
total-P concentration, which in turn may be related to operational ecological effect variables (like
oxygen concentration), and to the target effect variables (like reproduction and abundance of key
species)

Figure 2.4 gives the principles of an ELS-model illustrated as a ELS-diagram.
Environmental goals (generally set by National Environmental Protection Agencies)
should concern the ecological effect variables and not the load variables, since one
and the same load may cause different effects in ecosystems of different sensitivities.
From this diagram, important concepts like natural background concentration and
critical load can be scientifically defined (see Håkanson 1999). When no practically
useful validated ELS-models are available, there exists ample room for speculation
about cause and effect, and about the best strategies to remediate aquatic systems.

In contexts of ELS-analyses, the primary interest is not on site-specific conditions
(“the sampling bottle”), on the individual, organ or cell level, but at the ecosystem
level. That perspective should be of main interest from a management point of view
where questions are posed concerning the status of larger water bodies (ecosystems),
and the remedial actions that could be used in practice to improve the conditions in
such systems.

It should be stressed that ELS-analyses are of fundamental importance in wa-
ter management and that ELS-models are essential tools to examine consequences
of remedial measures that may influence a target effect variable. One can reduce
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Fig. 2.3 Basic elements in Effect-Load-Sensitivity (ELS) modeling for coastal water eutrophica-
tion utilizing mass-balance modeling and regression analyses relating nutrient concentrations to
operational bioindicators (Secchi depth, chlorophyll-a concentrations, concentration of cyanobac-
teria and oxygen saturation in the deep-water zone)

negative ecosystem effects of water pollutants by reducing the load to the system or
by changing the sensitivity (for example, by changing the salinity, as in Ringkobing
Fjord, where there is a sluice regulating the fluxes of salt water from the sea to the
fjord; see Håkanson et al. 2007b).

One cannot generally change the morphometry of the coastal area, but coasts of
different size and form will react differently to remedial measures and it is essential
to know this so that one can have realistic expectations of the remedial measures for
a given coastal area.

It is generally not possible to derive ELS-models, which apply with equal success
to all types of ecosystems. Therefore, the operational range, the domain, of the ELS-
model must be explicitly given to avoid abuse of the model for ecosystems for which
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Fig. 2.4 Illustration of the ELS-diagram for coastal eutrophication

it was never intended to be used. If dynamic (time-dependent) ELS-models can meet
these requirements, they would generally be preferable to statistical/empirical mod-
els because they can provide better understanding of mechanisms and processes.

This book will discuss many ELS-models based on regressions and some of those
regressions are included in the more comprehensive process-based mass-balance
model for phosphorus (CoastMab) to link dynamically modeled TP-concentrations
to the target bioindicators (i.e., the operational effect variables). The CoastMab-
model is presented in Sect. 9.1 and applied in Chap. 6.



Chapter 3
Coastal Classifications and Key Abiotic
Variables Regulating Target Bioindicators

This chapter will focus on abiotic factors (coastal morphometry, salinity, temperature
and water exchange) affecting coastal ecosystem function and structure. These fac-
tors cannot generally be influenced by remedial actions. They may, however, be im-
portant in contexts of effect-load-sensitivity analyses. Different coastal areas with
different temperature regimes, different salinities and different size and form char-
acteristics would react differently to one and the same nutrient loading.

3.1 Coastal Classifications

A given coastal area may be defined and characterized in many ways, e.g., ac-
cording to territorial boundaries, pollution status, water stratification (thermoclines/
haloclines; see Bird 1984, 2000; Dal Cin and Simeoni 1994; de Jonge 2000; Casazza
et al. 2003; Irvine 2004), etc. One such system is shown in Fig. 3.1 as a background
to the following discussions. Figure 3.1 gives a geographical zonation into the fol-
lowing categories:

1. The drainage area. For example, the drainage area of the Baltic Sea covers
1,700,000 km2, which is more than four times larger than the entire water area
(415,266 km2).

2. The coastal zone, i.e., the zone inside the outer islands of the archipelago and/or
inside barrier islands. This is the zone in focus in this work. The coastal zone is of
special importance for recreation, fishing, water planning and shipping and is a
zone where different conflicts and demands overlap. The natural processes (water
transport, fluxes of material and energy and bioproduction) in this zone are of
utmost importance for the entire sea (see Chap. 5 and Håkanson and Rosenberg
1985).

3. The transition zone, i.e., the zone between the coastal zone and the deep-water
areas. This is the zone extending down to depths at which episodes of resuspen-
sion of fine materials occur in connection with storms and/or current activities

19
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Fig. 3.1 A given coastal system, here the Baltic Sea, may be divided into the following three
functional zones: the coastal zone, the transition zone and the deep-water areas. Modified from
Håkanson (1991)

(at about 44 m water depth in the Baltic Proper; see Håkanson 1991). The con-
ditions in terms of water dynamics and distribution of pollutants and suspended
and dissolved materials in this zone are of great importance for the ecological
status of the entire system. This zone geographically dominates the open water
areas outside the coastal zone.

4. The deep-water zone, by definition the areas beneath the theoretical wave base
(defined in Fig. 3.15, later). In these areas, there is a continuous deposition of
fine materials. It is the “end station” for many types of pollutants and these are
the areas in which conditions with low oxygen concentrations are most likely to
occur.

There are also many other types of classification systems for coastal areas (Inman
and Nordström 1971). For example, Johnson (1919); Davies (1964, 1972, 1980) and
Davis (1996) have presented coast type classifications based on geological consid-
erations, e.g., according to form-creating processes. Valentin (1952, 1979) based a
coastal classification on whether the coast is expanding or retreating.

There are also different regional classification systems (Olsson 1966;
Abrahamsen et al. 1977) generally based on or related to Davies’s system. Coastal
classifications like these are useful to get a broad overview of the general features
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and they can explain why the coastal geomorphology looks the way it does, but
they do not provide the data necessary for ecological modeling or quantifications,
e.g., how and why a given coastal area functions as a “nursery and pantry” for the
bioproduction or as a receiving system for water pollutants.

The trophic level classification system given in Table 3.1 (from Håkanson et al.
2007a) is based on practically useful, operational effect variables or bioindicators
for coastal management. Such bioindicators will be discussed in Chap. 5. Note that
in this book, we will not discuss bioindicators related to the abundance or changes
in individual species or bioindicators that require in-depth biological knowledge for
measurements and interpretations because such bioindicators generally do not meet
the mentioned criteria for practical usefulness.

The bioindicators and trophic level classification system discussed here may be
useful tools for enhancing communication between natural scientists, water man-
agers, economists, policymakers and/or the general public. A wide variety of indices
for coastal areas have emerged during recent years (Swedish EPA 2000; Aertberg
et al. 2003; Diaz et al. 2004; Andersen et al. 2006). The index TRIX (TRophic
IndeX) has been described by Vollenweider et al. (1998) and is also included in
Italian legislation regarding coastal management (Penna et al. 2004). However,

Table 3.1 Characteristic features in (A) freshwater dominated systems, (B) brackish systems and
(C) marine coastal systems of different trophic levels (see also OECD 1982; Håkanson and Jansson
1983; Wallin et al. 1992; Håkanson and Boulion 2002; Håkanson et al. 2007a). All data represent
characteristic (median) values for the growing season for the surface water layer

Trophic level Secchi*
(m)

Chl-a
(μg/l)

Total-N
(μg/l)

Total-P
(μg/l)

Cyanobacteria**
(μg ww/l)

A. Freshwater dominated systems, salinity < 5 psu
Oligotrophic >5 <2 <60 <8 <2.2
Mesotrophic 3–5 2–6 60–180 8–25 2.2–250
Eutrophic 1–3 6–20 180–430 25–60 250–1400
Hypertrophic <1 >20 >430 >60 >1400

B. Brackish systems, salinity 5–20 psu
Oligotrophic >8 <2 <70 <10 <9.5
Mesotrophic 4.5–8 2–6 70–220 10–30 9.5–380
Eutrophic 1.5–4.5 6–20 220–650 30–90 380–2500
Hypertrophic <1.5 >20 >650 >90 >2500

C. Marine systems, salinity >20 psu
Oligotrophic >11 <2 <110 <15 <55
Mesotrophic 6–11 2–6 110–290 15–40 55–680
Eutrophic 2–6 6–20 290–940 40–130 680–4040
Hypertrophic <2 >20 >940 >130 >4040

Relationships between chlorophyll, TP, TN and salinity calculated from Håkanson (2006).
∗Secchi depth calculated from Håkanson (2006).
∗∗Concentration of cyanobacteria (CB) calculated using the model from Håkanson et al. (2007c)
when TP/TP is set to 15, surface water temperature to 17.5◦C and the salinity to 2.5, 12.5 and 36,
respectively for fresh water, brackish and marine systems.
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TRIX has yet to be critically tested for areas outside the Mediterranean Sea. TRIX
is based on chlorophyll-a, oxygen saturation in the deep-water zone, total-P con-
centration and total-N concentration. It should be noted that the TRIX scale from 0
to 10 gives the impression that one of the ends is good (oligotrophy) and the other
is bad (hypertrophy). We argue that a more suitable index for coastal management
should instead start from what is regarded as the norm (the normal = reference =
target situation = “good” ecological status), which describes a requested situation
(e.g., the situation as it was 50 or 100 years ago). The end value of the index should
describe an extremely detrimental anthropogenic impact (the maximum possible de-
viation from the norm) – in both directions. Such indices are also available for lakes
(Håkanson et al. 2000), but not, according to our knowledge, for coastal areas. Such
an index would account for the fact that artificially low nutrient levels may be just as
undesirable as an artificially high nutrient level. The development of a norm-based
index for brackish and marine coastal areas would be an apt goal for future scientific
work.

The importance of using both morphometric as well as chemical information
(salinity, chlorophyll-a and dissolved oxygen) when subdividing and classifying
coastal systems was also addressed by Ferreira et al. (2006). They also included
loading of nutrients into their methodology.

A Geographical Information System (GIS) is a useful tool for many types of
geographical analyses (e.g., Bonham-Carter 1994; Persson et al. 1994a; MEDAR
Group 2002; Liu and Jezek 2004; LOICZ 2007) and GIS has also been applied
in marine and coastal sciences (Wright and Bartlett 2000; Breman 2002). GIS
has also been a component in several coastal classification methods (Cooper and
McLaughlin 1997). Also when determining important morphometric features of
coastal areas, GIS is a very useful tool. The general maps of the water variables
discussed in this work were produced by Lindgren and Håkanson (2007) using
the GIS-software ArcGIS 9.1 by Environmental Systems Research Institute, Inc.
(ESRI; http://www.esri.com). Having access to the GIS itself with all types of data
stored in different layers, evidently gives more analytical opportunities than just the
general maps.

3.2 Coastal Morphometry

The morphometry of a coastal area – i.e., the way the coastal area looks, its size and
form characteristics – is very important for how sensitive it is to pollution. This is
partly because the morphometry influences the sediment and bottom dynamic condi-
tions (Håkanson 2006), but also because the morphometry influences the theoretical
water retention time (Håkanson et al. 1986; Rasmussen and Josefson 2002). The
latter is important since the in- and outflowing sea water either dilutes (“purifies”)
or pollutes the coastal area (Le Pape and Menesguen 1997).

An important question concerns the definition of the coastal ecosystem limits,
i.e., where to place the boundaries toward the sea and/or adjacent coastal areas. It is
crucial to use a technique that provides an ecologically meaningful and practically
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useful definition of the coastal ecosystem. How should one define this area so that
parameters, like the mean depth or the volume, can be relevant as model variables
(x) to predict target bioindicators (y)? Arbitrary borderlines can be drawn in many
ways and the mean depths of such areas would be devoid of meaning in relation to
bioindicators. The approach in this work (from Pilesjö et al. 1991) assumes that the
borderlines are drawn at the topographical bottlenecks so that the exposure (Ex) of
the coast from winds and waves from the open sea is minimized (Fig. 3.2).

The exposure of the coastal area is the ratio between the section area and the
enclosed coastal area. It is easy to use the Ex-value as a tool to test different alter-
native borderlines and define the coastal ecosystem where the Ex-value is minimal.
For more open coastal areas, a significant part of the fine materials suspended in the
water can “escape” from the coastal area to the sea or to surrounding coastal areas.
This is not the case for more closed coastal lagoons.

Once the coastal area is defined, one can also determine important variables for
mass-balance calculations, such as the coastal volume (regulating the concentration
of any given substance), and important morphometric parameters for internal fluxes,
such as the mean depth and the water surface area, and key variables regulating the
water exchange between the coast and the sea, such as the volume and the section
area (see Fig. 3.3).

Fig. 3.2 Schematical illustration of the topographical bottleneck approach to determine the bound-
ary lines for open coastal systems. The coastal ecosystem is defined by the borderline marked A,
which gives a minimum exposure (Ex). To define the boundary line for, e.g., lagoons is generally
quite straightforward
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Fig. 3.3 Illustration of key coastal parameters in mass-balance modeling which can be determined
quickly from digitized bathymetric maps using GIS-methods (GIS = Geographical Information
System). The key issue is to define the boundary lines, i.e., where the coastal area ends and the
sea or adjacent coastal area begins. The approach used in this book is to define the boundary lines
so that the topographical openness (the exposure, Ex, defined by the ratio between the section
area, At, and the enclosed coastal area, Area) attains a minimum value. This is the “topographical
bottleneck” method. The filter factor (a measure similar to the fetch) describes how islands and
topographical barriers between the defined coastal area and the sea act as energy filter for the wave
impact on the coastal area. In this figure, the filter factor is illustrated for one of the two section
areas in this coastal area (ai = the angle between two radials sent out from the opening over open
water; xi = the length of each radial; i = the number of radials at each opening; j = the number of
openings; j = 2 in this example)

This method of defining coastal areas also opens a possibility to use empirical
models to estimate, e.g., the theoretical water retention times of the surface water
and the deep water, and the bottom dynamic conditions (regulating sedimentation,
resuspension and diffusion) from morphometrical parameters (such as area, mean
depth, form factor and section area; see Table 3.2).

In large enclosed coastal areas, the theoretical water retention time may be rela-
tively long, whereas in small open coasts the value may be just a few days. In such
coastal areas, it is evident that the concentrations of nutrients or pollutants are close
to the values in the outside sea. Hence, it is also difficult to maintain a concentration
gradient from point source emissions to the coasts if the water mass is exchanged
many times each month. So, concentrations of pollutants in coastal areas often de-
pend much on the conditions outside the given coastal area.
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Table 3.2 Empirical regressions to estimate theoretical surface and deep-water retention times
(TSW and TDW in days) from morphometric parameters

Regression r 2 n Reference

ln(TSW) = (–4.33 · (
√

Ex) + 3.49) 0.95 14 Persson et al. (1994b)
TDW = (–251 – 138 · log(At) + 269 · log(Vd)) 0.79 15 Håkanson and Karlsson (2004)

Model domain: 0.002 < Ex < 1.3; 0.0006 < At < 0.08; 0.5 < Vd < 1.5; note that TSW and TDW
are never permitted to be < 1 day and TDW never > 120 days.
Ex = 100·At/A; Vd = 3·Dm/Dmax; At = section area (km2); Vd = form factor (= 3·Dm/Dmax; Dm =
mean depth (m), Dmax = max. depth (m)).

3.2.1 Topographical Openness or Exposure

Open coastal areas are generally not very sensitive to pollution due to the short water
retention times that usually characterize such systems (Clark 2001). There are many
examples of enclosed water bodies that suffer from pollution including both large
systems, such as the Black Sea (Bakan and Büyükgüngör 2000) and the Baltic Sea
(HELCOM 1986, 1990, 2003) and smaller enclosed lagoons, e.g., the Oder Lagoon
(Glasby et al. 2004; Schernewski and Dolch 2004) and Ringkobing Fjord (Håkanson
et al. 2007a, b) at regional and local scales.

The topographical openness or the exposure (Ex) is defined by (3.1) as the ratio
between the section area (At, see Fig. 3.2 for illustration) and the enclosed coastal
area (Area) (Håkanson et al. 1986):

Ex = 100 ·At/Area (3.1)

The exposure (Ex) can easily be calculated for most coastal areas and at all scales.
Even though the exposure was originally defined for the local to regional scales, it
can also be calculated for large water bodies as an indication of their connectivity
to the world’s oceans. Table 3.3 gives a classification system based on the exposure.
Coastal areas with Ex-values lower than 0.002 may be called “very closed” systems,
and coastal areas with Ex-values higher than 1.3 may be referred to as “open” sys-
tems. Figure 3.4 gives a frequency distribution of Ex-values from 540 coastal areas
in the Baltic Sea (from Lindgren and Håkanson 2007). One can note that in this
region, most coastal areas have Ex-values in the range between 0.002 and 1.3 and
should be classified as semi-enclosed systems.

Table 3.3 Classification criteria for topographical openness (exposure) of coastal areas (see
Lindgren and Håkanson 2007)

Ex Topographical openness Typical systems

0–0.002 Enclosed, very closed systems Most coastal lagoons
0.002–1.3 Semi-enclosed systems Bays, fjords, archipelagos
>1.3 Open systems Open coasts (cliff, sand, rock, man-made, etc.)
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Fig. 3.4 Distribution of exposure values calculated for 540 Swedish coastal areas (from Lindgren
and Håkanson 2007)

The exposure has been shown to give good predictions of the theoretical surface-
water retention time (TSW in days; see Table 3.2) and the section area and the form
factor (Vd; see Sect. 3.2.3) may be used to predict the theoretical deep-water re-
tention time (TDW; see Fig. 3.5 for illustration) for coastal areas defined by the
topographical bottleneck method.

The regression for TSW in Table 3.2 yielded an r2-value (coefficient of determi-
nation) of 0.95 when tested using data from 14 coastal areas of different size, form

Fig. 3.5 Illustration of surface-water and deep-water layers of a coastal area
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and exposure. The empirical data on TSW were measured by the dye method, salt
budgets and/or current meters. The models in Table 3.2 may be used for non-tidal
coastal areas where the exposure is between 0.002 and 1.3 and these are also the
class limits for the exposure in Table 3.3.

There are also simple operational methods to estimate the theoretical turnover
times for tidal coasts and open coastal areas dominated by coastal currents (see
Sect. 9.1). Figure 3.6 illustrates how the theoretical surface-water retention time
depends on coastal area and section area using the equation in Table 3.2. One can
note that TSW is highly dependent on the openness of the coast. In enclosed coastal
areas, TSW may be as long as 30 days.

It is costly and laborious to empirically determine the theoretical surface or deep-
water retention times (TSW and TDW). The factors regulating inflow, outflow and
retention of substances in coastal areas depend on many more or less stochastic
processes. This makes it difficult to give a reliable prediction of TSW or TDW at
a given time. In a coastal area, TSW may be indefinitely long on a calm summer
day and very short (say a few hours in a small area) in connection with a storm
or a sudden change in air pressure. TSW or TDW always emanate from frequency
distributions (see Fig. 3.7). In coastal management, it is often important to get in-
formation on the characteristic TSW or TDW-values, e.g., the mean or median value

Fig. 3.6 The relationship between the theoretical surface-water retention time (TSW, a key regula-
tor of the water exchange between a given coastal area and the sea), the coastal area (A) and the
openness of the coast towards the sea (as given by the section area, At). This nomogram is based
on the empirical model in Table 3.2
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Fig. 3.7 Illustration of empirical data from a dye experiment from a coastal bay to determine the
theoretical surface water retention time (TSW) (from Håkanson et al. 1986)

(25 hours as illustrated in Fig. 3.7). As a rule of thumb, one can conclude that the
costs of establishing a frequency distribution such as that in Fig. 3.7 from traditional
field measurements (using dye, current meters, etc.) is about 25,000 USD for one
coastal area. For many coastal areas, it may not be possible to arrive at management
decisions if it would be a prerequisite that such expansive field work first must be
carried out to determine TSW. This means that it is of major importance that TSW

may be predicted easily and inexpensively from one coastal morphometric variable,
the exposure (Table 3.2).

Figure 3.8 gives examples of empirical data on the surface and deep-water ex-
change (TSW and TDW) as empirically determined for Swedish coastal areas (see
Håkanson et al. 1984 and Persson and Håkanson 1996). The median TSW-value is
5 days and the median TDW-value 13 days. Evidently, these values vary within and
among coastal areas depending on the prevailing meteorological conditions. TDW is
rarely longer than 120 days in this part of the world where there is water turnover in
the spring and the fall.

• The values for TSW and TDW are of fundamental importance in mass-balance
calculations since, by definition, the surface-water flow (QSW in m3 per day)
between the given coast and the Sea is VSW/TSW, where VSW is the surface-water
volume of the coast.

• The water velocity across the section area (At) is (QSW +QDW)/(2·At) and char-
acteristic values for this velocity generally in the range between 1 to 15 cm/s. The
division by 2 comes from the fact that there would be both inflow and outflow to
a given coastal areas so the characteristics velocity in one direction may be given
by this simple approximation.
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• A typical value for the velocity of currents outside the coastal area is about
0.2–0.4 knots or 10–20 cm/s (see FRP 1978 and Fig. 3.23, later). Evidently, this
value varies with the meteorological conditions.

• If the deep-water volume is not very small, the theoretical deep-water retention
time (TDW) is generally longer than that of the surface water (TSW), and the deep
water is often exchanged episodically (Persson and Håkanson 1996). Evidently,
TDW depends on many factors, e.g., the section area (At, i.e., the openness to-
wards the Sea and/or adjacent coastal areas), and the form of the coast (the form
factor Vd; see Table 3.2 which gives a morphometrical model to estimate a char-
acteristic TDW-value).

Table 3.4 exemplifies that the exposure is very important in predicting key
bioindicators of coastal eutrophication. The bioindicator in this case is the
chlorophyll-a concentration, the load factor is given by the concentration of total
nitrogen (TN) in the coastal water and the sensitivity factor by the exposure (Ex).
This ELS-model yielded an r2-value of 0.84 (84% statistical explanation of the vari-
ability in the chlorophyll values) and it is based on data from 23 Baltic coastal areas.

These data show that the higher the TN-concentration, the higher the values of
the effect variable, and the higher the Ex-value, the lower the value of the effect
variable. That is, enclosed coastal areas have a higher sensitivity to nutrient loading.
Other examples showing this have been presented by Wallin et al. (1992); Håkanson
(1999) and Nordvarg (2001) related to nutrient emissions from point sources to
coastal areas.

Figure 3.9 demonstrates the importance of the exposure in a different way. In
this case, simulations have been carried out using the CoastMab-model (see Sect.
9.1). In this example, one coastal area has been selected at random (the Gävle Bay
area in the Bothnian Sea; area = 17.1 km2, maximum depth = 17 m, mean depth =
6.4 m, section area = 0.0063 km2, salinity = 4.2 psu) and the idea has been to make
a sensitivity analysis and change the exposure in 10 steps (from the default value of
0.037 to 0.37), keep everything else constant (including the nutrient loading from
tributaries and from the open sea, the salinity, etc.) and calculate how this would
likely influence four target bioindicators included in the model (the chlorophyll-a
concentration in the water, the Secchi depth and the oxygen saturation in the deep-
water layer) as well as the key nutrient in this coastal area, the TP-concentration.

One can note from Fig. 3.9 that by increasing the exposure, the TP-concentration
in the coastal area would approach the TP-concentration in the outside sea

Table 3.4 Results of stepwise multiple regression for chlorophyll-a concentrations (Chl in μg/l;
mean value for the growing season) using data from a Baltic coastal database (from Wallin et al.
1992). n = 23 coastal areas; y = log(Chl). TN = total-N concentration (load factor in μg/l); Ex =
exposure (dim. less). r2 = the coefficient of determination (r = the correlation coefficient)

Step r2 x-variable Model

1 0.78 x1 = TN y = 3.10·x1 – 7.43
2 0.84 x2 = Ex y = 3.00·x1 – 0.15·x2 – 7.21
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Fig. 3.9 In this scenario, the exposure has been changed in annual steps (A; from the default
conditions, Ex = 0.037 to 10·0.037) and the consequences have been calculated using data from
the Gävle Bay coastal area in the Bothnian Sea for (B) the TP-concentrations in water, (C) the
chlorophyll-a concentration in water, (D) the Secchi depth and (E) the oxygen concentration in the
deep-water zone. The predicted values have also been compared to the empirical data for the given
coastal area (initial Ex-value) and one can note the close correspondence between modeled values
and empirical data

(Fig. 3.9B), the chlorophyll concentration would go down (Fig. 3.9C), water clarity
would be higher (Fig. 3.9D), and the oxygen saturation in the deep-water zone
would increase, which would be beneficial for the production of the bottom fauna,
a very important functional group or organisms (a staple food for the fish).

Figure 3.10 shows the exposure for the major water bodies of Europe. These val-
ues demonstrate quantitatively that some of the major water bodies at the European
scale are quite enclosed (e.g., the Baltic Sea and the Black Sea), while others are
more open (e.g., the Bay of Biscaya or the Adriatic Sea). Both the Baltic Sea, with a
theoretical water retention time of about 20 years, and the Black Sea are facing ma-
jor pollution problems (Bakan and Büyükgüngör 2000; HELCOM 2003; Neumann
and Schernewski 2005; Arslan and Ökmen 2006). One reason for this is related to
their enclosed character. So, also at this scale, the Ex-value may be a useful descrip-
tor, even though it is at the regional and local scales that it may have its primary use
in contexts of coastal management and modeling.
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Fig. 3.10 Map of Europe showing exposure values for major water bodies (from Lindgren and
Håkanson 2007)

The results of the corresponding calculation for the Baltic Sea are presented in
Fig. 3.11, which shows that this area as a whole has a very low exposure, and this is
also the case for certain sub-basins within the Baltic Sea, such as the Bothnian Bay
and the Gulf of Riga.

3.2.2 Size Parameters

The classical size parameters are the maximum depth (Dmax in m), coastal area (in
km2 or m2) and volume (in km3 or m3). The size of a coastal area is important for
a number of reasons. The water area together with the mean depth defines the water
volume, which in turn is essential for calculating the concentration of any substance.
Lindgren and Håkanson (2007) suggested that coastal areas may be classified into
size classes according to the system given in Table 3.5 (very large, large, intermedi-
ate, small and very small). These classes correspond to the A–F categories used in
the Swedish Marine Area Registry (SHR; SMHI 1994).
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Fig. 3.11 Map of the Baltic Sea with the exposure calculated for several sub-basins (from Lindgren
and Håkanson 2007)

3.2.3 Form Parameters

Another important morphometric feature of a coastal area is its form (shape). The
form has direct impact on, e.g., how much of the sediment surface that is influ-
enced by wind and wave processes, i.e., the bottom areas where sediment resus-
pension occurs. This, in turn, is important for the internal loading and hence also
for all water concentrations of substances with a particulate phase. The form of
the coast is also important, for example, for the growth of macrophytes and ben-
thic algae and hence for the production potential of the coastal system. Figure 3.12
illustrates relative hypsographic curves (depth-area curves) for systems with dif-
ferent form factors (Vd; see (3.2)). Deep, U-formed coasts generally have smaller
areas above the Secchi depth. The larger the area above the Secchi depth, the

Table 3.5 Surface area classification

Surface area (km2) Class name

>10,000 Very large
1000–10,000 Large
100–1000 Intermediate
10–100 Small
<10 Very small
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Fig. 3.12 Schematical bathymetrical illustration of two the coastal areas, (A) is very convex with
an Vd-value (form factor, Vd = 0.05) and (B) the other is very concave (Vd = 2.0)

higher the primary production of phytoplankton, benthic algae and macrophytes,
the higher the biological value, and the more important it is to protect and pre-
serve such areas. So, these are areas where one should be particularly careful not
to not build marinas, harbors or emit contaminants (see Chap. 5 and Håkanson and
Rosenberg 1985).

The form factor, or the volume development (Vd), (3.2), is a useful standard
measure of the form of any aquatic system (Håkanson 2004).

Vd = 3 ·Dm/Dmax (3.2)

Håkanson (2004) also gave a classification scheme based on the form factor
(Table 3.6). Since Vd is calculated from general features, the mean depth (Dm in
m) and the maximum depth (Dmax in m), it applies to most systems. To illustrate
the use of this morphometric form parameter, Lindgren and Håkanson (2007) calcu-
lated values of the form factor for all Swedish coastal areas in SVAR (SMHI 2003),
where data on Dm, and Dmax were available and all areas were classified according
to the criteria given in Table 3.6 from very convex to concave coastal forms (see
Fig. 3.13). The dominating coastal form is slightly convex (SCx).
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Table 3.6 Morphometric classification for aquatic systems based on the form factor, Vd (from
Håkanson 2004)

Form of lake or coastal area Class name Vd

Very convex VCx 0.05–0.33
Convex Cx 0.33–0.67
Slightly convex SCx 0.67–1.00
Linear L 1.00–1.33
Concave C 1.33–2.00

3.2.4 Depth Conditions and Coastal Sensitivity

The depth of a coastal area also is evidently an important morphometric feature,
e.g., for sedimentation and resuspension (see Håkanson 1999). A useful parameter
describing the depth conditions is the dynamic ratio (DR), (3.3).

DR =
√

Area/Dm (3.3)

Area is the enclosed coastal area in km2 and Dm the mean depth of the coastal
area in m. Håkanson (1999) also discussed the close relationship between the

Fig. 3.13 Classification of 538 Swedish coastal areas based on their form factor (Vd) (from
Lindgren and Håkanson 2007)
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Fig. 3.14 The relation between the dynamic ratio (DR) and the proportion of bottom areas domi-
nated by erosion and transport processes (ET). The threshold value of 0.25 will be used in the fol-
lowing sensitivity index to separate deep areas from shallow coastal areas. Redrawn from Håkanson
(2006)

dynamic ratio and the potential bottom dynamic conditions, e.g., the area of the
system dominated by processes of fine sediment erosion and transport (ET), see
Fig. 3.14.

There is always in all coastal areas a shallow zone where the bottom dynamic
conditions are dominated by wind/wave action and erosion and transport processes
for fine materials (ET-sediments). From Fig. 3.14, one can note that this zone is
generally larger than 15% of the coastal area corresponding to the threshold DR-
value of 0.25.

This also implies that the areas of continuous fine sediment accumulation are
rarely larger than 85% of the total coastal area. In coastal areas with DR-values
higher than 0.25, the conditions are likely to be increasingly influenced by wind/
wave action, oxygenation and resuspension processes causing advective internal
loading of nutrients. One the other hand, in deeper areas, the risks of getting deep-
water anoxia increases with long theoretical deep-water retention times and with
decreasing DR-values (see Håkanson 1999). This would threat the survival of the
bottom fauna and may trigger diffusive internal loading of phosphorus.

The grain size and/or the composition of the sediments are often used as cri-
teria to distinguish different sediment types (Sly 1978). One can also differentiate
between different sediment types by means of functional criteria (like erosion, trans-
portation and accumulation) of coarse sediments (friction material) or fine sediments
(cohesive material). In geoecological contexts, it is common to focus on the finer
materials most easily set in motion/resuspension and having the highest capacity to
bind pollutants (Thomas 1972; Thomas et al. 1972, 1976).

In defining the bottom dynamic conditions (erosion, transportation and accumu-
lation), this work uses the following definitions (from Håkanson 1977):
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• Areas of erosion (E) prevail where there is no apparent deposition of fine mate-
rials but rather a removal of such materials, e.g., in shallow areas or on slopes;
E-areas are generally hard and consist of sand, gravel, consolidated clays and/or
rocks.

• Areas of transportation (T) prevail where fine materials are deposited periodi-
cally (areas of mixed sediments). This bottom type generally dominates where
wind/wave action regulates the bottom dynamic conditions (see the ETA-diagram
in Fig. 3.15). It is sometimes difficult in practice to separate areas of erosion from
areas of transportation. The effective fetch gives a measure of the free water sur-
face regulating how the winds govern the waves (wave length, wave height, etc.)
by accounting for several wind directions (see Håkanson and Jansson 1983).

• Areas of accumulation (A) prevail where the fine materials are deposited contin-
uously (soft bottom areas). These are the areas (the “end stations”) where high
concentrations of pollutants may appear (see Table 3.7).

The generally hard or sandy sediments within the areas of erosion (E) often have
a low water content, low organic content and low concentrations of nutrients and
pollutants. The conditions within the T-areas are, for natural reasons, variable, espe-
cially for the most mobile substances, like phosphorus, manganese and iron, which
react rapidly to alterations in the chemical “micro-climate” (given by the redox po-
tential) of the sediments. Fine materials may be deposited for long periods during
stagnant weather conditions. In connection with a storm or a mass movement on a
slope, this material may be resuspended and transported up and away, generally in

Fig. 3.15 The ETA-diagram (Erosion-Transportation-Accumulation; for more information, see
Håkanson 1977) illustrating the relationship between effective fetch, water depth, bottom dynamic
conditions and sediment type
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Table 3.7 The relationship between bottom dynamic conditions (erosion, transportation and accu-
mulation) and the physical, chemical and biological character of the surficial sediments. The given
data represent characteristic values from marine coastal areas based on data from 11 Baltic areas
(from Håkanson et al. 1984). ww = wet weight; dw = dry weight

Erosion Transportation Accumulation

PHYSICAL PARAMETERS
Water content (% ww) <50 50–75 >75
Organic content (% dw) <4 4–10 >10
NUTRIENTS (mg/g dw)
Nitrogen <2 10–30 >5
Phosphorus 0.3–1 0.3–1.5 >1
Carbon <20 20–50 >50
METALS
Iron (mg/g dw) <10 10–30 >20
Manganese (mg/g dw) <0.2 0.2–0.7 0.1–0.7
Zinc (μg/g dw) <50 50–200 >200
Chromium (μg/g dw) <25 25–50 >50
Lead (μg/g dw) <20 20–30 >30
Copper (μg/g dw) <15 15–30 >30
Cadmium (μg/g dw) <0.5 0.5–11.5 >1.5
Mercury (ng/g dw) <50 50–250 >250

the direction toward the A-areas in the deeper parts, where continuous deposition
occurs. Thus, resuspension is a most natural phenomenon on T-areas.

Lindgren and Håkanson (2007) defined four different DR-classes (very deep,
deep, intermediately deep and shallow), see Table 3.8. The dynamic ratio has been
calculated for 538 coastal areas in the Swedish coastal database (SMHI 2003)
where data on A and Dm were available and all areas have been then classi-
fied according to the criteria given Table 3.8. Most of these Baltic coastal areas
have DR-values between 0.25 and 4.1 (“intermediately” deep; see Lindgren and
Håkanson 2007).

The depth conditions also influence target bioindicators for coastal management.
This is exemplified in Fig. 3.16. Here, simulations have been carried out using the

Table 3.8 Classes for the dynamic ratio (DR)

Class DR Description

Very deep <0.064 Areas dominated by slope processes and erosion and transport
processes for fine particles

Deep 0.064–0.25 Areas influenced by slope processes were erosion, transport
and accumulations for fine particles occur

Intermediate 0.25–4.1 Areas more influenced by wind and wave processes were
erosion, transport and accumulations for fine particles occur

Shallow >4.1 Area dominated by wind and wave processes and erosion and
transport processes for fine particles
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Fig. 3.16 Illustration of the practical use of how changes in the dynamic ratio would likely influ-
ence a given coastal area, in this case the Gävle Bay coastal area in the Bothnian Sea. The dynamic
ratio has been varied in 10 annual steps by changing the mean depth from 0.02·8.4 = 0.17 m
(a very shallow system) to 2·8.4 = 18.8 (a deep system; see A) and the consequences of this has
been calculated for (B) the TP-concentrations in water, (C) the chlorophyll-a concentration in
water, (D) the Secchi depth (as a criteria for water clarity) and (E) the oxygen concentration in
the deep-water zone. The predicted values have also been compared to the empirical data for the
given coastal area (dynamic ratio = 1) and one can note the close correspondence between modeled
values and empirical data

same dynamic mass-balance model (CoastMab) as used for Fig. 3.9 for the Gävle
Bay coastal area in the Bothnian Sea. In this test, the dynamic ratio was changed in
10 steps by changing the mean depth from 0.02·8.4 to 2·8.4 m (8.4 m is the actual
value in this bay), while all else have been kept constant. The default DR-value is 1.
How will this likely influence the bioindicators?

One can note from Fig. 3.16 that by increasing the mean depth and decreasing
the dynamic ratio, the TP-concentration would approach the TP-concentration in the
outside sea (Fig. 3.16B), the chlorophyll concentration would go down (Fig. 3.16C),
water clarity would be significantly higher (Fig. 3.16D), and the oxygen saturation
in the deep-water zone would approach zero, which is critical for the bottom fauna,
which will die of the oxygen concentration is lower than 2 mg/l or the oxygen satu-
ration lower than 20% (see Chap. 5).
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So, one can conclude that the exposure and the dynamic ratio are key morphome-
tric parameters regulating coastal area sensitivity to nutrient loading and they will
be used to define and index of sensitivity or vulnerability.

3.2.5 A Sensitivity Index (SI) Based on Morphometric Papameters

From this, one can conclude that very enclosed areas, very deep areas and very shal-
low coastal areas should be most sensitive to nutrient loading. This is expressed in
a simple manner in by (3.4), which defines the sensitivity index (SI, dimensionless)
from the exposure (Ex, dimensionless) and the dynamic ratio (DR, dimensionless).

If DR ≥ 0.25, then SI =
√

((DR/0.25)/Ex) and

If DR < 0.25, then SI =
√

((0.25/DR)/Ex) (3.4)

The dynamic ratio generally varies between 0.06 and 6 and the exposure between
0.002 and 1. By accounting for the threshold DR of 0.25 (see Fig. 3.14) and by
taking the square root of the expression, SI will generally vary between 0 and 100
(extremely sensitive enclosed and deep areas). A typical Baltic Sea coastal area
would have a dynamic ratio of 1 and an exposure of 0.05, which would give an
SI-value of 8.9 and according to the categories given in Fig. 3.17, this would indicate
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Fig. 3.17 Nomogram illustrating how the sensitivity index (SI) is related to changes in dynamic
ratio (DR) and exposure (Ex)
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a sensitive coastal area to nutrient loading. The class limits for SI, 1, 5, 10 and 50 and
the categories “extremely sensitive, very sensitive, sensitive, moderately sensitive
and not sensitive”, can, of course, be discussed and this nomenclature is given as
a suggestion. However, the definition of the sensitivity index is well motivated by
empirical data and process-based dynamic modeling. Since the exposure and the
dynamic ratio are easy to define and understand, SI is also easy to apply in practice
in coastal management.

Figure 3.18 gives frequency distributions and statistics (mean values, medians,
standard deviations, minimum and maximum values) based om data from 478 Baltic
Sea coastal areas for (A) coastal area, (B), section area, (C) exposure, (D) mean
depth, (E) maximum depth, (F) dynamic ratio, (G) latitude, (H) sensitivity index and
(I) the logarithm of SI. One can note that the sensitivity index varies between 0.69
(not sensitive) to 116 (extremely sensitive); the frequency distribution is positively
skewed and the mean value is higher (5.7; sensitive) than the median value (3.8; low
sensitive) and that the log-transformation of SI provides a more normal frequency
distribution (Fig. 3.18E). In this dataset, there are 2 (0.4%) “extremely sensitive”
coastal areas (SI > 50), 50 (10.5%) “very sensitive” coastal areas (10 < SI < 50),
121 (25.3%) “sensitive” coastal areas (5 < SI < 10), 301 (63.0%) “low sensitive”
coastal areas (1 < SI < 5) and 4 (0.8%) “not sensitive” coastal areas (SI < 1).

Area, km2 Section area, m2·1000 Exposure

Mean depth, m Maximum depth, m Dynamic ratio

log(SI)Latitude

MV: 30.7
M50: 15.5
SD: 49.7
Min: 0.63
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Fig. 3.18 Frequency distributions and statistics (mean values, medians, standard deviations mini-
mum and maximum values) based on data from 478 Baltic coastal areas
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Using geographical information systems (GIS) based on digitized bathymetric
data, it is easy to apply these concepts and determine SI for any given coastal area.

3.3 Water Exchange

The water exchange is important for several reasons, and one of those concerns the
sensitivity to eutrophication (see Le Pape and Menesguen 1997). The sensitivity in-
dex discussed in the previous section is based solely on morphometric data derived
from bathymetric maps, so it is simple to apply. Nordvarg and Håkanson (2002)
discussed another type of sensitivity index based on the concept of the theoretical
water retention rate, Rwat (dimension 1/time), defined from the ratio between the
total water discharge to a given coastal area (Q) and the total volume of the coastal
area (V). Q is the sum of the freshwater inflow from tributaries (Qtrib), the surface-
water inflow from the outside sea (QSW) and the deep-water inflow from the sea
(QDW). V is the product of the coastal area (Area) and the mean depth (Dm). Evi-
dently, this approach is more difficult to apply. It is more difficult to interpret Rwat

than SI because the coastal area would be different if the water discharge to the area
is dominated by the freshwater inflow rather than the inflow from outside sea, if the
inflow from the outside sea is regulated by tidal variations, coastal current or mix-
ing processes between the given coastal area and the outside sea, or if the coastal
area is small and deep or large and shallow with the same total volume. Processes
regulating water exchange will be discussed in this section.

3.3.1 Surface and Deep-Water Exchange

The hydrodynamical conditions are generally very dynamic in marine coastal ar-
eas (a typical surface water retention time is 2–6 days for a Baltic Sea coastal area
and about 1 year for a lake; see Håkanson 2000). This has, as already stressed,
implications for the conditions in the coastal areas, which are evidently greatly in-
fluenced by the conditions in the outside sea and/or adjacent coastal areas in direct
contact with the sea, see Muir Wood (1969); Stanley and Swift (1976); Dyer (1972);
McCave (1981); Seibold and Berger (1982); Postma (1982) and Kjerfve (1994).

Emissions of pollutants cannot be calculated into concentrations without knowl-
edge of the water retention time of a given coastal area. If concentrations cannot be
predicted, it is also practically impossible to predict the related ecological effects.
Thus, it is important to highlight some basic concepts concerning the turnover of
water in coastal areas. The water exchange can be driven by many processes, which
vary in time and space. The importance of the various processes will vary with the
topographical characteristics of the coast, which do not vary in time, but vary widely
between different coasts. The water exchange sets the framework for the entire bi-
otic spectrum; the prerequisites for life are quite different in coastal waters where
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the characteristic retention time varies from hours to weeks. Factors influencing the
water exchange are listed below (see Fig. 3.19).

• The fresh water discharge (Qtrib; in m3/sec) is the amount of water entering the
coast from tributaries per time unit. In estuaries, Qtrib may be the most important
factor for the water retention time.

• Tides. When the tidal variation is > 50 cm, it is often a dominating factor for the
surface water retention time.

• Water level fluctuations always cause a flux of water. These variations may be
measured with simple gauges. They vary with the season of the year and are
important for the water retention time of shallow coastal areas. Thus, the mean
depth is a useful coastal parameter.

• Boundary level fluctuations. Fluctuations in the thermocline and the halocline
boundary layers may be very important for surface and deep water retention
times, especially in deep and open coasts.

• Local winds may create a water exchange in all coastal areas, especially in small
and shallow coasts.

• Thermal effects. Heating and cooling, e.g., during warm summer days and nights,
may give rise to water level fluctuations which may cause a water exchange. This
is especially true in shallow coasts since water level variations in such areas are
more linked to temperature alterations in the air than is the case in open water
areas.

• Coastal currents are large, often geographically concentrated, shore-parallel
movements in the sea close to the coast. They may have an impact on the wa-
ter retention time, especially in coasts with a great exposure.

In theory, it may be possible to distinguish driving processes from mixing pro-
cesses. In practice, however, this is often impossible. Surface water mixing causes a
change in boundary conditions, which causes water exchange, and so on. The theo-
retical surface water retention time (T) for a coastal area is the time it would take to
fill a coast of volume V if the water input from rivers is given by Q and the net water
input from the sea by (QSW+QDW), i.e.: T = V/(Qtrib+QSW+QDW). This definition
does not account for the fact that actual water exchange normally varies temporally,
areally and vertically, e.g., above and beneath the thermocline.

As mentioned in Sect. 3.2.1, it is demanding to empirically determine the theo-
retical surface or deep-water retention time (TSW and TDW, respectively) in a given
coastal area using field methods. TSW can be predicted very well (r2 = 0.95) with
the regression in Table 3.2, which is based on the exposure (Ex), which, in turn is
a function of section area (At) and coastal area (Area). The range of this model for
TSW is given by the minimum and maximum values for Ex in Table 3.2. The model
should not be used without complementary algorithms if the tidal range is > 20
cm/day or for estuaries, where the fresh water discharge must also be accounted for.
For open coasts, i.e., when Ex > 1.3, TSW may be calculated not by this equation
but from a model based on coastal currents (see Sect. 9.1). The TDW-formula in
Table 3.2 is only applicable to stratified coastal areas, which are not influenced by



44 3 Coastal Classifications and Key Abiotic Variables Regulating Target Bioindicators

F
ig

.3
.1

9
Il

lu
st

ra
tio

n
of

ke
y

fa
ct

or
s

re
gu

la
tin

g
w

at
er

ex
ch

an
ge

in
co

as
ta

la
re

as
(f

ro
m

H
åk

an
so

n
et

al
.1

98
6)



3.3 Water Exchange 45

tides since it is based on data from Baltic coastal areas. For open and tidal coasts,
there are also simple models available to predict the theoretical water retention time
(Håkanson 2000).

3.3.2 Tides

The water exchange between the coast and the sea can affect the conditions in a
coastal ecosystem in many profound ways, e.g., the concentrations of pollutants and
the recovering ability of coastal areas (Kraufvelin et al. 2001). As already stressed,
the morphometry of the coast is a key regulating factor influencing the water ex-
change. Other important factors are tides and coastal currents. The CoastMab-model
(see Sect. 9.1) includes three different modes of calculating the water exchange be-
tween the coast and the sea: (1) for tidal areas, (2) for semi-enclosed non-tidal areas
and (3) for open non-tidal coastal areas. In the latter case, coastal currents play an
important role. This means that information on tides and coastal currents are impor-
tant in understanding and modeling how a given coastal area will respond to changes
in loading of pollutants.

Even though the forces that drive the tides are well-known (e.g., geographical
position, the topography of the ocean basin, the Coriolis effect and the form of
local basins), the calculation of the tidal effects in a specific coastal area are compli-
cated. Detailed studies of tidal effects may require that between 40 and 100 variables
should be taken into account (Davis 1996). The tidal range is also of major impor-
tance since it is the main factor in determining the strength of tidal currents (Davies
1980). Much effort has been put into understanding and modeling tides. However,
for the purpose of this book, the exact prediction of tides is not the focal issue.
The main task here is to determine if the water exchange in a certain coastal area
is dominated by tidal processes or not, which is important in mass-balance mod-
eling. A map of the average tidal range for the European coastal zone is given in
Fig. 3.20 and this figure gives a general overview. When studying or modeling a
specific coastal area, either tidal tables or some tidal prediction software should be
used to calculate the tidal range for that specific area, since it may be important to
take the local tidal conditions into account.

3.3.3 Coastal Currents

Depending on winds, pressure gradients, tides, etc., water currents vary in space
and time, direction and velocity. Nevertheless, when studying the average general
circulation, there are clear patterns (Pinet 2003). Longshore coastal currents are ev-
ident in many coastal areas and average current velocities can be determined for
many of these. In areas where the tidal effects are small, morphometry and coastal
currents are the major factors influencing the water exchange (Håkanson 2000). In
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Fig. 3.20 Characteristic tidal ranges along the European coast

shallow waters, the impact of deep-water currents can be considered as negligible
compared to the tide and wave-generated currents. For open coastal areas, in non-
tidal areas, coastal currents are a major factor regulating the water exchange (FRP
1978). So, knowing the average velocity of coastal currents is important when per-
forming mass-balance modeling of open coastal areas. The focus here is on surface
currents, since these often have the greatest effect on coastal areas. This compila-
tion of surface currents aims to give an overview and illustrate basic principles. It
should be noted that in many areas there may be local residual currents, closer to
land, that move at different velocities and even in opposite directions (Ursella and
Gačić 2001) than the general coastal current. Such residual currents that appear on
local to regional scales can for obvious reasons not be presented on a map at the
international scale. Information on local/regional residual currents may be needed
in modeling at the local scale.
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In the work presented by Lindgren and Håkanson (2007), it was not possible to
find enough data to create a map on coastal currents for the entire European coastal
zone. Instead, they gave a map on the average surface-water currents in the Baltic
Sea an example. This map was created by digitizing information in FRP (1978) and
it is given here as Fig. 3.21.

This figure provides an example of the characteristic circulation pattern for
coastal currents (the coastal jet) in the Baltic Sea driven by the rotation of the earth
(the Coriolis effect) and the prevailing wind climate of the region. Note that this
figure shows the average conditions. During storm events and situations with alter-
nating high and low pressures the surface-water currents can be quite different from
the average pattern shown in Fig. 3.21. The Coriolis effect means that water flow-
ing in any marine system on the northern hemisphere will be deflected toward the
right and hence the tributary water from Finnish rivers will be deflected to the north
and water from Swedish rivers to the south creating the anti-clockwise circulation
pattern shown in this figure. This hydrodynamical flow pattern will also regulate
the distribution of pollutants from rivers and the net result is that the coastal areas
receive a high pollution load (see Håkanson 1999).

Figure 3.22 illustrates the geographical distribution pattern of what may be re-
garded as a tracer pollutant from point source emissions, namely EOCl (extractable
organically bound chlorine; see Håkanson 1999) from paper and pulp mills (PPMs)

Fig. 3.21 Average surface
water currents in m/s and
hydrodynamical circulation
pattern in the Baltic Sea.
Redrawn after FRP (1978)
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Fig. 3.22 (A) Areal distribution of EOCl in surficial accumulation area sediments in the Baltic Sea,
(B) a diagram illustrating the relationship between EOCl, dioxins and furanes in surficial accumu-
lation area sediments taken at different distances from the Iggesund paper and pulp mill towards
the open Bothnian Sea, and (C) illustration of the coastal jet-zone and the major hydrological flow
pattern in the Bothnian Bay and the Bothnian Sea. Note that the point source pollutants from the
coastal-based paper and pulp mills stay close to the coast mainly because of the net hydrodynami-
cal coastal current (Coriolis) illustrated in C (figures from Håkanson et al. 1988)

along the Swedish (western) side of the Baltic Sea. It has been estimated (Håkanson
et al. 1988) that about 1/10 of the discharges of EOCl to the southern part of the
Bothnian Sea could be found in the sediments of this area; between 5 and 50 tons
EOCl were, e.g., found in the coastal sediments outside the paper and pulp mill at
Iggesund in the Bothnian Sea (Fig. 3.22).

From Fig. 3.22 one may also note:

1. There is a large-scale spread of EOCl from Swedish PPMs. The larger the emis-
sions, the larger the impact areas in the Baltic, the greater the potential ecological
problems.

2. The net coastal current acts as a barrier to the spread of EOCl and related sub-
stances and the main direction of transport of the substances is not primarily
towards the centre of the Bothnian Sea but in a predominantly southern direction
along the Swedish coast.

3. The dominating water circulation in each basin (here the Bothnian Bay, the
Bothnian Sea and the Baltic Proper) constitutes an anti-clockwise cell, which
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distributes the settling particles, the suspended material and the pollutants in a
typical pattern, reflecting the flow of the water. This anti-clockwise cell is cre-
ated by the rotation of the earth, which deflects any plume of flowing water to
the right in relation to the direction of the flow in the northern hemisphere (and
to the left in the southern hemisphere). Thus, when a Swedish river enters the
Baltic, the water turns to the right and follows the shore.

4. The net hydrological flow is to the south on the west (Swedish) side of the Baltic.
5. The coastal currents are rather strong and stable close to land and weaker towards

the center of each basin.
6. The arrows in Fig. 3.21 illustrate only the net component of the flow – this means

that the water would also flow in most other directions during the year.
7. The contamination of EOCl in Fig. 3.22 is greater on the Swedish side than on

the Finnish side because of greater Swedish emissions of chlorinated organic
substances from PPMs.

So, the distribution of point source emissions with a particulate fraction higher
than zero (as EOCl in this example) generally shows a characteristic pattern with
high concentrations in sediments close to the points of emission, lower concentra-
tions in areas of erosion and transport (out to about 10–15 km from the coast in
Fig. 3.22), and comparatively high concentrations again in open water areas within
the zones of continuous sediment accumulation. Figure 3.23 illustrates why it is

Processes
influencing
SPM fluxes

Coastal current/jet

• PP = Primary production = f(temp, water clarity, SPM,
 light, nutrients)
 -  PP1 = Phytoplanton, benthic algae and 
 macrophytes (littoral production in coastal areas with
  depths  < the depth of the photic zone)
 - PP2 Phytoplankton (pelagic production)
• River inflow (influences salinity)
• Resuspension = f(sedimentation, land uplift, fetch,
 depth, winds)
• Sedimentation = f(primary production, river inflow, land
  uplift, salinity, SPM, water depth, coastal current, 
  hydrodynamics, bottom dynamics) 

Water surface

Wave base
Accumulation areas

Wave characteristics

 River inflow

 River inflow

PP1 PP2

Resuspension

Sedimentation

 Land uplift

Depth
profileCoastline

Erosion and transport areas

Fig. 3.23 Processes influencing flow patterns in SPM and particulate fractions of the nutrients. The
underlined factors are included in the dynamic SPM-model (CoastMab) presented by Håkanson
(2006). Note that many of the processes and factors influencing SPM are interrelated in a complex
manner. There is also a very dynamic exchange of water, SPM, nutrients and toxins between the
Sea and coastal areas
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important to know the bottom dynamic conditions in contexts dealing with the
spread of pollutants from a point source or from a river mouth. The fine materi-
als (clays, humus, SPM, particulate forms of nutrients, etc.) may be transported via
several resuspension cycles from the site of emission to the true accumulation area
at water depths greater than the wave base (at about 44 m in the Baltic Proper).
Some coastal areas may have well-defined accumulation areas (deep-holes and to-
pographically sheltered areas within coastal areas), and then the concentrations of
pollutants emitted from a given point source increase markedly towards the site of
emission (see Håkanson 1999).

3.4 Salinity

The salinity is of vital importance for the biology of coastal areas influencing, e.g.,
the number of species in a system (see Fig. 3.24 from Remane 1934), and also the re-
productive success, food intake and growth of fish (Rubio et al. 2005; Nissling et al.
2006). Furthermore, a higher salinity has been shown to increase the flocculation
and aggregation of particles (Håkanson 2006) and hence affect the rate of sedimen-
tation, which is of particular interest in understanding variations in water clarity
among coastal areas. The saltier the water, the greater the flocculation of suspended

Fig. 3.24 The relationship between salinity and number of species. Redrawn from Remane (1934)
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Fig. 3.25 Illustration of the relationship between Secchi depth, SPM in surface water and salinity
in surface water using log-data (for further information, see Håkanson 2006)

particles (see Fig. 3.25). This does not only influence the concentration of particulate
matter, but also the concentration of any substance with a substantial particulate
phase such as phosphorus and many pollutants. The salinity also affects the rela-
tionship between total phosphorus and primary production/biomass (chlorophyll-a;
Håkanson et al. 2007a). The salinity is easy to measure and the availability of
salinity data for the European coastal zone is better than for most other water
variables.

Figure 3.26 illustrates the role of salinity on the Chl/TP-ratio (from Håkanson
and Eklund 2007a). The figure gives the number of data in each salinity class, the
box-and-whisker plots give the medians, quartiles, percentiles and outliers, and the
table below the diagram provides information on the median Chl/TP-values, the
coefficients of variation (CV) and the number of systems included in each class (n).
These results are based on many data. The interesting aspect concerns the pattern
shown in the figure. One can note:

• The salinity influences the Chl/TP-ratio very much indeed.
• The median value for lakes is 0.29, which is almost identical to the slope coef-

ficient for the reference model for lakes (0.28 in the OECD-model; see OECD
1982).

• The Chl/TP-ratio changes in a wave-like fashion when the salinity increases. It is
evident that there is a minimum in the Chl/TP-ratio in the salinity range between
2 and 5. Then, there is an increase up to the salinity range of 10–15, and then a
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Fig. 3.26 Box-and-whisker plot (showing medians, quartiles, percentiles and outliers) illustrating
the Chl/TP-ratio for 10 salinity classes. The statistics give the median values, the coefficients of
variation (CV) and the number of data in each class

continuous decrease in the Chl/TP-range until a minimum value of about 0.012
is reached in the hypersaline Crimean systems.

• The relationship between the Chl/TN-ratio and salinity (from Håkanson and Ek-
lund 2007a) is summarized in Fig. 3.27 in the same manner as was done for the
Chl/TP-ratio in Fig. 3.26. One can identify differences and similarities between
the results presented in Figs. 3.26 and 3.27.

• At higher salinities than 10–15, there is a steady decrease also in the Chl/TN-ratio
(note that there are no data on TN from the hypersaline Crimean lakes).

• The Chl/TN-ratio attains a maximum value for systems in the salinity range be-
tween 10 and 15, and significantly lower values in lakes and less saline brackish
systems.

• The table in Fig. 3.27 gives the median Chl/TN-values and they vary from 0.0084
(for lakes), to 0.017 for brackish systems in the salinity range between 10 and
15, to very low values (0.0041) for marine coastal systems in the salinity range
between 35 and 40.

A salinity map for the entire European coastal zone is shown in Fig. 3.28. The
salinity gradient in the Baltic Sea and the transient areas of Kattegat and the Danish
straits are clearly seen. A gradient with slightly less saline water closest to the coast
can also be observed for almost the whole Norwegian coast, as well as the eastern

‰



3.4 Salinity 53
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Fig. 3.27 Box-and-whisker plot illustrating relationship between Chl/TP-ratio and salinity. The
statistics give the median values, the coefficients of variation (CV) and the number of data in each
class

coasts of the North Sea and the Irish Sea. This is due to extensive freshwater input
from large drainage areas. In the case of the Norwegian coast, it is also because of
the coastal currents transporting brackish water from the Baltic Sea.

Estuaries and fjords are affected by fresh-water discharges from land and such
systems often have marked seasonal variations in salinity. The general map pre-
sented here only shows the general spatial pattern in surface-water salinity and does
not address seasonal variations. Vertical variations in salinity, and also in water tem-
perature, TP and TN-concentrations, are exemplified in Fig. 3.29. This graph shows
data from 100 randomly selected verticals from months 5 to 9 for the period 1997
to 2005 at stations with water depths larger than 100 m in the Baltic Proper. The
idea is to give an overview of how these variables vary vertically during the summer
and to illustrate the relevance of the given depth intervals. The surface-water layer
(SW) is defined here by the water depth above the theoretical wave base at 44 m
in the Baltic Proper (see the ETA-diagram in Fig. 3.15). Above this water depth,
one should expect that wave orbital action may cause resuspension of fine particles
which settle out in water by laminar motion, as calculated from Stokes’ law (see
Håkanson and Jansson 1983).

The middle-water layer (MW) is defined as the depth between the theoretical
wave base at 44 m and the average depth of the halocline at 75 m. The deep-water



54 3 Coastal Classifications and Key Abiotic Variables Regulating Target Bioindicators

Fig. 3.28 Average annual surface-water salinities in the European coastal zone in the upper 10 m
water column for the period from 1990 to 2005

layer (DW) defines the volume of water beneath the average halocline. It should
be noted that both the theoretical wave base and the depth of the halocline at 75
m describe average conditions. It is clear from Fig. 3.29C that the halocline varies
considerable around 75 m, and the actual wave base also varies around 44 m; during
storm events, the wave base will be at greater water depths and during calm periods
at shallower depths. The actual wave base also varies spatially within the studied
area. From Fig. 3.29 however, it is evident that the two boundary depths relevantly
describe the conditions in the Baltic Proper.

3.5 Water Temperature

The water temperature regulates many important processes and functions in aquatic
systems, e.g., the bacterial decomposition of organic matter, and hence also the
oxygen consumption; water temperatures also regulate the stratification and hence
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Fig. 3.29 One hundred daily verticals selected at random from stations deeper than 100 m from
the Baltic Proper collected months 5–9 between 1997 and 2005: (A) TP-concentrations, (B) TN-
concentrations, (C) salinities and (D) temperatures; and lines indicating surface-water areas (SW),
middle-water areas (MW) and deep-water areas (DW)
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Fig. 3.30 (Upper left) Average annual surface-water temperatures, (Upper right) median surface-
water temperatures for the growing season (May–September) along the European coastal zone,
(Lower left) surface-water temperatures for January for the North Sea and parts of the Baltic Sea
and (Lower right) surface-water temperature for July in the upper 10 m water column for the period
from 1990 to 2005

also mixing across the themocline. In total, about 410,000 temperature data (ICES
2006a, b) were used to create the temperature maps (see Fig. 3.30) and the data
coverage was rather good for the whole European coastal zone.

Since temperature has a distinct seasonal variation (more than most other water
variables), maps were created not only for average annual surface-water tempera-
tures (using all available data), but also for the growing season (the beginning of
May to the end of September) and for two individual months (January and July to
represent a wide temperature range). When creating maps for individual months,
data coverage was not sufficient for the whole European coastal zone, so the North
Sea and parts of the Baltic Sea were chosen as an example. Note that Lindgren and
Håkanson (2007) did not have access to reliable monthly data from the entire Eu-
ropean area so the two bottom windows in Fig. 3.30 give information using data
from the North Sea. From Fig. 3.30, one can note the marked geographical variation
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Temperature dependence
Ringkobing Fjord; daily median values;  salinity 5-10‰
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Fig. 3.31 Illustration of water temperature (surface water temperatures, SWT, in ◦C; the x-axis
gives vSWT) influences on the ratio between chlorophyll and TP ([log(Chl/TP)] using daily median
values from Ringkobing Fjord in the salinity range between 5 and 10 psu)

in surface-water temperatures. These temperature differences are fundamental for
the geographical variations in primary, and hence also in secondary production (of
zooplankton, zoobenthos and fish).

Figure 3.31 is included here to illustrate the role of water temperature variations
for variations in the Chl/TP ratio (see also McQueen and Lean 1987). The scatter
plot in Fig. 3.31 gives the ratio between chlorophyll (Chl) and TP on the y-axis
(log-transformed data) and the square-root of the surface water temperatures (SWT
in ◦C) on the x-axis.

A comprehensive data-set from Ringkobing Fjord has been used to produce this
figure to normalize for variations in salinity, only data in the salinity range be-
tween 5 and 10 have been used. The actual data-set used concerns median daily
data. From this figure, one can see a significant temperature dependence. If SWT
varies from zero to 25, the Chl/TP-ratio will vary by a factor of 6, and for the
growing season when the median temperatures would generally range between
15 and 25◦C, one can expect that the Chl/TP-ratio will vary by a factor of 1.5.
Note that this is a statistical relationship and that, on an annual basis there is
a strong co-variation between water temperatures and the number of days with
daylight.
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3.6 Summary

This chapter has discussed how abiotic factors (important morphometric parameters,
tides, salinity, temperature and water exchange) influence ecosystem structures and
functions and also a sensitivity index for coastal eutrophication. It should be stressed
that these results would fit nicely into the coastal area typologices discussed within
the EC-Water Framework Directive (see Anon 2000 2003; Schernewski and Wielgat
2004), where criteria and tools, such as those discussed in this paper for coastal area
sensitivity/vulnerability, are requested.

There are major differences in sensitivity or vulnerability to anthropogenic load-
ing of nutrients (eutrophication) among different coastal areas. One aim of this chap-
ter has been to review and discuss key criteria for coastal area sensitivity and to
discuss a sensitivity index (SI). This sensitivity index is based on two morphometric
parameters, which can be determined easily from simple bathymetric maps, (1) the
topographical openness (or exposure) and (2) the dynamic ratio of the coastal area.
The exposure of the coastal area is defined by the ratio between the section area of
the coast and the enclosed coastal area. The boundaries of the coastal area should
not be defined in an arbitrary manner but according to the topographical bottle-
neck method so that the exposure attains a minimum value. The exposure regulates
the theoretical water retention time of the coastal area, which, in turn, regulates
the effects of a given nutrient loading. The dynamic ratio is defined from the ra-
tio between the square root of the coastal area and the mean depth. The dynamic
ratio influences many fundamental internal transport processes (such as sedimenta-
tion, resuspension, mixing and burial), and hence also how a given coastal system
responds to a given nutrient loading. Coastal management should focus remedial
actions on critical coastal areas which are at hand if the nutrient loading is high
and/or the sensitivity is high; even a relatively low load can cause undesired effects
in highly sensitive areas. A high tidal range will generally decrease the sensitivity
of coastal areas related to the nutrient loading from land-based activities. The sen-
sitivity index is meant to be simple to use at local and regional scales to find and
manage the most vulnerable coastal areas so that time and resources can be directed
to such areas in a cost-efficient manner.



Chapter 4
Nutrients and Representativity of Data

The aim of this chapter is to focus on the nutrients, which could and should be
targeted in contexts of coastal eutrophication when remedial actions and strategies
are discussed. The factors discussed in Chap. 3 concern morphometric parameters,
water exchange, salinity and water temperature. They are important in contexts of
coastal area sensitivity to eutrophication, but many of those factors cannot readily
be changed by man in a perspective of local to regional coastal management. This
chapter will discuss mainly nitrogen and phosphorus and nutrient fractions (such as
DIN and DIP, i.e., dissolved inorganic nitrogen and phosphorus), which are standard
variables in coastal monitoring (see Fisher et al. 1992). Central questions concern:
Should remedial actions focus on both nutrients, on nitrogen or on phosphorus? Can
general recommendations be given? What are the arguments pro and con such rec-
ommendations? Those arguments also concern the variability and representativity
of nutrient concentrations in coastal areas and whether or not it is possible to derive
practically useful models to predict the target bioindicators discussed in Chap. 5
(Secchi depth, chlorophyll, cyanobacteria, oxygen concentration and macrophyte
cover) from nutrient concentrations.

This chapter will first discuss central processes and principles related to the
nutrients from these perspectives. We will discuss the variability of nutrients, the
sampling formula and basic statistical tools to reveal variations in data, criteria for
regressions, predictive power and spurious correlations, which is important in all
contexts related to ratios, such as the Redfield ratio (see also Hassett et al. 1997),
which is a central concept in matters of coastal eutrophication.

4.1 Nutrient Sources and Remedial Actions

Evidently, a focal point in remediating coastal eutrophication is to identify the nu-
trient sources and to rank the fluxes responsible for measured and/or predicted con-
centrations so that large fluxes can be separated from small and natural fluxes from
anthropogenic. Table 4.1 exemplifies this using data from the Baltic Proper, the
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Table 4.1 Transport of nitrogen and phosphorus to and from the Baltic Proper (tons/yr). The data
from SNV (1993) concern mean values for the period between 1982 and 1989; the data from
HELCOM (2000) concerns year 2000. HL is Håkanson and Lindgren (2007b)

Total-N Total-P

SNV HELCOM HL SNV HELCOM HL

A. From countries

Sweden 44,300 46,636 1780 1219
Baltic states 72,600 145,697 1890 5408
Finland – 35,981 – 1874
Russia – 90,229 – 5863
Poland 109,900 191,521 19,100 12,698
Germany 20,000 20,602 2750 512
Denmark 51,000 27,664 7860 1193

Sum inflows from 297,800 558,046 33,380 28,767
countries: ≈ 500,000 ≈ 30,000

B. From processes and water inflow from adjacent basins

Precipitation 289,900 192,400 3420 –
Nitrogen fixation 130,000 – – –
Land uplift 480,000 160,000
Inflow from

Kattegat
120,000 14,000

Inflow from
Bothnian Sea

340,000 14,000

Sum from 1,261,000 – 1,359,000 191,420
processes: ≈ 1,300,000 ≈ 190,000

Total inflow: ≈ 1,800,000 220,000

C. Water outflows to adjacent basins

To the Bothnian Sea 340,000 24,000
To Kattegat 260,000 18,000

Total outflow: ≈ 600,000 40,000

D. Rest terms

Burial in sediments (3·180,000)* = 540,000 (220,000 – 40,000) = 180,000
Denitrification (1800,000 – 600,000 – 540,000) = 660,000

* the nitrogen concentration is 3 times higher than the phosphorus concentration in these sediments.

largest, southernmost basin of the Baltic Sea. The idea is to get information on
fluxes that may be and not be remediated, and on uncertainties in the fluxes, so that
it is possible to make predictions of how the given system would react to often very
costly nutrient reductions. The fluxes given for the Baltic Proper in Table 4.1 (tribu-
tary inflow, inflow from adjacent coastal areas, internal fluxes, etc.) appear in most
coastal areas but would evidently be ranked different in different coastal areas.

From the National Swedish Environmental Protections Agency (SNV 1993; see
Table 4.1) and HELCOM (2000; the Helsinki Commission), one might get the im-
pression that about 30–40 ktons of totals phosphorus (TP) on average are transported
to the Baltic Proper during a year.
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Evidently, there are also nutrient fluxes from defined processes, such as nitrogen
fixation by certain forms of cyanobacteria and input of nitrogen and phosphorus
from precipitation. It is also important to realize that the data used by SNV (1993)
and HELCOM (2000) excludes several important TP and total nitrogen (TN) fluxes
to the Baltic Sea, mainly nutrient input from land uplift (this is a special case for
the Baltic Sea which is discussed in Sect. 9.2), and nutrient inflows from (and out-
flows to) adjacent basins. The latter fluxes are, however, accounted for by HELCOM
(2000), see Table 4.1, but HELCOM does not include nutrients from land uplift.
Håkanson and Lindgren (2007a) have produced the data given in Table 4.1. It is es-
sential to include all major transport processes in order to understand the situation in
the Baltic Proper – or in any given coastal area – if the aim is to predict how remedial
measures reducing nutrient loading will likely change the nutrient concentrations in
the water in the given system.

The inflow of nutrients from Kattegat to the Baltic Sea may be estimated from
total annual water inflow from the mass-balance for salt. In Table 4.1, a value of
475 km3/yr of water inflow from Kattegat was used (see Håkanson et al. 2002).
The nutrient concentration in the inflowing water (which has a salinity between 15
and 22 psu) was calculated from extensive data-sets from HELCOM, which gave
a typical TP-concentration in the inflowing salt water of 252 μg TN/l and 30 μg
TP/l. The total inflow of phosphorus from Kattegat is then about 14 ktons per year,
and the corresponding value for nitrogen is 120 ktons per year. However, the net
flow of both TP and TN is from the Baltic Proper to the Kattegat. These are im-
portant data in the overall nutrient budgets for the Baltic Proper. Evidently these
data are, like all data given in Table 4.1, quite uncertain, which is clear from look-
ing at the fluxes related to the different countries given by SNV and HELCOM.
This is also covered in more detail by HELCOM (2000). The nitrogen fixation
is probably one of the most uncertain fluxes of all (see Elmgren 2001; Wasmund
et al. 2005).

The role of the land uplift is discussed in Sect. 9.2. Land uplift relates to the
subsidence of land, which rises after being depressed into the crust of the earth
by the thick ice cover during the latest glaciation. The data in Table 4.1 show that
the contribution of nitrogen and phosphorus from land uplift is most substantial,
160 ktons P per year and 480 ktons of N per year. One can note that these are the
dominating fluxes, and it is interesting also to stress that these dominating fluxes
have been disregarded in many contexts.

The nitrogen flux between the Baltic Proper and the Bothnian Sea are about the
same in the two directions. The outflow of phosphorus from the Baltic Proper is,
however, significantly higher than the flow to the Baltic Proper from the Bothnian
Sea. This gives a net loss of about 10 ktons of TP per year from the Baltic Proper
in this direction. The data on the water exchange emanate between the sub-basins
from the basic mass-balance for salt (see Håkanson et al. 2007d).

HELCOM (2000) has also given data on the nutrient input from different sources
to the Gulf of Finland and the Gulf of Riga (in the year 2000) as (in ktons):

Evidently, in practice, it is not possible to reduce the natural loading and all the
anthropogenic loading from diffuse sources and point sources may not be removed.
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Nitrogen Phosphorus

Natural Diffuse Point
sources

Total Natural Diffuse Point
sources

Total

Gulf of Finland 67 45 15 127 1.5 2 1.5 5
Gulf of Riga 17 40 2 59 0.4 1.1 0.3 1.8

Generally, it is more cost-efficient to make initial reductions (if no water purification
plants have been built and/or agricultural measures have been taken) than it is to
remove the “last” reducible tons of the nutrients.

As a background to the data given in this overall mass-balance, one can note
that the total input from Sweden to the Baltic Proper according to Table 4.1 (for the
period 1982–1989) is 1780 tons P per yr, whereas the data from HELCOM for the
year 2000 adds up to 1085 tons to the Baltic Proper and 3289 tons P to the Bothnian
Bay and the Bothninan Sea, and a significant part of the discharges to the northern
parts of the Baltic Sea will end up in the Baltic Proper. This example demonstrates
that there are major uncertainties in the data caused by natural variations among
years in precipitation and water and nutrient runoff, inherent analytical uncertainties
in measurement data, and uncertainties regarding basic definitions of sources and
contributions from different countries.

Table 4.1 also gives data on the outflows of the nutrients and on denitrifica-
tion (660 ktons of TN from mainly the sediments) calculated in this overall mass-
balance, which compares fairly well with figures given by Larsson et al. (2001) of
between 180 and 430 ktons per year. The burial in sediments (i.e., the transport from
upper sediment layers to lower “geological” sediment layer) is 180 ktons of TP and
540 ktons of TN, calculated as residual terms in this overall mass-balance.

The demands for remedial actions to improve the conditions in the Baltic Proper
normally target on what can be done in individual countries. The anthropogenic
fraction of TP transported by, e.g., Swedish rivers may be about 30% of the total
TP-inflow from Sweden but only 0.52% of the total TP-inflow to the Baltic Proper.
This means that one can not expect any major changes in the TP-concentration in
the Baltic Proper from reductions in anthropogenic TP-input from Swedish rivers,
Swedish urban coastal emissions, coastal industrial emissions or fish farms, since
they together account for less than 1% of the total annual inflow of TP to the Baltic
Proper. The importance of internal fluxes and the transport between sub-basins has
also been shown by Christiansen et al. (1997) in a study of parts of the Kattegat. The
calculations provided here indicate in Table 4.1 that the HELCOM goal that Sweden
should reduce the emissions of TP from about 3000 tons/yr to about 1500 tons/per
year will not influence the system very much, but it would be very expensive.

Table 4.2 gives estimations of the uncertainties related to all inflows of ni-
trogen and phosphorus to the Baltic Proper. HELCOM has recently (see http:
www.helcom.fi) argued that 135,000 tons of nitrogen and 15,000 tons of phospho-
rus should be reduced from the annual tributary loading. It is interesting to put those
data into the overall context related to the fluxes in Table 4.1, and especially related
to the uncertainties in the fluxes given in Table 4.2.
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Table 4.2 Uncertainties in key nutrient fluxes to the Baltic Proper

A. Nitrogen
Into Baltic Proper 1000·tons TN/yr
From land uplift 350–500
From rivers 300–600
From the Bothnian Sea 300–400
From Kattegat 100–150
From wet and dry deposition on the water surface 200–300
From nitrogen fixation by cyanobacteria 100–900
Sum annual input of TN 1350–2950
Total from Sweden 40–50 (2–3%)
Realistic Swedish reductions about 5 (<0.4%)

B. Phosphorus
Into Baltic Proper 1000·tons TP/yr
From land uplift 110–160
From rivers 30–40
From the Bothnian Sea 10–15
From Kattegat 10–15
From wet and dry deposition on the water surface 1
Sum annual input of TN 160–230
Total from Sweden 1.5–2 (<1%)
Realistic Swedish reductions about 0.75 (<0.5%)

One can then note that the uncertainty interval for nitrogen fixation is 100–900 kt
of TN, the uncertainty interval for river transport is 300–600 kt TN, for land uplift
350–500 kt TN, for precipitation 200–300 kt TN and for exchange processes be-
tween Kattegat and the Bothnian Sea 400–550 kt TN. This means that given these
very large uncertainties, it becomes almost impossible to predict how the system
would react to such very costly nitrogen reductions as suggested by HELCOM.
Sweden should reduce 20 kt TN of the 135 kt TN, and this would, according to agri-
cultural scientists, not be feasible without drastic cutbacks in Swedish agriculture.
The maximum realistic reductions would be about 5 kt TN.

Much more could be said about this, but the idea here is to highlight that similar
discussions could be carried out for any coastal system, and in all such discussions,
it is imperative to have reliable empirical data on all major fluxes and on the un-
certainties in the data so that the suggested remedial reductions can be put into a
quantitative scientific context.

4.2 Limiting Nutrient – Phosphorus or Nitrogen or Both?

The question about “limiting” nutrient is certainly central in aquatic ecology and has
been treated in numerous papers and textbooks (e.g., Dillon and Rigler 1974; Smith
1979; Riley and Prepas 1985; Howarth 1988; Hecky and Kilham 1988; Evans et al.
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Fig. 4.1 Overview of important transport processes and mechanisms related to the concept of
“limiting” nutrient

1996; Wetzel 2001; Geider and La Roche 2002; Labry et al. 2002; Newton et al.
2003; Smith et al. 2006).

Figure 4.1 illustrates key questions related to the concept of “limiting” nutrient.
It shows the main processes regulating fluxes (atmospheric input, river inflow) of
nutrients (nitrogen and phosphorus) to a given aquatic system, internal fluxes (sed-
imentation, resuspension, diffusion, denitrification and burial) including the very
important relationship between the amount of the nutrient in dissolved (bioavail-
able) form and the amount in particulate form (the only part that can settle out due
to gravity).

The average composition of algae (C106N16P) is reflected in the Redfield ratio
(7.2 by mass; see Redfield et al. 1963) and 16:1 (by atoms). So, by definition,
algae need both nitrogen and phosphorus and one focus of coastal eutrophica-
tion studies concerns the factors limiting the phytoplankton biomass, as expressed
by chlorophyll-a concentrations in the water. Note that the actual phytoplankton
biomass any given moment in a system is a function of the initial phytoplankton
production minus predation on phytoplankton by herbivorous zooplankton minus
the death of phytoplankton regulated by the turnover time of the phytoplankton (see
Håkanson and Boulion 2002). A crucial point raised in Fig. 4.1 concerns the equilib-
rium between nutrients in dissolved and particulate phases, the timescales of these
interactions and what is actually meant by “limiting” nutrient.

At short timescales (seconds to days), it is evident that the causal agent regulat-
ing/limiting biouptake and primary production is the available concentration of the
nutrient in bioavailable forms, such as DIN and DIP, nitrate, phosphate and ammo-
nia. Short-term nutrient limitation is often determined by measuring DIN and DIP
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concentrations, or by adding DIN and/or DIP to water samples or microcosms, so
called bioassays. If in-situ DIN or DIP concentrations are low enough, or if bioas-
says show that either DIN or DIP, or both combined, produce higher algal growth
than reference samples, then that gives an indication of which nutrient is limiting in
the short run. However, management decisions, such as whether or not to reduce nu-
trient emissions, are generally based on monthly, annual or multi-annual timescales.
DIN and DIP provide poor guidance for such decisions because:

• DIN and DIP are quickly regenerated and their role in regulating primary pro-
duction is therefore poorly reflected by their concentrations (Dodds 2003). For
example, zooplankton may excrete enough DIN to cover for more than 100%
of what is consumed by phytoplankton (Mann 1982). In highly productive sys-
tems, there may even be difficulties to actually measure nutrients in dissolved
forms since these forms may be picked up so rapidly by the algae (Istvanovics
and Somlyody 2001). Dodds (2003) suggested that only when the levels of DIN
are much higher than the levels of DIP (e.g., 100:1), it is unlikely that DIN is
limiting and only if DIN/DIP < 1, it is unlikely that P is the limiting nutrient. He
also concluded that DIN and DIP are poor predictors of nutrient status in aquatic
systems compared to TN and TP.

• Phytoplankton and other primary producers also consume organic N and P
(Huang and Hong 1999; Seitzinger and Sanders 1999; Vidal et al. 1999).

• DIN and DIP are highly variable (see Sect. 4.4.) and are very poor predictors
of phytoplankton biomass and primary production (as measured by chlorophyll
concentrations; see Fig. 4.30, later).

• Primary production in natural waters may be limited by different nutrients in the
long run compared to shorter time perspectives. This point was first made with re-
spect to oceanic primary production by Redfield (1958). Based on differences in
nutrient ratios between phytoplankton and seawater, he hypothesized that P was
the long-term regulating nutrient, while N deficits were eventually counteracted
by nitrogen fixation. Schindler (1977) tested this hypothesis in several whole-
lake experiments and found that primary production was governed by P inputs
and unaffected by N inputs, and that previous results from bioassays were there-
fore irrelevant for management purposes. Redfield’s hypothesis has also been
successfully tested in modeling works for the global ocean (Tyrrell 1999) and
the Baltic Proper (Savchuk and Wulff 1999a,b). However, Vahtera et al. (2007)
have used a “vicious circle” theory to suggest that both nutrients should be abated
to the Baltic Sea since they may have different long-term importance at different
times of the year.

An important regression related to the discussion in this chapter is the first model,
the OECD-model for average summer conditions (OECD 1982) in Table 4.3.

This empirical model is based on data from 77 lakes and the TP-concentrations
range from 2.5 to 100 μg/l. An interesting aspect concerns the r2-value (r2 = the co-
efficient of determination), which is 0.77. That is, 77% of the variation among these
77 lakes in mean/median summer chlorophyll values can be statistically explained
by variations in TP. The slope is 0.28 and the exponent close to 1 (the exponent is
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Table 4.3 Regressions illustrating the key role of total phosphorus (TP) in predicting different
variables expressing primary production in lakes. SecMV = mean annual Secchi depth (in m),
Dm = mean lake depth (in m), r2 = coefficient of determination, n = number of lakes used in
the regression, ww = wet weight

Equation Range for x r2 n Units Reference

A. Targets in this work

Chlorophyll
(summer mean)

= 0.28·TP0.96 2.5–100 0.77 77 μg/l OECD (1982)

Cyanobacteria = 43·TP0.98 8–1300 0.71 29 mg ww/m3 Smith (1985)

B. Related variables

Chlorophyll
(summer max.)

= 0.64·TP1.05 2.5–100 0.81 50 μg/l OECD (1982)

Max. prim. prod.
(TP>10)

= 20·TP-71 7–200 0.95 38 mg C/m3·d Peters (1986)

Max. prim. prod.
(TP<10)

= 0.85·TP1.4 mg C/m3·d Peters (1986)

Mean prim. prod.
(TP>10)

= 10·TP-79 7–200 0.94 38 m C/m3·d Peters (1986)

Mean prim. prod.
(TP<10)

= 0.85·TP1.4 mg C/m3·d Peters (1986)

Phytoplankton = 30·TP1.4 3–80 0.88 27 mg ww/m3 Peters (1986)

Macrophyte cover = 0.50·(SecMV/Dm) 229 % Vorobev (1977)
Nanoplankton = 17·TP1.3 3–80 0.93 23 mg ww/m3 Peters (1986)
Net plankton = 8.6·TP1.7 3–80 0.82 23 mg ww/m3 Peters (1986)

0.96 for the summer averages and 1.05 for the summer maximum values). In the
following discussion in this chapter, data from many systems have been used, also
including information on TN, different nutrient forms, temperature and salinity.

There are four highlighted spots with question marks in Fig. 4.1, indicating that
it is very difficult to quantify these processes in a general manner. Three of them are
(as shown in Table 4.2) denitrification, atmospheric wet and dry deposition and ni-
trogen fixation by certain forms of cyanobacteria. Figure 4.1 also highlights another
major uncertainty related to the understanding of nitrogen fluxes in coastal systems,
the particulate fraction, which is necessary for quantifying sedimentation. Atmo-
spheric nitrogen fixation is very important in contexts of mass-balance calculations
for nitrogen (see Tables 4.1 and 4.2 and Rahm et al. 2000). Without empirically
well-tested algorithms to quantify nitrogen fixation, crucial questions related to the
effectiveness of the remedial measures to reduce nutrient discharges to aquatic sys-
tems cannot be properly evaluated, since costly nitrogen reductions may be com-
pensated for by effective nitrogen fixation by cyanobacteria. It also means that it
is generally very difficult to understand, model and predict changes in measured
TN-concentrations in the water phase, since such changes in concentrations are al-
ways mechanistically governed by mass-balances, i.e., the quantification of the most
important transport processes regulating the given concentrations. Smith (1990) pre-
sented two models for predicting nitrogen fixation from TP; one model for temperate
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lakes (r2 = 0.54) and another one for estuaries (r2 = 0.88). Håkanson et al. (2007c)
have presented a model for total cyanobacteria in marine systems based on TP, TN,
salinity and water temperature, which gave an r2 of 0.78 when tested against empiri-
cal data. It should be stressed that the nitrogen fixation rates have been substantially
revised upwards during the last decade due to better measurement techniques and
better understanding of the process (Capone 2001; Wasmund et al. 2005). This ex-
plains the wide uncertainty interval for nitrogen fixation given in Table 4.2.

The relative abundance of cyanobacteria compared to other algal groups is
closely related to the TN/TP-ratio. Cyanobacteria (CB) have been found to dominate
lake primary production at TN/TP ≤ 29/1 (by weight) and they are much less abun-
dant at higher ratios, while nitrogen-fixing cyanobacteria tend to dominate at TN/TP
≤ 22/1 (Havens et al. 2003). An alternative view is based on observations that TP is
a better predictor of the absolute biomass of CB than TN and TN/TP (Smith 1985,
2003; Downing et al. 2001). According to this view, TN/TP should only be used for
identifying the primary growth-limiting resource, and not for predicting CB. This
controversy has been further discussed by Håkanson et al. (2007c) and they showed
that there seem to exist two threshold values in predicting cyanobacteria, one at
the TN/TP-ratio of 15 and one at a surface-water temperature of 15◦C. At lower
TN/TP-ratios than 15 and at higher water temperatures than 15◦C, cyanobactera
may become abundant.

Figure 4.2 illustrates some of the problems related to the concept of “limit-
ing” nutrient. Using data from the Baltic Sea, Fig. 4.2A gives a situation where
the chlorophyll-a concentrations show a typical seasonal “twin peak” pattern with a
pronounced peak in April. The higher the primary production, the more bioavailable
nitrogen (nitrate, ammonium, etc.) and phosphorus (phosphate) are being used by
the algae (the spring bloom is mainly diatoms) and eventually the nitrate concentra-
tion drops to almost zero and the primary production decreases – but the important
point is that the primary production, the phytoplankton biomass and hence also the
concentration of chlorophyll-a remain high during the entire growing season!

Figure 4.2B illustrates a regression between chlorophyll and TN based on empir-
ical data from 22 Baltic coastal areas (median values for the summer period; data
from Wallin et al. 1992). One can note a very high r2 (0.89). So, 89% of the variation
in median chlorophyll-a values among these 22 coastal areas could be statistically
(but not necessarily causally) related to the measured variations in TN. Does this
prove that nitrogen is the “limiting” nutrient in these coastal areas during this period
of time? Certainly not, as will be discussed in the following text.

Figure 4.2C shows the relationship between chlorophyll-a and TN in Ringkobing
Fjord, Denmark, a lagoon with a salinity in the range between 5 and 15 (data from
Petersen et al. 2006). In this lagoon, there is a very poor correlation between TN
and chlorophyll (r2 = 0.04); and later on the correlation between chlorophyll and
different forms of nutrients in this lagoon will be discussed. The point here is that
this is only one coastal area, and the regression in Fig. 4.2B is based on data from
“only” 22 coastal areas. In the following, the aim is to put results like these in a
much wider context.
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Fig. 4.2 A. Variations in chlorophyll-a concentrations, phosphate and nitrate in the Baltic Sea
(using data from the a at the Gotland depth between 1993 and 2003; database from SMHI, Sweden).
B. The relationship between chlorophyll and total-N (TN) using data from 22 Baltic coastal areas
(data from Wallin et al. 1992). C. The relationship between chlorophyll and TN using monthly
median values from Ringkobing Fjord for the period 1980–2004 (data from Bryhn et al. 2007).
D. The relationship between chlorophyll and total-P (TP) using data from the Bothnian Bay, the
Bothnian Sea and the Oslo Fjord (data from Magnus Karlsson, unpublished)

Figure 4.2D exemplifies that there are many coastal areas where there exist just
as powerful relationships between TP and chlorophyll (Chl) as between TN and
Chl in Fig. 4.2B. In the following methodological section, questions concerning the
scatter around regression lines like these will be addressed, and in particular with
respect to how the scatter depend on the variability and uncertainty in the empirical
data.

An important argument related to the information in Figs 4.1 and 4.2 is that the
concentrations of the bioavailable fractions, such as DIN and DIP in μg/l or other
concentration units, can not as such regulate primary phytoplankton production in
μg/l·day (or other units), since primary production is a flux including a time dimen-
sion and the nutrient concentration is a concentration without any time dimension.
The central aspect has to do with the flux of DIN and DIP to any given system and
the regeneration of new DIN and DIP related to bacterial degradation of organic
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matter containing TN and TP. The concentration of DIN and DIP may be very low
and the primary phytoplankton production and biomass can be high as in Fig. 4.2A
because the regeneration and/or inflow of DIN and DIP is high.

The regeneration of DIN and DIP concerns the amount of TN and TP available in
the water mass, i.e., TN and TP represent the pool of the nutrient in the water, which
can contribute with new DIN and DIP. In a following section, we will specifically
focus on the variability in DIN and DIP. It should be stressed that phytoplankton has
a typical turnover time of about 3 days and bacterioplankton has a typical turnover
time of slightly less than 3 days (see Håkanson and Boulion 2002). This means
that within a month there can be 10 generations of phytoplankton which would
need both DIN and DIP and in the proportions given by the Redfield ratio (7.2
in grams).

An important aim of this book is to try to add a new dimension to the debate
on “limiting” nutrient by using a very comprehensive data-set collected from the
literature and different websites. Conditions in a wide salinity range will be dis-
cussed and the main task is to try to find general patterns in variations among areas
in chlorophyll-a concentrations and in concentrations of cyanobacteria. Are such
variations mainly governed by variations in phosphorus and/or nitrogen? Is it useful
to account for different forms of the nutrients?

As stressed, the focus is on the ecosystem scale (i.e., on entire coastal areas and
not on smaller spatial scales, such as sample sites) and on seasonal/monthly changes
(rather than changes related to smaller temporal scales).

4.3 Nitrogen and Phosphorus – Hot Spots

From a management point of view, it is evidently good cost-efficient practice to
spend money to improve the conditions in “hot spots”, i.e., in coastal areas suffering
from severe eutrophication rather than in less polluted areas. This section will stress
this by presenting maps of TN and TP from northern European coastal waters (from
Lindgren and Håkanson 2007).

An overview of TN data in the upper 10 m water layer from the period
1990–2005 is given in Fig. 4.3. The eastern North Sea coast shows many high val-
ues between 700 and 1000 μg/l. The Baltic Sea, the Bothnian Bay and the Bothnian
Sea have lower values between 200 and 300 μg/l, while, e.g., the Gulf of Riga and
the eastern part of the Gulf of Finland show higher values, ranging from 400 up to
800 μg/l. These are “hot spots” in the Baltic Sea.

Figure 4.4 gives the corresponding map for the TP-concentrations from the Baltic
Sea and parts of the North Sea. The eastern North Sea coast, especially the areas
around the mouths of the rivers Weser and Elbe, show the highest average values,
over 90 μg/l. In the Baltic Sea, the lowest values are found in the Bothnian Bay and
“hot spots” are found in the Vistula and Oder lagoons (see also Schernewski and
Dolch 2004).
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Fig. 4.3 Typical annual surface-water TN-concentrations for the Baltic Sea and parts of the North
Sea in the upper 10 m water column for the period from 1990 to 2005

Should nutrient reductions focus on nitrogen or phosphorus or both in “hot spots”
such as these? To answer that question, one should first try to clarify important ques-
tions related to the variability, representativity and uncertainty of empirical nutrient
concentrations.

4.4 Data Variability and Uncertainty – A Review
of Key Concepts

How do inherent variations and uncertainties in empirical data constrain approaches
to predictions and possibilities to identify critical thresholds and points of no return?
This section addresses this question in discussing and reviewing some fundamental
concepts and methods for coastal ecology and management.
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Fig. 4.4 Typical annual surface-water TP-concentrations for the Baltic Sea and parts of the North
Sea in the upper 10 m water column for the period from 1990 to 2005

The main focus here is not on the mechanisms regulating the concentrations of
the target nutrients and bioindicators but on patterns in variations in concentrations
in entire lagoons, bays, estuaries or fjords (i.e., on variations at the ecosystem scale).

This section will discuss problems related to:

1. The balance between the changes in predictive power and the accumulated un-
certainty as management models grow in size and include an increasing number
of x-variables.

2. An approach to reduce uncertainties in empirical data. Methods to maximize the
predictive power of regression models by transformations of model variables and
by creating time and area compatible model variables.

3. Patterns in variations within and among coastal systems of standard water vari-
ables.

4. The concept “Optimal Model Scale” (OMS) is discussed. OMS accounts for key
factors related to the predictive power at different time scales (daily to yearly pre-
diction) and to uncertainties in predictions in relation to access to empirical data
and the work (sampling effort) needed to achieve predictive power at different
time scales (see Håkanson and Duarte 2007).
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Thresholds, regime shifts and points of no return are fundamental concepts in
ecology in general and in aquatic ecology in particular (Scheffer 1990; Scheffer
et al. 2000; Carpenter 2003; Groffman et al. 2006; http://www.thresholds-eu.org/).
To find methods to avoid trespassing critical ecological thresholds leading to the
collapse of ecosystem structure and function is evidently an important issue for sus-
tainable water management. Studies of ecological thresholds can be done at different
temporal (days to centuries), spatial (from sampling sites to entire coastal zones) and
structural scales (the level of the cell, organ, individual, species or functional group),
and different methods and tools may be necessary at the different scales. This sec-
tion focuses on the variability of a set of standard water variables in constraining
the predictive capacity of models and their capacity to detect critical changes at the
ecosystem scale.

The basic aim of this section is to discuss methods that can be used to quantify
variability in water variables. These methods should also be understandable and
applicable by individuals with a limited background in statistics. We see a major
benefit in this, since much communication among scientists and water managers
with different educational backgrounds could then, hopefully, be facilitated.

4.4.1 Basic Statistical Questions

Chlorophyll, phosphorus, nitrogen, salinity and temperature (as well as all other
water variables), display a considerable temporal and spatial variability in aquatic
systems, which regulate the uncertainty in the data (see Knowton et al. 1984; France
and Peters 1992; Håkanson 1999; Knowlton and Jones 2006a, b). So, the content of
a sampling bottle may reflect the conditions in the ecosystem very poorly, and this
issue will be addressed in this section. An important question in this section is to dis-
cuss fundamental methodological aspects on how to quantify, understand and model
critical events affecting the functioning and biological value of coastal ecosystems.
Regime shifts represent sudden, abrupt changes in the structure and function of
coastal ecosystems. An example of this is provided by the drastic regime shift in
a Danish lagoon, the Ringkobing Fjord, evident in data from four measurement
stations for a 21-year period (from 1984 to 2004) on chlorophyll-a concentrations
(Fig. 4.5A). The conditions in this lagoon have been described by, e.g., Laursen et al.
(2004) and Petersen et al. (2004). Figure 4.5B gives some key concepts related to
changes in ecosystem variables, e.g., bioindicators such as chlorophyll-a concentra-
tions in Fig. 4.5A. The threshold value in this hypothetical example is set to 20 units
of the given bioindicator. The reference conditions are undesirable since the data
are higher than the critical threshold value. Coastal management has four remedial
options to improve the conditions and Fig. 4.5B illustrates the potential outcome of
these remedial measures, which would create new situations that can be statistically
and/or ecologically significant.

From this figure (which is a modified version from Di Stefano et al. 2005), one
can argue that case 1 illustrates a situation where the observed mean effects are
neither statistically nor ecologically significant. Cases 2 and 4 give situations when
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Fig. 4.5 A. An example of a regime shift in Ringkobing Fjord, Denmark, showing variations in
chlorophyll concentrations at four sites between 1984 and 2004. This chapter will not address the
causal reasons for this, or similar often less evident regime shifts, the aim is instead to discuss
methodological aspects on how to quantify such changes. B. Illustrates principles aspects related
to changes such as the one given in Fig. 4.5A. An undesired initial reference situation may be
improved by four hypothetical remedial measures (cases 1–4). The changes may be statistically
and/or ecologically significant. C. The relationship between the predictive power of models (as
given by the r2-value when modeled data are compared to empirical data), the uncertainty in the
predictions (the lower the NC-value on the y-axis, the wider the confidence intervals for the regres-
sion line) and the number of data used in the regression (Prairie’s “staircase”). A threshold value
for models for practical use can be set at an r2-value of 0.75. D. For any target y-variable (e.g.,
a bioindicator) in water management, there is an optimal size of the predictive model, as given
by the ratio between the r2-value when modeled values are compared to empirical data, and the
accumulated uncertainty in the model (CV)

the effects are ecologically important but not statistically significant. Case 3 illus-
trates a situation when the effects are both statistically significant and ecologically
important. To be practically useful, these principle arguments must also address:

1. Whether it is relevant to use a mean value or a median to represent the charac-
teristic conditions for the given water variables. This depends on the frequency
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distributions of the given variables, which will be discussed in a following section
using empirical data from many coastal areas.

2. Whether the 95% confidence intervals apply for individual data or for the mean
value? Methods for this using coastal data will also be discussed in the following
text in the section.

Figure 4.5C illustrates an important issue related to statistical analyses of data,
namely the predictive power of models and the uncertainty of model predictions.
Yves Prairie (1996) has produced some useful results illustrating the practical utility
of models for predictions of individual y-values, here referred to as Prairie’s “stair-
case”. If the confidence bands for the individual data are wide apart when modeled
values are compared to empirical data, then the model can produce totally useless
predictions for individual y-values.

The usefulness of the predictions are directly related to the number of steps, or
classes, obtained in the “staircase”, and this is related to the r2-value in the regres-
sion. The number of classes (NC) is also determined by the statistics (the statistical
certainty, p, and the number of data used in the regression, n). If the 95% confidence
bands for the individual y-data are used, the relationship between the number of
classes (NC) and the r2-value is given by:

NC = 1.32/
√

(1− r2) (4.1)

Figure 4.5C gives the relationship between NC and r2 for different n-values, and
one can note that if n > 6, (4.1) gives a good description of the relationship. The
important message in Fig. 4.5C is that the number of classes increases very rapidly
for r2-values higher than about 0.75. Models yielding r2-values lower than that are
more or less useless for predictions of individual y-values. The results shown in
Fig. 4.5C are applied later in this section in the definition of OMS, the optimal
model scale.

Figure 4.5D illustrates another important principle related to the practical useful-
ness of models in coastal management. In this example, modeled values are com-
pared to empirical data and the fit may be quantified by a regression. For any target
variable in water management (e.g., a bioindicator), the ratio between the predictive
power (given by the r2-value) and the accumulated uncertainty in the model predic-
tions (given by CV, the coefficient of variation) is governed by the model structure
and the uncertainty in the individual x-variables needed to run the model (Håkanson
and Peters 1995). Above the critical threshold value for model size, added model
variables are likely to add less to the predictive power of the model than to the ac-
cumulated uncertainty, which means that the r2/CV-ratio will go down. In this sec-
tion, we will give examples related to coastal ecology on that matter. This example
illustrates the optimal size problem, which is different from the optimal scale prob-
lem discussed later in section.
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4.4.2 The Sampling Formula

If the variability within an ecosystem is large, many samples must be analyzed to
obtain a given level of certainty in the mean value. There is a general formula,
derived from the basic definitions of the mean value, the standard deviation and the
Student’s t value, which expresses how many samples are required (n) in order to
establish a mean value with a specified certainty (Håkanson 1984):

n = (t ·CV/L)2 +1 (4.2)

Where t = Student’s t, which specifies the probability level of the estimated mean
(usually 95%; strictly, this approach is only valid for variables from normal fre-
quency distributions), and CV = coefficient of variation within a given ecosystem.
L is the level of error accepted in the mean value. For example, L = 0.2 implies 20%
error so that the measured mean will be expected to lie within 20% of the expected
mean with the probability assumed in determining t. Since one often determines the
mean value with 95% certainty (p = 0.05), the t-value is set to 1.96.

The relationship between n, CV and L is illustrated in Fig. 4.6. The figure also
indicates that for many purposes, it is reasonable to regard L ≈ 0.2 (a 20% error
in the mean value) as a threshold for practical water management. If the error is
greater than that, the mean value may be too uncertain to detect ongoing changes in
the system; if the L-value is smaller, the demands on the sampling program may be
too high.

Tables 4.4 and 4.5 give compilations of CV-values for brackish open water sites,
lakes, rivers and brackish coastal. One can note that there are some obvious patterns
in these CV-values:

• Some variables generally have high CVs, e.g., DIN, DIP and the DIN/DIP-ratio,
other low, e.g., salinity, TN and TP.

• There are seasonal patterns (see Table 4.5) with high CVs for DIN and DIP dur-
ing the growing season.

• There are differences in CVs related to the length of the sampling period – the
longer the sampling period, the higher the CV-value.

• There are also variations among aquatic systems with higher CVs in samples
from rivers than from lakes.

In the following section, we will try to clarify those patterns with a focus on the
nutrients. Most water variables in these coastal areas have CVs between 0.1 and 1.
One can then calculate the error in a typical estimate. If n = 5 and CV = 0.33, then
L is about 33%. Since few monitoring programs take more samples at a given site
during a given sampling event, this calculation has profound implications for the
quality of our knowledge of aquatic systems. One reason for the high CV-values
in these water variables may be linked to the fact that there are large analytical
uncertainties in the laboratory determinations of some of these variables (Håkanson
et al. 1990). As a rule-of-thumb, one can estimate that for the nutrients (TP and TN),
about 50% of the characteristic CV-value for within-system variation during a given
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Fig. 4.6 The general sampling formula based on the definition of the mean value, the standard
deviation and Student’s t. This nomogram stresses that for many practical situations in water man-
agement, it is pointless to accept data which provide great uncertainties in the mean or median
values, e.g., if the error in the mean value is 80% (L = 0.8). Many samples are needed for vari-
ables with great inherent uncertainties, as given by the coefficient of within-system variability
(CV; defined from the ratio between the standard deviation, SD, and the mean value, MV, as CV =
SD/MV). If the CV is 0.5, 97 samples are needed to get an error in the mean value smaller than
10% (L = 0.1). The figure also illustrates that for many purposes, it is reasonable to regard L ≈ 0.2
(a 20% error in the mean value) as a threshold for practical water management

month may be related to analytical uncertainties and the rest to actual variations
related to biological/ecological processes (Håkanson 1999).

In summary, many factors (from methods of sampling and analysis to chemical
and ecological reactions in the water system) influence the empirical values of stan-
dard water quality variables used to characterize entire coastal areas at the time scale
of days to years. Since many variables vary greatly, it is often difficult in practice to
make reliable, representative, area-typical empirical estimates. Data from specific
sites and sampling occasions (the sampling bottle) may represent the prevailing,
typical conditions in the ecosystem very poorly.

4.4.3 Patterns in Variations for Different Water Variables

Figure 4.7 exemplifies CV-values for within-system variability related to daily,
2-weekly, monthly, 3-monthly and yearly sampling periods in Ringkobing Fjord
for the period from 1980 to 2004 for chlorophyll-a concentration, Secchi depths,
TP-concentration, TN-concentration, salinity and water temperature. These box-
and-whisker plots (showing medians, quartiles, percentiles and outliers) are meant
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Table 4.5 Monthly CV-values for TN, DIN, TP, DIP, DIN/DIP and TN/TP in the Himmerfjärden
Bay

Month TN DIN TP DIP DIN/DIP TN/TP

Jan 0.13 0.30 0.10 0.10 0.57 0.12
Feb 0.11 0.26 0.09 0.12 0.54 0.13
Mar 0.14 0.47 0.15 0.47 1.05 0.16
Apr 0.16 1.49 0.24 0.92 2.01 0.27
May 0.15 1.20 0.23 0.58 1.38 0.19
Jun 0.12 1.52 0.18 0.51 1.62 0.17
Jul 0.10 1.27 0.16 0.68 1.53 0.11
Aug 0.09 1.50 0.13 0.61 1.58 0.12
Sep 0.10 1.39 0.21 0.90 1.52 0.16
Oct 0.11 0.99 0.28 0.63 1.90 0.24
Nov 0.14 0.59 0.24 0.30 0.77 0.17
Dec 0.24 0.42 0.19 0.20 0.62 0.20

to illustrate general principles of variability, and hence also uncertainty, for a set
of standard water variables (all these data emanate from a regular monitoring pro-
gram). One can note that: (1) these CVs generally increase significantly with the
length of the sampling period, (2) among the bioindicators (e.g., chlorophyll and
Secchi depth), the CVs for chlorophyll are generally greater than for the Secchi
depth, (3) among the nutrients, the CVs are generally greater for TP than for TN,
and (4) the CVs based on annual data are, naturally and logically, very high for
water temperature.

These CV-values are generally based on 3 samples per day, 6 samples per 2-week
period, 8 samples per month, 24 samples per 3-month period and 88 samples per
year. There are data from 21 years for chlorophyll and the box-and-whisker plots in
Fig. 4.8A show that the median of these values is 0.56 and that during certain years
the CV may be as high as 1 and occasionally as “low” as 0.18.

A direct comparison of CV-values for within-system variability related to
monthly and yearly sampling periods in Ringkobing Fjord is shown in Fig. 4.8 for
salinity (generally smallest CV), water temperature, TN, Secchi depth, TP, chloro-
phyll and SPM (generally highest CV).

From Table 4.4, one can note that the CVs are generally relatively high for this
Danish lagoon, which is large (area = 300 km2 and shallow, mean depth = 1.9 m)
and dominated by frequent resuspension events which create not uniform and well-
mixed conditions, but the contrary, great variability related to sampling depth, if the
sampling is done before, during or after a resuspension event, or where in the la-
goon the sample is taken. However, for this methodological discussion, we focus on
the CV-values and the implications that high or low CV-values have for interpreta-
tions of data in contexts of predictive modeling and coastal monitoring rather than
the causal reasons for the observed variability. To complement the data given in Ta-
ble 4.4, one can note that Weston et al. (2004) have presented the following CVs for
chlorophyll-a for marine open water areas (from the North Sea), yearly CV = 0.68
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Fig. 4.7 Compilation of CV-values for within-system variability related to daily, 2-weekly,
monthly, 3-monthly and yearly sampling periods in Ringkobing Fjord for (A) chlorophyll-a con-
centrations, (B) Secchi depths, (C) TP-concentrations, (D) TN-concentrations, (E) salinities and
(F) water temperatures

and median monthly CV = 0.34. Arhonditsis et al. (2000) gave similar data from the
semi-enclosed Gulf of Gera in the Mediterranean for chlorophyll (taken between
June 1996 and October 1997), CV = 0.60.

The sampling program of the Himmerfjärden Bay on the Swedish side of the
Baltic Proper is probably one of the most comprehensive long-term monitoring pro-
grams for coastal areas in the Baltic Sea (Elmgren and Larsson 1997; Larsson et al.
2006; Boesch et al. 2006). The data from the Himmerfjärden Bay have been used
here to exemplify the variation in the monthly error (L) for the mean values for
DIN/DIP and TN/TP (see Fig. 4.9).

From Fig. 4.9, one can note the seasonal patterns for the error (L, calculated from
the CVs in Table 4.5 and the number of measurements each month). The CVs for
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Fig. 4.8 Comparison of CV-values for within-system variability related to (A) monthly and (B)
yearly sampling periods in Ringkobing Fjord for the period from 1980 to 2004 for salinity (gen-
erally smallest CV), water temperature, TN, Secchi depth, TP, chlorophyll and SPM (generally
highest CV)

the DIN/DIP-ratio in this bay are very high during the growing season with peak
values of about 2 in April and October. The CVs for the TN/TP-ratio are signifi-
cantly lower and do not show the same temporal pattern (the average monthly CV
is 0.17; see Table 4.5). This means that the error is very large for the DIN/DIP-ratio,
approaching 300% in October and L is higher than 200% in several summer months
(Fig. 4.9). This is logical: The high CVs for the DIN/DIP-ratio during the grow-
ing season reflect the fact that DIN and DIP represent the bioavailable fractions of
the nutrients participating in fast and dynamic reactions concerning biouptake and
retention of the nutrients (as stressed, typical turnover times for phytoplankton are
in the order of 2.5–4 days; see Håkanson and Boulion 2002). The bacterioplank-
ton will decompose the dead phytoplankton and this will release (regenerate) the
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Fig. 4.9 Error (L) of the mean monthly value for DIN/DIP and TN/TP calculated from the number
of samples (n) from the Himmerfjärden Bay, Sweden

bioavailable forms. Typical turnover times for bacterioplankton are 2–3.5 days (see
Håkanson and Boulion 2002). Total phosphorus and total nitrogen determined from
water samples include by definition TP and TN in dead and living phytoplankton
and bacterioplankton. So, TN and TP in the water is the pool for DIN and DIP. As
noted, the transfer of DIN to TN and DIP to TP and vice versa via biouptake and
remobilisation is, thus, very quick.

Is it possible to reduce the CV so that more reliable empirical mean/median val-
ues can be obtained? Table 4.6 is included here to address that question. It shows 62
individual chlorophyll data from Ringkobing Fjord from 1984 to 1989. The column
marked “MV, n = 7” shows mean values of the actual data based on 7 samples. CV
for n = 7 is 0.27, which is lower than the CV for the actual data, CV = 0.48. The CV
calculated when the actual data are randomly distributed in the given series is much
lower, CV = 0.17. It is a standard practice to approximate the CV for a mean value
according to (4.3), but then one must also, as indicated in Table 4.6, presuppose that
the mean value comes from a random sample from a normal frequency distribution.
The point here is that there are often seasonal or long-term trends in water variables
and when this is the case (as in this example), one cannot use this approach to reduce
the CV without due reservations:

CVMV ≈ CVind/
√

n (4.3)

Where CVMV is the CV for the mean and CVind is the CV for the individual data;
n is the number of data used to determine the mean value.
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Table 4.6 Actual data on chlorophyll concentrations (μg/l) from Ringkobing Fjord, mean values
(MV) from 7 samples, the actual data redistributed randomly (RO), mean values of the redistributed
data (n = 7); n = number of data, MV = mean values, SD = standard deviations, CV = coefficient
of variation and CV/

√
7

Actual MV, Random MV, Actual MV, Random MV,

Date data n=7 Order (RO) n=7 Date data n=7 Order (RO) n=7

84-09-13 59 105 87-07-08 50 34 45 52
84-10-08 64 58 87-07-22 55 80
84-11-05 84 40 87-08-05 71 48
85-04-02 23 47 87-08-26 42 76
85-04-16 20 51 87-09-23 71 33
85-04-29 75 31 87-10-12 91 31
85-05-13 34 51 32 52 87-11-18 57 49
85-05-30 51 16 88-01-25 17 58 26 49
85-06-17 48 22 88-02-15 3 75
85-07-17 49 71 88-03-09 16 48
85-07-30 40 23 88-04-12 30 51
85-08-19 53 91 88-05-19 4 53
85-09-09 105 62 88-06-08 51 99
85-10-08 86 62 96 54 88-06-29 41 64
85-11-05 76 63 88-07-12 62 30 110 71
85-12-11 48 8 88-08-10 47 84
86-04-01 23 17 88-09-01 48 48
86-04-14 31 97 88-09-21 63 38
86-05-05 23 44 88-10-26 97 3
86-05-26 110 63 88-11-16 80 39
86-06-23 48 51 110 57 88-12-13 96 45
86-07-28 43 35 89-01-11 32 66 34 42
86-08-19 45 50 89-02-27 39 86
86-09-15 50 54 89-03-16 47 55
86-10-13 41 46 89-04-12 45 44
86-11-03 71 47 89-05-09 58 20
86-12-17 33 48 89-06-07 35 39
87-02-04 7 41 23 43 89-06-27 23 59
87-03-17 8 43 n: 62 8 62 8
87-04-14 23 57 MV: 48 49 52 53
87-04-23 21 84 SD: 25 13 25 9
87-05-13 61 23 CV: 0.51 0.27 0.48 0.17
87-06-02 29 66 CV/

√
7 0.18

87-06-22 47 43

4.4.4 Empirically Based Highest r2, r2
e

One way to determine the highest possible r2 of a predictive model is to com-
pare two empirical samples (see Håkanson 1999). The variables in these two sam-
ples should be as time and area compatible as possible; they should be sampled,
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Fig. 4.10 Regressions between two empirical samples which are meant to show the same thing
related to chlorophyll-a concentrations in Ringkobing Fjord (data from 1984 to 2004), (A) based
on daily data (generally 1–3 samples for each value; the total number of sample, n = 464), (B)
based on monthly data (generally 3–5 samples for each median value; n = 220), (C) based on
3-monthly data (generally 8–12 samples for each median value; n = 81) and (D) based on annual
data (generally about 80–100 samples for each median value; n = 20 years). The figure also gives
the corresponding regression lines and the r2-values

transported, stored and analyzed in the same manner. To illustrate the basic approach
to determine r2

e (the r2-value obtained when two empirical dataset for the same thing
are compared), we will again use chlorophyll data from Ringkobing Fjord.

Figure 4.10 gives four regressions between two empirical samples which are
meant to show the same chlorophyll-a concentrations, Fig. 4.10A is based on daily
data (1–3 samples for each value; the total number of samples, n = 464), the next
regression is based on monthly data (3–5 samples for each median value; n = 220),
the results in Fig. 4.10C are based on 3-monthly data (8–12 samples for each me-
dian value; n = 81) and the fourth regression is based on annual data (generally
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about 80–100 samples for each median value; n = 20 years). The figure also gives
the corresponding regression lines and the r2-values. One can note that the r2-values
increase from 0.87 to 0.98.

The point here is that one should never hope to explain all of the variation in any
water variable and that the results in comparisons of this kind depend on some key
statistical presuppositions, (1) the number of data used in the regression (such as
n = 464 in Fig. 4.10A), (2) the number of analyses for each data-pair (such as 3–5
for the data in Fig. 4.10B), which influence the uncertainty (CV) of the data in the
y- and x-directions and (3) the range of the data.

The latter aspect is especially important if predictive – and not descriptive –
models are requested. Then, one must ask questions about the range of the data in
the sample in relation to the range of the data in the population where the predictive
model is meant to apply (Håkanson and Peters 1995).

4.4.5 Highest Reference r2, r2
r

An equation has been derived (Håkanson 1999) which gives the highest r2-value that
one in practice can hope to achieve as a function of (1) the number of samples (ni)
for each yi-value in the regression, (2) the number of data points in the regression,
(3) the standard deviations related to all individual data points, (4) the standard
deviation of all points in the regression and (5) the range of the y-variable. The
derivation of (4.4) is based on an algorithm for the 95% confidence interval (CI) for
individual y for independent validations (from Håkanson and Peters 1995), giving
CI as a function of range in y, n and r2, and the sampling formula (4.2), giving the
error L as a function of CV and n. If CI is set equal to L and if the ni-values are
set to 10, and if the minimum value in the range (ymax–ymin) is assumed to be small
in comparison to ymax, and if ymax is set to 1 (which is valid for relative values),
then:

rr
2 = 1−0.66 ·CV2 (4.4)

The equation is graphically shown in Fig. 4.11. It should be noted that the CV-
value in (4.4) should be the characteristic within-system variability (sometimes ab-
breviated as CVy).

The practical use of rr
2 is shown in Fig. 4.11, which illustrates that the thresh-

old r2-value of 0.75 (from Prairie’s “staircase”) corresponds to a threshold CV of
0.62. This means that if the CV is higher than 0.62, one cannot expect that a model
will predict the target y-variable well. This threshold value will be used later in the
discussion on optimal model scale.
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Fig. 4.11 Illustration of the relationship between the within-system variability or uncertainty for a
given target variable y, as given by CV (= CVy), and the highest r2-value (rr

2) that one can expect
for the given y-variable in a predictive model. The threshold r2 has been defined (from Fig. 4.5C)
to 0.75. This corresponds to a threshold CV for y of 0.62. Variables with inherent CVs higher than
0.62 cannot be expected to be predicted well

4.4.6 Regressions and Confidence Intervals

Figure 4.12 addresses some important methodological issues related to regressions
and uncertainties in data. All these regressions use chlorophyll as y-variable and TP
as x-variable, but we would like to stress that the figure is meant to illustrate general
aspects of regression analyses.

The first figure (Fig. 4.12A) gives results based on daily data (from Ringkobing
Fjord). Generally, there are 1–3 data per day and a total of 623 data in this regres-
sion, which gives an r2 of 0.55, which is well below the threshold r2-value of 0.75
for practical usefulness. Figure 4.12A also gives the 95% confidence intervals for
individual data, and indicates the way in which the number of classes or steps, NC,
in Prairie’s “staircase” is defined. From this figure, one can note the wide scatter,
the few classes, the low r2-value and that the slope is 1.08. Figure 4.12A2 gives two
box-and-whisker plots for the CV-values for the chlorophyll concentrations for all
daily data based on 3 samples, since it is not meaningful to determine the standard
deviation, SD, if n is not ≥ 3. One can note that the median CV is 0.18. This figure
also gives the L-value (the error for the mean values from the sampling formula,
(4.2)). One can see that L is 25% if n is 3 and all individual CVs are accounted for.
The figure also shows the regression based all 165 data related to n = 3, and then the
r2−value is 0.59 and the slope 1.31.
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Fig. 4.12 Regressions between chlorophyll and TP using data from Ringkobing Fjord (data from
1984 to 2004). A1. Gives results (regression line, r2 and n) based on daily data; generally there are
1–3 data per day and a total of 623 data in this regression, which gives an r2 of 0.55; the slope is
1.08. A2. Gives a box-and-whisker plot for the CV-values for the chlorophyll concentrations for all
daily data based on 3 samples. A2 also gives a similar plot for the L-value (the error in the mean
from the sampling formula). A2 also shows the regression for all 165 data for n = 3, then r2 is 0.59
and the slope 1.31. B1. Gives the same thing as A1 but for monthly data. This figure gives three
standard 95% confidence intervals; the widest interval (1) relates to the variability for the individual
data (n = 241 generally there are 8 analyses for each monthly median value), (2) the confidence
interval for the slope (here 1.33), and (3) the confidence interval closest to the regression line,
which is for the mean y-value. B2. Gives the box-and-whisker plots for CV (based on monthly
data) and L; the median values are 0.29 and 0.28, respectively. C1. Gives the results using data
from 3-month periods; one can note that the slope is 1.43 and the r2-value 0.71. C2. Shows that the
median CV for these 86 values (generally based on 24 samples) is 0.44; the corresponding L-value
is 0.22. D1. Gives the results for the 22 annual median values (generally based on 88 samples); the
slope is 1.72 and the r2-value 0.96. C2. The median CV for these 22 median values is 0.56, and the
corresponding L-value is 0.078

The next Fig. 4.12B1 gives the same thing as 4.12A1 but for monthly data. This
figure does not provide information on NC but it gives three standard 95% confi-
dence intervals. The widest interval (1) relates to the variability for the individual
data (n = 241 generally there are 8 analyses for each monthly median value), (2)
gives the confidence interval for the slope (1.33), and (3) the confidence interval
closest to the regression line, is for the mean y-value. The point here is that each
of these confidence intervals carries specific and useful information (the confidence
interval for the individual data are used in Prairie’s “staircase”).
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Figure 4.12B2 gives box-and-whisker plots for CV and L based on monthly data;
the median values are 0.29 and 0.28, respectively. Figure 4.12C1 shows the results
for data from 3-month periods; one can note that the slope is 1.43 and the r2-value
0.71. Figure 4.12C2 indicates that the median CV for these 86 median values based
on data from 3 months (generally from 24 samples) is 0.44; the corresponding L-
value is 0.22. Figure 4.12D2 gives the results for the 21 annual median values (gen-
erally based on 88 samples); the slope is 1.72 and the r2-value 0.96. The median CV
is 0.56, and the corresponding L-value is 0.078.

From Fig. 4.12, one can specifically note:

• The CV-values increase from daily to annual sampling periods (median values
change from 0.18 to 0.56). This is valid not just for chlorophyll, but for most
water variables in most coastal areas (see Fig. 4.7 and Håkanson 2006).

• The median L-values decrease from 0.25 to 0.078 in spite of the fact that the CV-
values increase; this is because the increase in CV is more than compensated for
by the increase in number of data for each median (or mean value), from 3 to 88.

• The slopes increase in a logical and steady way from 1.08 to 1.72. This means that
the interpretation of how changes in nutrient concentrations (here TP) influence
chlorophyll, phytoplankton biomass and primary production changes drastically
if different regressions are used without due consideration to the presuppositions.
The main reason for this change in slopes is that the chlorophyll values in relation
to the nutrient concentrations are higher during the summer because the water
temperatures and the light conditions favor a higher primary production, and that
there are more samples from the summer period than from the winter period in
this (and probably most) monitoring.

• The r2-values increase in steps from 0.55, 0.63, 0.71 to 0.96. The threshold r2

is 0.75, and this figure illustrates why this threshold value is important, firstly
because the 95% confidence intervals for the individual data are very far apart
if r2 ≤ 0.75, secondly because the regime shift in the fjord related to the drastic
changes in chlorophyll concentrations (shown in Fig. 4.5A) can best be identified
using the annual data (Fig. 4.12D1), and this is mainly because those median
value has a small inherent uncertainty, an L-value of 0.078.

The nomogram in Fig. 4.13 gives the relationship between the r2-value, the num-
ber of data-pairs in the regression (n) and the level of statistical significance (p). If
the x- and y-variables are normally distributed, then the p-value can be read directly
from this graph. In this nomogram, it has been emphasized that the 95% confidence
level (p = 0.05) is often used as a default criteria for significance, but the 90% and
the 99% levels are also common.

For any regression, one could and should ask if the x-variables are related to
the y-variable in a significant and meaningful manner. A simple and useful method
to address this question is to conduct a random variable test (Håkanson and Peters
1995). The basic idea of random variable tests is to generate series of random data,
which will be used together with the real empirical data in the regression analysis to
see how the randomly generated data correlate to the target y-variable in competition
with the real data. There are several statistical tests available to establish whether
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Fig. 4.13 The relationship between r2, the number of data-pairs in a regression (n) and the statis-
tical level of significance (p). The p-value of 0.05, corresponding to a 95% level of significance, is
marked, since this an often used criterion in the ecological literature (modified from Håkanson and
Peters 1995)

the correlation is significant or not (p, F, etc.); the random variable test is a simple
alternative which is easy too understand and conduct. The test gives a good sense of
the difference between a chance correlation and a real one.

It should be stressed that is always possible to find a regression model that would
provide a 100% degree of statistical explanation (r2 = 1), e.g., if n = 2! If the number
of data in the regression is small, one should be very cautious about the results.
For larger samples (see Fig. 4.14), the risks of misidentifying random variables or
erroneous empirical data as powerful predictors, decrease. For n > 30 these risks
are rather low, for n > 100 they are very low, but for n < 10, they are substantial.
From Fig. 4.14, one can note that if n = 3 almost any correlation coefficient between
–1 and 1 can be obtained and hence also r2-values close to 1.

4.4.7 Frequency Distributions and Transformations

Regression analyses can be performed for many reasons, e.g., to compare values pre-
dicted from models (generally x) with empirical data (y), to test hypotheses about
relationships, to identify thresholds and to develop statistical/empirical models.
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Fig. 4.14 Box-and-whisker plots illustrating correlation coefficients and coefficients of determi-
nation (r2) in a test where hundreds of random parameters have been regressed against a target
y-variable and the relationship between the number of samples (n) and the obtained r-values and
the r2-values are given. One can note that in regressions based on few data (n) the risks of getting
nonsensical results are very high (from Håkanson and Peters 1995)

Many textbooks examine regression analyses (Draper and Smith 1966; Mosteller
and Tukey 1977; Pfaffenberger and Patterson 1987; Newman 1993). Our aim in this
section is to briefly stress some basic concepts related to regressions in contexts of
water management.

In order for the r2-value to be valid, the x- and the y-samples in a regression
should be normally distributed. If this is not the case for the actual data, differ-
ent types of transformations (Box and Cox 1964) can be used to obtain more
compatible, and more normally distributed, x- and y-variables. Some common
transformations are the logarithmic (either log10 = log or ln = logn), or differ-
ent exponentials like

√
x = x0.5,x2,x−1, or 1/(x + const). The data could also be

ranked relative to the highest and/or lowest numerical value in the series. Certain
transformations (like ex) maximize the weight of high values in regressions. Oth-
ers, like log(x), minimize the weight of high values. There are linear regressions
(y = a · x + b), non-linear regressions (like y = a · log(x)+ b) and multiple regres-
sions (like y = a ·x1 +b · log(x2)+ c/x3 +d). Figure 4.16 gives frequency distribu-
tions for seven standard coastal water variables from the monitoring in the Baltic
Sea, Kattegat and Skagerack. Table 4.4 gave the CVs for the variability within each
area, e.g., for the DIN/DIP-ratio in the Kattegat (CV = 1.01), DIN in the Baltic
Proper (CV = 0.75), DIP in the Bothnian Sea (CV = 0.73) and the TN/TP-ratio
in the Skagerack (CV = 0.38). The variations in the mean monthly values among
the individual stations are even higher (see the frequency distributions in Fig. 4.15):
DIN/DIP-ratio (CV = 2.52), DIN (CV = 1.44), DIP (CV = 0.96) and the TN/TP-ratio
(CV = 0.93). One can also note that DIN, DIP, TN/TP and DIN/DIP have positively
skewed frequency distributions with mean/median (MV/M50) ratios significantly
higher than 1, whereas chlorophyll, TN and TP in these systems have MV/M50-
ratios close to 1. Information is also given in Fig. 4.15 about the ratio between the
mean value (MV) and the median (M50), since this is a simple and useful standard
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M V: 2.37 
M 50: 2.26 
M V/M50: 1.05 
SD: 0.84 
C V: 0.35 
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Fig. 4.15 Frequency distributions for chlorophyll-aconcentrations, TN, DIN, TP, DIP, TN/TP and
DIN/DIP from the Baltic Sea, Kattegat and Skagerack based on data from the surface-water layer
(< 10 m) for the growing season for the period 1987–2006 (data from HELCOM)
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Fig. 4.16 Transformations and r2-values using data (median monthly values) from Ringkobing
Fjord (from 1980 to 2004). A. Shows box-and-whisker plots for the r2-values based on regressions
between log(Chl) and transformations (log(x), log(1-x), x0.25, x0.5, x0.75and actual data, x) for TP,
SPM, salinity, TN and water temperature. B. Shows the results underlying the box-and-whisker
plot in A for chlorophyll versus TP

measure of the normality of the frequency distribution; the number of data used in
the frequency distribution is given (n).

Figure 4.16 illustrates the role of transformations for the obtained r2-values in
regressions (using data on median monthly values from Ringkobing Fjord as exam-
ples). Figure 4.16A shows box-and-whisker plots for the r2-values based on regres-
sions between log(Chl) and transformations, log(x), log(1-x), x0.25, x0.5, x0.75and
actual data (x) for TP, SPM, salinity, TN and water temperature. Figure 4.16B exem-
plifies the results underlying the box-and-whisker plot in Fig. 4.16A for chlorophyll
versus TP. From these results, one can note: (1) that there are major differences in
the calculated r2-values; the highest r2-values appear between chlorophyll and TP
(highest 0.63 for the log-transformations), the lowest between chlorophyll and tem-
perature (median r2 ≈ 0.02), (2) that several of the transformations, and not just the
log-transformation, can yield high r2-values. However, the log-transformation can,
as these examples indicate, be recommended for most water variables if normal
frequency distribution are requested for regression analysis which aim to produce
predictive (not descriptive) statistical models for coastal water variables until better
data become available which would falsify this recommendation.

4.4.8 Multiple Regressions

Multiple regressions give y as a function of several x-variables. The aim of this
section is to present some results from stepwise multiple regression using coastal
data.
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Table 4.7 Correlations matrix based on linear correlation coefficients for actual monthly median
data from Ringkobing Fjord

Chl, m TP, m Salt, m TN, m SPM, m Temp, m Sec, m

Chl, m 1 0.75 –0.28 0.21 0.61 0.04 –0.60
TP, m 1 –0.35 0.39 0.83 0.00 –0.70
Salt, m 1 –0.76 –0.31 0.50 0.43
TN, m 1 0.33 –0.69 –0.45
SPM, m 1 0.00 –0.66
Temp, m 1 0.18
Sec, m 1

A useful initial test of co-variations among variables is the correlation matrix
based on linear correlation coefficients for the actual (non-transformed) data, as
shown in Table 4.7 using data (monthly median values from Ringkobing Fjord).

The target y-variables in this example are chlorophyll and Secchi depth and the
correlation matrix shows that the x-variable with the highest potential to statistically
(but not necessarily causally) explain variations among these monthly y-values in
this coastal system would be TP. The result of the stepwise multiple regression (us-
ing the most appropriate transformations according to the procedures just discussed)
shown in Table 4.8.

From this table, one can note:

1. That the variations in Secchi depth can be explained (statistically) much better
than variations in chlorophyll concentrations (r2 = 0.872 after 4 steps as com-
pared to 0.67 after 3 steps; see Table 4.8). One important reason for this is that the

Table 4.8 Ladders for (A) chlorophyll-a concentrations (in μg/l) and (B) Secchi depths (in m)
using monthly median values from data Ringkobing Fjord for the period from 1980 to 2004. TP =
total-P concentration (μg/l); SWT = surface-water temperatures (C); SPM = concentrations of
suspended particulate matter (mg/l); TN = total-N concentrations (μg/l); Sal = salinities (psu);
the results are based on stepwise multiple regression analyses according to procedures given by
Håkanson and Peters (1995)

A. For chlorophyll-a concentration

Step r2 Variable Model

1 0.63 TP log(Chl) = 1.323·log(TP) – 1.163
2 0.66 SWT log(Chl) = 1.341·log(TP) + 0.0824·SWT – 1.441
3 0.67 SPM log(Chl) = 1.528·log(TP) + 0.0855·SWT – 0.0032·SPM – 1.706

B. For Secchi depth

1 0.84 TP log(Sec) = –0.804·log(TP) + 1.454
2 0.86 TN log(Sec) = –0.3738·log(TP) – 0.191·log(TN) + 1.441
3 0.868 SPM log(Sec) = –0.599·log(TP) – 0.188·log(TN) – 0.128·log(SPM) + 1.829
4 0.872 Sal log(Sec) = –0.590·log(TP) – 0.100·log(TN) + 0.133·log(SPM) +

0.0093·Sal + 1.465
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inherent uncertainties in the two y-variables are quite different and much higher
for chlorophyll (CV = 0.30) than for Secchi depth (CV = 0.20, see Table 4.4).

2. That the variations within this coastal area can be related to variables such as TP,
TN, temperature, SPM and salinity, which are all influenced by temporal varia-
tions (in winds, precipitation, etc.). In the next section, we will address variations
among coastal areas, and then it is interesting to note that there are major system-
atic differences in the factors causing variations within and among coastal areas.
Such differences are of fundamental importance in deriving predictive models
for coastal management.

There are two methodological reasons for selecting the examples in this section,
the first is to stress the role of morphometric parameters in coastal science – the way
in which the coastal area looks, the morphometry, will regulate the way in which the
coastal area functions (see Chap. 3); the second concerns uncertainty analyses and
optimal model scale.

Figure 4.17 is included here to stress one point: To analyze the relative impor-
tance of factors influencing the variability of coastal water variables, it is important
to recognize the fundamental difference between the x-variables regulating the vari-
ability among and within coastal areas. Any coastal variable (y) will depend on
factors causing seasonal variations within the coastal system and on factors causing
variations in mean, median or characteristics values among coastal systems. Coastal
morphometry will generally influence variations among coastal areas; but also many
internal processes (such as sedimentation, resuspension, mixing, etc.). This means
that a given load to a coast, for example of nutrients and/or toxins, may cause very
different effects in coasts of different morphometry. Effect-load-sensitivity analyses
are of fundamental importance in coastal management (see Chap. 2).

Table 4.9 gives an r-rank matrix (based on linear correlation coefficients) of the
factors influencing the variations in median chlorophyll-a concentrations among 23
Baltic coastal areas (data from Wallin et al. 1992), including the morphometric vari-
ables defined in Chap. 3. From Table 4.9, one can note that the x-variable which
shows the highest correlation towards chlorophyll is TN for these coastal areas.

Table 4.10 gives results from stepwise multiple regression analyses (using the
same method as in Table 4.8) using median values from each coastal area for the
growing season (months 6, 7 and 8) for Secchi depth as the target y-variable, and
omitting TN from the test and instead focusing on the role of the morphometric
parameters. The basic question here is: How much of the variability in the target y-
variable among these 23 coastal areas can be related to the morphometric parameters
discussed in Chap. 3 and Table 4.9 (excluding the most important variable, TN).
From Table 4.10, one can note:

• 78% (r2 = 0.78) of the variability in Secchi depth among these coastal areas may
be related to coastal morphometry; first, the filter factor, Ff, then mean depth
Dm, and thirdly the dynamic ratio, DR. The filter factor, Ff, quantifies how the
conditions outside a defined coastal area act as energy filter for the defined inner
coastal area and reduce the wave energy; the lower the Ff-value, the more islands
and/or reefs, the denser the outside coastal area, the lower the influence of the
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Variations within areas/sites related to:
1. Sampling phase in relation to stormy or
    calm period
2. Excessive rain or no rain
3. High temperature, high bioproduction
4. High/low point source emissions close to
    sampling site
5. Dredging or trawling
6. Resuspension from boat traffic
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- variability in y direction related to uncertainties in
empirical data, CVy
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model structure and in x variables, CVx

Ideal, y = x, then r2
 = 1, which is unrealistic, because of:  

Fig. 4.17 Illustration of factors influencing within- and among-site variability in a water variable
(this illustration uses chlorophyll as a proxy) and the role of coastal morphometry for variations
among coastal areas and climatological variables for variations within coastal areas

winds and the waves, and more suspended particulate matter (SPM), the higher
the phytoplankton production and the lower the Secchi depth in the given coastal
area. So, if Ff is large, the coast is open to wind/wave influences from the sea.
Then, the Secchi depth in the coastal area would be similar to the Secchi depth
in the sea.

• At the second and third steps, one finds the mean depth (Dm; r2 = 0.67) and the
dynamic ratio (DR; r2 = 0.78) The larger the mean depth and the ratio between
the area and the mean depth, the more SPM will be entrapped and retained in the
coastal area and the smaller the Secchi depth.

• At the fourth step, we find TP, which adds little to the regression (r2 = 0.80).



4.4 Data Variability and Uncertainty – A Review of Key Concepts 95

Table 4.9 A ranking (r-rank) of the x-variables influencing a given y-variable (here chlorophyll-a
concentrations in Baltic coastal areas; data from 23 coastal areas from Wallin et al. 1992), (see Fig.
3.3 and Håkanson 2006, for further information)

Variable r-rank

Chlorophyll-a conc. (μg/l) 1
Total-N concentration (μg/l) 0.71
Theor. surface-water retention time, TSW (days) 0.63
Sedimentation in surface-water areas, SedSW (gdw/m2·d) 0.61
Theor. deep-water retention time, TDW (days) 0.48
Sedimentation in deep-water areas, SedDW (gdw/m2·d) 0.37
Inorganic-P (μg/l) 0.29
Inorganic-N (μg/l) 0.27
Relative depth, Drel 0.19
Total-P concentration (μg/l) 0.17
Mean slope, xm 0.10
Mean depth, Dm 0.06
Maximum depth, Dmax 0.06
Volume, Vol (m3) −0.03
Form factor (= volume development), Vd (dim. less) −0.03
Area (m2) −0.11
Dynamic ratio, DR (dim. less) −0.11
Total area, Atot (m2) −0.12
Section area, At (m2) −0.16
Mean filter factor, MFf (km) −0.22
Fraction of erosion and transport areas, ET (dim. less) −0.24
Exposure, Ex (dim. less) −0.26
Shoreline irregularity, F (dim. less) −0.30
Filter factor, Ff (km) −0.32
O2-concentration in deep-water areas (mg/l) −0.51
Secchi depth (m) −0.75

These empirical regression models for Secchi depth demonstrate that the size
and form elements of a coastal area are very important in understanding and pre-
dicting how variables like Secchi depth, and also chlorophyll, SPM, sedimentation
and oxygen saturation/concentration vary among coastal areas (Håkanson 2006).

Table 4.10 Ladder (based on stepwise multiple regression analysis) for Secchi depth (Sec in m)
as target variable (y) based on median values for the growing season (months 6, 7 and 8) from 23
Baltic coastal areas using data from Wallin et al. (1992). Ff = filter factor (see Chap. 3); Dm = mean
depth (m); DR = dynamic ratio (=

√
Area/Dm; area in km2); TP = total-P concentration (μg/l)

Step r2 Variable Model

1 0.44 Ff log(Sec) = 0.297·log(Ff) + 0.319
2 0.67 Dm log(Sec) = 0.351·log(Ff) – 0.816·log(Dm) + 0.983
3 0.78 DR log(Sec) = 0.437·log(Ff) – 1.474·log(Dm) – 0.793·DR + 1.727
4 0.80 TP log(Sec) = 0.413·log(Ff) – 1.442·log(Dm)

– 0.758·DR – 0.450·log(TP) + 2.312
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Table 4.11 Ratios between characteristic coefficients of variation for among-site variability and
(CVa) and variations in mean values within sites (CVw) for selected standard variables in coastal
management. These data are based on studies in mainly Baltic coastal areas (from Wallin et al.
1992 and Håkanson 2006), which restrict the CVa-values but not the principle aspects this table is
meant to address

Variable CVa/CVw

Total-P 1.02/0.16 = 6.25
Chlorophyll-a 1.47/0.25 = 5.88
Total-N 0.71/0.13 = 5.56
Secchi depth 0.49/0.19 = 2.56
Inorganic-P 0.57/0.28 = 2.04
O2-concentration (deep water) 0.44/0.26 = 1.69
Inorganic-N 0.44/0.31 = 1.43
Salinity 0.07/0.05 = 1.41
SPM 0.67/0.69 = 0.97

These morphometric variables are also incorporated in dynamic models (such as
the CoastMab-model in Sect. 9.1) in a mechanistic way where they influence key
transport processes of nutrients, toxins and SPM.

The ratio between the CV-value for among-system variations to the CV-value
for within-system variations is very informative in predictive ecology. Table 4.11
is included here to stress that point. It can be, and has been (Håkanson and Peters
1995), demonstrated that for variables showing a high CVa/CVw-ratio, x-variables
related to morphometry, geology, catchment-area characteristics and latitude can
explain statistically and causally a large part of the variability in the y-variables (as
exemplified by TP, chlorophyll and TN in Table 4.11), while variables showing a low
CVa/CVw-ratio (such as SPM in Table 4.11) are primarily related to climatological
x-variables (such as temperature, light, precipitation, water discharge, etc.)

4.4.9 Stability Tests

The empirical model in Table 4.10 has been used in the following stability tests
(Table 4.12) to estimate the uncertainty in the slope coefficients. The first lines in
Table 4.12 give the same model as in Table 4.10, and the focus now is on the r2-
values (0.44, 0.67, 0.78 and 0.8) and the slopes (0.413 for Ff, 1.442 for Dm, –0.758
for DR and –0.45 for TP). In this stability test (see Håkanson and Peters 1995, for
further information), we have sought values for the uncertainties of these slopes
and this has been achieved by omitting 5 coastal areas at random ten times and
recalculated the stepwise multiple regression for each round. This gives the results
in Table 4.12.

At the first round, one can note that Ff, Dm and DR enter at the first 3 steps, just
like in the basic reference model (for n = 23), but three new morphometric variables
replace TP, namely the form factor (Vd at step 4, r2 = 0.86, slope 0.322), the mean
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Table 4.12 Stability test to estimate the uncertainties in the slopes of the statistical model given
in Table 4.10; 10 rounds have been made and 5 coastal areas have been randomly omitted in each
round

All Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Intercept

n=23 Ff Dm DR TP 2.312
0.44 0.67 0.78 0.8
0.413 –1.442 –0.758 –0.45

Round 1 Ff Dm DR Vd xm At 1.5
0.45 0.72 0.82 0.86 0.88 0.89
0.594 –2.204 –0.491 0.322 0.8 –2.651

Round 2 Ff Dm DR TP 2.555
0.48 0.62 0.71 0.74
0.426 –1.572 –0.86 –0.527

Round 3 Ff Dm DR 1.695
0.42 0.75 0.81
0.484 –1.512 –0.681

Round 4 Ff Dm DR xm Vd 0.926
0.5 0.71 0.81 0.86 0.88
0.484 –2 –0.142 1.139 0.288

Round 5 Ff Dm DR TP Vd 2.209
0.36 0.52 0.68 0.73 0.77
0.363 –1.207 –0.505 –0.684 0.197

Round 6 Ff Dm DR At Vd 1.66
0.39 0.67 0.78 0.8 0.82
0.379 –1.805 –0.823 1.443 0.216

Round 7 Ff Dm xm Vd At 1.387
0.42 0.78 0.85 0.89 0.92
0.431 –2.435 1.148 0.734 1.706

Round 8 Ff Dm DR xm Vd 1.35
0.39 0.57 0.73 0.76 0.81
0.475 –2.4 –0.447 1.132 0.264

Round 9 Ff Dm DR 1.853
0.41 0.7 0.78
0.431 –1.619 –0.797

Round 10 Ff Dm DR At xm 1.806
0.52 0.71 0.81 0.83 0.85
0.431 –2.255 –0.875 1.558 0.64

Ff Dm DR TP
MV (slope) 0.491 –2.045 –0.709 –
SD 0.065 0.42 0.247 –
CV 0.132 0.206 0.348 (> 0.5)
n 10 10 9 1

The mean values (MV), standard deviations (SD) and coefficients of variation (CV) from these
10 rounds are given and indicate the uncertainties in the slopes for the different model variables
(Ff = filter factor, Dm = mean depth, DR = dynamic ratio, TP = total-P concentration; Vd = volume
development = form factor, xm = mean slope of the coastal area, At = section area). The first,
upper, part of the table gives the results when all 23 coastal areas are used in the stepwise multiple
regression analysis.
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slope (xm at step 5, r2 = 0.88, slope 0.8) and the section area (At, step 6, r2 = 0.89,
slope –2.651).

An important conclusion from this test is that had data been available only from
the 15 coastal areas used in round 1, the regression would look differently, and the
interpretation of the factors influencing the target y-variable would also be different.

From Table 4.12, we can note that the CV-values for the slopes are 0.132 for x1

(= Ff), 0.21 for x2 (= Dm), 0.35 for x3 (= DR) and > 0.5 for x4 (TP). This means that
the uncertainty in the slope in this case, and also more generally, increase for each
x-variable added in the regression model. One should also note that the stability test
is a method to estimate the uncertainties of all slopes in multiple regressions, but
that the results depend on how many samples are omitted and the strategy to omit
the samples.

4.4.10 The Optimal Size of Practically Useful Predictive Models

In this section, we will illustrate how uncertainties in model variables (x) and model
constants, such as slopes in regression models, or rates (= rate constants) in dynamic
models, influence the accumulated uncertainty in the target y-variable. Two main ap-
proaches to uncertainty analysis exist, analytical methods (Cox and Baybutt 1981;
Beck and Van Straten 1983; Worley 1987) and statistical methods, like Monte Carlo
techniques (Tiwari and Hobbie 1976; Rose et al. 1989; IAEA 2000). In this section,
we will only discuss Monte Carlo simulations. Uncertainty tests using Monte Carlo
techniques may be done in several ways, using uniform CV-values, or more realisti-
cally, using characteristic CV-values (e.g., from Table 4.4). For predictive empirical
or dynamical models based on several uncertain model variables (rates, slopes, etc.),
the uncertainty in the prediction of the target variable (y) depends on such uncertain-
ties. The cumulative uncertainty from many uncertain x-variables may be calculated
by Monte Carlo simulations, and that is the focus of this section.

Monte Carlo simulation is a technique to forecast the entire range of likely ob-
servations in a given situation; it can also give confidence limits to describe the like-
lihood of a given event. Uncertainty analysis (which is a term for this procedure) is
the same as conducting sensitivity analysis for all given model variables at the same
time. The procedure is illustrated in Fig. 4.18. The figure shows different frequency
distributions with different CV-values showing uncertainties in x-variables which
may be used in statistical and dynamic models to predict a given y-variable and how
these uncertainties in the x-variables cause an uncertainty in the target y-variables.

Table 4.13 illustrates a calculation of optimal model scale using the regression
model for Secchi depth in Table 4.10, the uncertainties in the slopes from Table 4.12
and characteristic coefficients of variation for the model variables (CVx) (filter fac-
tor, Ff, mean depth, Dm, dynamic ratio, DR, and TP-concentration). The CV-values
are from Håkanson (2006). The uncertainties in the target y-variable (CVy) have
been calculated using Monte Carlo techniques (MC). Table 4.13A gives results
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CV for x1

All uncertainties in model variables, xi,
accounted for in calculting CV for y

Uncertainty analysis using Monte Carlo techniques

CV for x2 CV for xn

CV for y

.................................

Fig. 4.18 Illustration of the principles of uncertainty analysis using Monte Carlo simulations

when the uncertainties in slopes and the model variables are accounted for, and
Table 4.13B when only the uncertainties in model variables are accounted for.

The optimal size must also include a consideration to the predictive power, here
given by the r2-value, when empirical data on Secchi depth are compared to mod-
eled values. The threshold value for practical use is set at an r2-value of 0.75 (see

Table 4.13 Calculation of optimal model size using the regression model for Secchi depth in Table
4.10, the uncertainties in the slopes from Table 4.12 and characteristic coefficients of variation
for the model variables (CVx) (filter factor, Ff, mean depth, Dm, dynamic ratio, DR, and total-P
concentration, TP)

Step 1 Step 2 Step 3 Step 4 Note
Ff Dm DR TP

CV for x, CVx 0.10 0.05 0.075 0.16
CV for slope, CVs 0.13 0.21 0.35 0.50
r2 0.44 0.67 0.78 0.80 >0.75, threshold value
NC 1.76 2.30 2.81 2.95 NC>2.64, threshold value; see Fig 4.5C

A. Including uncertainties in variables and slopes

CV for y, CVy 0.071 0.39 0.74 0.96 from MC calculations
r2/CVy 6.20 1.72 1.05 0.83
NC/CVy 24.8 5.9 3.8 3.1
r2·(1-CV) 0.409 0.409 0.203 0.032
r2·(1-CV2) 0.44 0.57 0.35 0.06

B. Including only uncertainties in model variables

CV for y, CVy 0.033 0.061 0.099 0.14 from MC calculations
r2/CVy 13.3 11.0 7.9 5.7
NC/CVy 53.5 37.7 28.4 21.1 NC from Fig 4.5C
r2·(1-CV) 0.43 0.63 0.70 0.69
r2·(1-CV2) 0.44 0.67 0.77 0.78

optimal size
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Table 4.14 Illustration and definition of OMS, the optimal model scale, accounting for the vari-
ability/uncertainty in target y-variables and the accessibility of data for predictive models for y.
These examples use data for chlorophyll from Ringkobing Fjord as an illustration. CV = the co-
efficient of variation; n = the number of samples (from the sampling formula) for L = 0.2, the
“threshold” error for the mean value (see Fig 4.6); 2 is Student’s t (2≈1.96); 0.62 is the CV for
rr

2 = 0.75, the threshold r2 for practical utility

Time Time units (T) CV (Chl) n= (CV·2/0.2)2 T·n OMS=100·(1/T·n)·(0.62-CV)

Daily 365 0.18 3.2 1168 0.037
Weekly 52 0.29 8.4 437 0.075
Monthly 12 0.30 9.0 108 0.30
Yearly 1 0.56 31.4 31 0.19

Fig. 4.5C). This means that using these criteria, the optimal size is obtained after 3,
not 4, steps (see Table 4.13).

There is at least one further dimension to the problem of optimal size of practi-
cally useful predictive models in water management. A central problem in commu-
nications among scientists, and a key reason for much misunderstanding, has to do
with scale. To model in great detail at the scale dealing with hourly or daily changes
for target variables in water management is a very difficult task indeed for one sys-
tem, and do this in a general, predictive manner for many systems is even more
difficult. This is illustrated in Fig. 4.20. The definition of the optimal model scale
(OMS) is given in Table 4.14, where the concepts are further elaborated at four time
scales, daily, weekly, monthly and yearly units.

OMS = 100 · (1/T ·n) · (0.62−CV) (4.5)

The optimal model scale involves a trade-off between predictive power and the
necessary work in terms of data collection and money and time spend to develop
and use the given model. Using the threshold CV of 0.62 related to the threshold
r2 for practical use of 0.75, the factor (0.62-CV) defines the predictive success; if
the CV-value for the target y-variable is higher than 0.62, the model is more or less
useless for predictions in individual systems – the lower the CV-value, the smaller
the expected uncertainty in the model predictions.

The accessibility of the data, the cost for predictive success, is given by the factor
(1/T·n), where T is the time scale of the modeling (T = 365 for daily predictions,
since this is the number of days in a year, etc.), n is the number of data needed to
achieve the threshold for accepted error (L = 0.2 in the sampling formula if also
t = 1.96 is set to 2). This means that T·n is an objective measure of the demands for
data in the modeling; the higher T·n, the more costly and the less useful for practical
water management, the model is likely to be.

The curves in Fig. 4.19 give the optimal model scale (OMS) and are calcu-
lated from the given formula (4.5) for salinity, temperature, TN, Secchi depth, TP,
chlorophyll and SPM using data from Ringkobing Fjord (the CV-values are given in
Table 4.4). From Table 4.14, one can note:
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Fig. 4.19 Illustration of factors regulating the optimal scale of practically useful predictive models
in water management. The curves give the optimal model scale (OMS) as calculated from the given
formula, which is based on two main factors, an expression for the predictive power of the model
(0.62-CV; from the threshold r2-value of 0.75 for practical use for predictions of individual y-target
y-values, see Fig. 4.5) and, on the other hand, the accessibility of data needed to run and use a given
model

• OMS is a general approach to define the optimal scale of any model for wa-
ter management for any coastal area, and it is interesting to see that the daily
scale is sub-optimal for the given variables in Ringkobing Fjord, and probably in
most similar cases, because of the heavy data requirements. The monitoring in
Ringkobing Fjord is probably one of the most comprehensive in the world, and
not even in this fjord would there be enough data for a meaningful modeling at
the finer daily time scale.

• There is also a z-direction added in Fig. 4.19 called “relevant scale”, and the idea
is simply to stress that for many biological variables, it may not be very relevant
to model on an annual basis because the key issues concern seasonal variations,
and/or extreme events during the year. So, even if OMS would indicate that the
annual scale would be best, as it does for Secchi depth in Ringkobing Fjord,
the scientists and managers responsible for the sustainability of this coastal area
could argue that they need to know the Secchi depth during the tourist season in
the summer time. So, the monthly model would be the optimal scale if one adds
that perspective.
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4.4.11 Variations and Spurious Correlations Related to DIN, DIP,
TN, TN, DIN/DIP and TN/TP

As stressed, substances in the water column can be divided into two main parts, the
dissolved phase and the particulate phase, relating to their fates and transport routes
(pelagic versus benthic). The distribution (= partition = partitioning) coefficient of
substances depends on the association to suspended particulate matter (SPM; see
Håkanson 2006). Particulate bound substances are, by definition, subject to gravita-
tional sedimentation. Hence, they are to a high degree retained within a given system
(e.g., a coastal area) and affect benthic habitats. The dissolved fraction, on the other
hand, is more related to the pelagic pathways. Operationally, the particulate fraction
is generally defined as the non-filterable remains on a filter. For such determinations,
one would often use a pore size of 0.45 μm or pore sizes in the range from 0.2 to
0.9 μm (e.g., Seritti et al. 1980; Bloom and Effler 1990; Mason et al. 1995).

Filtration is often a justifiable method from many ecological and mass-balance
modeling perspectives. Substances bound to colloids (i.e., bound to particles smaller
than approximately 0.45 μm) are, hence, often operationally included in the dis-
solved fraction, although, they are not truly dissolved in a chemical sense. Chemical
fractions, such as phosphate, nitrite, nitrate, ammonium, DIN, DIP, DOC, etc. would
often not correspond to the dissolved fraction as determined from filtration (DF =
1 – PF). This means that if SPM and the particulate fraction (PF) are operationally
determined from filtration, the dissolved fraction derived from the chemical frac-
tions (e.g., DIN = nitrate + nitrite + ammonium) is not the same as DF.

A general rule is that nutrient limitation is decided by the Redfield ratio, R, esti-
mated from:

R = TN/TP or R = DIN/DIP (4.6)

TN = concentration of total nitrogen (mg/l)
TP = concentration of total phosphorus (mg/l)
DIN = concentration of dissolved inorganic nitrogen (mg/l)
DIP = concentration of dissolved inorganic phosphorus (mg/l).

One well-known and general approach to describe the affinity of all types of
substances to carrier particles is by means of the partition coefficient, Kd (l/g dw).
Kd is generally defined as the ratio of filter-retained to filter-passing concentrations
of a certain substance calculated as:

Kd = (Cpart/SPM)/Cdiss (4.7)

Where SPM is the suspended particulate matter concentration (g dw/l), Cdiss is
the dissolved (filter-passing) concentration (g dw/l) and Cpart is the particulate con-
centration (g dw/l). Physically, Kd describes the particle affinity and represents the
equilibrium of numerous processes such as sorption onto particulate matter, precip-
itation and dissolution (Salomons and Förstner 1984). Examples of substances for
which Kd have been determined are trace metals (Balls 1989; Benoit 1995; Turner
1996), organic micropollutants (Turner et al. 1999; Zhou et al. 1999), phosphorus
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(Håkanson 1999) and radionuclides (Santschi and Honeyman 1991; Carroll and
Harms 1999). There are, to the best of our knowledge, no operationally and well-
tested algorithms available to predict Kd or the particulate fraction (PF) for nitrogen
in coastal areas (see Fig. 4.1).

The variabilities or uncertainties of all variables evidently influence the statistical
reliablility of the data (e.g., the mean value and the standard deviation) and the
predictive power of models. The coefficient of variation (CV) varies among different
variables. For example, CV for PF varies significantly less than CV for Kd and PF
is therefore more suitable in predictive models. On average CV for Kd is 3.0 times
larger than CV for PF (see Johansson et al. 2001).

Spurious correlations is a fundamental problem in situations where the y-variable
is a function of x, such as ratios u/x versus x or u, or products, such as u·s versus x or
u. The theory of spurious correlations was developed by Pearson (1897) and Reed
(1921); see also Kenney (1982); Jackson et al. (1990); Krambeck (1995); Berges
(1997); Johansson et al. (2001) or Håkanson (2006). In the aquatic sciences, there
are many papers dealing with DIN/DIP or TN/TP-ratios and mechanistic interpre-
tations along gradients of TN, TP, DIN, DIP, chlorophyll or trophic level (see, e.g.,
Downing 1997; Turner et al. 2003; Jeppesen et al. 2005; Smith 2006). Such mecha-
nistic interpretations are often spurious and this will be specifically discussed in this
section.

An important aspect related to spurious correlations concerns to the fact that both
nutrients (N and P) appear in plankton cells. This means that one generally finds
a marked co-variation between phosphorus and nitrogen concentrations in aquatic
systems (see Fig. 4.20 and Wallin et al. 1992).

Since both nutrients generally co-vary, one would also often find regressions be-
tween TN and chlorophyll and TP and chlorophyll yielding high r2-values (see Fig.
5.12, later). There are numerous regressions between bioindicators and nutrients in
the literature since they address fundamental questions concerning the factor influ-
encing target bioindicators (such as chlorophyll) and measures to reduce.

From this background, it should be stressed that the main objective in this sec-
tion has been to conduct random parameter tests to scrutinize and try to clarify the
problem of spurious correlations related to ratios in contexts of mainly marine eu-
trophication, i.e., TN/TP and DIN/DIP-ratios versus primary production.

4.4.11.1 Random Parameter Tests

Figure 4.21 gives a scatterplot of 10,344 data randomly generated for the first
round of tests. Both variables (x and u) have lognormal frequency distributions (see
Fig. 4.22), since many water variables, not just in Fig. 4.15, but also more generally
(see Håkanson and Peters 1995; Håkanson 1999) are lognormally distributed. Note
the high skewness (MV/M50 = 6.92) and the high CV (7.01) for the u/x-ratio in
Fig. 4.22. No specific filters have been applied except that neither x nor u have been
permitted to become 0. In this section, two cases will be tested, u/x versus x and u/x
versus u.
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Fig. 4.20 Scatter plot between concentrations of total-P (TP) and total-N (TN) for the growing
season from 9 sub-groups constituting a salinity gradient. The figure also gives regressions for the
actual data and log-transformed data for the 495 data points

Fig. 4.21 The relationship between randomly generated u and x-values (in the first round).
n = 10,344
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Fig. 4.22 Frequency distributions for u, x and u/x (in the first round)

The data for case one (u/x versus x) are shown in Fig. 4.23. The regression line
yielding the best fit is given by:

log(1+u/x) = −0.96 · log(x)+2.97 (4.8)

(r2 = 0.51)

Very high ratios (u/x) will appear at low x-values. Equation (4.8) and the high
r2-value is, evidently, spurious.

Figure 4.24 gives the results for the second type, u/x versus u. The best-fit re-
gression line is given by:

log(u/x) = 0.98 · log(u)−0.79 (4.9)

(r2 = 0.48)

Also (4.9) is also clearly spurious, but the relationship between u/x and u is highly
significant (p < 0.0001). Equations (4.8) and (4.9) are given in Fig. 4.25 and com-
pared to the TN/TP-ratio calculated from the empirical regression between TN and
TP given by Fig. 5.12 and (4.10) (from 58 coastal systems; r2 = 0.88):

log(TN) = 0.70 · log(TP)+1.61 (4.10)
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Fig. 4.23 The relationship between the ratio u/x and x (first round results). The figure also gives
the best-fit regression line and the r2-value

Figure 4.25 gives the three curves along a trophic level gradient. TP-data in the
range from 1 to 300 μg/l have been recalculated into TN-values by means of (4.10).
The TN/TP-ratios are shown in Fig. 4.25 (the triangles). One can note that in hyper-
trophic systems, i.e., systems dominated by phytoplankton, (4.10) asymptotically

Fig. 4.24 The relationship between the ratio u/x versus u (first round results). The figure also gives
the best-fit regression and the r2-value
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Fig. 4.25 A comparison between the ratio u/x (or randomly generated data called DIN/DIP and
TN/TP) versus u (or randomly generated data called DIN or TN) and x (or randomly generated DIP
and TP) using the two best-fit regressions from the first round experiment and TN/TP calculated
from the empirical regression between TN and TP based on data from 493 aquatic systems covering
very wide ranges in trophic level and salinity

reaches the Redfield ratio, 7.2. This demonstrates the relevance of the Redfield ratio
and that (4.10) reflects the relationship between TN and TP very well (this is also
shown by the high r2-value, 0.88, for (4.10)).

From Fig. 4.25, one can also note the typical characteristics of (4.8) and (4.9). In
spurious relationships of the type “u/x versus x”, high ratios appear for low x-values;
and in spurious relationships of the type “u/x versus u”, the opposite is valid, i.e., low
ratios for low u-values. There should be nothing confusing about this. The confusion
appears when real empirical data replace u and x. One example of this (for case one)
has been presented by Jeppesen et al. (2005), who discuss the scientific content of
this particular relationship (TN/TP versus TP). Another example from Turner et al.
(2003) concerns the second type DIN/DIP versus DIN in rivers.

The next round will illustrate results when the randomly generated data from
round one have been changed by multiplication with constants.

The results behind (4.8) depend on the choice of the frequency distribution, i.e.,
on the definition of the mean, standard deviation, skewness and kurtosis (peaked-
ness) of the frequency distribution. For the second round, we have altered the mean
values but kept the initial characteristics of the frequency distribution in Fig. 4.22.
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Fig. 4.26 A comparison between the ratio u/x versus u and x using the two best-fit regressions
from the second round experiment when the randomly generated x-values from the first round
have been multiplied by 2 and the random u-values by 0.5

All randomly generated x-data from the first round have been multiplied by 2 and
all randomly generated u-data from the first round by 0.5. The two new regression
lines are shown in Fig. 4.26. These results may be directly compared to the results
in Fig. 4.25.

One can note the same general pattern: low u/x-ratios for low u-values and high
u/x-ratios for low x-values. The range between the two regression lines (yielding
r2-values of 0.48 and 0.53, respectively) for low u or x-values is in the range from
1 to 100, which corresponds to the results presented by Dodds (2003), who con-
cluded from studies based on empirical data in many aquatic systems that only when
DIN/DIP was higher than about 100 or lower than about 1 would it be meaningful
to use these ratios to discuss nutrient limitation.

The next test uses not lognormal frequency distributions but normal ones (see
Fig. 4.27). Note then that the frequency distribution for the ratio (u/x) is positively
skewed in spite of the fact that both u and x have normal frequency distributions and
that the CV for the ratio is significantly higher (0.54) than the CVs for x (0.25) and
u (0.33). The two types of relationships (u/x versus u and x) are shown in Fig. 4.28
using the randomly generated data in this case. One can note the same general pat-
tern: low u/x-ratios for low u-values and high u/x-ratios for low x-values.
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Fig. 4.27 Frequency distributions for u, x and u/x (in the third round)

Fig. 4.28 A comparison between the ratio u/x versus u and x using 10,000 randomly generated
data from normal frequency distributions (mean values for x and u = 10 and 300 with standard
deviations 0.25 and 33, respectively)
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Fig. 4.29 Empirical data from the Baltic Sea, Kattegat and Skagerack on DIN/DIP and TN/TP
(logarithmic values) versus empirical data (log) on DIN, DIP, TN and TP, respectively. The figure
also gives the equations for the regressions and the corresponding r2-values. All of these relation-
ships are spurious

We will now use the data collected from sites in the Bothnian Bay, the Bothnian
Sea, the Baltic Proper, Kattegat and Skagerack. For these systems, we have deter-
mined mean monthly values from 185 stations and every mean value is supported
by many individual samples.

The results are shown in Fig. 4.29: (A) gives DIN/DIP versus DIN, (B) DIN/DIP
versus DIP, (C) TN/TP versus TN and (D) TN/TP versus TP (all logarithmic to
obtain as normal frequency distributions as possible). All these relationships are
spurious. The r2-values vary from 0.90 (TN/TP versus TP), 0.67 (DIN/DIP versus
DIN), 0.40 (DIN/DIP versus DIP) to 0.014 (TN/TP versus TN), but also the last
one is statistically significant at the 90% level (p = 0.1). Very little mechanistic
understanding about “limiting nutrient” and/or the role of TN/TP or DIN/DIP-ratios
can be deduced from these results – and similar results from other systems – because
they are spurious and a mathematical consequence of comparing a variable on the
x-axis against itself or a form including the given x-variable.



4.5 Should Nitrogen or Phosphorus be Removed to Combat Coastal Eutrophication? 111

4.5 Should Nitrogen or Phosphorus be Removed to Combat
Coastal Eutrophication?

Phosphorus is often recognized as the most crucial limiting nutrient for lake primary
production in most but not all lakes (see Table 4.3; Schindler 1977, 1978, 2006;
Bierman 1980; Chapra 1980; Boynton et al. 1982; Wetzel 2001; Persson and Jansson
1988; Boers et al. 1993). Nitrogen is regarded as a key nutrient in some marine
areas (Redfield 1958; Ryther and Dunstan 1971; Nixon and Pilson 1983; Howarth
and Cole 1985; Howarth 1988; Hecky and Kilham 1988; Ambio 1990; Nixon 1990;
Livingston 2001).

4.5.1 Key Questions

In responding to the question of this section, there are a few general arguments or
questions that apply to all coastal areas that should be addressed.

1. Is it possible to predict the outcome of a given (often costly) reduction by quan-
tifying how the given reduction would compare to other nutrient fluxes to, within
and from the given coastal area? To answer that question, one would need at least
a budget of the kind exemplified in Table 4.1 for nitrogen and phosphorus for the
Baltic Proper, or even better a validated mass-balance model handling all major
fluxes to, within a and from the given coastal area so that the reductions and be
put in a holistic process-based perspective and the environmental benefits related
to the cost be properly evaluated (see the CoastMab-model in Sect. 9.1). This
issue will also be discussed in a three scenarios in Chap. 6.

2. What is the basic aim of the remedial action? To increase the Secchi depth (from
what to what?), the phytoplankton biomass expressed by chlorophyll-a concen-
trations (from what to what?), to reduce the risks of harmful algal blooms ex-
pressed by concentrations of cyanobacteria (from what to what?), to minimize the
oxygen concentration in the deep-water layer during the growing season (from
what to what?)? To produce quantitative goals require quantitative models. Such
management models should be validated and shown to predict well. In Chap. 6,
we will give case-studies to stress this quantitative aspect. In one case-study, we
will specifically focus on an approach to estimate reference values or targets for
remedial actions related to “good” water quality.

3. There are pro and cons related to all actions, also the action of doing nothing.
What are the pros and cons related to reductions in nutrient loading? This will
be discussed in another scenario in Chap. 6. There are a few classical situations.
Lowering primary production or biomass by lowering the nutrient loading will
often lead to increased Secchi depths (positive effect), lower concentrations of
cyanobacteria (positive), but also to higher concentrations of toxins in biota (bi-
ological dilution; see Håkanson 1999) and a lower total fish production related
to a lower total primary production. This will be discussed in a third scenario in
Chap. 6.
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4. A central question in coastal monitoring and modeling is to collect reliable data
so detect possible ongoing changes, to detect critical thresholds and to suggest
remedial methods to avoid such critical thresholds. Such aspects relate to the
uncertainty and variability in the empirical data from the monitoring. That issue
has been addressed in Sect. 4.4.

5. An important question concerning reductions in nitrogen and phosphorus is high-
lighted in Fig. 4.20, which is based on data from, 495 aquatic systems (from
Håkanson and Eklund 2007a) covering a very wide range in salinities and TN
and TP-concentrations (i.e., in trophic status). This figure gives a scatter plot
where TN-concentrations are put on the y-axis and TP-concentrations on the
x-axis. One can note the highly significant co-variation between the two nutri-
ents (r2 = 0.58 for actual data and 0.62 for log-transformed data). There is a large
scatter among the systems, but generally the TN-concentrations are high if the
TP-concentrations are high. This is mainly because these two nutrients have com-
mon sources, i.e., they are transported to the aquatic systems from land, urban
areas and industries, and by the phosphorus-driven atmospheric nitrogen fixation
by cyanobacteria. When there is a major difference from the general relationship
shown by the regression line in Fig. 4.20, there should be specific causal reasons
for this, if one first accounts for the scatter related to the inherent uncertainties
in the data. This has also implications for the remedial measures since most re-
ductions related to agricultural practices and waste-water treatment reduce both
nutrient. There are few methods related to the major fluxes (see Table 4.1) that
could be made substance-specific.

Only 9 out of a total of 495 cases in Fig. 4.20 have TN/TP-ratios lower than 7.2.
Note that in Fig. 4.20, median values of TN and TP for the growing season have
been used. The results in Fig. 4.20 concern the conditions in the surface-water layer
for the entire growing season and they do not imply that nitrogen cannot limit phy-
toplankton production at specific sites and for shorter periods of time (see Savchuk
and Wulff 1999a,b).

4.5.2 Arguments, Data and Results Pro and Con N and P

As stressed, plankton cells need both nitrogen and phosphorus to grow, but does that
imply that remedial measures should focus on both nutrients? First, there are some
impiortant reasons why remedial actions should not be directed to nitrogen.

To the best of our knowledge, there are no general, validated algorithms, which
could be used within the framework of existing general well-tested mass-balance
models, that can quantify nitrogen fixation either from the atmosphere or from
sources within a given aquatic systems in a practically useful manner. One reason
for this is the lack of well-tested, practically useful approaches to predict the con-
centration of nitrogen-fixing cyanobacteria. Table 4.1 exemplified that atmospheric
nitrogen fixation may be very important in contexts of mass-balance calculations for
nitrogen. Lacking empirically well-tested algorithms to quantify atmospheric fallout
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and nitrogen fixation, crucial questions related to the effectiveness of remedial
measures to reduce nutrient discharges to aquatic systems cannot be properly eval-
uated. It also means that it is generally very difficult to understand, model and pre-
dict changes in measured TN-concentrations in the water phase, since such changes
in TN-concentrations are always mechanistically governed by mass-balances, i.e.,
the quantification of the most important transport processes regulating the given
concentrations. The problem to understand and predict TN-concentrations in ma-
rine systems is accentuated by the fact that there are no (to the best of our knowl-
edge) practically useful models to quantify the particulate fraction for nitrogen in
saltwater systems (but such approaches are available for phosphorus in lakes and
brackish systems, see Sect. 9.1). In mass-balance modeling, it is imperative to have
a reliable algorithm for the particulate fraction of nitrogen, since the particulate
fraction (PF) is the only fraction that by definition can settle out due to gravity.
From previous modeling work (see, e.g., Floderus 1989), one can conclude that
it is also very difficult to quantify denitrification. Denitrification depends on sedi-
ment redox conditions, i.e., on sedimentation of degradable organic matter and the
oxygen concentration in the deep-water zone, but also on the frequency of resus-
pension events, on the presence of mucus-binding bacteria, on the conditions for
zoobenthos and bioturbation. Given this complexity, it is easy to understand why
empirically well-tested algorithms to quantify denitrification on a monthly basis
do not exist to the best of our knowledge. The atmospheric wet and dry deposi-
tion of nitrogen may (as indicated in Table 4.1) also be very large (in the same
order as the tributary inflow) and patchy (Wulff et al. 2001a), which means that for,
e.g., large coastal areas and relatively smaller systems far away from measurement
stations, the uncertainty in the value for the atmospheric deposition is also gener-
ally very large. Since nitrogen concentrations in coastal systems cannot generally
be predicted from nitrogen emissions, the scientific case for nitrogen abatement is
very week.

Figure 4.30 gives two scatterplots between chlorophyll and DIN (A) and between
chlorophyll and DIP (B). These data represent 166 monthly mean values from the
surface-water layer (< 10 m), from the growing season (May to September), from
the period 1989 to 2005 from the Bothnian Bay, the Bothnian Sea, the Baltic Proper,
Kattegat and Skagerack.

The r2-value between log(Chl) and log(DIN) is 0.01, which is not statistically
significant (p = 0.24). Almost the same results can be seen for the relationship be-
tween chlorophyll and TP (r2 = 0.0085, p = 0.19).

Table 4.15 gives results for many regressions between chlorophyll (as y-variable)
and potential x-variables based on data from Ringkobing Fjord (from Bryhn et al.
2007). From these results, one may conclude:

• The results depend very much on the season of the year; the best results are
generally obtained for data from the summer period.

• Better correlations were obtained for log-median values than for log-mean val-
ues (data not displayed) because most frequency distributions for most water
variables are not normal but log-normal.
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Fig. 4.30 Empirical data from the Baltic Sea, Kattegat and Skagerack on mean monthly
chlorophyll-a concentrations (logarithmic data) versus empirical data (log) on DIN and DIP, re-
spectively. The figure also gives the equations for the regressions and the corresponding r2-values

• There are major differences among the x-variables in how they correlate to
chlorophyll in this lagoon. TP is by far the best predictor for chlorophyll.

• Nitrogen or ratios based on nitrogen or different forms of nitrogen generally co-
vary with the two target bioindicators less well than TP in this lagoon.

Table 4.16 gives similar results relating chlorophyll and Secchi depth to vari-
ous nutrient forms (DIN, DN, DON, DOP, OrtP, PN, PP, TN, and TP) in Chesa-
peake Bay. In this estuary, TP is not always superior to TN as a predictor as it
was in Ringkobing Fjord. Those nutrients or nutrient fractions which were the best
predictors were generally total or particulate nitrogen or phosphorus, followed by
dissolved organic nutrients and dissolved inorganic nutrients. From the results in
Table 4.17, it seems that various fractions of both nitrogen and phosphorus are
needed to explain areal variations in Chl and Secchi depth in Chesapeake Bay. Given
the high inherent variability in chlorophyll in Chesapeake Bay (a CV of 0.77; see
Bryhn et al. 2007), one can conclude that Chl cannot be predicted with much higher
certainty than in Table 4.16 (r2= 0.79).

To put these regressions between nutrients and bioindicators of eutrophication
into a wider comparative context, it is necessary to use data from many systems.
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Table 4.15 Relationships between different nutrients, different forms of nutrients and nutrient
ratios versus chlorophyll-a in Ringkobing Fjord. Six different averaging methods have been used
on median log values: (1) annual values of all data, (2) all data adjusted to give equal weight to
each of the four seasons, (3) spring values, (4) summer values, (5) autumn values and (6) winter
values. All correlations are based on log-values. Data are from the period 1986–2004, although
some series that only include TP, NHX and Chl also cover 1985 (except for winter values)

All data Season adjusted Spring Summer Autumn Winter

r2 (TP vs Chl) 0.96 0.94 0.86 0.92 0.93 0.56
p p p p p p

r2 (OrtP vs Chl) 0.23 0.32 0.03 0.31 0.57 0.30
n n n p m m

r2 (TN vs Chl) 0.33 0.24 0.06 0.76 0.58 0.13
p p n p p n

r2 (NOX vs Chl) 0.50 0.06 0.00 0.45 0.27 0.00
m n n m m n

r2 (NHX vs Chl) 0.42 0.59 0.55 0.23 0.52 0.35
m m m m m m

r2 (DIN vs Chl) 0.56 0.09 0.00 0.21 0.33 0.02
m n n n m n

r2 (TN:TP vs Chl) 0.81 0.77 0.73 0.73 0.63 0.46
m m m m m m

r2 (DIN:OrtP vs Chl) 0.45 0.00 0.01 0.55 0.15 0.33
p n p p p p

Significance at the p<0.05 level; p = positive, m = negative, n = not significant, r2 = coefficient of
determination, TP = total phosphorus, TN = total nitrogen, OrtP = orthophosphate, Chl = chloro-
phyll, NOX = nitrate + nitrite, NHX = ammonium + ammonia, DIN = dissolved inorganic nitrogen =
NOX + NHX. Due to changes in methods data for Chl, for OrtP and for TN, NOx, DIN are more
reliable from October 1984, from January 1986 and from May 1986, respectively.

In such a comparative study, Guildford and Hecky (2000) found a much stronger
correlation (r2= 0.60 compared to 0.08) between TP and Chl than between TN and
Chl at several ocean sites. Rather similarly, Håkanson et al. (2007c) found that TP
and salinity in combination correlated slightly more strongly with Chl (r2= 0.71)
than TN and Sal (r2= 0.68) in a wide range of aquatic systems. Conversely, Smith
(2006) found TN to be a better predictor of Chl than TP (r2= 0.84 compared to 0.60)
and that TN and TP are strongly mutually correlated (r2= 0.55).

Table 4.16 r2-values for chlorophyll and Secchi depth versus nutrients from surface water vari-
ables in Chesapeake Bay (data from months 6–8)

DIN DN DON DOP DP OrtP PN PP TN TP Chl

Chl 0.01 0.06 0.27 0.26 0.03 0.00 0.69 0.52 0.32 0.22
n p p p p n p p p p

Sec 0.07 0.31 0.34 0.23 0.12 0.14 0.36 0.51 0.50 0.38 0.38
m m m m m m m m m m m

Significance at the p<0.05 level; p = positive, m = negative, n = not significant; D for dissolved, N
for nitrogen, P for phosphorus, O for organic, Ort for orthophosphate, PP for particulate phospho-
rus, Chl for chlorophyll.



116 4 Nutrients and Representativity of Data

Table 4.17 Stepwise multiple regression models based on surface water data from Chesapeake
Bay (months 6–8)

y-variable n (stations) Step r2 x-variable Model

log (Chl) 191 1 0.69 x1=log(PN) y=1.548+1.022. x1
2 0.79 x2=log(PP) y=1.530+0.7614. x1+0.4445. x2

log (Sec) 186 1 0.57 x1=log(SPM) y=1.596–0.6341. x1
2 0.75 x2=log(TN) y=3.410–0.4692. x1+0.6927. x2
3 0.76 x3=log(DOP) y=3.113–0.4765. x1–0.5169. x2–0.1929. x3

These regressions clearly demonstrate that concentrations of dissolved inorganic
nutrients are of very limited use in predictive coastal management. Even though
batch experiments in laboratories often show that dissolved inorganic nutrients is
what phytoplankton need, concentrations of dissolved inorganic nutrients poorly re-
flect their availability since they are very rapidly regenerated (Dodds 2003). Instead,
Chl can be predicted much better from TN, TP, PN or PP. Other disadvantages with
DIN and DIP were discussed in Sect. 4.2.

Using median monthly TN/TP-values in the Baltic Proper, Fig. 4.31 shows that
this ratio has been higher than 7.2 all months since 1994. Compilations of extensive
empirical data by Håkanson et al. (2007c) have demonstrated that there is an in-
creasing risk of harmful algal blooms (of) when the TN/TP-ratio decreases below
15. This means that 15 may be regarded as a threshold value in these contexts and
the TN/TP-ratio in the Baltic Proper is often between 7.2 and 15.

There are also clearly increasing risks of harmful algal blooms if the water
temperatures increase above 15◦C (Edler 1979; Wasmund 1997; Håkanson et al.
2007c). Given the situation in the Baltic Proper, as revealed by these empirical data,
a lowering of the TN/TP-ratio would likely imply greater risks for blooming of
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Fig. 4.31 Variations in median monthly TN/TP-ratios in the surface-water zone of the Baltic
Proper from 1990 to 2005 in relation to the Redfield ratio of 7.2 and the threshold ratio of 15
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cyanobacteria. So, from this perspective, to reduce nitrogen inflow to the Baltic
Proper is a counterproductive and expensive approach to improve the conditions in
the Baltic Proper. The focus should be set on reductions of the major anthropogenic
fluxes of phosphorus.

Using the model for cyanobacteria given by Håkanson et al. (2007c) for the con-
ditions in the Baltic Proper, one can also illustrate (see Fig. 4.32) what would likely
happen if the four x-variables in this model (i.e., the monthly median values of
temperature, salinity, TN and TP) are reduced by 25%. A reduction in TN would
significantly increase the predicted biomass of total cyanobacteria considerably,
while reductions in salinity, temperature and TP would lower the predicted values;
the clearest response would be from reductions in temperature. According to these
results, the high values of cyanobacteria in 2005 may be attributed to relatively high
TP-concentrations and high temperatures in the summer and fall that particular year
(see also Hansson 2006).

Figure 4.33 gives another angle to the problem of using the TN/TP or the
DIN/DIP-ratios in contexts related to “limiting” nutrient and if remedial actions
should focus on nitrogen or phosphorus. The data in Fig. 4.33 emanate from the
Himmerfjärden Bay on the Swedish east coast in the Baltic Proper. From the
TN/TP-data, one could be tempted to say that nutrient reductions should focus on
phosphorus because the TN/TP-ratio is higher than the Redfield ratio of 7.2; using
the DIN/DIP-ratio, the argument could be that nutrient reductions should focus on

Fig. 4.32 Simulations of how 25% reductions in total-N, total-P, water temperature and salinity
would likely influence the concentrations of cyanobacteria in the surface-water layer of the Baltic
Proper using data from 1996 to 2005
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nitrogen because the DIN/DIP-ratio is often lower than 7.2. Our point is that nei-
ther of these arguments are valid because the primary production (biomass per time
unit) is not regulated by concentrations or ratios based on concentrations but by the
availability (emissions plus regeneration) of DIN and DIP.

Figure 4.34 illustrates the development in Ringkobing Fjord, Denmark between
January 1989 and January 2005. According to the theory related to the Redfield
ratio, one would have expected that there would have been higher concentrations
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Fig. 4.34 Variation in the TN/TP-ratio (curve 1), empirical median annual data in chlorophyll-
a concentrations (curve 3) and empirical annual data on the concentration of cyanobacteria in
Ringkobing Fjord (curve 4) in the years from January 1989 to January 2005. The figure also gives
the Redfield ratio (TN/TP = 7.2). Ratios are dimensionless and units of the other variables are
stated in the figure
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of cyanobacteria during periods when the Redfield ratio is lower than 7.2, since
this would have favored algae which can take up and utilize atmospheric nitrogen
(Sellner 1997; Gruber and Sarmiento 1997). Figure 4.34 shows that there is no clear
relationship between the TN/TP-ratio (curve 1 gives measured annual median val-
ues since there are no monthly or seasonal data available to us on cyanobacteria
from the growing season in this lagoon) and empirical chlorophyll concentrations
(curve 3, annual values) or concentrations of cyanobacteria (curve 4, annual values).
The TN/TP-ratio is never lower than 7.2 (curve 2 gives the Redfield ratio). In this
lagoon, there were no cyanobacteria when the TN/TP-ratio was higher than 15.

4.6 Example of Mass-Balance and Foodweb Modeling
in a Target Ecosystem at the Local Scale

The idea here is to give a case-study using data from a real coastal area to exem-
plify that data on morphometry (coastal area, mean depth, maximum depth, section
area, dynamic ratio and form factor) may be used in a mass-balance model for phos-
phorus (CoastMab; see Sect. 9.1) and in the foodweb model for functional groups
of organisms (CoastWeb; see Håkanson and Lindgren 2007b). The idea of this eu-
trophication scenario is to study how a hypothetical stepwise (3-year steps) increase
of the TP-concentration in the sea outside a coastal area would likely influence a
given local coastal ecosystem. In this case, data have been used from the Haverö
coastal area in the Finnish Archipelago Sea (latitude 61 N); note that the data below
(from Wallin et al. 1992) are sufficient to run the model and that all of these data
may be accessed from the system discussed in this work.

Water area
(km2)

Dmax (m) Dm (m) At (km2) Chl (μg/l) Salinity (psu) CTPsea (μg/l) Secsea (m)

2.3 22.5 8.6 0.0172 2.1 6.5 24 3.4

Dmax denotes the maximum depth; Dm the mean depth; At the section area; Chl the concentration
of chlorophyll-a; CTP the TP-concentration in the sea outside the coastal area; and Sec is the Secchi
depth in the sea outside the coastal area.

Results of the simulations are presented in Fig. 4.35. The default TP-
concentration in the sea outside this coastal area is 24 μg/l, and tests have been
carried out to see of how values of 0.75·24, 24, 1.5·24 and 2·24 would change
modeled values of (A) TP within the coastal area for, (B) chlorophyll, (C) Sec-
chi depth, (D) oxygen saturation in the deep-water zone, (E) the normal and actual
biomasses of zoobenthos, (F) herbivorous zooplankton, (G) prey fish and (H) preda-
tory fish. Modeled values of TP, chlorophyll, Secchi depth and oxygen saturation are
also compared with empirical data and the uncertainty bands for the empirical data
(MV = mean value, SD = standard deviation). One can note:
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Fig. 4.35 Case-study on coastal eutrophication using data from the Haverö coastal area. There are
changes in 3-year steps in the TP-concentration in the sea adjacent to the coastal area. The default
TP-concentration in the sea is 24 μg l−1 and this value has been set to 0.75·24, 24, 1.5·24 and
2·24 (i.e., 18, 24, 36 and 48 μg l−1) and the consequences calculated for (A) the TP-concentration
in the given coastal area, (B) chlorophyll, (C) Secchi depth, (D) oxygen saturation in the deep-
water zone (all compared to empirical mean values and inherent uncertainties in the mean values;
the chlorophyll mean value is for the summer period) and actual and normal biomasses of (E)
zoobenthos (F) herbivorous zooplankton, (G) prey fish and (H) predatory fish
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• There is generally very good correspondence between modeled and empirical
data. Note that the empirical chlorophyll value is the mean value for the growing
season.

• The increased eutrophication of the sea outside the coastal area will drastically
increase TP also in the given coastal area (which is logical because the retention
time of the surface water in Haverö is only 3–5 days, calculated from the empir-
ical model in Table 3.2). This leads to higher chlorophyll values, reduced water
clarity (Secchi depth) and significantly lower oxygen saturation in the deep-water
zone, which will influence zoobenthos more than, e.g., zooplankton.

• Since there is much more zoobenthos in the system than zooplankton (about 50
tons ww as compared to about 3–5 tons ww), zoobenthos is an important source
of food for coastal prey fish and reductions or changes in zoobenthos biomass
will have clear effects on the prey fish, and changes in prey fish biomass will in
turn influence the predatory fish, which eat prey fish.

• The zoobenthos within the areas of continuous fine sediment accumulation will
die if the oxygen saturation is lower than 20%, but the oxygenation of the areas
dominated by fine sediment erosion and transport above the theoretical wave
base will maintain a low biomass of zoobenthos in the more shallow parts of the
coastal area.

So, the increased eutrophication will imply several changes to the water quality
and foodweb characteristics of this coastal area. Many of these changes could be
expected without a model, but the point here is that they have been quantitatively
predicted using a general comprehensive foodweb model that includes a dynamic
mass-balance model for phosphorus. This foodweb model (CoastWeb) accounts for
many abiotic and biotic interactions and feedbacks and it is meant to give the “nor-
mal” response of the system to the given change in the TP-concentration in the sea.
The model accounts for different types of compensatory effects that would be dif-
ficult to quantify without a model. Note that, the CoastWeb-model simulates func-
tional groups and hence does not include responses related to individual species (see
Håkanson and Lindgren 2007b, for more details).

4.7 Summary and Conclusions

If the scientific task is to gain better understanding about how aquatic systems work,
there are few more rewarding avenues than comparative studies and this chapter has
used data from many aquatic systems. We would like to stress that the selected
examples are meant to illustrate general principles.

The focus in this chapter has been on simple statistical techniques to evalu-
ate data and uncertainties in data, which may be used to detect and quantitatively
evaluate possible thresholds and to run and test predictive models for sustainable
coastal management. We have addressed problems related to the balance between
the changes in predictive power and the accumulated uncertainty as model grow in
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size, inherent uncertainties in empirical data, regressions and approaches to maxi-
mize predictive power of regression models, variations in standard water variables
within and among coastal systems. We have also discussed the concept “Optimal
Model Scale” (OMS), and an algorithm to calculate OMS, which accounts for the
most important factors related to predictive power at different time scales (daily to
yearly predictions).

TN, TP, TN/TP and DIN/DIP are key variables in practically all contexts of
aquatic sciences and management dealing with eutrophication, primary production,
phytoplankton biomass, “limiting nutrient” and predictions of bioindicators. The
focus in this chapter has been set at the ecosystem scale, i.e., on the conditions
in entire coastal areas and on seasonal/monthly changes (rather than variations at
smaller temporal scales). So, the focus is on the conditions in entire coastal areas,
which may be reflected in data from several sample sites. The ecosystem scale is
also the scale of main interests in water management and in discussions on remedial
measures and strategies.

This work has presented CV-values and patterns in CV-values. There are very
high CVs for DIN during the summer period, very high CVs for the DIN/DIP-ratio
compared to the TN/TP-ratio and the very high CVs for the DIN/DIP-ratio in the
marine areas compared to lakes. In the literature, there are many papers discussing
how the relationship between DIN/DIP and TN/TP vary among systems of different
trophic level neglecting the hazards of spurious correlations.

High CVs imply that one must take many samples to obtain representative mean
values for the given system and it also means that one must take samples from
many systems in regressions where the aim is to find more generally how a given
x-variable with a high CV-value may influence a target y-variable, which could also
have a high inherent CV-value.

Given the inherently high CV-values for many key variables in eutrophication
studies, it must be stressed that more samples than generally taken in most regu-
lar monitoring programs are needed if scientific unassailable conclusions are to be
made concerning interrelationships among the variables and to produce scientifi-
cally meaningful information to detect critical ecosystem changes.

The random parameter tests have highlighted the problem of spurious correla-
tions related to ratios in contexts of eutrophication, i.e., TN/TP- and DIN/DIP-ratios
versus primary production. It has been shown that the patterns in spurious relation-
ships can be identical to patterns in empirical data that have been interpretated in
mechanistic terms. The ratios TN/TP and DIN/DIP have higher CVs than TN, TP,
DIN and DIP individually. This explains why DIN and DIP generally are poor pre-
dictors in contexts of nutrient limitation and in modeling of primary production.
Based on empirical data from many systems, Dodds (2003) argued that when the
levels of DIN are much higher than the levels of DIP (e.g., 100/1), it is unlikely
that DIN is limiting and only if DIN/DIP < 1, it is unlikely that DIP is the limiting
nutrient. These random parameters tests support those arguments.

Nutrient reductions for coastal areas should generally focus on phosphorus rather
than on nitrogen. Reductions should be done in a cost-efficient manner, which means



4.7 Summary and Conclusions 123

that one should focus primarily on the major anthropogenic emission sources. The
main reasons for combating coastal eutrophication with phosphorus abatement are:

• TP-concentrations in the water can be predicted from TP-emissions by means of
general dynamic models, but it is neither possible to predict TN-concentrations,
nor the effects of reduced TN-emissions, in a general manner.

• Lower TN-concentrations increase the risk of cyanobacterial blooms.
• Arguments for nitrogen abatement are often backed by experiments with DIN

and DIP – variables which for mechanistic and statistical reasons provide very
scant information that may be relevant for management purposes.

• Primary production in most coastal zones seems to be limited by phosphorus in
the long-term (monthly, annual and multi-annual) time perspective.

These results will hopefully appear clear, sound and reliable to many oceanog-
raphers, marine geologists, coastal engineers and biologists who have worked with
different types of aquatic ecosystems. Some marine biologists may, however, have a
hard time accepting eutrophication models based on phosphorus as the key nutrient.
We would still advise those colleagues to continue reading the book and regarding
TP as a proxy variable of “nutrients”.



Chapter 5
Operational Bioindicators for Coastal
Management

Operational bioindicators for water management should be comprehensible without
expert knowledge. In fact, one reason to develop such measures is so that politi-
cians and the general public can understand the present condition and possible future
changes in the environment. All bioindicators should not just be understandable by
coastal managers and scientists, it should also be possible to predict them using val-
idated models and to calculate changes in the bioindicators and relate such changes
to changes in fundamental abiotic driving variables, such as salinity, temperature,
nutrient loading/concentrations and water exchange.

5.1 Secchi Depth and Suspended Particulate Matter (SPM)

To most people, clear waters with few suspended particles and with large Secchi
depths seem more attractive than turbid waters. Many factors are known to influ-
ence the Secchi depth (the “sight” depth where a white disc lowered through the
water is lost from eye sight; Secchi 1866; Vollenweider 1958, 1960; Carlson 1977,
1980; Højerslev 1978; Preisendorfer 1986). The Secchi depth is a direct reflection
of the amount of SPM scattering light in the water and hence closely related to con-
cepts like turbidity and water clarity and it is also used as a key component in an
algorithm expressing a water quality index for coastal waters (see Vollenweider et al.
1998). SPM and Secchi depth depend on, (1) autochthonous production (the amount
of plankton, detritus, etc. produced in the coastal water; more plankton, etc. mean a
lower Secchi depth); (2) allochthonous materials (such as humic, fulvic and minero-
genic substances supplied to the coastal area from outside sources, such as tribu-
taries); and (3) the amount of resuspended material (materials resuspended from the
bed via wind/wave activity, slope processes, etc.). These factors are not indepen-
dent: High sedimentation leads to high amounts of resuspendable materials; high
resuspension leads to high internal loading of nutrients and increased production; a
high amount of colored substances in estuaries means a smaller photic zone and a
lower production; a high input of allochthonous substances and a high production
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would mean a high sedimentation, etc. Wallin et al. (1992) showed that the Secchi
depth should be much greater than that observed if only plankton cells were re-
sponsible for the light extinction. This observation means that particles other than
plankton cells may be the most important factors for determining the Secchi depth
in many coastal areas. It was also concluded that the empirical relationship between
Secchi depth and chlorophyll-a largely depends on the chlorophyll-a concentration
co-varying with the total amount of suspended particles. This correlation has been
discussed also in other studies (Kiefer and Austin 1974; Tilzer 1988). The maxi-
mum depth of the photic zone is generally set to about two times the Secchi depth,
and the effective (or mean) depth of the photic zone, a key regulator of macrophyte
expansion, is often set equal to the Secchi depth (see Håkanson 2006).

Several studies have quantified and ranked variables of significance to predict
how Secchi depths vary among water systems (see Wallin et al. 1992; Nürnberg and
Shaw 1998). Table 5.1 gives empirical models for the Secchi depth (mean values
for the growing season) using data from 23 Baltic coastal areas. In this brackish
estuary, where the range in the data is rather narrow, one can note the significant
relationships between Secchi depth and total-N (TN) and coastal morphometry.

The ladder in Table 5.1 predicts Secchi depth in three steps:

• First from mean TN-concentrations for the growing season (r2 = 0.83; r2 = the
coefficient of determination); the higher the TN-concentration, the higher the
primary production, the more turbid the water and the lower the Secchi depth.

• Then from the form factor (Vd; Vd = 3·Dm/Dmax; Dm = the mean coastal depth
in m; Dmax = the maximum coastal depth in m; r2 = 0.89); Vd relates to resus-
pension; if the coastal area is very shallow, i.e., if Vd attains a small value, the
coastal area will be dominated by resuspension areas with relatively coarse sed-
iments and little fine sediments and little resuspension of SPM. So, the Secchi
depth will be high. The main reason for this seems to be that for open coastal
areas the fine suspended particles will be transported out of the area and not be
trapped in the same manner as in coastal lagoons.

• The last step gives the section area (At in km2) as a model variable; then r2

reached 0.91. If At is large, the water exchange between the coastal area and
the sea will be very dynamic and one should expect that the Secchi depth in the
coastal area would be close to the Secchi depth in the sea.

Table 5.1 Results of the stepwise multiple regression for Secchi depth (Sec; mean value for the
growing season) using data from a Baltic coastal database (see Wallin et al. 1992). n = 23 coastal
areas; y = Secchi depth (m). TN = total-N concentration (μg/l); At = section area (m2); r2 = the
coefficient of determination (r = the correlation coefficient). Vd = the form factor (volume devel-
opment defined by Vd = 3·Dm/Dmax; Dm = the mean depth, Dmax = the maximum depth)

Step r2 x-variable Model

1 0.83 TN y = –0.033·x1 + 14.5
2 0.89 Vd y = –0.033·x1 – 1.65·x2+ 16.3
3 0.91 At y = –0.033·x1 – 1.51·x2 + 18.3·x3 + 15.9
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These empirical regressions for Secchi depth demonstrate that there are some
morphometric parameters (Vd, At and Dm) that are important in understanding and
predicting how variables like Secchi depth, and hence also SPM and oxygen satu-
ration/concentration vary among coastal areas (see next section). Numerous factors
can potentially influence Secchi depth. It is easy to speculate and qualitatively dis-
cuss such relationships. With statistical analyses based on empirical data, it is possi-
ble to quantitatively rank such influences and derive predictive models based on just
a few, but the most important factors influencing variability in mean Secchi depth
among coastal areas.

A “natural” or reference Secchi depth may be estimated from the models given in
Table 5.1. Such a prediction would account for differences in coastal morphometry
and TN. If the actual mean long-term Secchi depth differs from such a predicted
reference value, such divergences may be discussed in a quantitative manner. Note
that the empirical model in Table 5.1 only apply for coastal areas of the same type
and within the ranges of the variables used in the statistical analyses. In other words,
empirical models like these are not generally valid. But within their range of applica-
tion, empirical models often give better predictions than dynamic models (Ahlgren
et al. 1988; Peters 1991). Furthermore, it is likely that the same basic principles
concerning factors influencing water clarity and Secchi depth apply for most coastal
areas, although the parameter constants may have to be altered to predict Secchi
depth for coasts of other types.

Figure 3.25 gave a nomogram illustrating the relationship between Secchi depth,
SPM and salinity (from Håkanson 2006). This nomogram has been constructed us-
ing (5.1).

SPMSW = 10∧(−0.3−2 · (log(Sec)− (10∧(0.15 · log(1+SalSW)+0.3)−1))/
((10∧(0.15 · log(1+SalSW)+0.3)−1)+0.5)) (5.1)

SPM regulates the two major transport routes, the dissolved transport in the wa-
ter (the pelagic route) and the particulate sedimentation (or benthic) route, of all
types of materials and contaminants (Håkanson 2006). SPM is directly related to
many variables of general use in water management as indicators of water clarity,
e.g., the depth of the photic zone (see Jørgensen and Johnsen 1989; Wetzel 2001;
Kalff 2002; Panagiotopoulos and Sempere 2005). Suspended particles will settle out
on the bottom and the organic fraction will be subject to bacterial decomposition
(= mineralization). This will influence the oxygen concentration in the sediments
and hence also the survival of zoobenthos, an important food for fish. SPM influences
primary production of phytoplankton, benthic algae, macro algae and macrophytes,
the production and biomass of bacterioplankton, and hence also the secondary pro-
duction, e.g., of zooplankton, zoobenthos and fish. The effects of SPM on recycling
processes of organic matter, major nutrients and pollutants determine the ecological
significance of SPM in any given aquatic environment. Understanding the mecha-
nisms that control the distribution of SPM in aquatic systems is an issue of both
theoretical and applied concern, as physical, chemical and biological processes ul-
timately shape aquatic ecosystems (Håkanson 2006).
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Many models for SPM are basically meant to be sub-models in, e.g., ecotoxicol-
ogy and radioecology to quantify fluxes of toxic substances (see, e.g., Monte 1997).
Many contaminants (such as radionuclides, heavy metals and nutrients) may be re-
moved from the water column due to their sedimentation with SPM and burial in
the bottom sediments (see IAEA 2000). So, SPM is an important variable in wa-
ter management and aquatic ecology, but the main focus may not be on SPM but
on bioindicators influenced by SPM, such as the Secchi depth (see (5.1)) and the
oxygen saturation in the deep-water zone (see Sect. 5.2).

Another version of the nomogram between Secchi depth, SPM and salinity is
shown in Fig. 5.1. The curves for the salinities 0, 5 and 20 psu are shown in Fig. 5.1

Fig. 5.1 Illustration of the relationship between Secchi depth, SPM in surface water and salinity
in surface water and trophic categories for fresh water systems (salinity < 5 psu), brackish systems
(salinity 5–20 psu) and marine coastal systems (salinity > 20 psu)
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The concentration of X (SPM or
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increase with water depth and a 
smaller volume (m3) since the 
amount (mg X) should be the 
same in all strata.
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Fig. 5.2 SPM focusing in lakes/lagoons and coastal areas (from Håkanson 2006)

and the corresponding Secchi depths at the limits for the different trophic categories
(oligotrophy, mesotrophy, eutrophy and hypertrophy). Note that if the Secchi depth
is calculated to be higher than 200 m in very saline and low-productive systems,
there is a boundary rule which never permits the value to be higher than 200 m.

Figure 5.2 illustrates SPM-variations in aquatic systems in a more general con-
text. It is well known that sedimentation increases from about zero at the water depth
separating areas of fine sediment transport and accumulation, to maximum values
at the deepest part of the basin, and the concentration of SPM increases due to this
and by the fact that the volume (defined for a certain water depth) decreases with
increasing water depths, a phenomenon often referred to as “sediment focusing” in
closed lagoons and lakes (see Fig. 5.2, left).

The concept “coastal focusing” may be used in analogy with sediment focusing
(see Fig. 5.2, right). SPM (and related substances) generally appear with relatively
high values in coastal areas where the river input of SPM may be significant and
accentuated by coastal currents and small water depths. Resuspension will also add
to the SPM-fluxes. The pattern shown in Fig. 5.2, right, is typical for SPM, but this
pattern may be modified by many factors. The amount of SPM always depends on
three main causes, river inflow, production in the coastal system and resuspension. It
is easy to imagine that storms leading to high waves causing resuspension of previ-
ously deposited materials have a major influence on coastal ecosystems. The wave
base separating bottom areas where transport processes dominate the bottom dy-
namic conditions from areas of continuous sedimentation of fine materials, depends
on the fetch (see Fig. 3.15), and the duration and velocity of the winds. Resuspen-
sion implies that the carbon, nitrogen and phosphorus contained by the previously
deposited sediments, as well as metals and mineral particles, will again enter the
water system.
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Table 5.2 SPM-variations among sites (mean values from 17 sampling situations for 5 sites) in the
open Baltic Sea (brackish) during mixed, homothermal conditions. D = water depth of the given
site (m); Temp = water temperature (◦C); Days,5 = Number of days with winds less than 5 m/s.
y = log(SPM). From Håkanson and Eckhell (2005)

Step r2 x-variable Model

1 0.59 log(Temp) y=1.17·x1–0.77
2 0.78 log(Depth) y=0.89·x1–0.636·x2–0.59
3 0.80 (Days,5)∧1.3 y=–0.764·x1–0.524·x2–0.0221·x3+0.569

Table 5.2 gives empirical models for SPM in open brackish areas. This table
ranks the factors influencing variations in mean SPM-values among sites when the
water mass is homothermal (i.e., for mixed conditions). Data for SPM from 17
sites/events (even from storms) were used (Håkanson and Eckhell 2005). The mean
SPM varied from 0.67 to 4.86 mg/l.

One can note that:

• After three steps, the r2-value is 0.80.
• The mean water temperature at the site was the most important factor explain-

ing the SPM-variations among sites (r2 = 0.59) – the higher the temperature the
higher the SPM-value. This is logical, although the causal reason may be ob-
scured since temperature correlates to light and influences both bioproduction
and stratification/mixing.

• The second variable is the water depth (D) at the site. Accounting for D increases
r2 from 0.59 to 0.78.

• The third factor is days with wind speeds lower than 5 m/s (r2 increases from
0.78 to 0.80).

Shallow and wind/wave exposed sites/areas are generally dominated by processes
of fine particles erosion and transport. The relationships between winds, waves and
SPM-concentrations have been investigated in several studies (see Fig. 3.23 and
Hellström 1991; Kristensen et al. 1992). A high wind speed might increase SPM and
decrease the Secchi depth. However, not only the prevailing wind situation is of im-
portance, but also the frequency of resuspensions (Floderus and Håkanson 1989). If
there are many resuspensions per month, it is likely that there is less material on the
bottom to be resuspended. Also the wind direction is of interest. If the fetch is large,
the wave base (i.e., the water depth down to which the wave orbitals can resuspend
fine particles) can be deep. Studies by Andersson (2000) demonstrate that resuspen-
sion correlates with winds higher than 7 m/s in four different archipelago areas in
the Baltic Proper, whereas studies by Eckhéll et al. (2000) indicate that wind speeds
higher than 14 m/s correlate best with resuspension. Burban et al. (1989, 1990)
have demonstrated that changes in water turbulence, SPM and salinity are also key
regulatory factors for the aggregation and flocculation of suspended particles and
hence also for the fall velocity. A typical fall velocity for SPM in lakes is 10–100
m/yr depending on the material and this can increase significantly along a salin-
ity gradient (Kranck 1973, 1979; Lick et al. 1992). In the summer, when the water
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Fig. 5.3 Average annual Secchi depths in the Baltic Sea and parts of the North Sea in the upper 10
m water column for the period from 1990 to 2005

temperature is high, the biological production is also high and this affects SPM and
the Secchi depth.

The general map of the average Secchi depth for the Baltic Sea and the south-
eastern parts of the North Sea is shown in Fig. 5.3. Some areas with lower Secchi
depths can be observed, e.g., in the Gulf of Riga and along the North Sea coasts of
Holland, Belgium and Germany.

5.2 Oxygen Saturation in the Deep-Water Zone (O2Sat in %)

There are positive as well as negative effects of aquatic eutrophication. Positive
effects are, e.g., increased catches of fish in the Baltic Sea between 1920 and 1980
(Hansson and Rudstam 1990). The catch per unit effort has decreased since the late
1970s (Baden et al. 1990) and this is probably mainly caused by overfishing (see
Håkanson and Gyllenhammar 2005).

Negative effects are, e.g., decreased caches for certain species of fish and altered
fish communities (see, e.g., Kautsky and Kautsky 1989; Elmgren 1989; Hansson and
Rudstam 1990; Kautsky 1991), changes in the structure and composition of other
functional groups of organisms, like large perennial algae (Fucus vesiculosus). It
should be noted that the important cod population in the Baltic Sea has decreased
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significantly since the early 1980´s. It certainly depends on many factors in a com-
plicated system of interactions, but one of those is linked to the oxygen conditions
(Voipio 1981). Each female cod lays many eggs. In salty water, the roe remains
suspended in the surface, oxygen-rich, water. In the brackish surface waters of the
Baltic Sea, the salinity and hence also the density is not high enough to allow the
roe to float. It sinks to the saline deep-water layer before this descent is stopped by
the greater density of the water. If this deep water is oxygen-rich, there will be a
good spawning year for cod, but if the oxygen content is low, the eggs will die and
the spawning will fail.

Numerous reports during the early 1950s demonstrate that the higher animal life
in the bottoms in large areas was being eliminated as a result of oxygen deficiency.
In those parts laminated sediments were encountered (Jonsson 1992). Laminated de-
posits dominate in anaerobic sediments, i.e., in oxygen-depleted sediments, where
mixing due to bioturbation is negligible due to the extinction of the bottom fauna.
The formation of anaerobic sediments is a natural process occurring predominantly
in deep, stagnant, stratified and highly productive aquatic systems. But this natural
phenomenon has been happening more often and in larger areas due to the anthro-
pogenic eutrophication of the Baltic system. Fine, darkish, thin layers are generally
laid down during winter, and thicker browner layers during summer. By counting the
number of annual layers in sediment cores from the Baltic Sea, it has been shown
how the oxygen-free bottom areas have grown during the last 100 years (Jonsson
1992). The sediments also provide evidence of the increasingly difficult conditions
in which the bottom animals live. In the sediments, it is often possible to record the
transition period between homogeneous and oxygenated sediments and those which
are varved/laminated and oxygen-free. The bottom areas are periodically covered
by extensive carpets of sulphurous bacteria. Sediment removed from such places
generally has an unpleasant odour of hydrogen sulphide, a gas which is toxic to
higher life.

Oxic sediments generally have an abundant macrofauna which cause a mixing
of the sediments. The result is a more or less homogeneous mixture with a color
that varies in different shades of brown (from grey/brown to black/brown). When
oxygen-rich water returns to the bottom areas, the zoobenthos can start to recolo-
nize the sediments. The laminated deposits may then be more or less homogenized,
and so on in cycle after cycle. Jonsson (1992) gave a compilation of several changes
in the Baltic Sea related to eutrophication, increased catch of fish, decreased oxy-
gen conditions in the bottom water, increased areas with no bioturbation (“dead
bottoms”) and increased sedimentation of organic materials and nutrients.

The surface water is generally well oxygenated with O2-concentrations between
7 and 9 ml/l; the values from January are often higher than for September de-
pending on the high production of organic material during the summer months
and because more oxygen can remain dissolved in colder water. When the al-
gae and plankton die, bacterioplankton will decompose the organic materials and
in this decomposition/mineralization of dead organic matter oxygen is utilized
(Jonsson 1992). This results in lower oxygen values. From about 60–70 m water
depth in the Baltic Proper, one can generally note a very steep O2-gradient; and
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Fig. 5.4 Under aerobic (= oxic) conditions, zoobenthos may create a biological mixing of sed-
iments down to about 15 cm sediment depth (the bioturbation limit). If the deposition of or-
ganic materials increases and hence also the oxygen consumption from bacterial degradation of
organic materials, the decreasing oxygen concentration may reach a threshold value of 2 mg/l,
when zoobenthos die, bioturbation ceases and laminated sediments appear (figure modified from
Pearson and Rosenberg 1976)

at a water depth of about 140 m, there is often no oxygen at all left; this is the
so-called redoxcline. Beneath the redoxcline, hydrogen sulphide (H2S; a compound
that smells like rotten eggs) is produced in microbiological and chemical processes.

The rationale for using a chemical measure such as the oxygen concentration
or the oxygen saturation as an operational effect variable in coastal management
is related to the linkages between the conditions for the bottom fauna, the oxygen
concentrations in the sediment/water zone and the load of organic matter to the
sediments (Fig. 5.4; from Pearson and Rosenberg 1976). When the O2-saturation
is lower than about 20% (≈ 2 mg O2/l), key functional benthic groups are extinct
(Cornett and Rigler 1979). This is a threshold value. This is also stressed in the
European Water Framework Directive (Anon 2003).

An effect-load-sensitivity (ELS) model for the mean summer oxygen saturation
in the deep-water zone (the water beneath the wave base) is shown in Fig. 5.5. It
should be noted that Fig. 5.5 has been derived using data from coastal areas in the
Baltic Sea, which is a brackish water system.

The following working hypotheses were tested and verified when the model in
Fig. 5.5 was constructed (see Håkanson 1999):

1. No single factor could explain the variability in mean O2Sat that exists among
these coastal areas. Several factors must be included and each factor is likely to
add only a limited predictive power.
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Fig. 5.5 Effect-load-sensitivity (ELS) model using the oxygen saturation in the deep water (mean
values for the growing season) in Baltic coastal areas as the operational bioindicator (modified
from Håkanson 1999)

2. O2Sat depends on both load factors (related to nitrogen and phosphorus concen-
trations in water) and sensitivity factors linked to the size and form (the mor-
phometry) of the coast.

It should be noted that the mean O2Sat-value is not a constant, but a variable,
and that a model based only on morphometric parameters cannot be used for site-
specific predictions of time-dependent y-variables. The empirical model in Fig. 5.5
is based on nutrient concentrations and morphometry, and the aim is to predict sum-
mer averages of O2Sat for entire and well-defined coastal areas defined according to
the topographical bottleneck approach. One can note from Fig. 5.5 that O2Sat may
be predicted quite well (r2 = 0.89) from a load function (TN + 10·TP) plus morpho-
metric (sensitivity) parameters, which are easily accesses from bathymetric maps:
The higher the load to the system of both N and P, the lower O2Sat; the longer the
theoretical deep-water retention time (TDW), the deeper the coastal area, the lower
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O2Sat. However, the model in Fig. 5.5 should not be used for, for instance, coastal
areas dominated by tides.

When the zoobenthos die at low oxygen concentrations, the biological mixing
(= bioturbation) of the sediments will halt. Generally, various types of zoobenthos
live in sediments down to about 5–15 cm sediment depth (see Fig. 5.4). When bio-
turbation is negligible, for example, during anaerobic conditions, the diffusion of
phosphorus from the sediment can be very high (see Sect. 9.1).

5.3 Chlorophyll-a

Chlorophyll is a standard measure of phytoplankton biomass and has a direct in-
fluence on the entire foodweb in a given coastal area. Thus, chlorophyll is a key
bioindicator in aquatic sciences. As stressed, the phytoplankton biomass also influ-
ences the Secchi depth. This means direct effects on the depth of the photic zone and
hence also on the primary production of phytoplankton, benthic algae and macro-
phytes. The phytoplankton biomass also affects the oxygen conditions in the system
since the bacterial decomposition of dead phytoplankton is an oxygen consuming
process. Deep-water oxygen conditions in turn influence the habitat for benthic or-
ganisms and important biogeochemical processes in the sediment-water interface.

Calculating phytoplankton biomass from chlorophyll-a is a focal issue in aquatic
sciences. Generally, chlorophyll-a concentrations are predicted from water temper-
ature or light conditions and nutrient concentrations (e.g., Dillon and Rigler 1974;
Smith 1979; Riley and Prepas 1985; Evans et al. 1996).

Empirical models to predict chlorophyll-a concentrations (Chl in μg/l) are ex-
emplified in Fig. 5.6. One model is based on empirical median TN-concentrations
from the summer period (see Fig. 5.6A; r2 = 0.92), the other on empirical median
TP-concentrations (see Fig. 5.6B; r2 = 0.89). From Fig. 5.6C, one can also note
that over a wide range (these data emanate from Baltic coastal areas and from the
Ringkobing Fjord, Denmark; see Bryhn et al. 2007), there is a strong correlation
between TP- and TN-concentrations (r2 = 0.88).

Typical chlorophyll-a concentrations for the Baltic Sea and parts of the North
Sea are shown Fig. 5.7. Values lower than 2 μg/l (oligotrophic conditions) are found
in the northern parts of the Bothnian Bay and the outer parts of the North Sea, while
values higher than 20 μg/l (hypertrophic conditions) and more are often found in,
e.g., the Vistula and Oder lagoons. The hot spots shown on the map outside the
British coast may be a result of data from situations when algal blooms are over-
represented. This map shows that at water depths smaller than 10 m, the Baltic Sea
has typical chlorophyll concentrations between 2 and 6 μg/l during the growing sea-
son (May–September), which correspond to the mesotrophic class (see Table 3.1).

Figure 5.8 exemplifies chlorophyll data in the entire Baltic Proper (the southern
and most eutrophic part of the Baltic Sea) at different depth intervals and one can
note that the highest values, as expected, are to be found in the upper layer. As
a reference to the depth of the photic zone, Fig. 5.8 also gives information that
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Fig. 5.6 The relationship between chlorophyll-a concentrations, total nitrogen (TN) and total phos-
phorus (TP) concentrations in brackish coastal areas based on logarithmic data and median values
(M50) for the growing season. The figure also gives the regression lines and basic statistics (r2-
value = the coefficient of determination, r = the correlation coefficient, n = number of data in the
regression and p = the statistical certainty). Data from Wallin et al. (1992); Meeuwig et al. (2000);
Nordvarg (2001) and Bryhn et al. (2007)

the average Secchi depth in the Baltic Proper is 7 m (the standard deviation is 3.3
based on 14,306 data from the period 1990 to 2005 using data from the HELCOM
database).

Naturally, there might be trends in data from individual areas. Using data from
the very comprehensive HELCOM database, Fig. 5.9 gives a trend analysis of
chlorophyll-a concentrations for the period from 1974 to 2005 for the conditions
in the Baltic Proper. Note that the data in Fig. 5.9 emanate from the entire surface-
water layer down to the theoretical wave base of 44 m. From this trend analysis, one
can observe:

1. That the eutrophication, as expressed by the chlorophyll data, has not really
changed during the last 30 years – if anything, the situation is improving rather
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Fig. 5.7 Typical chlorophyll concentrations in the Baltic Sea and parts of the North Sea during the
growing season (May–September) in the upper 10 m water column for the period from 1990 to
2005

than the opposite. However, the greatest increase in anthropogenic nutrient
loading may have occurred earlier than that, starting before World War II, al-
though there are few reliable time-series of data on riverine loading from this
period (see Sect. 6.3).

2. On the whole, the Baltic Proper is not eutrophic; the mean chlorophyll-value of
about 2 μg/l in the surface-water layer (down to the theoretical wave base at 44
m) is close to the boundary between oligothrophy and mesotrophy (using the
classification system in Table 3.1).

It has been claimed that there has been a marked increase in TP-amount/concen-
trations after 1995 in the Baltic Sea when there was no corresponding increase in
TP-inflow. This has been called “the flip” (Swedish Environmental Advisory Coun-
cil 2005; Wulff 2006; Vahtera et al. 2007) and has been attributed to a regime
shift which causes accelerating internal loading when there are no corresponding
increases in external TP-loading. Regime shifts and thresholds are “hot” topics in
aquatic science and management (Scheffer 1990; Scheffer et al. 2000; Carpenter
2003; Groffman et al. 2006; Thresholds 2006). The data on chlorophyll in Fig. 5.9
do not support the “flip” theory.

The variations in the Chl/TP-ratio versus the salinity shown in Fig. 3.26 can
be modeled in a simple way, see Fig. 5.10. Figure 5.10a gives the model (using
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Fig. 5.8 Chlorophyll-a concentrations at different water depths in the Baltic Proper. The median
Secchi depth this period (1990–2005) was 7 m, the theoretical wave base 44 m, and the average
depth of the halocline 75 m

Fig. 5.9 Trend analysis based on 14,697 chlorophyll data from the surface-water layer (< 44 m)
in the Baltic Proper for the period 1974–2006 and values indicating the trophic status related to
different chlorophyll concentrations. The figure also gives the regression line, the coefficient of
determination (r2), the number of data (n) and the statistical certainty (p) (from Håkanson and
Lindgren 2007a)
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Fig. 5.10 A. Illustration of the model for how salinity influences the Chl/TP-ratio (the Ysal-
moderator) and the equations. B. Illustration of how the model describes the empirical median
values for the salinity moderator

“if-then-else” statements and a technique with dimensionless moderators; see
Håkanson and Peters 1995). The correspondence between modeled data and em-
pirical data for the Chl/TP-ratio for the growing season is shown in Fig. 5.10B.
The model is simple to use. It predicts chlorophyll from TP and salinity as Chl =
Ysal·TP, where Ysal is the dimensionless moderator quantifying how variations in
salinity would generally influence variations in chlorophyll. By accounting for vari-
ations in salinity, one can increase the predictive power and applicability range of
regression models between chlorophyll and nutrients.
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5.4 Cyanobacteria

Photolithoautotrophic bacteria (sometimes called bluegreen algae; here referred to
as cyanobacteria), play two key roles in eutrophication contexts: they can form ex-
tensive nuisance blooms that may be toxic (Smith 2003), and many cyanobacterial
species can fix large amounts of dissolved gaseous nitrogen of atmospheric origin
(Rahm et al. 2000; Tõnno 2004). In the Baltic Sea, they constitute the dominating
form of harmful algal blooms, although other harmful algae may be more important
in other coastal areas.

Figure 5.11 gives the (log–log) regression between chlorophyll-a concentration
and cyanobacteria (CB = median values for the growing season (using data from
lakes since similar data have not been available to us from marine systems)). One
can note a highly significant and mechanistically understandable strong positive co-
variation between these two measures of algal biomass in water. Evidently, this re-
lationship may look different had it been based on daily, weekly or monthly values.
Håkanson et al. (2007a) also tested whether it was possible to use a lake dataset to
predict the biomass of nitrogen-fixing cyanobacteria (CBfix) but that turned out to
be more difficult than predicting total CB, in part because there were much fewer
empirical data available. There was a division line at TN/TP = 24, below which
CBfix increased sharply. The least uncertain way to predict CBfix was to calculate
the median CBfix/CB-ratio from the five lakes in Smith (1985), which gave CBfix =
0.33·CB. A regression of empirical data against modeled data gave an r2-value of
0.36 (n = 29), although this value increased to 0.84 when two data points from one
of the lakes were excluded. Possibly, these data points may emanate from summers
with unusual weather conditions.

Figure 5.12A gives a regression between CB (transformed as CB0.25) and TN
(log-transformed data) for 86 systems with CB > 0.

Fig. 5.11 Regression between
log(1+CB) and log(Chl)
based on data from 76 lakes.
The figure also gives the
coefficients of determina-
tion (r2) and the regression
lines. Cyanobacteria (CB)
in μg ww/l, chlorophyll-a
concentrations (Chl) in μg/l
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Fig. 5.12 A. Regression between CB (transformed into CB0.25; CB in μg ww/l) and log(TN) (TN
in μg/l) using median values for the growing season from 86 systems with CB-values higher than
zero. B. A similar regression between CB0.25and log(TP) (TP in μg/l). The figure also gives the
number of systems used in the regressions (n), the coefficients of determination (r2) and the regres-
sion lines

One can note a highly significant co-variation (r2 = 0.63) but that the scatter
around the regression line is high. The scatter is even higher for the actual (non-
transformed) data.

It should be stressed that the following model to predict concentrations of
cyanobacteria from TP does not concern cyanobacteria produced in the benthic zone
and it does not differentiate between cyanobacteria fixing atmospheric nitrogen and
non-fixing species. To expand this modeling in such directions, one would need a
more comprehensive set of reliable data (that meet the criteria given by the sampling
formula).

The model has been derived in the following steps (see Håkanson et al. 2007c).
A basic regression between CB and TP is given in Fig. 5.12B.

CB0.25 = 5.85·log(TP)−4.01 (r2 = 0.76;n = 86) (5.2)

It should be stressed that this regression includes data from many more systems
than the equation from Smith (1985). It also gives a higher r2-value (0.76 as com-
pared to 0.71) so it is more general and provides better predictive power. Given
the inherent uncertainties in the empirical CB-data, one should not expect to derive
predictive models for cyanobacteria that give much higher r2-values.

Figure 5.13A shows a scatter plot between log(CB) and the TN/TP-ratio.
One can note that the scatter is high but also that some interesting general con-

clusions can be made:

• High CB-values only appear in systems with relatively low TN/TP-ratios.
• The regression between log(CB) and TN/TP attains a maximum value (r2 = 0.73;

log(CB) = 0.142·TN/TP+5.47; n = 61) if one only use data from systems with
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Fig. 5.13 CB (in μg ww/l) and the TN/TP-ratio. A. Scatter plot between log(CB) and the TN/TP-
ratio. The given regression line is based on data from systems where TN/TP < 15. B. Compilation
of r2-values between log(CB) and TN/TP using data from systems when successively smaller (<)
and higher (>) TN/TP-ratios have been omitted. The maximum r2 is obtained for systems with
smaller TN/TP-ratios than 40; very low r2-values are obtained if the regressions are done for sys-
tems with TN/TP-ratios higher than 15

TN/TP-ratios smaller than 40. The upper curve (circles) in Fig. 5.13B gives the
r2-values when only systems with TN/TP-ratios smaller than 10, 15, 20, . . . .. 100
were used in the regressions. The lower curve in Fig. 5.13B gives similar results
when only system with higher TN/TP-ratios were used and then one can note
that there is no statistically significant (p < 0.01) relationship between log(CB)
and TN/TP if TN/TP is higher than 15.

• So, two critical TN/TP-ratios, 15 and 40, have been identified. This information
is used in the following where the basic regression between CB and TP given
by (5.2) is complemented with (multiplied by) a dimensionless moderator (see
Håkanson 1999, for discussions on modeling using dimensionless moderators)
YTNTP defined as:
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If TN/TP < 15 then YTNTP = (1−3·((TN/TP)/15−1)) else YTNTP = 1 (5.3)

This means that for systems with TN/TP (based on median values for the growing
season) higher than 15, one can use the basic regression (5.2) without any correction
for the TN/TP-ratio (i.e., (5.2) multiplied by 1), but for systems with lower TN/TP-
ratios, (5.3) will provide a correction factor. If, e.g., TN/TP = 7.2, then YTNTP =
2.56, and the CB-value a factor of 2.56 higher than the value suggested by (5.2).
The use of the TN/TP ratio as a determinant of the biomass of cyanobacteria has
been questioned by some authors (see Smith 2003 for a review). Equation 5.2 for
YTNTP is supported by the data in Fig. 5.13 and future data and testing may clarify
the general validity of this approach.

In the literature, temperatures between 15 and 17oC have been reported as the
minimum for cyanobacteria blooms in freshwater systems and in the Baltic Sea
(Reynolds and Walsby 1975; Edler 1979; Wasmund 1997). Laboratory experiments
on cyanobacteria also support this conclusion (Konopka and Brock 1978; Lehtimäki
et al. 1994, 1997) since many species of cyanobacteria have a slow growth rate be-
low 15oC. To complicate matters, there are also reports that cyanobacteria have a
requirement of temperatures of about 20–21oC to form blooms and become domi-
nant in a system. Those reports are from a freshwater lake in Canada (McQueen and
Lean 1987), from the North Pacific Ocean (Marumo and Asaoka 1974) and from an
estuary in Australia (Lukatelich and McComb 1986).

The optimal growth temperatures are species-specific for cyanobacteria, but
around 25oC for many species from temperate areas according to laboratory ex-
periments (Konopka and Brock 1978; Robarts and Zohardy 1987; Lehtimäki et al.
1997), but these experiments often use species from temperate areas. With higher
temperatures, the growth rate usually starts to decrease (Konopka and Brock 1978).
In field data from the Baltic, this decrease in growth rate is not shown because there
are few occasions with temperatures higher than 20oC Sea (Wasmund 1997). Tilman
and Kiesling (1984) studied the cyanobacteria response to temperature in Lake Su-
perior and concluded that they were disfavoured at temperatures under 17oC and
dominating at temperature over 24oC. Data from the Pacific Ocean area (Marumo
and Asaoka 1974; Lukatelich and McComb 1986) indicate that the cyanobacte-
ria in this area may have another response to temperature. Evidently, it would be
interesting to study if cyanobacteria react to temperature changes differently in trop-
ical areas and saline environments as compared to fresh and brackish waters in the
temperate zone.

Figure 5.14 gives data on the relationship between CB (here log(1 + CB)) and
surface water temperatures (SWT in ◦C) from 74 systems. One can note that all
systems with higher CB-values than 100 (median values for the growing season)
have temperatures higher than 15◦C.

As already stressed (Fig. 5.11), there exists a close co-variation between
chlorophyll-a and CB-concentrations in lakes. Since no more data relating CB to
temperature have been accessible to us than those shown in Fig. 5.14, the database
from Ringkobing Fjord has been used to investigate the role of surface water
temperatures (SWT) versus chlorophyll, or rather versus the ratio between
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Fig. 5.14 Scatter plot
between cyanobacteria
(transformed into log(1+CB);
CB in μg ww/l) versus surface
water temperatures (SWT in
◦C) based on data from 74
systems
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chlorophyll (Chl) and TP (see Fig. 5.15). Note that the aim has been to try to min-
imize the possible influences of salinity by taking data only in the salinity range
between 5 and 10. The regression in Fig. 5.15 is based on daily median values (n =
299) and there is a highly significant relationship (p < 0.0001) between Chl/TP and
SWT (but the scatter around the regression is also evident and the r2-value is 0.21).

From the results in Fig. 5.15, one can hypothesize that the temperature (or light)
may influence CB is the same manner as Chl. This would imply that if the median
surface-water temperature for the growing season is higher than 15◦C, one would
expect a higher production of cyanobacteria. The basic regression (5.2) includes
data from systems with a median surface water temperature of 17.5◦C.

This means that the dimensionless moderator for temperature influences on CB
(YSWT) may be given by:

If SWT > 15◦C, then YSWT = (0.86+0.63·((SWT/15)∧1.5−1))
else YSWT = (1+1·((SWT/15)∧3−1)) (5.4)

Thus, if SWT = 15◦C, then YSWT = 0.86; if SWT = 17.5, YSWT = 1; if SWT =
25, YSWT = 1.48; SWT = 10◦C, YSWT = 0.30, etc.

So, when the temperature is 25◦C, the risks of getting high concentrations of
cyanobacteria is a factor of 1.48 higher than at 17.5◦C, if all else is constant, using
this approach.

In many freshwater lakes, the biomass of cyanobacteria can be very high
(Reynolds 1987). In brackish systems, the situation is probably slightly different.
Howarth et al. (1988) found no data on N2-fixing planktonic species in estuaries and
coastal seas, except for the Baltic Sea and Pell-Harvey estuary, Australia. Also re-
sults from Marino et al. (2006) support this general lack of N2-fixing cyanobacteria
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√
SWT) influences on the ratio between chlorophyll and TP [log(Chl/TP)] using daily median

values from Ringkobing Fjord in the salinity range from 5 to 10 psu

in estuaries. Common freshwater cyanobacteria species may be unable to deal with
a higher concentration of Na+, since their saline tolerance is low and they have an
inefficient efflux system for Na+ (Thomas et al. 1988). This is an indication that
there may be limited amounts of cyanobacteria in brackish waters. That conclusion
is not, however, supported by other studies. There are a few species of cyanobacteria
tolerant to brackish water (Lehtimäki et al. 1997; Wasmund 1997; Moisander et al.
2002; Mazur-Marzec et al. 2005). A field study from the Baltic Sea (Wasmund 1997)
indicates that in this brackish environment species of cyanobacteria have, interest-
ingly, the highest biomass at 7–8 psu and that the blooms in Kattegat and Belt Sea
are more frequent if the salinity is below 11.5 psu. A laboratory experiment with
cyanobacteria from the Baltic Sea supports the results that the highest growth rate
was at salinities in the range between 5 and 10 psu (Lehtimäki et al. 1997).

Water blooms of cyanobacteria in marine environments may not be as common
as in freshwater systems but according to Sellner (1997) they can be the dominating
factor in carbon and nutrient fluxes in some saline systems. In marine systems, there
are just a few dominant genera. In a field study in the Pacific Ocean (Marumo and
Asaoka 1974), there was no correlation between the salinity and the cyanobacte-
ria abundance and no cyanobacteria were found in the cooler, less saline subartic
waters. Those marine cyanobacteria species are mainly found in high-saline condi-
tions. In the data discussed by Marumo and Asaokas (1974), the salinity was around
32–36 psu.
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Fig. 5.16 Scatter plot of all available data relating the ratio Chl/TN to salinity (psu). The figure
also gives two regressions for salinities either below (crosses) or higher than the threshold value of
10 (circles)

Figure 5.16 gives the relationship between the Chl/TN-ratio and salinity based
on these data from 621 systems in the salinity range from 0 to 36. In this modeling,
it has been assumed that CB would be related to salinity in the same manner as
chlorophyll. This means that the salinity moderator may be derived from the infor-
mation given by the two regressions in Fig. 5.16 for salinities higher and lower than
the threshold value of 10 psu. The maximum expected CB-values should hence be
a found if the median salinity for the growing season is 10 psu; lower values should
generally be found in systems with lower and higher salinities. The two regressions
in Fig. 5.16 have been transformed into an algorithm expressing how changes in
salinity are likely to affect the predictions of cyanobacteria in relation to the basic
regression (5.2).

If the salinity < 10 psu, then Ysal = (2.1+1.1·((salinity/10)2 −1))
else Ysal = (2.1−115·((salinity/10)∧0.01−1)) (5.5)

This means that at a salinity of 10, Ysal is 2.1 and CB a likely factors of 2.1 higher
than in freshwater systems; if the salinity is 5, Ysal is 1.28; if the salinity is 20, Ysal

is 1.3; and if the salinity is 36, Ysal is 0.62.
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Fig. 5.17 Outline of the model for predicting median summer values of cyanobacteria in lakes and
coastal areas

The CB-model is summarized in Fig. 5.17.
This model for cyanobacteria may give rather uncertain predictions for systems

with high TN/TP-ratios and low temperatures. However, during such conditions,
cyanobacteria generally play a small role for the N2-fixation and as a nuisance to
people and animals. Predicting high concentrations of cyanobacteria is evidently
more essential than predicting low concentrations in contexts of water management,
and this model serves this purpose quite well given the restrictions related to the
inherent uncertainties in the available empirical data.

Due to the lack of alternatives, there is also good reason to use this approach
until more data have been collected and stronger predictive models developed. Mea-
sured N2-fixation tends to follow a similar pattern as the prevalence of cyanobacteria
(Howarth et al. 1988; Tõnno 2004). Also, analyses using modern gene sequenc-
ing techniques have suggested that more organisms than is currently know may fix
nitrogen in both lakes and marine systems (Zehr et al. 2003). This motivates the need
for predicting general bioproduction patterns for cyanobacteria and other groups of
organisms in waters with low TN/TP-ratios, rather than solely focusing on certain
species. Evidently, it would be very interesting to have access to many more data on
the relationship between cyanobacteria and salinity.
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TN to TP
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YTNTP
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CB = ((5.85·log(TP)-4.01)4)·YTNTP·YSWT·Ysal 
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SWT= Surface water temperature in °C 
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YTNTP = if TN/TP < 15 then (1-3·(TN/TP/15-1)) else 1 
YSWT = if SWT > 15 then (0.86+0.63·((SWT/15)^1.5-1)) else  (1+1·((SWT/15)^3-1)) 
Ysal  = if salinity <10 then (2.1+1.1·((salinity/10)^2-1)) else (2.1-115·((salinity/10)^0.01-1)) 
 
Model domain: 4<TP<1300; 165<TN<6830; 0<salinity<40; 8<SWT<25

Model for cyanobacteria
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5.5 Macrophytes

For the determination of one of the most fundamental properties of aquatic systems,
the trophic status, the basic attention is generally given to phytoplankton produc-
tion or biomass. However, the macrophytes can contribute significantly to the total
primary production, especially in shallow and enclosed coastal areas. Sometimes
macrophyte production exceeds phytoplankton production (Wetzel 1983; Dahlgren
and Kautsky 2004).

The macrophytes intercept nutrients, keep the nutrients bound for long periods
and they also entrap and retain fine sediments settling out from the water phase.
It is also very important to emphasize that the evolution of any aquatic system is
closely connected with the overgrowing by rooted plants (Beeton and Edmondson
1972). Macrophytes also provide an important protective environment for small fish
(Mann 1982; Håkanson and Boulion 2002).

Shallow coasts may be regarded as a “pantry and a nursery” for large marine
areas. It has been demonstrated (see Fig. 5.18) that shallow coastal areas in the
Baltic Sea can have a very high bioproduction capacity (many times higher than the
most productive areas on land; see Rosenberg 1985); all three functional groups of
primary producers – phytoplankton, benthic algae and macrophytes – are present in
such areas and a high primary production also means high secondary production of
zooplankton, zoobenthos and fish (see Duarte 1991; Håkanson and Boulion 2002).
From Fig. 5.18, one can note that at water depths larger than 15 m, one can generally

Fig. 5.18 Criteria to estimate
the production potential
(PR/BM; PR = production;
BM = biomass; PR/BM
is also called the turnover
time in years) or “value” of
Baltic coastal areas. At water
depths > 3 m, the production
potential is generally low;
at water depth < 3 m,
the production potential is
generally high and depends on
the exposure and the bottom
substrate. Note that these data
exemplify conditions along
the Swedish coastal zone.
Modified from Håkanson and
Rosenberg (1985)
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set the production capacity (PR/BM, PR = production in kg/year and BM = biomass
in kg) of the infauna (i.e., animals > 1 mm living in the sediments) to be about 1.
At water depths of 3–15 m, PR/BM is generally between 1 and 3. At water depths
smaller than 3 m, it is important also to consider the sediment type, the habitat
for the infauna. PR/BM is given on a relative scale of value in terms of fishery
biology.

Coastal areas with a large percentage of the bottom above the Secchi depth, i.e.,
the water depth down to which most macrophytes may be found and where the
production and biomass of benthic algae and zoobenthos may be very high, has a
high bioproduction, a high “biological value” and are, hence, target areas in contexts
of coastal protection. This is also exemplified by the results given in Fig. 5.19, which
gives the relationship between the biomass of the mobile epifauna and water depth
from a coastal area on the Swedish west coast (salinity about 22 psu).

Figure 5.20 gives a compilation of basic concepts and definitions related to bot-
tom fauna and flora. In this figure, it is stressed that most benthic algae, macro-
phytes and zoobenthos appear at water depth smaller than the Secchi depth, since
this area is generally well oxygenated and has a high bioproduction potential, since
all three functional groups of primary producers, phytoplankton, benthic algae and
macrophytes, are present in such areas. Figure 5.21 illustrates that different types
of coastal areas (moderately exposed coasts, sheltered, exposed and vegetation-
dominated coasts) are dominated by different sediments types, and since the sedi-
ments are the habitat for the benthic flora and fauna, different coastal areas will also
be dominated by different species and functional groups (see Moen and Svensen
2004).
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Fig. 5.19 The relationship between the biomass of the mobile epifauna (> 0.5 mm) in gram per
m2 and the water depth at Tylösand (on the Swedish west coast; data from Möller et al. 1985)
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Benthic
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• Size criteria: macro-, meso-, and meio-benthos 
• Feeding criteria: 
   Shredders 
   Collectors 
   Scrapers 
   Predators 
   Filter feeders

Macrophytes
• Free-floating 
• Permanent stands, e.g.,
  (1) emergent with green 
parts above the water 
surface,
  (2) floating-leaved or
  (3) submerged, with all 
parts below the water 
surface.

Zoobenthos, benthic algae and macrophyte

Fig. 5.20 Concepts related to zoobenthos, benthic algae and macrophytes (see Cummings 1973;
Brinkhurst 1974)

To determine the relative role of macrophytes and phytoplankton in primary pro-
ductivity, it is necessary to study the development of these plant groups relative to
morphometric and hydro-optical properties of water bodies (see Longstaff and Den-
nison 1999; Menge et al. 2003; Sagert et al. 2005). Note that it may be difficult
to clearly define the ratio between macrophytes plus epiphytes and benthic algae.
The dominance of macrophytes or benthic algae depends on the characteristics of
the bottom substratum. If it is stony, the benthic algae dominate. If it is soft, the
rooted macrophytes (plus epiphytes) may shade the benthic algae. Benthic algae
are also very important contributors to primary production on soft (primarily mud)
bottoms.

Duarte and Kalff (1986) have demonstrated a strong relationship between lit-
toral slope and macrophyte biomass for individual sites in lakes. It has also been
shown (see, e.g., Scheffer 1990; Scheffer et al. 2000) that in a given lake with
macrophytes there can be two alternative stable states, one with turbid waters, high
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Fig. 5.21 Illustration of some typical coastal areas with a high production capacity and a high
“biological value” (from Håkanson and Rosenberg 1985)
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SPM-concentrations and a minimum of macrophytes, the other with clear water
conditions, which maximises macrophyte production and cover.

Håkanson and Boulion (2002) have used empirical data from many lakes and
statistical modeling to rank the factors influencing the variability among the lakes in
macrophyte cover (MAcov). Note that such data are not available to us from coastal
areas.

The macrophyte database includes data on MAcov from lakes covering a wide
domain, large and small systems (from 0.047 to 24,000 km 2), from latitudes 13 ◦N
(Lake Tchad in Africa) to 67.5 ◦N, Lake Big Kharbey, Vorkuta, Russia, and deep and
shallow lakes (the maximum depth varies from 1.5 to 120 m). The macrophyte cover
varies from 0.29 to 100%. The light conditions are important for the macrophytes,
and the database includes information on Secchi depth, which varies from 0.4 to
6.7 m. In many shallow lakes, the Secchi depth reaches its maximum value, the
maximum depth. Results of stepwise multiple regressions are given in Table 5.3.

This table gives a ranking of the factors influencing the MAcov-variability among
the studied lakes. One can note:

• The ratio between the Secchi depth and the mean depth (Sec/Dm) is the most
important factor to statistically explain the variation among these lakes regarding
MAcov; r2 = 0.52 for n = 19 lakes.

• The next important factor for MAcov is latitude, which is evidently related to
water temperature. If latitude is added, 67% of the variation in MAcov among the
lakes can be statistically accounted for.

• The third factor is maximum depth; the deeper the system the smaller MAcov.
• The fourth factor is the area of the lake above 1 m, A1; r2 = 0.84.

Figure 5.22 gives a 3D-diagram relating the two most important model variables,
Sec/Dm and latitude, to MAcov. This diagram shows how these two model variables
influence MAcov when Dmax and A1 are held constant. It is interesting to conclude
the very strong influence of Secchi depth, mean depth and latitude (i.e., temperature
and light) on how the macrophyte cover varies among lakes. This should also be
true for brackish and marine coastal areas, but there are no data at our disposal to
test that hypothesis.

Table 5.3 Stepwise multiple regression analyses (see Håkanson and Boulion 2002) to calculate
the macrophyte cover (y = Maccov in % of lake area). Sec = Secchi depth (m), Dm = mean depth
(m), Lat = latitude (◦N), Dmax = maximum depth (m) and A1a = lake area above 1 m water depth
(m2). n = 19 lakes

Step r2 x-variable Model

1 0.52 x1 = Sec/Dm y=1.944+4.825·x1
2 0.67 x2 = 90/(90-Lat) y=6.757+3.83·x1–1.57·x2
3 0.74 (Days,5)∧1.3 y=8.31+2.57·x1–1.50·x2–0.286·x3
4 0.84 x4 = log(A1a) y=10.49+1.502·x1–1.993·x2–0.422·x3+0.490·x4
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Fig. 5.22 3D-diagram illustrating how the ratio Secchi depth to mean depth (Sec/Dm) and latitude
influence macrophyte cover for a lake with a maximum depth of 20 m with the 2 km2 lake area
above 1 m water depth. From Håkanson and Boulion (2002)

5.6 Index of Biological Value (IBV)

There are major differences in the bioproduction potential, or the biological “value”,
of different coastal areas. The aim here is to discuss criteria related to the biopro-
duction potential of coastal areas and to present and motivate an Index of Biological
Value (IBV).

The theoretical wave base may be defined from the ETA-diagram (erosion-
transport-accumulation; see Fig. 3.15). The ETA-diagram gives the relationship be-
tween the effective fetch, a measure of the free water surface over which the winds
can influence the wave characteristics (speed, height, length and orbital velocity)
and the bottom dynamics conditions. The ETA-diagram separates the erosion areas
(dominated by coarse deposits, such as sand, gravel and rocks), from the transporta-
tion areas, with discontinuous sedimentation of fine materials (and mixed fine and
coarse sediments), from the accumulation areas, with continuous sedimentation of
fine suspended particles (and fine sediments). The prerequisites for the benthic pro-
duction, including the oxic conditions, are generally very different between these
three functional zones. The theoretical wave base (separating the T-areas from the
A-areas) for open coastal areas is generally at a lower depth than the value given by
the equation in Fig. 3.15 for closed lagoons or lakes. The wave base in open coastal
areas may be estimated using an algorithm given in the CoastMab-model (see Sect.
9.1). If the mean effective fetch (in km) for an entire lagoon is set equal to the
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√
Area (Area in km2), this approach (Fig. 3.15) gives one value for the theoretical

wave base related to the water surface area of the system.
As stressed in Chap. 3, the form of the coastal areas may be described quanti-

tatively by the volume development (= the form factor, Vd, dimensionless), which
is defined by the ratio between the water volume and the volume of a cone, with a
base equal to the water surface area (A in km2) and with a height equal to the max-
imum depth (Dmax in m). The form of the coast is important, e.g., for the growth of
macrophytes and benthic algae and for resuspension.

From the discussion on macrophytes in Sect. 5.5, Fig. 5.23 provides one step
further in the search for an index of biological value. This figure gives four relative
hypsographic curves. Coast 1 has a large percentage of the bottom above the Sec-
chi depth, which is the water depth indicating the depth of the photic zone where
macrophytes may be found and where the production and biomass of benthic algae
and zoobenthos may be very high. Coast 4 has only a small percentage of the bottom
area above the Secchi depth, and is likely to have a lower benthic production.

From this, one can conclude (1) that coasts with a high proportion of the bottom
area above the Secchi depth (Asec) generally have a high potential bioproduction, a
high biological value and (2) that the bioproduction potential also depends on the
substrate, i.e., on the bottom dynamic conditions prevailing in the coastal area, in
short on the sedimentological characteristics, which are closely linked to the expo-
sure. Coastal areas with a high bioproduction potential should generally be more

Fig. 5.23 Illustration of relative hyposographic curves (=depth-area curves) for four coasts with
different forms (and form factor = volume development = Vd). The form influences the areas
above the Secchi depth (Asec), which indicate the production capacity and “biological value” of
the coastal system
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important to protect and preserve than other, less productive areas. In coastal ar-
eas which a large fraction of the bottom area above the Secchi depth, one should
be particularity careful not to build marinas, harbors and/or emit contaminants (see
Håkanson and Rosenberg 1985). If the exposure is very high, the coastal area would
generally be dominated by coarse sediments and bare rocks, if the exposure is lim-
ited, the coastal area may have a dense macrophyte cover and be dominated by fine
sediments. Such areas should have a high bioproduction potential. This may be ex-
pressed in a simple manner in by (5.6), which defines the Index of Biological Value
(IBV, dimensionless; see also Fig. 5.24) from Asec (dimensionless) and the exposure
(Ex, dimensionless).

IBV = 10·Asec/(0.1+
√

Ex) (5.6)

The exposure generally varies between 0.0001 and 3, i.e., with a factor of 30,000
(see Fig. 3.18C, which is based on data from, 478 Baltic coastal areas; see Lindgren
and Håkanson 2007); Asec varies between 0.06 and 1, i.e., with a factor of 15–20.
This has motivated the expression (0.1 +

√
Ex) in (5.6).

The latter expression will then vary between 15 and 20, which means that varia-
tions in Asec and in Ex are of equal importance for the index. IBV will vary between
0.1 and 100 (extremely valuable enclosed areas with a high percentage of the bot-
tom area above the Secchi depth). A typical Baltic Sea coastal area would have
an exposure of 0.2 (see Fig. 3.18C) and an Asec-value of 0.5, which gives an IBV-
value of 10. According to the categories suggested in Fig. 5.24, this would indicate
a coastal area at the border between “productive” and “moderately productive”. The
class limits for IBV, 1, 10, 25 and 50 and the categories “extremely productive, very

Exposure, Ex = 100·At/A
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Fig. 5.24 Nomogram illustrating how the Index of Biological Value (IBV) is related to the expo-
sure (Ex) and the area above the Secchi depth (Asec)
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productive, productive, moderately productive and low-productive”, can, of course,
be discussed and this nomenclature is given here as a suggestion. However, the def-
inition of IBV is well motivated by comprehensive empirical data. Since Asec and
Ex are easy to define and understand, also IBV is easy to apply in practice in coastal
management. To determine Asec, one would need data from standard monitoring
programs on the Secchi depth as well as a bathymetric map so that the hypsographic
curve can be produced. To determine the exposure, one must define the boundary
lines for the coastal area by means of the topographical bottleneck approach and
determine the section area (At) and the enclosed coastal area (Area). This can be
done easily if digitized bathymetric information is available (see Chap. 3).

Since hypsographic curves may not be accessible for certain coastal areas, one
can also estimate Asec using (5.7), which was originally derived for lakes (see
Håkanson 1999). Equation 5.7 gives Asec (in m), as a function of the form factor,
Vd, the area of the coast (Area in m2) and the maximum depth of the coast (Dmax in
m). It would be interesting to try to derive a similar function also for open coastal
areas, but that has been beyond the aim of this work. Equation 5.7 has, however,
been used to calculate Asec in Fig. 5.25. This also means that it would probably be
possible to create a more relevant frequency distribution and obtain better statistical
information regarding Asec for these Baltic coastal areas, but for the present purpose
these results may serve as examples illustrating the practical use of the IBV-index.

Asec = Area−Area·((Dmax −Dsec)/(Dmax +Dsec·EXP(3−Vd1.5)))(0.5/Vd) (5.7)

Where EXP is the exponent and Dsec the Secchi depth. Deep, U-formed systems
generally have smaller areas above the Secchi depth.

Figure 5.25 gives frequency distributions and statistics (mean values, medians,
standard deviations, minimum and maximum values) for the area above the Secchi
depth (from (5.7)) and the requested Index of Biological Value calculated for 478
Baltic coastal areas.
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One can note that the IBV varies between 0.6 (low-productive) to 68 (extremely
productive); the frequency distribution is positively skewed and the mean value is
12.9 (productive coastal area) and the median 10.5 (also indicative of productive
conditions). There are 5 (1%) extremely productive coastal areas (IBV > 50), 43
(9%) very productive coastal areas (25 < IBV < 50), 209 (43.7%) productive coastal
areas (10 < IBV < 25), 214 (63.0%) moderately productive coastal areas (1 < IBV
< 10) and 7 (1.5%) low-productive coastal areas (IBV < 1).

Using geographical information systems (GIS) based on digitized bathymetric
data, it is easy to apply these concepts and determine IBV for any given coastal area.

5.7 Summary and Conclusions

This chapter has discussed a comparative study based on a comprehensive set of
empirical data from many international databases including fresh water systems,
coastal brackish water areas and marine coastal areas. We have targeted on the fol-
lowing operational effect variables (bioindicators), which are meant to reflect key
structural and functional aspects of aquatic ecosystems: Secchi depth (as a stan-
dard measure of water clarity), chlorophyll-a concentrations (a measure of primary
phytoplankton biomass), the concentration of cyanobacteria (a measure of harmful
algae), the oxygen saturation in the deep-water zone (an indicator reflecting sedi-
mentation, oxygen consumption, oxygen concentrations and the habitat conditions
for zoobenthos, an important functional group) and the macrophyte cover (an im-
portant variable for the bioproduction potential, including fish production, and the
“biological value” of aquatic systems). For a wide range of systems, these bioindica-
tors can be predicted using practically useful models, i.e., models based on variables
that can be accessed from standard monitoring programs and maps. These bioindi-
cators are regulated by a set of abiotic factors, such as salinity, temperature, light,
nutrient concentrations (N and P), morphometry and water exchange. Empirical data
ultimately form the basis for most ecological/environmental studies and this book
uses maybe the most comprehensive data-set ever related to trophic level conditions
and these bioindicators. We have also given compilation of empirically-based (sta-
tistical) models quantifying how the variables are interrelated and how they reflect
fundamental aspects of aquatic ecosystems.

There was no simple relationship between the TN/TP-ratio and empirical chloro-
phyll concentrations or concentrations of cyanobacteria. Variations in TP rather than
TN generally seem to be more important to predict variations among systems in
chlorophyll-a and cyanobacteria. Different “bioavailable” forms of nutrients (DIN,
DIP, phosphate, nitrate, etc.) have been shown to have very high coefficients of vari-
ation (CV), which means that many samples are needed to obtain reliable empirical
data which are necessary in models aiming for high predictive power and practical
usefulness of the operational bioindicators discussed in this chapter.

This work has motivated and introduced an index expressing the production
potential or the biological “value” of coastal areas. Note that the class limits and
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categories defined in Fig. 5.24 should be regarded with due reservation. New data
and information may motive changes in the classes and the nomenclature. Evidently,
much more could be done to critically test this approach for other systems cover-
ing wider gradients in salinity and trophic status, Secchi depths and exposure. This
work may be considered as a steppingstone toward such goals.

Coastal areas of different size may have similar IBV-values. From the perspec-
tive of regional, national or international sustainable management, it is, evidently,
most important to try to maintain high IBV-values for the larger areas. The main
threat to the bioproduction potential and the biological value, as expressed by IBV,
is eutrophication, which lowers the Secchi depth and hence also Asec and IBV.



Chapter 6
Case-Studies

6.1 Introduction and Aim

Process-based dynamic mass-balance models are essential tools for gaining a deeper
understanding of how a number of complex processes in an aquatic system together
determine the concentration of a studied substance, e.g., a nutrient or a contaminant
(Håkanson 1999). Mass-balance models have long been used as a tool to study lake
eutrophication (Vollenweider 1968; OECD 1982) and also used in different coastal
applications (see Sect. 9.1). Mass-balance modeling makes it possible to produce
predictions of what will likely happen to a system if the conditions change, e.g.,
a reduced discharge of a pollutant related to a remedial measure. Using dynamic
ecosystem models, it is also possible to predict thresholds and points of no return
before they have been reached, and hence to take action to avoid them.

Mass-balance modeling can be performed at different scales depending on the
purpose of the study. A large number of coastal models do exist, all with their pros
and cons. For example, the 1D-nutrient model described by Vichi et al. (2004) re-
quires meteorological input data with a high temporal resolution, which makes fore-
casting for longer time periods than one week ahead very difficult. The 3D-model
used by Schernewski and Neumann (2005) has a temporal resolution of 1 minute
and a spatial resolution of much less than 1 m, which means that it is difficult to
find reliable empirical data to run and validate the model. The model used for the
case-studies in this chapter, CoastMab, is a general mass-balance model for entire
coastal areas (the ecosystem scale). It is based on ordinary differential equations
and monthly time steps to account for seasonal variations. It has been tested and ap-
plied for phosphorus (Håkanson and Eklund 2007b) and contaminants (Håkanson
and Lindgren 2007c) with good results. For mass-balance models for coasts, data
must be available both for the given coastal area and for the sea outside the given
coastal area because these conditions will influence the conditions within the coastal
area. This is most evident for open coasts, but also true for more enclosed systems.
This explains why the topographical openness (= exposure) of coastal areas is a key
attribute in the classifications system discussed in this book.

159
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Fig. 6.1 An outline of transport processes (= fluxes) and the structure of the dynamic coastal model
(CoastMab) for phosphorus and suspended particulate matter (SPM)

The transport processes (sedimentation, resuspension, diffusion, mixing, bioup-
take, etc.) quantified in the CoastMab-model are general and apply for all substances
in all/most aquatic systems (see Fig. 6.1), but there are also substance-specific parts
(mainly related to the particulate fraction and the criteria for diffusion from sed-
iments). These processes have the same names for all systems and for all sub-
stances; so

• sedimentation is the flux from water to sediments of suspended particles and
nutrients attached to such particles,

• resuspension is the advective flux from sediments back to water, mainly driven
by wind/wave action and slope processes;

• diffusion in Fig. 6.1 is the flux from sediments back to water triggered by con-
centrations gradients, which would often be influenced by small-scale advective
processes; even after long calm periods, there are currents related to the rota-
tion of the earth, variations of low and high-pressures, temperature variations
between day and night, bioturbation by benthic animals, etc.; it should be noted
that it is difficult to measure flow velocities lower than 1–2 cm/sec in natural
aquatic systems;

• mixing (or large-scale advective transport processes) is the transport between
surface-water areas and deeper water layers;

• mineralization (and regeneration of nutrients in dissolved forms) by decomposi-
tion of organic particles by bacteria;

• primary production is creation of living suspended particles from dead matter by
sunlight;

• burial is the transport of matter from the biosphere to the geosphere often of
matter from the technosphere;

• outflow is the flux out of the system of water and everything dissolved and sus-
pended in the water.

Note that CoastMab is not a model where the user should make any tuning or change
model constants. The idea is to have a model based on general and mechanistically
correct algorithms describing the transport processes at the ecosystem scale and to
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calculate the role of the different transport processes; and how a given system would
react to changes in inflow related to natural variations and anthropogenic reductions
of water pollutants. This chapter includes three case-studies. The first one concerns
how point-source emissions of nutrients to coastal areas affect the receiving waters
when all other important nutrient fluxes to, within and from the given area are ac-
counted for. The second case-study addresses the question how to find the proper
reference values related to “good” water quality to set the targets for the remedial
actions. The third case-study concerns reconstruction of eutrophication.

6.2 How Important are Local Nutrient Emissions
to Eutrophication in Coastal Areas Compared
to Fluxes from the Outside Sea?

6.2.1 Aim of the Case-Study

This case-study addresses a key issue in coastal management: If investments are be-
ing made to reduce local nutrient emissions to coastal areas, e.g., from industries and
other point sources (such as fish farms), from diffuse sources or by means of chang-
ing agricultural practices, what are the benefits for the local receiving water system?
And how much of the local emissions would be transported out of the coastal sys-
tem and contaminate the outside sea? To answer such questions, it is evident that
one needs to quantify all major fluxes of water and nutrients/contaminants to put the
reductions into the proper context. This work will use the CoastMab-model in three
different forms:

1. CoastMab for salt will provide water fluxes to, within and from the given coastal
area and also the basic algorithms for (a) the theoretical water retention times
(which also influence the turbulence of the system and hence also sedimentation
of particulate matter), (b) the mixing transport between the surface and the deep-
water layers and (c) diffusive fluxes of dissolved substances (such as salt and
dissolved forms of nutrients).

2. CoastMab for phosphorus will provide the requested nutrient fluxes and put the
nutrient fluxes from the tributaries and from local emissions into a framework
where also the exchange of nutrients between the given coastal area and the
outside sea are calculated. The main difference between CoastMab for salt and
CoastMab for phosphorus relates to the fact that:

• Phosphorus may appear in two different functional forms, the particulate frac-
tion (PF), which is subject to gravitational sedimentation, and the dissolved
fraction (DF = 1 – PF), which is subject to biouptake.

• And that the phosphorus deposited in the sediments may return to the water
phase by means of advective and diffusive transport processes.



162 6 Case-Studies

The advective fluxes are mainly caused by wind-induced wave action and slope
processes and the diffusive internal loading mainly by high sedimentation of or-
ganic material leading to high oxygen consumption, low oxygen concentrations
and a low redox potential in the sediments, which favors the formation of high
levels of dissolved phosphorus in the sediments, which trigger a high diffusion
of phosphorus from the sediments. These processes are well known and included
in textbooks in recent sedimentology (see, e.g., Håkanson and Jansson 1983) and
these processes are also included in the CoastMab-model.

3. CoastMab for suspended particulate matter (see Håkanson 2006), which also pre-
dicts water clarity (Secchi depth) and sedimentation of matter and how these fac-
tors relate to nutrient fluxes (how the nutrient concentrations regulate the internal
production of suspended particles) and the salinity (which regulates the aggrega-
tion of suspended particles and hence also sedimentation and water clarity).

A central question in coastal management is how a given system would re-
spond to suggested measures. How long would it take to reach a new steady state?
What are the characteristic new nutrient concentrations in the water? And how
would key bioindicators for eutrophication (see, e.g., Nixon 1990; Livingston 2001;
Schernewski and Schiewer 2002; Schernewski and Neumann 2005; Moldan and
Billharz 1997; Bortone 2005), such as chlorophyll-a concentration, concentration
of cyanobacteria, oxygen concentration in the deep-water zone or Secchi depth
change? In short, what is the environmental benefit related to the remedial costs?
Such questions are addressed in this section using a general process-based quantita-
tive approach, which could also be used for other coastal areas than the case-study
area discussed here, the Himmerfjärden Bay in the Baltic Sea.

Eutrophication is ranked as the most severe threat to the Baltic Sea (Savage et al.
2002; Bernes 2005). The Himmerfjärden Bay has been chosen as a case-study area
here because it has been investigated intensively since 1976 and long data series on
nutrient levels and water quality variables are available (see Elmgren and Larsson
1997; Larsson et al. 2006). Khalili (2007) has presented a literature study on pre-
vious eutrophication research in the Himmerfjärden Bay. The research in the bay
includes four large-scale nutrient regulation tests related to the discharges from a
water treatment plant, Himmerfjärdsverket. The results from the Himmerfjärden
Bay are often cited and used to motivate the benefits of nitrogen reductions. This
strategy has been questioned and the debate has been lively (Rabalais and Nixon
2002; Rönnberg and Bonsdorff 2004; Howarth and Marino 2006; Boesch et al.
2006). Engqvist (1996) has previously modeled the salinity and the N and P cy-
cles in the Himmerfjärden Bay, and although this section may be seen as a comple-
ment to that work, we would like to point out some major shortcomings with his
model:

• Engqvist’s work contains site-specific constants, which are more or less impos-
sible to measure and have not been determined in a general way. Such modeling
provides ample room for ambiguous and faulty tuning and it also makes it diffi-
cult to falsify the model in a Popperian sense (Mann 1982; Peters 1991; Bryhn
and Håkanson 2007).
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• His model also lacks a general algorithm to quantify sediment resuspension (and
sediment internal loading), which is necessary to correctly simulate nutrient cy-
cles, as demonstrated in this book.

• It does not contain any general algorithms for nitrogen fixation, denitrification
and dry deposition of nitrogen, which are needed to predict changes in nitrogen
concentrations.

The following section will present the data used in the mass-balance calculations
for salt, phosphorus and suspended particulate matter (SPM). A central part of this
case-study is to compare modeled data on the target variables (salinity, phosphorus
concentration, Secchi depth, chlorophyll and oxygen concentrations) with empirical
data. We will also present model predictions of cyanobacteria, SPM-concentrations,
phosphorus concentration in sediments and sedimentation but in those cases there
are no comparable reliable empirical data accessible to us. The main results con-
cern the dynamic response of the system to reductions in nutrient loading and the
analyses and interpretations of those results.

6.2.2 Information on the Himmerfjärden Bay

The Himmerfjärden Bay, situated about 60 km south of Stockholm at 59◦ 00’ N,
17◦ 45’, is a narrow bay divided into four sub-basins (Engqvist 1999; Boesch
et al. 2006). The basins are separated by topographical thresholds, and just out-
side the outer basin, to the south, is the area Hållsfjärden. Hållsfjärden is commonly
used as a reference area for the Himmerfjärden Bay and holds a reference station
called B1. There are five sampling stations in the Himmerfjärden Bay, H2–H6. The
Himmerfjärden Bay is connected to Lake Mälaren in the north but the freshwater
inflow to the bay is limited to a few short periods when the water level in the lake
is high (Elmgren and Larsson 1997). The Himmerfjärden Bay has been monitored
since the middle of the 1970s when sewage water from the area southwest of Stock-
holm was redirected from Lake Mälaren to the Himmerfjärden Bay. In 1974, the
treatment plant in the Himmerfjärden Bay began to remove phosphorus and 96% of
the phosphorus is, on average, removed today. The treatment plant initially served
about 90,000 people but the population increased rapidly, causing an increase in pri-
marily nitrogen fluxes. Today, the plant serves 240,000 people (Boesch et al. 2006).
Extensive nitrogen removal has been implemented since the late 1990s reaching
about 90% in 1998 (Larsson and Elmgren 2001).

It must be stressed that it has been assumed that the emissions from the sewage
treatment plant contributes with flows of nitrogen of such significance that the ni-
trogen reductions would have a clear effect on the eutrophication status in the Him-
merfjärden Bay. This assumption was mainly based on the fact that total nitrogen
concentration and inorganic concentrations of nitrogen before the spring bloom at
station H4 correlated (r2 = 0.69, n = 16) with the load from the sewage treatment
plant. Changes in eutrophication status have consequently been interpreted mainly
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as results of treatment plant regulatory measures (Elmgren and Larsson 1997, 2001;
Larsson and Elmgren 2001).

The first large-scale experiment in the Himmerfjärden Bay was performed in
1983 when the concentration of phosphorus in the water from the treatment plant
was allowed to increase to about fourfold (or twofold as compared to the amount dis-
charged annually in 1983, i.e., 31 tons). According to Elmgren and Larsson (1997),
no increase in primary production was observed following this increase in phospho-
rus loading but a slight increase in heterocytes (the nitrogen fixing cells in cyanobac-
teria) was noted and this increase occurred mainly at station B1 in the reference area
possibly implying that the growth of cyanobacteria in the Himmerfjärden Bay re-
flects the growth in the outside sea.

The second large-scale experiment started in 1985 when the treatment plant in-
creased its capacity and began receiving sewage from Eolshälls treatment plant re-
sulting in increased emissions of nitrogen to the Himmerfjärden Bay. The increase
was followed by a successive decrease when nitrogen reduction processes were in-
troduced and became more and more efficient reaching about 50% in 1992. As in the
case with the first experiment, no clear increase in primary production occurred fol-
lowing increasing nitrogen inputs to the bay. Elmgren and Larsson (1997) suggested
that phosphorus at this time was the main limiting nutrient in the Himmerfjärden
Bay and that the excess nitrogen was exported to the outside sea causing increased
eutrophication in the outside sea.

As mentioned, Elmgren and Larsson (1997) found no significant correlation be-
tween eutrophication indicators, such as chlorophyll or Secchi depth, and varying
loads of nitrogen and phosphorus from the sewage treatment plant following the
two first large-scale experiments. They concluded that further removal of phospho-
rus would not be meaningful since the emissions from the treatment plant constitute
a small fraction of the total loading of phosphorus. They recommended to increase
nitrogen removal from the treatment plant.

Following the recommendations from Elmgren and Larsson (1997), extensive
nitrogen removal (about 90%) began in 1998. A third large-scale experiment was
performed in 2001–2002 when emissions of nitrogen were deliberately doubled. As
in the previous cases, no increase in chlorophyll-a levels was observed related to the
increase in nitrogen from the sewage treatment plant (Boesch et al. 2006).

According to Boesch et al. (2006) both the experiment in 1983 and the two ex-
periments with increased nitrogen emissions may have been too small and or too
short to result in clear changes in primary production in the bay.

The following simulations will use morphometric data from Khalili (2007) who
made an analysis of the Himmerfjärden Bay using Geographical Information Sys-
tems (GIS). Basin-specific data are compiled in Table 6.1, which gives information
on, e.g., total area; volume; mean depth; maximum depth; the depth of the theo-
retical wave base at 19 m (see Fig. 6.2 for motivation); the volume of the surface-
water layer and the deep-water layer separated by the theoretical wave base; the
section area, which defines the cross-sectional area that separates the given coastal
area from the outside sea (Fig. 6.2); the tributary water discharge to the bay; the
discharge of water and phosphorus from the plant; the catchment area; latitude; and
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Table 6.1 Data on Himmerfjärden Bay (see Khalili 2007, for more information). Bolded factors
are obligatory (coastal-area typical) driving variables

Catchment area (ADA in km2) 1 268
Annual precipitation (Prec, mm/yr) 460
Area (Area in km2) 234
Area below wave base at 19 m (ADwb in km2) 46
Maximum depth (Dmax in m) 52
Wave base (Dwb in m) 19
Dynamic ratio (DR =

√
Area/Dm) 1.24

Areas of fine sediment erosion and transport (ET, dim. less) 0.80
Exposure (Ex = 100·At/Area) 0.0194
Form factor (Vd = 3·Dm/Dmax) 0.71
Land rise (LR, mm/yr) 4
Latitude (Lat, ◦◦◦N) 59
Mean depth (Dm=V/Area, m) 12.3
Water flow from plant (Qplant, m3/yr) 35,000,000
Water flow from rivers (Qtrib, m3/yr) 491,600,000
Section area (At, m2) 45,310
TP-emissions from plant (FTPplant, kg/yr) 1 632
Volume of DW-layer (VSW, km3) 0.236
Volume of SW-layer (VDW, km3) 2.642
Total volume (V, km3) 2.878

mean annual precipitation. As stressed, the theoretical wave base separates the trans-
portation areas (T), with discontinuous sedimentation of fine materials, from the
accumulation areas (A), with continuous sedimentation of fine suspended particles
(see Chap. 3).

The Himmerfjärden Bay has been divided into two depth intervals:

1. The surface-water layer (SW), i.e., the water above the theoretical wave base at
19 m.

2. The deep-water layer (DW) is defined as the volume of water beneath the theo-
retical wave base (see Table 6.1).

Fig. 6.2 Limiting section area profile between Askö-Torö in the Himmerfjärden Bay
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It should be noted that the theoretical wave base is meant to describe aver-
age conditions. During storm events, the wave base will likely be at greater wa-
ter depths (see Jönsson 2005) and during calm periods at shallower depths. Khalili
(2007) has presented a hypsographic curve and a corresponding volume curve for
the Himmerfjärden Bay and those curves have been used in this work to calculate
the volumes given in Table 6.1. One can note that the area below the theoretical wave
base (Dwb) is 46 km2 and that the SW-volume is 2.6 km3, the volume of the DW-
layers is small (only 0.24 km3) and the entire volume is 2.88 km3. The boundary
lines for the Himmerfjärden Bay used in this work are from Khalili (2007); the total
section area (At), which provides a minimum value of the exposure (Ex = 100·At/A;
see Fig. 6.2, for more information regarding the topographical bottleneck method to
objectively define the boundary lines for coastal areas) is 45,310 m2, which gives an
exposure (Ex) of 0.0194, indicating the enclosed character of the bay.

Table 6.2 shows the driving variables used in this work (calculated from the on-
going monitoring program for the period 1997–2007). This table gives monthly
mean values for the number of hours with daylight (needed to calculate chloro-
phyll concentration), salinity in the surface water outside the Himmerfjärden Bay in
the Baltic Proper (needed in the mass-balance calculations of salt to calculate water
inflow from the Baltic Proper), the Secchi depth in the area outside of the Him-
merfjärden Bay (needed to calculate the inflow of SPM from the Baltic Proper),
the TP-concentrations in the SW and DW-layers in the area outside of the Him-
merfjärden Bay (needed to calculate the inflow of TP from the Baltic Proper), and
the empirical monthly SW and DW-temperatures in the Himmerfjärden Bay (needed
to quantify mixing).

Table 6.2 Monthly data on driving variables (mean monthly number of hours with daylight),
surface-water (SW) salinity in the sea outside of the Himmerfjärden Bay (the Baltic Proper,
BP), Secchi depth outside the bay, TP in SW and DW-water outside the bay and SW and DW-
temperatures in the bay

Month Daylight SalinitySWBP SecchiBP TPSWBP TPDWBP TempSW TempDW

hr/month psu psu μg/l μg/l ◦C ◦C

1 9.1 7.18 8.5 30.1 31.2 0.7 1.3
2 11.8 7.12 8.5 27.2 29.3 1.1 1.2
3 14.3 7.01 7.0 22.1 24.3 3.0 2.3
4 17.1 7.01 9.0 18.2 21.2 8.0 4.0
5 18.5 7.06 7.6 18.1 22.4 12.6 5.9
6 18.1 6.96 5.3 16.6 24.5 16.1 7.5
7 15.8 6.96 5.5 17.9 24.8 18.0 8.3
8 13.0 6.93 6.7 19.3 26.0 14.6 8.0
9 10.1 6.92 8.5 23.1 27.1 10.8 8.1
10 7.3 7.00 9.5 25.9 26.9 7.6 7.1
11 6.4 7.09 7.8 30.9 33.3 1.3 2.1
12 6.4 7.09 7.8 30.9 33.3 1.3 2.1
MV 12.3 7.03 7.7 23.4 27.0 7.9 4.8
M50 12.4 7.01 7.8 22.6 26.5 7.8 4.9
SD 4.5 0.08 1.3 5.5 4.0 6.4 2.9
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In the following modeling, we will compare the modeled values for the target
variables mainly to the confidence intervals related to ±1 standard deviation of the
mean monthly empirical data accessible to us from the bay.

6.2.3 The Dynamic CoastMab-Model Used in the Case-Study

The model consists of five compartments (see Fig. 6.1): surface water (SW), deep
water (DW), erosion/transportation areas for fine sediments (ET), accumulation ar-
eas for fine sediments below the theoretical wave base (A) and also biota with
short turnover times (BS; see Sect. 9.1). There are algorithms for all major inter-
nal fluxes of salt, TP and SPM (outflow, TP and SPM from land uplift, sedimen-
tation of particulate TP and SPM, resuspension of TP and SPM, diffusion of salt
and dissolved phosphorus, mixing, biouptake of dissolved phosphorus and burial of
TP and SPM and mineralization of the organic fraction of SPM; see Håkanson and
Eklund (2007b) and Håkanson (2006) which give and motivate all equations and
model variables).

To calculate the inflow of salt, TP and SPM to the Himmerfjärden Bay (HI)
from the Baltic Proper (BP), data on the concentrations in the SW and DW-layers
in the Baltic Proper from Table 6.2 have been used. The inflows to the two layers
from the Baltic Proper are given by the water discharges in Table 6.3 (QSWBPHI and

Table 6.3 Compilation of calculated monthly data (using the mass-balance for salt) for water
transport (Q in million m3/month) related to evaporation (Qeva), surface water (SW) inflow from
the Baltic Proper (BP) to the Himmerfjärden Bay (HI), deep-water (DW) inflow from BP to HI,
mixing from DW to SW in HI, DW outflow from HI to BP, SW outflow from HI to BP, water
flow related to direct precipitation onto the surface area of HI (Qprec), inflow of water to SW and
DW from the water treatment plant (QSWplant and QDWplant) and freshwater inflow from tributaries
(Qtrib)

Month Qeva QSWBPHI QDWBPHI QDWSWx QDWHIBP QSWHIBP Qprec QSWplant QDWplant Qtrib

1 8.1 4050 450 278 453 4104 9.0 2.9 0.4 52.9
2 8.1 4050 450 303 453 4095 9.0 2.9 0.4 44.3
3 8.1 4050 450 248 453 4099 9.0 2.9 0.4 47.9
4 8.1 4050 450 37 453 4110 9.0 2.9 0.4 59.1
5 8.1 4050 450 18 453 4110 9.0 2.9 0.4 59.4
6 8.1 4050 450 13 453 4084 9.0 2.9 0.4 33.2
7 8.1 4050 450 10 453 4078 9.0 2.9 0.4 27.1
8 8.1 4050 450 13 453 4076 9.0 2.9 0.4 25.0
9 8.1 4050 450 151 453 4078 9.0 2.9 0.4 26.7
10 8.1 4050 450 276 453 4081 9.0 2.9 0.4 30.3
11 8.1 4050 450 243 453 4097 9.0 2.9 0.4 46.4
12 8.1 4050 450 256 453 4097 9.0 2.9 0.4 46.4
MV 8.1 4050 450 154 453 4092 9 2.9 0.4 42
M50 8.1 4050 450 197 453 4096 9 2.9 0.4 45
SD 0 0 0 125 0 13 0 0 0 13
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QDWBPHI) and the given concentrations. Engqvist’s (1996) calculations of the salt
exchange is a factor 2.2 lower than in Table 6.3, which may be a result of different
vertical resolutions and different borderlines between the bay and the Baltic Proper.
The empirical Secchi depths in Table 6.2 have been recalculated into SPM-values by
(5.1). So, SPM values (in mg/l) are calculated from measured Secchi depths (in m)
and the salinity of the SW-layer in the area outside the Himmerfjärden Bay (SalSW

in psu). The higher the salinity, the higher the aggregation and the clearer the water.
Figure 6.3A and B give comparisons between modeled salinities and measured

values (the uncertainty bands related to ±1 standard deviation). The idea is that the
modeled values should lie in-between these uncertainty bands. This is one main way
of controlling the model predictions, another way is shown in Table 6.4.

From extensive measurements in many coastal areas (see Håkanson et al. 1986),
one can conclude that typical water velocities in limiting section areas generally
range between 1 and 15 cm/sec for coastal areas in the Baltic Sea. Lower mean
velocities than 1 cm/sec would be rather unrealistic on a monthly basis. The water
velocity in the section area has been calculated for the total outflow (m3/yr) divided
by half the section area since there is also inflow of water to maintain a given water
level ((m3/yr)·(1/(0.5·m2). These calculations give an average velocity in the section
area of 7.7 cm/sec, which is in the middle of the expected range.

Another way to check the modeled water fluxes between the coast and the sea is
to compare these model predictions from the mass-balance for salt with data from
an empirically-tested model for the theoretical surface-water retention time (TSW).
It has been shown (Persson et al. 1994b) that TSW can be predicted very well with
the regression in Table 3.2, which is based on the exposure (Ex), which, in turn is
a function of section area (At) and coastal area (Area). The range of this model for
TSW is given by the minimum and maximum values for Ex of 0.002 < Ex < 1.3;
Ex = 0.0194 for the Himmerfjärden Bay is within this range. The model should not
be used without complementary algorithms if the tidal range is >20 cm/day or for
coastal areas dominated by fresh water discharges.

For open coasts, i.e., when Ex > 1.3, TSW may be calculated not by this equation
but from a model based on coastal currents (see Sect. 9.1 or Håkanson 2006).

From Table 6.4, one can note the good correspondence between TSW-values cal-
culated using the mass-balance for salt (mean value = 0.62 months) and with the
equation in Table 3.2 (mean value = 0.59 months). One can also see from Table 6.4
that the theoretical deep-water retention time, TDW, is short (0.41 months on aver-
age) because the volume of the DW-layer is small and TDW is defined from the ratio
between the volume of the DW-layer and the total water flux to the DW-layer. The
total water residence time according to Engqvist (1996) is higher; 1.5 months or 44
days, an estimate which deviates significantly from both methods used to produce
the data in Table 6.4.

Also note that there has been no calibration or tuning regarding the water fluxes
given in Table 6.3 and that these fluxes are used also to calculate the TP and
SPM-fluxes. The monthly data on tributary water discharge used in the modeling
have been calculated from the empirical average annual value using the dimen-
sionless moderator for this purpose (from Abrahamsson and Håkanson 1998). This
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Fig. 6.3 Comparison between modeled values and uncertainty bands for the empirical mean val-
ues representing ±1 standard deviation for A. SW-salinity, B. DW-salinity, C. TP-concentration in
SW, D. TP-concentration in DW, E. Chlorophyll, F. Secchi depth, G. O2-concentration in DW, H.
modeled TP-concentration in accumulation area sediments in relation to minimum and maximum
reference values, I. modeled TN-concentration in relation to ±1 standard deviations for the empir-
ical mean values, J. modeled TN/TP-ratios in relation to the Redfield ratio (7.2) and the Threshold
ratio (15), K. modeled values of cyanobacteria, and L. modeled SPM-concentrations in the SW
and DW-layers in the Himmerfjärden Bay
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Table 6.4 Modeled monthly values the flow velocity of water in the section area, the theoretical
surface-water (SW) retention time calculated from the mass-balance for salt (TSW), and from the
empirical morphometrical formula based on the exposure (Ex) (TSWEx) and for the deep water
(DW) according to the mass-balance for salt (TDW)

Month Monthly flow velocity Theor. wat. ret. time Theor. wat. ret. time Theor. wat. ret. time

uAt, cm/sec TSWEx, months TSW, months TDW, months

1 7.66 0.59 0.60 0.32
2 7.66 0.59 0.59 0.31
3 7.66 0.59 0.60 0.34
4 7.66 0.59 0.63 0.48
5 7.66 0.59 0.63 0.50
6 7.66 0.59 0.64 0.51
7 7.66 0.59 0.64 0.51
8 7.66 0.59 0.64 0.51
9 7.66 0.59 0.62 0.39
10 7.66 0.59 0.60 0.33
11 7.66 0.59 0.60 0.34
12 7.66 0.59 0.60 0.33
MV 7.66 0.59 0.62 0.41
M50 7.66 0.59 0.62 0.39
SD 0 0 0.02 0.09

moderator is based on data on the size of the catchment area, mean annual precipita-
tion and latitude (for data, see Table 6.1). Since we do not have access to reliable em-
pirical monthly data on tributary water discharge for the study period (1997–2007),
it should be stressed that this modeling concerns average, characteristic condi-
tions on a monthly basis for this period of time and not the actual sequence of
months.

The theoretical water retention times in the two layers from the basic mass-
balance for salt (see Table 6.4) are used together with the temperature-dependent
mixing rate in the mass-balance model as indicators of how the turbulent mixing
influences the settling velocity for particulate phosphorus and SPM – the faster
the water renewal, the more turbulence, the lower the settling velocity. The small
TP-input from precipitation onto the water surface of the Himmerfjärden Bay has
been estimated from the characteristic annual precipitation of 460 mm and a TP-
concentration in the rain of 5 μg/l (see Håkanson and Eklund 2007b).

The internal processes are: sedimentation of particulate phosphorus from surface
water to deep water (FTPSWDW), sedimentation from SW to areas of erosion and
transportation (FTPSWET), sedimentation from DW to accumulation areas (FTPDWA),
resuspension (advection) from ET-areas (including TP from land uplift, FTPLU) ei-
ther back to the surface water (FTPETSW) or to the deep water (FTPETDW), diffu-
sion of dissolved phosphorus from accumulation area sediments to the DW-layer
(FTPADWd), diffusion from DW-water to SW-water (FTPDWSWd), upward and down-
ward mixing between SW and DW (FTPDWSWx and FTPSWDWx) and biouptake and
elimination of phosphorus from biota (FTPSWBS and FTPBSSW). When there is a



6.2 How Important are Local Nutrient Emissions to Eutrophication 171

partitioning of a flux from one compartment to two compartments, this is handled
by a distribution coefficient (DC).

1. The DCs regulating the amount of phosphorus in particulate and dissolved frac-
tions in the SW and DW-layers. These DCs are called particulate fractions (PF).
By definition, only the particulate fraction of a substance is subject to gravita-
tional sedimentation and only the dissolved fraction (DF = 1 – PF) may be taken
up by biota. Table 6.5 gives a compilation of calculated PF-values for the SW
and DW-compartments. One can note that the PF-values in the SW-compartment
vary between 0.2 and 0.87 depending on season of the year (and how much TP
is bound in biota) and that the PF-values in the DW-compartment are low dur-
ing stratified conditions (when most phosphorus appear in dissolved form). The
mean PFSW-value is 0.51 (see Table 6.5). This is in good correspondence with
the value 0.56, which is an average values based on extensive data from many
aquatic systems (see Sect. 9.1 or Håkanson and Boulion 2002).

2. The DC regulating sedimentation of particulate phosphorus either to areas of
fine sediment erosion and transport (FTPSWET) or to the DW-areas beneath the
theoretical wave base (FTPSWDW). The calculated ET-value for this bay is 0.80
(i.e., 80% of the total area of the bay are dominated by areas with fine sediment
erosion and transport).

3. The DC describing the resuspension flux from ET-areas back either to the surface
water (FTPETSW) or to the DW-compartment (FTPETDW), as regulated by the form
factor (Vd, where DC = Vd/3, Vd = 3· Dm/Dmax, Dm = the mean depth, Dmax =
the maximum depth).

4. The DC describing how much of the TP in the water that has been resuspended
(DCres) and how much that has never been deposited and resuspended (1-DCres)
in the SW and DW-layers. The resuspended fraction settles out faster than the
materials that have not been deposited.

Land uplift (FLU) is a special case (see Sect. 9.2). Land uplift is a main contribu-
tor of TP to the Baltic Proper (Håkanson and Bryhn 2007). From the map illustrating
the spatial variation in land uplift (see Fig. 6.1), one can calculate that the mean land
uplift in the Himmerfjärden Bay is about 4 mm/yr and this value has been used in
these calculations. Land uplift has been discussed in many contexts (Voipio 1981;
Jonsson et al. 1990; Jonsson 1992) and the algorithm to quantify how land uplift in-
fluences the fluxes of TP and SPM has been given by Håkanson and Bryhn (2007).
The total area above the theoretical wave base in the Himmerfjärden Bay is about
188 km2 and the sediments in this area will be exposed to increased erosion by
wind/wave action due to the land uplift. The sediments in the shallower parts, which
may have been deposited more than 1000 years ago, will be more consolidated than
the recent materials close to the theoretical wave base. The calculation of the TP-flux
from land uplift uses (1) modeled data on the TP-concentration in the accumulation
area sediments from the DW-zone, (2) a water content of the sediments exposed to
increased erosion set to be 15% lower than the modeled water content of the recent
sediments and (3) the total volume of sediments above the theoretical wave base
lifted each year.
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6.2.3.1 Regressions Between TP, TN and Bioindicators

In this case-study, total nitrogen (TN) concentrations have been predicted from
dynamically modeled monthly TP-concentrations using the regression given in
Fig. 5.6C, i.e.:

log(TN) = 0.70.log(TP)+1.61 (6.1)

(r2 = 0.88;n = 58 coastal systems)

There are, as discussed in Sect. 4.1, several reasons why we have not done any
dynamic, process-based mass-balance modeling for nitrogen.

In this work, the modeling is done on a monthly basis and in the CoastMab-model
there is information on the dissolved fraction of phosphorus. This means that the
basic approach for the mean conditions during the growing season (ChlGS in μg/l;
see Fig. 5.10) has been modified to predict the requested mean monthly chlorophyll
values (Chl). These calculations use simple dimensionless moderators to account
for seasonal/monthly changes in the light conditions (DayL; mean monthly number
of hours with daylight in the Himmerfjärden Bay; from standard tables) and in the
amount of bioavailable/dissolved phosphorus (DFSW). This means the chlorophyll-a
concentration are predicted from:

Chl = (DayL/12.3)·(DFSW/0.44)·ChlGS (6.2)

Where the basic model between the TP-concentration in the SW-layer (TPSW in
μg/l, modeled), the salinity in the SW-layer (SalSW, modeled) and ChlGS is shown
in Fig. 5.10. (DayL/12.3) is a dimensionless moderator based on the ratio between
the monthly DayL-values divided by the mean annual number of hours with daylight
(12.3) at this latitude (59 ◦N). The modeled monthly values of the dissolved fraction
of phosphorus in the SW-layer (DFSW) have been transformed into a dimensionless
moderator by division with the average DF-value of 0.44 for phosphorus in surface
water conditions. This means that the predicted chlorophyll values are low if DF is
low, the number of hours with daylight low and the modeled TP-values low. The
small variations in salinity (see Fig. 6.2A and B) will not influence the predicted
Chl-values very much, but such variations are also accounted for.

The empirically-based model to predict the total concentration of cyanobacte-
ria (Håkanson et al. 2007c) is given in Fig. 5.18. The following simulations will
use dynamically modeled monthly TP-concentrations in the SW-layer, empirical
mean monthly SW-temperatures, dynamically modeled SW-salinities and modeled
monthly TN-concentrations in the SW-layer (from (6.1)) to predict monthly values
of cyanobacteria in the SW-layer. Note that there are no empirical data available
to us to test the predicted values for cyanobacteria, but these values are basically
predicted from an empirical approach which yielded an r2-value of 0.78, which is
close to the maximum possible predictive power for cyanobacteria because of the
inherently very high coefficient of variation (CV) for cyanobacteria (see Håkanson
et al. 2007c). Nitrogen fixation by different species of cyanobacteria counteracts
long-term nitrogen deficits, and the N-fixation rate depends on the TP-concentration,
water temperature and the TN/TP-ratio (see Fig. 5.18).
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When the mean O2-concentration is lower than about 2 mg/l, and the mean oxy-
gen saturation (O2Sat in %) lower than about 20%, key functional benthic groups
are extinct (see Fig. 5.4 and Pearson and Rosenberg 1976). Empirical data on the
amount of material deposited in deep-water sediment traps (1 m above the bottom;
SedDW in g dw/m2Δ day) were used in deriving the sub-model for oxygen used in
this modeling (see Fig. 5.5, from Håkanson 2006). This empirical model for oxygen
is put into the dynamic SPM-model and the empirical data on sedimentation in the
deep-water zone (SedDW) will be replaced by modeled values of SedDW from the
dynamic SPM-model. The values for the O2-concentration calculated in this man-
ner for the growing season will be compared to empirical oxygen data from the
Himmerfjärden Bay.

The oxygen model was basically derived using data from coastal areas without
freshwater inflow. For coastal areas with freshwater inflow, the factor QFS will ac-
count for tributary influences (Qtrib) in the following way:

If Qtrib = 0 then QFS = 1 else QFS = ((Qtrib +Qsalt)/Qsalt)∧(120/(1+TDW)))
(6.3)

Where the theoretical deep-water retention time (TDW) is given in days. As men-
tioned, dimictic coastal areas in the Baltic Sea (i.e., coastal areas which become
homothermal in the spring and in the fall) rarely have longer characteristics TDW-
values than 120 days. Qsalt is the total inflow (QSW plus QDW) of saline water from
the outside sea. This means that if TDW is 12.3 days as it is in the Himmerfjärden
Bay, if Qtrib is 1% of Qsalt (see Table 6.3), QFS is 2.2 and the predicted O2-
concentration 7.3 mg/l and not 6.5 mg/l as it would have been expected if the coastal
area did not have any tributary inflow.

This oxygen model should not be used for coastal areas dominated by tides.
The following section will demonstrate how this modeling predicts the salinities

in the two layers, the TP-concentrations, Secchi depths, cyanobacteria and nitrogen
concentrations and also other variables of interest, such as TP-concentrations in the
sediments (0–10 cm) below the theoretical wave base (the accumulation-area sedi-
ments), sedimentation in the two layers, settling velocities for particulate phospho-
rus (and suspended particulate matter) and the particulate fractions (PF = 1−DF).
Whenever possible, the modeled values will be compared to empirical data and
to the uncertainty bands related to the empirical data. All calculated TP-fluxes in
Himmerfjärden Bay and all calculated TP-amounts (where would one find the TP?)
will be given.

6.2.4 Results

6.2.4.1 Modeled Values Versus Empirical Data

Figure 6.3 shows modeled values compared to the standard deviations for the
mean empirical monthly data for the period 1997–2007. If the model yields values
close to the empirical mean value and in-between these two uncertainty bands, the
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predictions should be regarded as good. For all these comparisons between modeled
and empirical data, it should be noted that:

• The monthly tributary inflows of water, phosphorus and SPM have not been cal-
culated using actual monthly inflow data (since no such data are available to us).
This will explain some of the differences between the modeled and the measures
monthly values.

• The monthly calculations of the inflow of water, salt, SPM and phosphorus from
the Baltic Proper use mean values for the SW and the DW-compartments not in
the inflowing water from the area outside the Himmerfjärden Bay, which would
have been more appropriate, but values from a single station meant to reflect the
conditions outside the bay in the Baltic Proper. This likely also further explains
some of the differences between the modeled and the measured monthly values.

With these reservations, one can note from Fig. 6.3 that:

– The TP-concentrations in the SW and DW-layer (Fig. 6.3C and D) are within the
defined uncertainty bands of the empirical data.

– The modeled chlorophyll concentrations give the “twin-peak pattern” as indi-
cated by the empirical data but the predicted values are somewhat higher than the
measured data in connection with the two peaks but within the given uncertainty
bands for the main part of the growing season and for the winter period. It should
be stressed that the chlorophyll concentrations are predicted from a regression
based on dynamically modeled TP-concentrations in the surface water, the pre-
dicted salinities in the SW-layer and a dimensionless moderator for the average
light conditions at this latitude. The modeled values also account for biouptake in
biota with short turnover times, but they do not include any considerations to the
biouptake and retention of phosphorus in biota with long turnover times (such as
fish, zoobenthos, macrophytes). Given the limitations of the modeling for chloro-
phyll, one can conclude that the overall correspondence is relatively good.

– The predicted Secchi depths are also quite close to the empirical values and the
temporal patterns agree quite well.

– The oxygen concentrations in the DW-layer (Fig. 6.3G) are within the defined
uncertainty bands of the empirical data for the growing season.

– The predicted TP-concentrations in the accumulation areas sediments (0–10 cm;
0.61 mg/g dw) below the wave base of 19 m (Fig. 6.3H) are within the minimum
and maximum lines defined for Baltic Sea coastal sediments (see Håkanson and
Eklund 2007b) of 0.5–2.5 mg/g dw.

– The TN-concentrations are predicted from a regression (6.1) using dynamically
modeled TP-concentrations in the SW-compartment. There is a relatively good
correspondence between modeled and measured TN-concentrations (Fig. 6.3I).

– The TN/TP-ratios based on modeled values are given in Fig. 6.3J in relation
to the Redfield ratio of 7.2 and the threshold ratio of 15 (see Håkanson et al.
2007c). The monthly TN/TP-ratios are clearly higher than 7.2 all months, and
higher than 15 most summer months. Given the situation in the Himmerfjärden
Bay, as revealed by these data, a lowering of the TN/TP-ratio will imply greater
risks for blooming of cyanobacteria. So, to reduce the nitrogen concentration is
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generally useless when the TN/TP-ratio is higher than 15, and can be harmful
when the TN/TP-ratio is lower than 15, since this would stimulated the growth
of cyanobacteria, which should be avoided.

– The predicted concentrations of cyanobacteria in the Himmerfjärden Bay under
default conditions are given in Fig. 6.3K. Under calm conditions, when these
algae will float to the surface, the concentrations in the upper meter of water may
be many times higher than the mean values for the entire SW-layer shown in
Fig. 6.3K.

– The modeled SPM-concentrations in the SW and DW-compartments are shown
in Fig. 6.3L. These values will, together with the modeled salinities in Fig. 6.3A
and D, determine the values for the Secchi depth given in Fig. 6.3F. For the open
Baltic Sea, a default value of 3 mg/l (from Pustelnikov 1977) has often been used.
Håkanson and Eckhéll (2005) have presented more data on SPM-concentrations
in the Baltic Proper and those data show that typical values in the SW-layer are
between 0.1 and 14 mg/l with a mean value of about 2 mg/l. The predicted values
in the Himmerfjärden Bay agree quite well with the empirical data from those
studies.

From Fig. 6.3, one can conclude that the CoastMab-model predicts the target
variables quite well given the factual limitations in the seasonal patterns in the driv-
ing variables for tributary water discharge (since this pattern in the modeling is not
based on measured data for the modeled period), in the seasonal pattern for the TP
and SPM-concentrations outside Himmerfjärden Bay and the fact that CoastMab is
a general model. Note that there has been no tuning of the general model to achieve
these predictions and that the basic model has been shown to describe the transport
processes for phosphorus very well for many other coastal areas (see Sect. 9.1). This
should lend credibility to the following simulations.

6.2.4.2 Fluxes and Amounts of Phosphorus

Which are the large and the small TP-fluxes? And where is the phosphorus stored?
Table 6.6 gives a compilation of all monthly TP-fluxes and a ranking of the an-
nual fluxes. One can note that the two largest fluxes are biouptake and retention
(= outflow) of phosphorus to and from biota. These fluxes are significantly larger
than the fluxes related to in and outflow of TP between the Baltic Proper and the
Himmerfjärden Bay.

The fluxes that may be reduced by remedial measures are bolded in Table 6.6 –
the SW-inflow from the Baltic Proper (FTPSWBPHI = 1120 tons/yr), inflow to the DW-
layer from the Baltic Proper (FTPDWBPHI = 170 tons/yr, tributary inflow (FTPtrib = 26
tons/yr) and TP from the purification plant (FTPplant = 19 tons/yr). From this, it is
evident that smaller reductions of the TP-emissions (say a factor of 2–4) from the
plant will have small effects on the conditions in the bay. The phosphorus fluxes are
dominated by the exchange processes between the coast and the sea.

The diffusive flux from the accumulation areas sediment (below the theoretical
wave base at 19 m) is very small (<1 tons/yr). The modeled TP-concentration in
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these sediments (0–10 cm) is 0.61 mg/g dw. This model provides values based on
the total TP-inventory in the entire area below the theoretical wave base down to 10
cm of sediments. The biologically passive sediments below 10 cm are expected to
have a TP-concentration of about 0.45 in the Baltic Proper (Jonsson et al. 1990) and
this value is also used in this modeling for the Himmerfjärden Bay. This means that
only a small fraction (related to the difference between 0.61 and 0.45) of the phos-
phorus in the accumulation area sediments could be available for diffusive transport
from these sediments. But the diffusion also depends on the redox-conditions in
the sediments, which depend on the sedimentation of organic matter. The average
values for total sedimentation calculated by the model vary between 0.1 and 0.3
mm/yr or between 10 and 20 μg/cm2·d on the accumulation areas. The modeled
water content (W) of the accumulation area sediments (0–10 cm) is 75% ww, the
modeled organic content (loss on ignition, IG) is 6.3% dw and the bulk density
(d) 1.17 g/cm3. Table 6.3 gave modeled values for the SW and DW-water inflow
from the Baltic Proper (QSWBPGE = 4050·106 m3/month and QDWBPGR = 450·106

m3/month); modeled monthly tributary inflow (Qtrib); theoretical water retention
times in the SW and DW-layers (TSW = 0.62 months and TDW = 0.41 months, since
the DW-volume is small), as calculated from the mass-balance for salt; fall veloc-
ities for particulate phosphorus and suspended particulate matter in the SW and
DW-layers (vSW 2.4 m/month and vDW 2.3 m/month); the particulate TP-fractions
in the SW and DW-layers (PFSW 0.20–0.87 and PFDW 0.01–0.53; see Table 6.5).

It should also be stressed that land uplift (FLU) is a rather important individual
input of TP to the bay (124 tons/yr).

It is interesting to note the difference between fluxes and amounts (compare the
results in Table 6.6 with the data in Table 6.7). The largest TP-fluxes are to and
from biota, but the total TP-inventory in biota is only 16.8 tons TP or 6% of the total
inventory. By far most TP is found in the accumulation area sediments (191 tons or
66% of the total amount).

6.2.5 Predicting the Dynamic Response of the System
to Changes in Nutrient Loading

The simulations to estimate a realistic response to changes in nutrient loading will
be presented in four steps. The first step concerns a two-fold increase in the direct
emissions from the plant to mimic the experiment of 1983. The next example con-
cerns a 10-fold increase in these direct emissions of TP from the plan. The third case
concerns a 10% increase in the TP and SPM-concentrations in the sea outside of the
Himmerfjärden Bay. The fourth test concerns a 10% reduction in TN-concentrations
in the SW-layer in the bay. These four cases will be compared to the default values
representing the conditions today (1997–2007). We will also show the dynamic re-
sponse of the system to sudden changes in the nutrient loading. The results are
compiled in Table 6.8.

The predicted values for TP-concentrations in the SW-layer, TP-concentrations
in the DW-layer, Secchi depths, chlorophyll-a concentrations, concentrations of
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Table 6.7 Amounts of TP (tons) in the different compartments in the Himmerfjärden Bay; accu-
mulation areas in the DW-compartment (A-areas), in biota with short turnover times (Biota), in the
DW-layer, in areas of fine sediment erosion and transport (ET) and in the SW-layer

Month A-areas Biota DW ET-areas SW

1 192 1.8 8.1 7.5 85.9
2 192 3.5 7.7 6.5 80.3
3 192 13.3 6.8 6.6 60.2
4 191 27.3 5.9 9.0 34.0
5 191 20.2 5.9 23.1 29.8
6 190 19.0 6.4 36.6 26.3
7 189 18.7 6.7 49.7 26.2
8 189 18.9 7.3 61.1 29.2
9 190 33.3 10.1 42.4 39.3
10 192 27.9 8.1 14.3 55.3
11 192 14.5 7.5 6.9 67.2
12 192 2.7 8.1 7.7 84.5 Sum
MV 191 16.8 7.4 22.6 51.5 289
% 66 6 3 8 18 100
M50 191 18.8 7.4 11.7 47.3
SD 1.2 3.6 7.8 6.7 82.3

cyanobacteria and the oxygen concentrations in the deep-water layer at steady-state
are given for the four cases and the results are compared to the default conditions.

1. Case 1 (a 2-fold increase of TP-emissions from the plant) would influence the
system very little, e.g., the mean annual TP-concentration would increase from
25.8 to 26.2 μg/l and the Secchi depth would not change at all.

2. Case 2 (a 10-fold increase in TP-emissions from the plant) would influence
the system markedly. The TP-concentrations in the SW-later would increase by
3.3 μg/l, the average chlorophyll concentration would increase by 4.4 μg/l, the
maximum concentration of cyanobacteria would increase from 360 to 540 μg/l.

3. Case 3 (a 10% increase in TP and SPM-inflow from the sea) would also create
substantial changes corresponding to the changes in case 2.

4. Case 4 (a 10% reduction in TN-concentrations in the bay) would only change
the predicted concentration of cyanobacteria, which would increase from a max-
imum value of 360 to a maximum monthly value of 400 μg/l. Note that, as ex-
plained, we have not modeled the TN-concentrations dynamically.

The dynamic response of the system related to sudden 2-fold and 10-fold in-
creases in the TP-emissions from the plant month 25 are shown in Fig. 6.4. One can
see from Fig. 6.4 that the system will reach a new steady-state within a year. The
main reason for this quick adjustment is related to the relatively fast water turnover
of the system. The theoretical surface-water retention time is about 19 days, i.e.,
about 19 total water exchanges per year with the outside sea.

We also believe that these results largely explain important aspects of previous
results related to the experiments carried out during the last 25 years and that, since
these results are based on a general process-based modeling approach, which may
be applied to most coastal areas, one would also hope that this type of analysis could
be more widely used.
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Fig. 6.4 Illustration of the dynamic response of the system (the Himmerfjärden Bay) to sud-
den 2-fold and 10-fold increases in phosphorus loading from the treatment plant in the bay
month 25 (January) for A. TP-concentrations in the SW-layer, B. chlorophyll-a concentrations and
C. concentrations of cyanobacteria

6.2.6 Concluding Remarks

The basic aim of this case-study has been to present a general approach to quantify
how coastal systems are likely to respond to changes in nutrient loading. The condi-
tions in many coastal areas depend on nutrients emissions from point sources, dif-
fuse sources, river input and the exchange of nutrients and water between the given
coast and the outside sea, but all these fluxes can not be of equal importance to the
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conditions in the given coastal area, e.g., for the water clarity, primary production
and concentration of harmful algae (such as cyanobacteria). This work describes
how a general process-based mass-balance model (CoastMab) has been applied
for the case-study area, the Himmerfjärden Bay on the Swedish side of the Baltic
Proper. These results indicate that the conditions in the Himmerfjärden Bay are
dominated by the relatively quick water exchange between the bay and the outside
sea. The theoretical surface-water retention time is about 19 days, as determined us-
ing the mass-balance model for salt, which is based on comprehensive and reliable
empirical salinity data. This means that although this bay is quite enclosed, with
an exposure of 0.0194, it is still dominated by the water exchange towards the sea.
Local emissions of nutrients to the Himmerfjärden Bay are small compared to the
nutrient fluxes from the sea. If the conditions in this, and many similar bays, are to
be improved, it is very important to lower the nutrient concentrations in the outside
sea. To do that in the best possible manner, one must apply the same process-based
mass-balance principles for the larger system as discussed in this work for a coastal
bay. This means that the major phosphorus fluxes to the sea, in this case the Baltic
Proper, should be reduced in the most cost-efficient manner. That remedial strategy
has not penetrated fully into management decisions neither for the Himmerfjärden
Bay nor for the Baltic Proper or the Baltic Sea.

We have discussed a general method to calculate how a given coastal area would
likely respond to changes in nutrient loading. This approach makes it possible to
carry out structured analyses of the costs and environmental benefits of remedial
actions designed to reduce nutrient input to coastal areas and to put such reductions
or changes into a process-based holistic context where all important transport pro-
cesses to, within and from the given coastal area are accounted for on a monthly
basis to achieve seasonal variations, which is essential for most biological variables
and key bioindicators of coastal eutrophication. The dynamic modeling also pro-
vides quantitative values of the time-dependent response of the system. The method
discussed here may be applied to most coastal systems and the data necessary for
this analysis have also been discussed.

6.3 An Approach to Estimate Relevant Reference Values
for Key Bioindicators

6.3.1 Aim of the Case-Study

Finding relevant values representing pre-industrial or reference conditions is, evi-
dently, an important task in most contexts dealing with water and/or sediment con-
tamination (Håkanson and Jansson 1983; Gren et al. 2000). Very costly remedial
measures are generally needed to reduce, e.g., nutrient inputs from urban areas,
industries, catchments or diffuse sources (Moldan and Billharz 1997; Livingston
2001; Bortone 2005). A central question is then how a given system would respond
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to the suggested measures. In short, what is the environmental benefit related to the
remedial costs? To address that question, two decisive issues must be dealt with:

1. A validated process-based dynamic model, which has proven to predict the tar-
get variables well, must be at hand to provide realistic values for the dynamic
(time-dependent) response of a reduced nutrient loading since this can not gen-
erally be done by static empirical regression models? This case-study will use
the CoastMab-model (see Sect. 9.1) for the Gulf of Riga, the selected case-study
area.

2. The dynamic model must quantify all important fluxes to, within and from the
system and include information on the natural load and the anthropogenic load
and, preferably also, information on how much of the anthropogenic load from
different sources that can, realistically, be reduced. It may be very difficult to
find the appropriate reliable data to address the latter aspect but it should be
possible to test various alternative options, e.g., a 25, 50 or a 95% reduction of
the anthropogenic discharges from a given source and calculate how the system
would respond to such changes. Pre-industrial or “natural” reference conditions
may be related to what is referred to as “good” ecological status according to the
Water Framework Directive (Anon 2000). General definitions of status levels are
provided on the following page.

In addition, “good” ecological status implies that there have been slight (but not
substantial) changes in algal biomass and in the frequency and intensity of algal
blooms as a result from human activity, and it also implies that nutrient concentra-
tions do not exceed the range beyond which the ecosystem function has been altered
compared to pristine conditions (Anon 2000).

Ecological status Definition

High No, or only very minor, anthropogenic alterations
Good Low distortion levels resulting from human activity, which deviate only

slightly from levels associated with “high” status
Moderate Conditions deviate moderately from those at “high” status and are signifi-

cantly worse than those at “good” status
Poor Major anthropogenic alterations compared to “high” status
Bad Severe anthropogenic impacts under which large portions of the relevant

biological communities have disappeared

The main reasons for selecting the Gulf of Riga as a case-study are that for this
bay one can access the necessary data:

• First, data on the salinity inside and outside the bay and the tributary water fluxes
to the bay must be available so that a reliable mass-balance for salt can be es-
tablished so that the water exchange with the outside sea (the Baltic Proper) can
be quantified realistically and also the theoretical water retention time in the bay,
which influence important internal processes, such as sedimentation of particu-
late matter, stratification and mixing, resuspension and diffusion. This version of
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CoastMab also includes a mass-balance model for salt structured in the same way
as the sub-model for phosphorus except that the mass-balance model for phos-
phorus also calculates sedimentation, resuspension, burial and biouptake and re-
tention of dissolved phosphorus in biota. By definition, total phosphorus (TP) in
the water generally includes living and dead plankton (phytoplankton, bacteri-
oplankton and herbivorous zooplankton; see Håkanson and Boulion 2002), but
not larger animals such as predatory zooplankton, prey fish and predatory fish.
These simulations also calculate phosphorus uptake and retention in biota with
long turnover times.

• Secondly, data on the TP-concentration in the water outside the bay must be at
hand so that the inflow from the sea can be calculated. Data on the TP-transport
from different sources on land are also needed and such data are available for
the Gulf of Riga from the HELCOM database. HELCOM also gives information
on the natural background losses, the diffuse losses and the point sources dis-
charges of TP to the Gulf of Riga and from this one can use the CoastMab-model
to estimate how various reductions in the anthropogenic load would influence
the system, and what the requested references values for “good ecological sta-
tus” would be for the target bioindicators used in this study, the chlorophyll-a
concentration, the Secchi depth and the concentration of cyanobacteria.

There are several reasons for selecting these three bioindicators in this study.
Figure 6.3 shows that the Gulf of Riga generally has a very low Secchi depth,
Fig. 6.7 show the relatively high chlorophyll concentrations and Figs. 6.3 and 4.4
gave the relatively high values of TP and total nitrogen (TN) in the water. Table 6.6
also shows that the topographical openness (the exposure, Ex), is only 0.0022, which
is a low value compared to other coastal areas (see Lindgren and Håkanson 2007)
indicating that this system is sensitive to water pollutants. The Gulf of Riga is also
relatively shallow and 79% of its bottom area is dominated by resuspension fine
materials (these are the erosion and transportation areas, ET; as calculated by the
CoastMab-model; see Table 6.9).

6.3.2 Basic Data from the Gulf of Riga

Basin-specific data for the Gulf of Riga are compiled in Table 6.9, which gives
information on total area; volume; mean depth; maximum depth; the depth of the
theoretical wave base; the volume of the surface-water layer and the deep-water
layer separated by the theoretical wave base; the section area, which defines the
cross-sectional area that separates the given coastal area from the outside sea; the
tributary water discharge to the bay (a mean value from data presented by Laznik
et al. 1998; Ostmann et al. 2001 and Savchuk and Swaney 2000); the fraction of
bottoms areas dominated by fine sediment erosion and transport (the ET-areas); the
catchment area (from Wassman and Tamminen 2000); latitude; and mean annual
precipitation (from Savchuk and Swaney 2000). The theoretical wave base is de-
fined from the ETA-diagram (erosion-transport-accumulation; see Fig. 3.15), which
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Table 6.9 Basic data for the Gulf of Riga. Bolded factors are obligatory driving variables

Area (km2) 16,700
Area below wave base (km2) 3500
Maximum depth (m) 56
Total volume (km3) 409,4
Volume, SW (km3) 391.4
Volume, DW (km3) 18
Mean depth (m) 24.5
Wave base (m) 39
Section area (km2) 0.36
Exposure (%) 0.0022
ET-areas (%) 79
Water discharge (km3/s) (1149+1046+1202)/3) = 1132
Catchment area (km2) 135,700
Latitude (◦◦◦N) 57.7
Precipitation (mm/yr) 590
Land uplift (mm/yr) 0.67

gives the relationship between the effective fetch, as an indicator of the free water
surface over which the winds can influence the wave characteristics (speed, height,
length and orbital velocity). The theoretical wave base separates the transportation
areas (T), with discontinuous sedimentation of fine materials, from the accumulation
areas (A), with continuous sedimentation of fine suspended particles. The theoret-
ical wave base (Dwb in m) is at a water depth of 39 m in the Gulf of Riga. This is
calculated from (6.4) (Area in km2; see Fig. 3.15 and Håkanson and Jansson 1983):

Dwb = (45.7·√Area)/(
√

Area+21.4) (6.4)

This approach gives one value for the theoretical wave base related to the area of
the system. So, the Gulf of Riga has been divided into two depth intervals:

1. The surface-water layer (SW), i.e., the water above the theoretical wave base at
39 m.

2. The deep-water layer (DW) is defined as the volume of water beneath the theo-
retical wave base.

It should be noted that the theoretical wave base describes average conditions. The
actual wave base varies around 39 m. During storm events, the wave base will be
at greater water depths. Figure 6.5A gives the hypsographic curve of the Gulf of
Riga and Fig. 6.5B the corresponding volume curve. The hypsographic curve in
Fig. 6.5A from Håkanson and Lindgren (2007d) and has been derived using GIS and
bathymetric data provided by Seifert et al. (2001). The areas and volumes calculated
from these curves will be used in this modeling. One can note that the area below
the theoretical wave base (Dwb) is 3500 km2 and that the volumes of the SW and
DW-layers are 391 and 18 km3 and the entire volume is 409 km3. This value for the
entire volume corresponds quite well with the value of 406 given by Ostmann et al.
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Fig. 6.5 Hypsographic curve (A) and volume curve (B) for the Gulf of Riga

(2001) but is lower than the value of 420 given by Wassman and Tamminen (2000).
In this work, the boundary lines for the Gulf of Riga have been drawn according
to Fig. 6.6.

Table 6.10 shows the very comprehensive set of water data from the HELCOM
database. Figure 6.6 shows the geographical locations of the sample sites for Secchi
depth (from Aarup 2002), which is a target variable in this work. Table 6.10 also
gives monthly mean values, standard deviations and number of data for the Secchi
depth, chlorophyll, TP in surface and deep water (SW and DW), total nitrogen (TN)
in surface water, salinity and temperature in surface and deep water for the period
from 1992 to 2005. Note that there are no corresponding data on cyanobacteria
available to us. The CoastMab-model is intended to predict the measured salinities,
TP, TN, Secchi depths and chlorophyll values in Table 6.10 as accurately as possible.
The empirical temperature data in Table 6.10 have been used to model stratification
and mixing.

The coefficients of variation (CV = SD/MV) for the monthly mean values are
shown in Table 6.11. Theses CV-values are very important in the sense that variables
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Fig. 6.6 Boundary lines (from HELCOM) and sampling sites for Secchi depth (from Aarup 2002)
in the Gulf of Riga

with high inherent CV-values (such as the target variables in this study, chlorophyll
and Secchi depth) cannot be expected to be predicted as well as variables with com-
paratively low CV-values (such as salinity) (see Chap. 4).

The Secchi depth (Sec in m) is calculated from (5.1) relating Secchi depth to
the concentration of suspended particulate matter in the SW-layer (SPMSW in mg/l)
and the salinity of the SW-layer (SalSW). SPMSW, in turn, is calculated here from
dynamically modeled TP-concentrations in the SW-layer using the following regres-
sion (from Håkanson and Bryhn 2008a):

SPM = 0.0235·TP1.56 (6.5)

(r2 = 0.895; n = 51)

Equation (6.5) will translate modeled TP (in μg/l) into SPM-values (in mg/l)
and together with modeled data on the salinity, translate those values into Secchi
depths using (5.1). It should be noted that (6.5) is based on data from systems with
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Table 6.10 Compilation of statistical information regarding monthly mean values, standard de-
viations (SD) and number of data (n) for measured Secchi depths, chlorophyll-a concentrations,
concentrations of total phosphorus (TP) in surface water (SW) and deep water (DW), concentra-
tions of total nitrogen (TN) in surface water, salinities and water temperatures in samples collected
from 1992 to 2005 in the Gulf of Riga (data from ICES 2006; and Aarup 2002)

Month Secchi Chl TP, SW TP, DW TN, SW Sal., SW Sal., DW Temp., SW Temp., DW

(m) (μg/l) (μg/l) (μg/l) (μg/l) (psu) (psu) (◦C) (◦C)

1 3.1 0.48 37.0 39.0 509.4 6.04 5.75 0.48 2.00
2 2.8 0.97 38.2 38.5 460.3 5.84 5.87 0.93 0.86
3 2.9 3.11 41.0 42.3 582.3 5.51 5.79 0.70 0.74
4 2.8 6.90 31.3 37.3 519.6 5.67 5.91 1.92 0.96
5 2.3 6.00 27.9 32.5 513.3 5.47 6.06 4.00 1.22
6 2.7 2.76 20.9 28.8 435.1 5.43 5.86 7.81 2.04
7 2.6 4.96 21.5 35.7 480.1 5.37 6.05 10.43 1.68
8 3.1 1.25 22.1 49.9 434.3 5.53 6.02 13.08 2.83
9 3.3 2.64 24.6 65.9 464.2 5.48 6.01 12.60 4.09
10 3.5 9.12 24.3 70.7 445.9 5.52 5.88 10.15 3.81
11 3.4 3.90 29.6 43.7 445.0 5.66 5.74 6.98 7.03
12 3.3 1.59 32.3 39.9 454.5 5.58 5.65 3.14 4.03
Mean 3.0 3.6 29.2 43.7 478.7 5.6 5.9 6.0 2.6

SD SD SD SD SD SD SD SD SD
1 0.8 0.16 2.14 7.00 34.3 0.43 0.10 0.25 0.80
2 1.1 0.58 1.97 3.03 27.3 0.08 0.09 0.38 0.40
3 1.2 1.89 3.41 6.16 142.0 0.35 0.02 0.15 0.19
4 1.9 5.06 6.42 8.62 99.9 0.43 0.11 1.57 0.47
5 0.8 5.44 10.76 8.72 131.8 0.43 0.31 2.57 0.89
6 0.9 2.65 4.18 4.78 50.1 0.28 0.06 4.80 0.59
7 0.8 2.82 5.26 14.31 40.6 0.31 0.27 6.12 0.84
8 1.0 0.91 7.60 21.21 73.7 0.25 0.21 7.11 1.54
9 1.0 1.18 8.54 35.18 50.6 0.24 0.26 3.43 2.72
10 1.1 3.82 12.79 19.34 86.1 0.23 0.11 2.49 0.67
11 1.0 3.11 5.77 31.27 88.0 0.28 0.21 0.73 0.92
12 1.2 0.16 8.15 9.85 56.4 0.18 0.12 1.06 1.16
Mean 1.1 2.3 6.4 14.1 73.4 0.3 0.2 2.6 0.9

n n n n n n n n n
1 23 15 18 0 18 18 0 18 0
2 16 13 30 14 44 30 14 29 14
3 31 6 29 11 40 29 11 29 11
4 68 15 109 25 124 107 25 107 24
5 176 34 213 56 248 213 55 212 55
6 101 17 60 21 60 60 21 60 20
7 164 13 66 21 82 66 21 65 21
8 168 39 143 44 150 143 44 138 44
9 96 22 78 31 101 78 31 78 30
10 70 9 40 14 54 40 14 40 14
11 39 26 160 51 191 156 50 157 49
12 27 8 30 11 40 30 11 30 11
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Table 6.11 Compilation of coefficients of variation (CV = SD/MV) for the studied water variables
in the Gulf of Riga

Month Secchi Chl TP, SW TP, DW TN, SW Sal., SW Sal., DW Temp., Temp.,
SW DW

1 0.27 0.33 0.06 0.18 0.07 0.07 0.02 0.52 0.40
2 0.39 0.60 0.05 0.08 0.06 0.01 0.02 0.41 0.47
3 0.41 0.61 0.08 0.15 0.24 0.06 0.00 0.21 0.25
4 0.68 0.73 0.21 0.23 0.19 0.07 0.02 0.81 0.49
5 0.35 0.91 0.39 0.27 0.26 0.08 0.05 0.64 0.73
6 0.35 0.96 0.20 0.17 0.12 0.05 0.01 0.61 0.29
7 0.31 0.57 0.24 0.40 0.08 0.06 0.04 0.59 0.50
8 0.31 0.73 0.34 0.42 0.17 0.05 0.03 0.54 0.54
9 0.30 0.45 0.35 0.53 0.11 0.04 0.04 0.27 0.66
10 0.30 0.42 0.53 0.27 0.19 0.04 0.02 0.25 0.17
11 0.30 0.80 0.20 0.72 0.20 0.05 0.04 0.11 0.13
12 0.35 0.10 0.25 0.25 0.12 0.03 0.02 0.34 0.29
Mean 0.36 0.60 0.24 0.31 0.15 0.05 0.03 0.44 0.41
Median 0.33 0.60 0.22 0.26 0.15 0.05 0.02 0.47 0.43

salinities = 15 psu. This means that it may provide more limited predictive power
for coastal systems with salinities >15 psu.

The empirically-based model to predict the total concentration of cyanobacte-
ria is given in Fig. 5.18. The following simulations will use dynamically modeled
monthly TP-concentrations in the SW-layer, empirical mean monthly
SW-temperatures, dynamically modeled SW-salinities and mean empirical monthly
TN-concentrations in the SW-layer to predict monthly mean values of cyanobacteria
in the SW-layer.

The following section will demonstrate how the model works and how it pre-
dicts first the TP-concentrations in the two layers and in surficial (0–10 cm) sedi-
ments below the theoretical wave base (the accumulation-area sediments), then the
TN-concentrations in the SW-layer, chlorophyll-a concentrations in the SW-layer,
Secchi depth and cyanobacteria. The modeled values will be compared to empiri-
cal data and to the uncertainty bands related to the empirical data (as given by the
CV-values in Table 6.11).

6.3.3 Results

6.3.3.1 Modeled Values Versus Empirical Data

Figure 6.7 gives modeled values compared to the mean empirical monthly data
for the period 1992–2005 and also to the 95% confidence intervals for the mean
empirical values. If the model yields values close to the empirical mean value
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Fig. 6.7 Modeled values versus empirical data for (A) TP in surface water, (B) TP in deep wa-
ter, (C) Secchi depth, (D) and (E) chlorophyll, (F) TN, (G) the TN/TP-ratio based on empirical
data and on modeled values versus the Redfield ratio and the threshold ratio for cyanobacteria,
(H) predicted concentrations of cyanobacteria, modeled and measured salinities in surface water
(I) and in deep water (J) in the Gulf of Riga
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and in-between these two uncertainty bands, the predictions should be regarded as
good. For all these comparisons between modeled and empirical data, it should be
noted that:

• The monthly inflows of water and phosphorus have not been calculated using
data for this period of time (1992–2005) but using data from Voipio (1981). This
likely explains some of the differences between the modeled and the measures
monthly values.

• The monthly calculations of the inflow of water, salt and phosphorus from the
Baltic Proper are based on mean values for the SW and the DW-compartments
not in the inflowing water from the area just outside the Gulf of Riga, which
would have been more appropriate, but for the entire Baltic Proper. The reason
why the more appropriate data have not been used is simply that it has been
difficult to find such data. This likely also further explains some of the differences
between the modeled and the measured monthly values.

With these reservations, one can note from Fig. 6.7 that:

• (A) The TP-concentrations in the SW-layer are generally close to the empirical
data and within the defined 95% uncertainty bands of the empirical data.

• (B) The average TP-concentrations in the DW-layer are also close to the empir-
ical average value and generally within the uncertainty bands of the empirical
data.

• (C) The predicted Secchi depths are close to the empirical values and within the
uncertainty bands defined by one standard deviation of the empirical mean value.

• (D and E) The modeled chlorophyll concentrations do not give the “three-peak
pattern” as indicated by the empirical data but a more classical “twin-peak pat-
tern”. It should be stressed that the chlorophyll concentrations are predicted from
a regression based on dynamically modeled TP-concentrations in the surface wa-
ter and a dimensionless moderator for the SW-temperatures. So, these predic-
tions do not include any considerations to the biouptake of dissolved phosphorus
in phytoplankton. The overall correspondence between the modeled chlorophyll
values relative to the uncertainty bands of the empirical data (±1 SD) are shown
in Fig. 6.7E. Given the limitations of the modeling for chlorophyll, one can con-
clude that the overall correspondence is relatively good.

• (F) The TN-concentrations are also predicted from a regression using dynami-
cally modeled TP-concentrations in the SW-compartment. There is a good cor-
respondence between modeled and measured TN-concentrations.

• (G) The TN/TP-ratios based on empirical mean values and on modeled value are
given in Fig. 6.7G in relation to the Redfield ratio of 7.2 and the threshold ratio of
15. The empirically-based monthly TN/TP-ratios are clearly higher than 7.2 all
months, and higher than 15 most months, especially during the summer period.
Given the situation in the Gulf of Riga, as revealed by these empirical data, a
lowering of the TN/TP-ratio will imply greater risks for blooming of cyanobac-
teria. So, to reduce nitrogen inflow to the Gulf of Riga would be a sub-optimal
approach to improve the conditions in the Gulf. The focus should instead be set
on reductions of the major anthropogenic fluxes of phosphorus.
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• (H) The predicted concentrations of cyanobacteria in the Gulf of Riga under
default conditions are rather low.

• (I and J) The modeled salinities in the SW and DW-compartments are close to
the empirical mean values and well within the uncertainty bands for one standard
deviation.

From Fig. 6.7 one can conclude that the model predicts the target variables quite
well given the factual limitations in the seasonal patterns in the driving variables
for tributary water discharge (since this pattern in the modeling is not based on
measured data for the modeled period) and in the seasonal pattern for the TP-
concentrations outside the Gulf of Riga (since these data emanate not from the area
outside of the gulf but from the entire Baltic Proper). Note that there has been no
tuning of the general CoastMab-model to achieve these predictions. This should be
noted for the following simulations, which aim to identify the reference values for
“good ecological status” with respect to the target bioindicators.

6.3.3.2 Fluxes and Amounts of Phosphorus in the Gulf of Riga

Table 6.12 gives a compilation of all monthly TP-fluxes and a ranking of the an-
nual fluxes. The two largest fluxes are biouptake and retention of phosphorus to and
from biota. These fluxes are significantly larger than the fluxes related to up- and

Table 6.12 Compilation of monthly fluxes of TP (tons/month) to and from all compartments and
a ranking of the annual fluxes (tons/yr). Bolded values represent external fluxes into the Gulf of
Riga

1 2 3 4 5 6 7 8 9 10 11 12 Year

Fbioup 748 628 1611 2512 4549 4587 4630 3982 3319 833 1370 386 29,156
Fbioret 850 765 983 1614 2771 3703 4173 4198 3886 2617 1960 1133 28,653
FDWSWx 2001 2074 1465 1144 143 84 65 72 90 1408 1406 1331 11,284
FSWDWx 1688 1801 1284 952 102 50 34 35 43 801 982 1095 8868
FSWGRBP 496 553 789 617 423 346 314 312 336 383 437 466 5471
FETSW 559 496 355 295 44 32 30 39 57 729 523 442 3601
FSWET 203 179 268 367 237 244 258 283 296 514 378 175 3401
FETDW 435 386 276 230 34 25 23 31 44 568 408 344 2804
FLU 233 234 234 234 234 234 233 233 233 233 233 233 2802
FSWBPGR 280 288 276 229 200 193 180 179 196 210 231 263 2725
Ftrib 59 90 287 182 69 45 45 59 86 68 77 54 1119
FDWA 138 147 179 128 14 9 7 8 15 151 137 141 1074
Fbur 85 84 82 82 84 84 85 86 86 87 86 86 1016
FSWDW 54 48 71 97 63 65 68 75 78 136 100 46 902
FDWGRBP 56 56 55 54 55 57 58 61 63 62 57 54 688
FDWBPGR 40 38 40 40 41 42 45 44 50 52 47 45 523
FDWSWd 0.0 0.0 0.0 0.0 6.7 9.4 11.5 12.9 13.7 3.1 0.0 0.0 57
Fprec 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 4.1 49
FADWd 1.8 1.8 1.8 1.9 1.9 1.8 1.7 1.7 1.6 1.6 1.7 1.8 21
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downward advective mixing. The fluxes that may be reduced by remedial measures
are bolded in Table 6.12. The SW-inflow from the Baltic Proper (FSWBPGR = 5471
tons/yr), total tributary inflow (Ftrib = 1119 tons/yr) and inflow to the DW-layer from
the Baltic Proper (FDWBPGR = 523 tons/yr). The diffusive flux from the accumula-
tion areas sediment (below the theoretical wave base at 39 m) is rather small (21
tons/yr). The modeled TP-concentration in these sediments (0–10 cm) is 1.2 mg/g
dw, which agrees quite well with measured values of about 2 mg/g dw in the upper-
most centimeters of sediments (see Carman et al. 1996) since the TP-concentrations
in the sediments generally decrease with sediment depth. This model provides val-
ues based on the total TP-inventory in the accumulation-area sediments down to 10
cm of sediments. The biologically passive sediments below 10 cm are expected to
have a TP-concentration of about 0.45 in the Baltic Proper (Jonsson et al. 1990) and
this value is also used in this modeling for the Gulf of Riga. This means that 61%
(see Fig. 6.8) of the phosphorus in the accumulation area sediments could be avail-
able for diffusive transport from these sediments. The diffusion also depends on the
redox-conditions, which depend on the sedimentation of organic matter. The aver-
age deposition (see Table 6.12) should increase from zero at the theoretical wave
base to maximum values in the deepest part of the bay. The average values for total
sedimentation calculated by the model vary from somewhat more than 1 mm/year to
0.1 mm/year or between 3 and 85 μg/cm2·d on the accumulation areas and between
23 and 65 μg/cm2·d on the ET-areas. The modeled water content (W) of the accumu-
lation area sediments (0–10 cm) is 75% ww, the modeled organic content (loss on
ignition, IG) is 6.3% dw and the bulk density (d) 1.17 g/cm3. Table 6.13 also gives
modeled values for the SW and DW-water inflow from the Baltic Proper (QSWBPGE

= 11.3 km3/month and QDWBPGR = 1.3 km3/month); modeled monthly tributary in-
flow (Qtrib); theoretical water retention times in the SW and DW-layers (TSW = 6.4
to 26 months and TDW = 0.4 to 6.8 months, since the DW-volume is small), as cal-
culated from the mass-balance for salt; the calculated flow velocities in the section

Fig. 6.8 Amounts of phosphorus in surface water (SW), deep water (DW), on ET-sediments and
accumulation area sediments (A) and in biota (BL) in the Gulf of Riga; average monthly values in
kt TP
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Table 6.13 Compilation of calculated monthly data for water transport (Q) to surface water (SW)
in the Gulf of Riga (GR) from the Baltic Proper (BP), to deep water (DW) from the Baltic Proper,
from tributaries (Qtrib), theoretical water retention times (TSW and TDW), measured median TP-
concentrations in the Baltic Proper at depths corresponding to the SW and DW-layers in the Gulf
of Riga (using HELCOM data), calculated steady-state reference concentrations of TP in the SW
and DW-layers in the Baltic Proper if 60% of all anthropogenic TP-emissions are halted, water
velocities at the section area (uAt), settling velocities of particulate phosphorus in the SW and DW-
layers (vSW and vDW), sedimentation on accumulation areas (Sed. A), sedimentation on ET-areas
(Sed. ET), the particulate fraction of total phosphorus in the SW and DW-layers (PFSW and PFDW),
calculated concentrations of suspended particulate matter (SPM) in the SW and DW-layers using a
regression based on modeled TP-concentrations, the water content (W), organic content (IG), bulk
density (d) and modeled TP-concentrations in the upper 10 cm sediment layer within below the
theoretical wave base (the accumulation areas)

1 2 3 4 5 6 7 8 9 10 11 12

QSWBPGR km3/month 11.3 11.3 11.3 11.3 11.3 11.3 11.3 11.3 11.3 11.3 11.3 11.3
QDWBPGR km3/month 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3
Qtrib km3/month 1.9 2.9 9.2 5.8 2.2 1.4 1.4 1.9 2.7 2.2 2.4 1.7
TSW months 6.6 6.4 7.2 8.8 22.3 25.3 26.1 25.2 23.5 9.2 8.6 8.8
TDW months 0.4 0.4 0.5 0.7 4.0 5.8 6.8 6.5 5.9 0.6 0.6 0.6
TPSWBP μg/l 24.8 25.4 24.3 20.1 17.7 17.0 15.9 15.8 17.4 18.6 20.4 23.2
TPDWBP μg/l 32.1 30.1 31.9 31.8 32.4 33.5 35.5 35.1 39.7 41.5 37.0 35.7
TPSWBPref μg/l 16.0 17.7 19.1 20.5 21.5 21.0 18.1 15.0 12.3 10.3 11.3 13.9
TPDWBPref μg/l 30.4 29.9 29.5 29.7 30.3 30.9 31.6 32.3 32.7 32.2 31.6 31.1
uAt cm/sec 1.6 1.7 2.4 2.0 1.6 1.5 1.5 1.6 1.7 1.6 1.6 1.5
vSW m/month 0.64 0.70 0.99 0.83 0.66 0.62 0.61 0.62 0.64 0.61 0.63 0.62
vDW m/month 0.75 0.80 1.12 0.93 0.76 0.74 0.77 0.83 0.91 0.85 0.79 0.73
Sed. A cm/yr 0.08 0.09 0.11 0.08 0.01 0.01 0.01 0.01 0.01 0.09 0.08 0.08
Sed. A μg/cm2·d 65.6 70.2 85.2 60.8 6.7 4.5 3.1 4.0 7.2 71.6 65.4 67.0
Sed. ET μg/cm2·d 25.6 22.6 33.9 46.5 30.0 30.8 32.6 35.8 37.3 64.8 47.5 22.0
PFSW – 0.26 0.22 0.25 0.40 0.36 0.44 0.51 0.54 0.53 0.85 0.53 0.23
PFDW – 0.82 0.82 0.71 0.62 0.07 0.05 0.03 0.03 0.05 0.75 0.73 0.79
SPMSW mg/l 5.1 5.5 5.9 6.1 5.9 5.5 4.9 4.4 4.1 3.9 4.2 4.6
SPMDW mg/l 8.5 8.6 8.3 8.1 8.3 8.7 9.1 9.7 10.3 10.1 8.8 8.1
W % ww 75 75 75 75 75 75 75 75 75 75 75 75
IG % dw 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3
d g/cm3 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2
TPAsed mg/g dw 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2

area are between 1.5 and 2.4 cm/s, which agree well with typical water velocities
in section areas of Baltic coastal areas (Håkanson et al. 1986); fall velocities for
particulate phosphorus and suspended particulate matter in the SW and DW-layers
(vSW 0.6–1 m/month and vDW 0.85–1.1 m/month); the particulate TP-fractions in
the SW and DW-layers (PFSW 0.22–0.85 and PFDW 0.03–0.82); and concentrations
of SPM in the two layers (SPMSW 3.9–6.1 mg/l and SPMDW 8.1–10.3 mg/l).

Land uplift (FLU) is an important individual input of TP to the system (2802
tons/yr).

Note the difference between fluxes and amounts. The largest TP-fluxes are to
and from biota with long turnover times, but the total TP-inventory in biota is only
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3.3 ktons (on a monthly basis) corresponding to 4.5% of the total amount of TP in
the gulf (62.6 ktons on average). By far most TP is found in the accumulation area
sediments (51.8 ktons or 61% of the total amount), and 61% of this is potentially
available for diffusion.

6.3.3.3 Predicting “Good Ecological Status” for the Target Bioindicators

The simulations to estimate realistic reference values will be presented in two steps.
The first step concerns substantial but realistic reductions of the direct anthropogenic
emissions of TP to the Gulf of Riga from diffuse sources and point sources. The
values given by HELCOM (2000) are 582 tons/yr and 335 tons/yr, respectively. It
is not realistic to assume that all these anthropogenic emissions can be removed if
one wants to sustain agricultural production in the area, and at the first step, it will
be assumed that 50% of the anthropogenic emissions are eliminated.

In reality, this would require major investments and it would take a long time to
implement such actions. In the following, it will be assumed that 50% of the anthro-
pogenic emissions are suddenly removed (month 25, i.e., in January). This scenario
will also demonstrate the dynamic response of the system to such a reduction. At
the next step, it will be assumed that as much as 75% of all present anthropogenic
emissions of TP to the bay would be suddenly removed (month 25) and also 60%
of all anthropogenic TP-emission the Baltic Proper. The latter aspects have been
discussed and motivated by Håkanson and Bryhn (2007) and in this simulation pre-
dicted values of TP in the Baltic Proper from such a reduction will be used. The
idea is to simulate the lowest possible TP-input from anthropogenic sources that
one can hope for assuming that there will be no drastic changes in the industrial or
populations infrastructures in the Baltic countries.

The results are shown in Fig. 6.9:

• (A) Gives the predicted values for TP-concentrations in the SW-layer in the three
cases, curves 1 give the present conditions, curves 2 when 50% of direct TP-
emissions to the Gulf of Riga are removed and curves 3 the suggested reference
values for “good ecological status”. Note that it is possible that one cannot hope
to achieve better conditions that the values in-between curves 2 and 3. Since it is
difficult to follow the actual data in Fig. 6.9, Table 6.14 gives steady-state values
for the monthly data in the three cases for Secchi depth, chlorophyll-a concentra-
tions, cyanobacteria and TP-concentrations. One can note that today the mean
predicted TP-concentration is 31.3 μg/l, which is in good general agreement
with measured data (the mean value is 29.2 and the standard deviation 6.4; see
Table 6.10). A 50% reduction of internal anthropogenic TP-fluxes would lower
this value with 2.2 μg/l or with 7% to 29.1 μg/l. The reference concentration
would be about 25.4 μg/l.

• (B) Gives the corresponding information for the TP-concentrations in the deep-
water layer.
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Fig. 6.9 Modeled TP-concentrations in surface water (A) and deep water (B), Secchi depths (C),
chlorophyll-a concentrations (D), concentrations of cyanobacteria (E) and TN/TP-ratios in the
Gulf of Riga under default conditions (curves 1), when 50% of the anthropogenic TP-load to the
Gulf of Riga is suddenly (and hypothetically) reduced month 24 (curves 2) and when 75% of the
anthropogenic load to the Gulf of Riga and 60% of the anthropogenic load to the Baltic Proper is
being reduced month 24. Curves 3 represent realistic background conditions which correspond to
“good” water quality

• (C) The calculated Secchi depths are shown in Fig. 6.9C. The measured mean
value today is 3 m and the modeled value is 3.2 m. From these calculations, one
cannot hope to get a mean Secchi depth in the Gulf of Riga higher than 4.6 m.

• (D) The present average chlorophyll concentration is about 3.6 μg/l with a stan-
dard deviation of 2.3 μg/l. The modeled value is 3.8 μg/l, and from these simula-
tions one should not expect average chlorophyll value lower than 2.7 μg/l. This
is a 29% reduction.

• (E) Predicted concentrations of cyanobacteria are shown in Fig. 6.9E. These sim-
ulations indicate that the maximum value would go down from about 250 μg/l
to about 150 μg/l. Evidently, the actual situation concerning cyanobacteria in the
Gulf of Riga will depend very much also on future water temperatures. If the SW-
temperatures increase due to global warming, the risk of harmful algal blooms
will also increase.

• (F) The TP-concentration in the accumulation area sediments will also be re-
duced if the TP-inflows to the system are reduced, but the response in the sedi-
ments is slow.
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Table 6.14 Results for modeled monthly Secchi depths, chlorophyll-a concentrations (Chl), con-
centrations of cyanobacteria (CB) and TP-concentrations in the SW-layer under present (default)
conditions (1), when 50% of the anthropogenic TP-load to the Gulf of Riga is hypothetically re-
duced month 24 (2) and when 75% of the anthropogenic load to the Gulf of Riga and 60% of the
anthropogenic load to the Baltic Proper is being reduced month 24. The bolded values represent
the requested “natural” background conditions

1 2 3 4 5 6 7 8 9 10 11 12 Mean

Secchi (m), 1 3.3 2.8 1.8 2.1 2.7 3.1 3.5 3.7 3.9 4.2 3.9 3.7 3.2
Secchi (m), 2 3.7 3.1 2.1 2.4 3.0 3.5 3.9 4.2 4.4 4.7 4.4 4.2 3.6
Secchi (m), 3 4.7 4.0 2.6 3.0 3.8 4.4 4.9 5.3 5.5 5.9 5.5 5.2 4.6
Chl (μg/l), 1 1.9 1.5 3.8 7.0 5.5 4.4 3.8 3.5 3.6 4.7 4.6 1.0 3.8
Chl (μg/l), 2 1.7 1.4 3.4 6.3 4.9 3.9 3.3 3.2 3.2 4.2 4.1 0.9 3.4
Chl (μg/l), 3 1.3 1.1 2.7 5.0 3.9 3.2 2.7 2.6 2.7 3.5 3.3 0.7 2.7
CB (μg/ww/l), 1 0.4 0.1 2.8 19 113 163 256 208 112 55 7.2 0.03 78.0
CB (μg/ww/l), 2 0.3 0.1 2.1 15 80 137 211 171 92 46 5.5 0.03 63.4
CB (μg/ww/l), 3 0.2 0.1 1.4 11 58 97 148 121 66 34 4.0 0.02 45.1
TPSW (μg/l), 1 37.4 38.8 38.4 35.8 31.0 26.9 24.4 23.5 23.8 28.2 31.6 35.5 31.3
TPSW (μg/l), 2 34.8 36.2 35.7 33.3 28.8 25.0 22.7 21.8 22.1 26.3 29.4 33.0 29.1
TPSW (μg/l), 2 30.1 31.3 30.9 28.9 25.1 21.8 19.9 19.3 19.6 23.2 25.7 28.6 25.4

6.3.4 Comments

This case-study has discussed a general method to estimate pre-industrial reference
values for “good ecological status” for phosphorus and operational bioindicators of
coastal water eutrophication using a process-based mass-balance approach, which
makes it possible to carry out structured modifications in nutrient inflow to the given
coastal system. The dynamic modeling can also provide quantitative values of the
time-dependent response of the system. The CoastMab-model discussed here may
be applied to most coastal systems and the data necessary for this analysis have also
been discussed.

Curves 3 in Fig. 6.9 probably also describe the conditions in the Gulf of Riga as
they were about 100–200 years ago.

There is also another interesting aspect of these simulations. It is well know from
lake studies (see, e.g., Scheffer 1990; Scheffer et al. 2000; Carpenter 2003) that lakes
can appear in two markedly different and rather stable states, one with clear water
when macrophytes are abundant and one with turbid water when the macrophyte
cover is small. Basically, in the first state with clear water the primary production of
benthic algae and macrophytes can be significantly higher than the phytoplankton
production (Mann 1982) and in the turbid state, the phytoplankton production may
be higher (see Håkanson and Boulion 2002). So, for all aquatic systems, one can
hypothesize that there exists a threshold value for the Secchi depth when this shift is
likely to occur. Since this modeling approach can quantify the mechanisms related to
changes in Secchi depth, and hence also the depth of the photic zone, this approach
may also be used to clarify the conditions concerning possible regime shifts from
pelagic to benthic dominance of coastal systems.
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The selected case-study area, the Gulf of Riga, is sensitive to nutrient loading
because of its shallowness and low openness towards the Baltic Proper. The mor-
phometry of any coastal area, as given by the size and form parameters, influences
all internal processes, such as sedimentation, resuspension, diffusion in water and
from sediments to water, biouptake and retention in biota, stratification, mixing and
outflow. Today, the average modeled monthly values for Secchi depth, chlorophyll
(Chl), cyanobacteria (CB) and total-P (TP) are 3.2 m, 3.8 μg/l, 78 μg/l and 31.3
μg/l, respectively. If 50% of all anthropogenic sources to the Gulf of Riga via rivers,
point sources and diffuse sources were to be removed, these values would be 3.6 m,
3.4 μg Chl/l, 63 μg CB/l and 29.1 μg TP/l. If 60% of the anthropogenic phosphorus
fluxes to the Baltic Proper were to be omitted and as well as 75% of all direct an-
thropogenic sources to the Gulf of Riga, the values would be 4.6 m, 2.7 μg Chl/l, 45
μg CB/l and 25.4 μg TP/l. These values represent the reference levels and it is not
realistic to expect that remedial measures would improve the conditions more than
that.

6.4 Reconstruction of Eutrophication History

6.4.1 Aim of the Case-Study

The conditions in the Baltic Sea, and specifically in the Baltic Proper and the Gulf
of Finland, have been discussed in many papers and books (see recent compilations
by Pitkänen and Tallberg 2007; and also Ambio 2007; Schernewski and Schiewer
2002; Schernewski and Neumann 2005; Wulff et al. 2001a). The aim of this sec-
tion is to focus on the conditions in the Gulf of Finland, since this is one of most
heavily eutrophicated, major sub-basins in the Baltic Sea (see Fig. 5.3 and the HEL-
COM website), and to try to reconstruct the development that has taken place in this
bay between the years 1900 and 2000. The eutrophication in the Gulf of Finland
has been discussed in many papers and reports (see, e.g., Kiirikki et al. 2001; SYKE
2003, 2006; HELCOM 2006). Since the Gulf of Finland is open to the Baltic Proper,
the conditions in the Baltic Proper will influence the conditions in the Gulf of Fin-
land together with the direct discharges to the Gulf (see, e.g., Savchuk and Wulff
1999a, b).

The main objective here can be illustrated by the data on Secchi depth given
in Fig. 6.10 (see also Aarup 2002). These data come from the HELCOM database
and concern how the water clarity (the Secchi depth) has changed in the period from
1900 to 1991. An initial trend analysis, a linear regression between measured Secchi
depths and time (month 1 is January of 1900), indicates the negative development:
The Secchi depth has decreased from about 7–8 m 100 years ago to about 5 m
today. One can also note the large scatter in the data from the individual sampling
sites.
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Fig. 6.10 HELCOM data on the Secchi depth in the Gulf of Finland 1990–1991 and a trend analy-
sis; regression line, coefficient of determination (r2), number of data (n) and statistical certainty (p)

The aim of case-study is to try to explain the development shown in Fig. 6.10 by
using:

1. CoastMab for salt (see Håkanson et al. 2007d) to get realistic and reliable data
on the water fluxes to, within and from the Gulf of Finland;

2. CoastMab for phosphorus (see Sect. 9.1) to quantify how the system would react
to changes in nutrient loading;

3. linked to the mass-balance model for phosphorus, there are empirically-based
sub-models for Secchi depth, chlorophyll-a concentration, concentration of
cyanobacteria, sedimentation, total nitrogen and suspended particulate
matter; and

4. linked to these models, there is also a more comprehensive dynamic food-
web model for 10 functional groups (CoastWeb, see Håkanson and Gyllenham-
mar 2005; Håkanson and Bryhn 2008b; Håkanson and Lindgren 2007b), which
have been used in this work to calculate biouptake and retention of phosphorus
in biota.

The basic idea is to demonstrate (A) how this modeling works and how well
modeled phosphorus concentrations, Secchi depths and chlorophyll values agree
to empirical data, (B) how reductions in nutrient loading to the Gulf of Finland
and to the Baltic Proper would influence the conditions for these target variables
in the Gulf of Finland, and (C) how a reconstruction of the development could be
made so the that the changes in the Gulf of Finland shown by the data in Fig. 6.10
may be explained and understood. This would also imply that important information
to reverse the development in the Gulf of Finland and the Baltic Proper could be
gained.

An important reason for selecting the Gulf of Finland as a case-study is that for
this bay one can access the necessary data:
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• First, data on the salinity inside and outside the bay, and the tributary water
fluxes to the bay, must be available so that a reliable mass-balance for salt
can be established, so that the water exchange with the outside sea (the Baltic
Proper) can be quantified realistically and also the theoretical water retention
time in the bay, which influence important internal processes, such as stratifi-
cation, mixing and diffusion. As stressed in Sect. 6.2, the CoastMab-model in-
cludes a mass-balance model for salt structured in the same way as the model
for phosphorus except that the mass-balance model for phosphorus also calcu-
lates sedimentation, resuspension, burial and biouptake of dissolved phosphorus.
By definition, total phosphorus (TP) in the water generally includes living and
dead plankton, but not larger animals such as zoobenthos and fish. A new as-
pect of this version of the CoastMab-model (as compared to the basic version
in Sect. 9.1) is that this model calculates phosphorus uptake and retention in
biota with short turnover times (phytoplankton, bacterioplankton, herbivorous
zooplankton and benthic algae) and long turnover times (predatory zooplank-
ton, prey and predatory fish, macrophytes, zoobenthos and jellyfish) using the
CoastWeb-model.

• Second, data on the TP-concentration in the water outside the bay must be at
hand so that the inflow from the Baltic Proper can be calculated. Data on the
TP-transport from different sources on land are also needed and such data are
available for the Gulf of Finland from the HELCOM database. HELCOM also
gives information on the natural background losses, the diffuse losses and the
point sources discharges of TP to the Gulf of Finland and from this one can use
the CoastMab-model to estimate how various reductions in the anthropogenic
load would influence the system. This is essential information for the recon-
struction requested in this case-study. Even though the focus is on the changes
in Secchi depth, we will also discuss changes in other bioindicators of eu-
trophication, mainly the chlorophyll-a concentration and the concentration of
cyanobacteria.

6.4.2 Data from the Gulf of Finland and Information
on the Model Structure

Figure 5.3 shows that the Gulf of Finland today generally has a relatively low Secchi
depth compared to other basins in the Baltic Sea. Table 6.15 gives background data
from the Gulf of Finland and the Baltic Proper and shows that the limiting section
area towards the Baltic Proper is 3.74 km2.

This means that the Gulf of Finland is quite open to the Baltic Proper. Table 6.15
also gives information on, e.g., total area, volume, mean depth, maximum depth and
the depth of the theoretical wave base. Table 6.16 gives data on the volume of the
surface-water layer and the middle-water layer separated by the theoretical wave
base and the deep-water layer separated from the middle-water layer by the depth
of the average halocline.
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Table 6.15 Basic data for two main sub-basins in the Baltic Sea, the Gulf of Finland and the Baltic
Proper (from Håkanson and Lindgren 2007d). Bolded factors are the obligatory driving variables

Gulf of Finland (GF) Baltic Proper (BP)

Area (km2) 29,600 211,100
Max. depth (m) 105 459
Volume (km3) 1073.2 13,055
Mean depth (m) 36.3 61.8
Wave base (m) 41 43.8
Section area (km2) 3.74 –
Halocline depth (m) 75 75
ET-areas (%) 63 47
Water discharge (km3/yr) 29.0 250
Catchment area (km2) 421,000 568,973
Latitude (◦◦◦N) 60 58
Precipitation (mm/yr) 593 750

The annual freshwater flux to Gulf of Finland used in this work is the average
annual value from Savchuk (2000; 3552 m3/s); Myrberg (1998; 3615 m3/s) and
Stålnacke et al. (1999a, b; 3875; m3/s). The monthly data on water discharge used
in the modeling have been calculated from the average annual value using the di-
mensionless moderator for this purpose (from Abrahamsson and Håkanson 1998).
This moderator is based on data on the size of the catchment area, mean annual
precipitation and latitude (Table 6.14 gives the data). Since we do not have access
to reliable monthly data on water discharge for the study period (1990–1998), it
should be stressed that this modeling concerns average, characteristic conditions on
a monthly base for this period of time and not the actual sequence of months. The
results from 1990 to 1998 concerning the processes and fluxes will then be put into
a wider time frame (1900 to 2000).

Also note that the values presented in this work relate to the definitions of the
surface-water, the middle-water and the deep-water layers and the given hypso-
graphic curves (from Håkanson and Lindgren 2007d). This means that although
these data correspond quite well with other values (see, e.g., Voipio 1981; Mikulski
1985; Monitor 1988), they are not directly comparable.

Table 6.16 Data on volumes and areas (below the given depths) in the Gulf of Finland and the
Baltic Proper based on hypsographic curves from Håkanson and Lindgren (2007d)

Basin Level Volume (km3) Area below the given level (km2)

Gulf of Finland SW 851.2 29,600
MW 202.0 10,900
DW 20.0 2400

Baltic Proper SW 7315 211,100
MW 3050 123,500
DW 2690 73,000
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The Gulf of Finland has been divided into three depth intervals:

1. The surface-water layer (SW), i.e., the water above the theoretical wave base at
41 m.

2. The middle-water layer (MW) between the theoretical wave base and the average
depth of the halocline at 75 m.

3. The deep-water layer (DW) is defined as the volume of water beneath the average
depth of the halocline at 75 m.

Note again that the theoretical wave base describes average conditions.
Håkanson and Lindgren (2007d) have presented new hypsographic curves for

the Gulf of Finland calculated using GIS and bathymetric data provided by Seifert
et al. (2001). One can see from Table 6.15 that the area below the theoretical wave
base (Dwb) at 41 m is 10,900 km2 and that the volumes of the SW, MW and DW-
layers are 851.2, 202.0 and 20.0 km3 and the entire volume is 1073.2 km3. The Gulf
of Finland is also relatively shallow and 63% of its bottom area is dominated by
resuspension processes of fine materials (these are the erosion and transportation
areas, ET; as calculated by the CoastMab-model; see Table 6.14).

Figure 6.11 illustrates the number of sampling sites for the Secchi depth data
from the HELCOM database used in this case-study. Empirical data on salinities,
Secchi depth, chlorophyll and nutrient concentrations will be given later and com-
pared to modeled values. There are no corresponding empirical data on cyanobac-
teria available to us from the Gulf of Finland. The empirical temperature data from
the HELCOM database (from 1990 to 1998) have been used to model stratification
and mixing. The standard deviations (SD) for the monthly mean empirical values

Fig. 6.11 Sampling sites for Secchi depth in the Gulf of Finland (from HELCOM)
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are very important in the sense that the variables with the high inherent SD-values
cannot be expected to be predicted as well as variables with comparatively low SD-
values (such as salinity; see Chap. 4).

6.4.3 Dynamic Modeling

The model consists of seven compartments: surface water (SW), middle water
(MW), deep water (DW), erosion/transportation areas for fine sediments (ET-areas),
accumulation areas for fine sediments below the theoretical wave base (A-areas),
biota with short turnover times (BS) and biota with long turnover times (BL). There
are algorithms for all major internal TP-fluxes (outflow, TP from land uplift, sed-
imentation, resuspension, diffusion, mixing, biouptake and retention in biota and
burial; see Sect. 9.1, for a more detailed model description).

To calculate the inflow of TP to the Gulf of Finland (GF) from the Baltic Proper
(BP), modeled data on the TP-concentrations in the surface, middle and deep-water
layers in the Baltic Proper from Håkanson and Bryhn (2007) have been used. The
water fluxes between the Gulf of Riga and the Baltic Proper are calculated from the
mass-balance for salt. So, the inflows to the three layers (SW, MW and DW) from the
Baltic Proper are given by the water discharges in Table 6.17 (QSWBPGR, QDWBPGR

and QDWBPGR) and the modeled TP-concentrations. The transport of TP from the
catchment area to the Gulf of Finland uses data from HELCOM: 1191 tons TP/yr
from natural background losses, 2112 tons TP/yr from diffuse losses and 2431 tons

Table 6.17 Calculated monthly values for the theoretical SW, MW and DW water retention times
(TSW, TMW and TDW), the water fluxes (Q) from the Baltic Proper (BP) to the Gulf of Finland (GF)
in the three layers (SW, MW and DW), the mixing transport (abbreviated with an x) between the
MW and SW and the DW and MW layers and the water velocity in the section area (uAt) from the
mass-balance model for salt. These values are used in the mass-balance model for phosphorus

Month TSW TMW TDW QSWBPGF QMWBPGF QDWBPGF QMWSWx QDWMWx UAt

months months months km3/month km3/month km3/month km3/month km3/month cm/s

1 8.7 5.4 1.7 64.8 10.8 10.8 26.4 0.8 1.9
2 9.4 7.2 1.8 63.7 10.6 10.6 24.4 0.7 1.9
3 9.3 6.9 1.8 62.9 10.5 10.5 24.5 0.7 1.9
4 9.1 6.5 1.8 61.8 10.3 10.3 24.2 0.7 1.9
5 8.5 5.7 1.9 62.8 10.5 10.5 25.1 0.7 1.9
6 8.4 5.7 2.0 63.1 10.5 10.5 26.9 0.8 1.9
7 8.3 5.1 1.8 57.4 9.6 9.6 32.7 1.0 1.9
8 8.0 4.6 1.7 54.7 9.1 9.1 32.1 1.0 1.9
9 11.2 14.0 1.9 61.2 10.2 10.2 35.3 1.1 1.9
10 11.3 14.9 1.9 62.8 10.5 10.5 39.8 1.1 1.9
11 8.9 5.9 1.7 63.8 10.6 10.6 4.5 0.1 1.9
12 9.0 6.3 1.8 63.8 10.6 10.6 3.4 0.1 1.9
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TP/yr from point source discharges. These annual TP-fluxes have been transformed
into monthly values by division with 12 and by applying a seasonal moderator for
water discharge (characteristic mean monthly Q-values divided by the annual mean
water discharge).

The water velocity in the section area has been calculated for the total outflow
(km3/yr) divided by half the section area since there is also inflow of water to main-
tain a given water level ((km3/yr) · (1/(0.5 · km2). Savchuk (2006) gave a total water
outflow from the Gulf of Finland of 554 km3/yr, which is a factor of 2 lower than the
value obtained in this work (990 km3/yr) and 554 seems a less likely value since it
would imply that the average water velocity in the section area would be lower than
1 cm/s. These calculations give an average velocity in the section area of 1.9 cm/s.

Some key questions for this work are: How would the system react if the dif-
fuse losses and the point source discharges of TP to the Gulf of Finland would be
reduced? How would the system respond if similar reductions to the entire Baltic
Proper would also be carried out? To calculate the changes in the concentrations of
TP in the SW, MW and DW-layers, the CoastMab-model has also been applied to
the entire Baltic Proper (see Håkanson and Bryhn 2007).

The theoretical water retention times in the three layers (see Table 6.17) from the
basic mass-balance for salt are used together with the temperature dependent mixing
rate in the mass-balance model as indicators of how the turbulent mixing influences
the settling velocity for particulate phosphorus – the faster the water renewal, the
more turbulence, the slower the settling velocity. The small TP-input from precip-
itation onto the water surface of the Gulf of Finland has been estimated from the
characteristic annual precipitation of 593 mm and a TP-concentration in the rain of
5 μg/l (see Håkanson and Eklund 2007b).

The internal processes are: sedimentation of particulate phosphorus from sur-
face water to middle water and deep water (FSWMW and FSWDW), sedimentation
from the SW-layer to areas of erosion and transportation (FSWET), sedimentation
from the MW and DW-layers to the respective accumulation areas (FMWAMW and
FDWADW), resuspension (advection) from ET-areas (including TP from land uplift,
FLU) either back to the surface water (FETSW) or to the middle water (FETMW), dif-
fusion of dissolved phosphorus from accumulation area sediments in the MW and
DW-layers to water in the MW and DW-layers (FAMWMW and FADWDW), diffusion
from MW and DW-water layers to the SW and MW-layers, respectively (FMWSWd

and FDWMWd), upward and downward mixing between the water layers (FSWMWx,
FMWSWx, FDWMWx and FMWDWx) and biouptake and elimination of phosphorus from
biota with short and long turnover times (FbioupBS and FretbioBS and FbioupBL and
FretbioBL). When there is a partitioning of a flux from one compartment to two com-
partments, this is handled by a distribution coefficient (DC).

From the map illustrating the spatial variation in land uplift (see Fig. 1.1), one can
estimate that the mean land uplift in the Gulf of Finland is about 1.2 mm/yr and this
value has been used in these calculations. The total area above the theoretical wave
base in the Gulf of Finland is about 18,700 km2 and the sediments in this area will be
exposed to increased erosion by wind/wave action due to land uplift. The sediments
in the shallower parts will be more consolidated than the recent materials close to
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the theoretical wave base. The calculation of the TP-flux from land uplift uses (1)
modeled data on the TP-concentration in the accumulation area sediments from the
MW-zone, (2) a water content of the sediments exposed to increased erosion set to
be 15% lower than the modeled water content of the recent sediments and (3) the
total volume of sediments above the theoretical wave base lifted each year.

The Secchi depth (Sec in m) is a target bioindicator in this study and it is calcu-
lated from a model illustrated in Fig. 5.1 relating Secchi depth to the concentration
of suspended particulate matter in the SW-layer (SPMSW in mg/l) and the salinity
of the SW-layer (SalSW). One can note from Fig. 5.1. that for the Gulf of Finland
with a SW-salinity of about 6 psu, one should expect a fairly rapid, non-linear im-
provement in Secchi depths if the SPM-concentration is lowered from 4 to 3 mg/l.
The Secchi depth is important for predictions not just of water clarity and the depth
of the photic zone but also of, e.g., macrophyte cover and biomass of benthic algae
using the CoastWeb-model.

6.4.3.1 Modeled Values Versus Empirical Data

Table 6.18 gives modeled values for the salinity compared to the mean empirical
monthly data for the period 1990–1998 and also to the standard deviations (SD) for
the mean empirical values. If the model yields values in-between the uncertainty
bands given by ± one standard deviation, the predictions should be regarded as
good. For all these comparisons between modeled and empirical data, it should be
noted that:

• The monthly inflows of water and phosphorus have not been calculated using
data for this period of time (1990–1998) but using a general model for water
discharge (see Abrahamsson and Håkanson 1998). This will explain some of the
differences between the modeled and the measures monthly values for salinity,
TP and other variables.

• The monthly calculations of the inflow of water, salt and phosphorus from the
Baltic Proper use mean values for the SW and MW-compartments not in the
inflowing water from the area just outside the Gulf of Finland, which would have
been more appropriate, but for the entire Baltic Proper. For the inflow to the
DW-compartment, a value of 70.9 μg TP/l (from Karlsson 2007) has been used.
The reason why the more appropriate data have not been used is simply that it
has been difficult to find such data. This likely also further explains some of the
differences between the modeled and the measured monthly values.

With these reservations, one can note from Table 6.18 that the predicted monthly
salinities in the SW-layer are generally close to the empirical data and within the
defined uncertainty bands of the empirical data (±1SD = 0.22). The average error
(the mean difference for the 12 months) is 0.02 psu. It should be noted that the
available data from the MW and DW-layers are few and the values 7 and 10 for
the two layers are uncertain. The CoastMab-model gives a value of 6.75 psu for
the mean salinity in the MW-layer and of 10.02 psu in the DW-layer. The water
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Table 6.18 A comparison between measured (empirical; data from HELCOM for 1990–1998)
data and modeled values on the salinity in the SW, MW and DW-layers in the Gulf of Finland.
Note that there are no reliable mean monthly data accessible from the MW and DW-layers and the
data given for these layers (7.0 and 10.0) should be regarded as the “best possible” estimates based
on few and scattered data from the Gulf of Finland and from the area of the Baltic Proper outside
the Gulf of Finland

Month SalSW SalSW SalMW SalMW SalDW SalDW

psu psu psu psu psu psu
mod emp mod emp mod emp

1 6.27 5.87 6.79 7.0 10.05 10.0
2 6.28 6.15 6.79 7.0 10.03 10.0
3 6.29 6.37 6.78 7.0 10.01 10.0
4 6.30 6.32 6.76 7.0 9.97 10.0
5 6.28 6.30 6.75 7.0 9.95 10.0
6 6.22 6.24 6.72 7.0 9.92 10.0
7 6.18 6.40 6.70 7.0 9.94 10.0
8 6.19 6.14 6.68 7.0 9.95 10.0
9 6.21 6.38 6.69 7.0 10.02 10.0
10 6.21 6.53 6.75 7.0 10.13 10.0
11 6.23 6.15 6.78 7.0 10.15 10.0
12 6.25 5.80 6.79 7.0 10.09 10.0
Mean 6.24 6.22 6.75 7.0 10.02 10.0
Median 6.24 6.27 6.76 7.0 10.02 10.0
SD for emp. 0.22 0.0 0.00
Diff. mod.-emp
1 0.40 –0.21 0.05
2 0.13 –0.21 0.03
3 –0.08 –0.22 0.01
4 –0.02 –0.24 –0.03
5 –0.02 –0.25 –0.05
6 –0.02 –0.28 –0.08
7 –0.22 –0.30 –0.06
8 0.05 –0.32 –0.05
9 –0.17 –0.31 0.02
10 –0.32 –0.25 0.13
11 0.08 –0.22 0.15
12 0.45 –0.21 0.09
Mean diff. 0.02 –0.25 0.02
SD for diff. 0.23 0.04 0.08

fluxes between the Gulf of Finland and the Baltic Proper calculated from the mass-
balance model for salt and the corresponding fluxes for mixing and diffusion are
used without any changes also in the mass-balance calculations for phosphorus,
except, of course, that phosphorus has a particulate fraction.

The main message here is that there should be no “tuning” of the mass-balance
calculations and the same algorithms and values have been used for mixing, dif-
fusion and water fluxes for salt and phosphorus. There are substance-specific parts
in the CoastMab-model and they mainly concern the algorithms for the particulate
fraction and for diffusion.
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The results for phosphorus are given in Table 6.19.

• (A) The TP-concentrations in the SW-layer are generally close to the empirical
data and (mean difference 0.5 and median difference 0.2 μg/l) well within the
uncertainty bands of the empirical data (±1SD).

• (B) Also the average TP-concentrations in the MW-layer are close to the em-
pirical average value (the mean difference between the mean values is 2.9 μg/l),
which is a small difference compared to the relatively high standard deviation for
the empirical data (18.6 μg/l).

Table 6.19 A comparison between empirical data (data from HELCOM from 1990 to 1998) and
modeled values on TP-concentrations, Secchi depths, chlorophyll-a concentrations and total-N
concentrations (TN) in the three layers (SW, MW and DW) in the Gulf of Finland. The lower part
of the table gives the differences between modeled and measured values

Month TPSW TPSW TPMW TPMW TPDW TPDW Sec Sec Chl Chl TN TN

μg/l μg/l μg/l μg/l μg/l μg/l m m μg/l μg/l μg/l μg/l
mod emp mod emp mod emp mod emp mod emp mod emp

1 23.0 34.1 37.0 37.7 90.4 71.7 6.1 6.3 3.1 0.5 366 439
2 24.0 32.2 35.0 35.1 90.5 43.2 5.6 5.1 5.9 1.3 376 422
3 24.8 30.1 32.7 33.9 89.3 31.3 5.4 5.1 7.9 2.2 386 410
4 25.3 30.1 32.0 35.6 86.9 57.2 5.3 5.4 8.3 10.5 391 394
5 25.6 22.5 32.8 32.3 85.1 47.8 4.7 5.6 7.5 7.3 394 394
6 26.5 24.0 35.0 40.9 84.7 69.2 4.2 5.5 7.2 2.4 403 458
7 26.8 16.2 36.5 39.1 85.4 69.5 4.6 5.0 6.8 3.5 407 352
8 27.0 17.5 38.0 38.2 85.0 50.6 4.6 5.8 5.9 3.0 409 329
9 25.6 16.6 38.1 39.6 87.6 68.0 5.2 5.3 7.5 5.8 394 291
10 22.7 16.9 36.2 51.5 85.3 126.1 6.4 4.8 5.1 3.6 362 294
11 21.2 24.2 38.0 40.7 79.2 47.8 7.3 3.3 1.5 0.4 345 375
12 22.1 24.2 39.0 40.7 86.2 47.8 6.7 6.3 2.3 0.5 356 447
Mean 24.5 24.1 35.8 38.8 86.3 60.9 5.5 5.3 5.7 3.4 382 384
Median 25.1 24.1 36.3 38.7 85.8 53.9 5.3 5.3 6.3 2.7 388 394
SD for emp. ±8.9 ±18.6 ±22.0 ±1.6 ±2.6 ±41
Diff.

1 −11.1 −0.7 18.7 −0.2 2.6 −73.0
2 −8.3 −0.1 47.3 0.5 4.6 −45.7
3 −5.3 −1.2 58.0 0.3 5.7 −24.0
4 −4.8 −3.7 29.7 −0.1 −2.2 −3.4
5 3.1 0.5 37.3 −0.9 0.3 0.2
6 2.5 −5.9 15.5 −1.3 4.8 −54.5
7 10.6 −2.7 15.9 −0.4 3.3 54.8
8 9.5 −0.2 34.4 −1.2 2.9 80.4
9 9.0 −1.5 19.6 −0.1 1.7 102.8
10 5.8 −15.3 −40.8 1.6 1.5 68.1
11 −3.0 −2.7 31.4 4.0 1.1 −29.8
12 −2.1 −1.7 38.4 0.4 1.8 −91.5
Mean diff. 0.5 −2.9 25.4 0.2 2.3 −1.3
Median diff. 0.2 −1.6 30.5 −0.1 2.2 13.7
SD for diff. 7.3 4.3 24.6 1.4 2.2 63.9
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• (B) The average TP-concentrations in the DW-layer differ more (mean difference
25.4) but also this is close to the inherent uncertainty in the empirical data (SD =
22.0 μg/l).

• (C and D) The target variables, the two bioindicators Secchi depth and
chlorophyll-a concentration in the SW-layer, are close to the empirical values
(the mean error for Secchi depth is 0.2 m and for chlorophyll 2.3 μg/l) and within
the uncertainty bands defined by one standard deviation of the empirical mean
value. The modeled chlorophyll concentrations also give the “twin-peak pattern”
as indicated by the empirical data. It should be stressed that the chlorophyll con-
centrations are predicted from a regression including dynamically modeled TP-
concentrations in the surface water and a dimensionless moderator for the light
conditions (6.2) and the calculated dissolved fraction of phosphorus. These cal-
culations also include considerations to the biouptake of dissolved phosphorus in
all types of biota (functional groups) included in the CoastWeb-model. However,
the temporal patterns are calculated in the standardized pattern to reveal the most
typical, characteristic condition in the Gulf of Finland, and the given presupposi-
tions including the relatively high uncertainties in the empirical data, one cannot
hope to obtain very much better predictions than these.

• (F) The TN-concentrations are predicted from a simple regression (6.1) using
dynamically modeled TP-concentrations in the SW-compartment. There is a rel-
atively good correspondence between modeled and measured TN-concentrations
(the mean error is 1.3 μg/l).

The TN/TP-ratios based on modeled values, modeled salinities in the SW-layer
and empirical temperature data for the SW-layer will be used to calculate the con-
centration of cyanobacteria.

From this, one can conclude that the model predicts the target variables quite well
given the factual limitations in the seasonal patterns in the driving variables for trib-
utary water discharge (since this pattern in the modeling is not based on measured
data for the modeled period) and in the seasonal pattern for the TP-concentrations
outside the Gulf of Finland (since these data for the SW and MW-layers emanate
not from the area outside of the Gulf but from the entire Baltic Proper and since
the empirical value for the TP-concentration in the Baltic Proper outside the Gulf
of Finland is uncertain). Note that there has been no tuning of the model to achieve
these predictions and that the basic model has been shown to describe the transport
processes for phosphorus very well for many other coastal areas (see Sect. 9.1).

6.4.3.2 Fluxes and Amounts of Phosphorus

Table 6.20 gives a compilation of the monthly TP-fluxes and a ranking based on the
annual fluxes. One can see that the two largest fluxes are biouptake and retention of
phosphorus to and from biota with short turnover times (BS). These fluxes (about
500,000 tons/yr) are 25 times larger than the fluxes related to the following fluxes
because the organisms in this group have very short turnover times.
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The following fluxes are: sedimentation from the MW-layer to accumulation
areas within the MW-zone (FTPMWAMW = 28,000 tons/yr), resuspension from ET-
sediments to the SW-layer (27,500 tons/yr), outflow of TP from the Gulf of Finland
(GF) to the Baltic Proper (BP) in the SW-compartment (21,000 tons/yr). The fluxes
that may be reduced by remedial measures are bolded in Table 6.20: the SW-
inflow from the Baltic Proper (FSWBPGF = 14,000 tons/yr), total tributary inflow
(Ftrib = 5735 tons/yr) and inflow to the DW and MW-layers from the Baltic Proper
(FDWBPGR = 8880 and FMWBPGR = 4100 tons/yr, respectively). The diffusive flux
from the accumulation areas sediment (below the halocline at 75 m) is rather small
(10 tons/yr). The modeled TP-concentration in the accumulation area sediments
(0–10 cm) in the MW-layer is 2.4 mg/g dw and in the DW-layer 0.63 mg/g dw (see
Table 6.21), which agrees with measured values for the Baltic Proper (see Carman
et al. 1996).

This model provides values based on the total TP-inventory in the entire area
below the theoretical wave base and below the average halocline down to 10 cm of
sediments. The biologically passive sediments below 10 cm are expected to have a
TP-concentration of about 0.45 in the Baltic Proper (Jonsson et al. 1990) and this
value is also used in this modeling for the Gulf of Finland. This means that only a
small part (reflecting the difference between the calculated value of 0.63 and 0.45)
of the phosphorus in the accumulation area sediments in the DW-zone could be
available for diffusive transport. The diffusion rate depends on the redox-conditions
in the sediments, which depend on the calculated sedimentation of matter. The av-
erage values for total sedimentation calculated by the model is about between 0.7
and 1.5 mm/yr in the MW-layer and less than 1 mm/yr in the DW-layer or between
4 and 131 μg/cm2·d on the accumulation areas. The predicted water content (W) of
the accumulation area sediments (0–10 cm) is 75% ww, the organic content (loss
on ignition, IG) 6.3% dw and the bulk density (d) 1.17 g/cm3. Table 6.21 also gives
modeled values for the dissolved fraction in the three layers and these values vary
between 0.8 and 0.99 in the DW-zone, between 0.64 and 0.98 in the MW-layer and
between 0.22 and 0.64 in the SW-layer.

Land uplift (FLU) is also an important individual input of TP to this system
(18,000 tons/yr).

The largest TP-fluxes are to and from biota with short turnover times, but the
total TP-inventory in biota with short turnover times is only between 1 and 5 ktons
(on a monthly basis). Most TP is found in the accumulation area sediments in the
MW-zone (about 590 ktons), and a significant part of this is potentially available for
diffusion (see Table 6.22).

6.4.3.3 Changes in the Gulf of Finland During the Last 100 Years

Figure 6.10 shows measured Secchi depths from the Gulf of Finland during the last
100 years and Table 6.23 gives selected results from statistical analyses of the data.
One can note that:

The changes in Secchi depth are small and/or not statistically significant for the
periods between 1900 to 1945 and 1980 to 19991.
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Table 6.22 Amounts of TP (1000·tons) in the different compartments in the Gulf of Finland, i.e.,
accumulation areas in the DW-compartment (ADW), accumulation areas in the MW-compartment
(AMW), the DW-layer, areas of fine sediment erosion and transport (ET), the MW-layer, the SW-
layer, in biota with long turnover times (BL) and in biota with short turnover times (BS)

Month MTPADW MTPAMW MTPDW MTPET MTPMW MTPSW MTPBL MTPBS

1 44.3 588 1.7 25.9 7.9 16.3 1.2 2.5
2 44.3 588 1.8 25.4 7.5 16.4 1.2 3.2
3 44.3 588 1.8 24.9 7.1 16.1 1.3 4.3
4 44.4 588 1.8 24.3 6.6 16.6 1.5 4.6
5 44.4 588 1.7 23.9 6.5 17.3 1.6 4.2
6 44.4 588 1.7 23.6 6.6 18.3 1.6 3.4
7 44.4 589 1.7 22.7 7.1 19.4 1.6 3.1
8 44.4 589 1.7 22.2 7.4 19.7 1.6 3.1
9 44.4 589 1.7 21.5 7.7 19.8 1.5 3.1
10 44.4 589 1.8 22.4 7.7 17.6 1.5 4.1
11 44.3 588 1.7 25.4 7.3 15.9 1.5 3.4
12 44.3 588 1.6 26.8 7.7 16.6 1.4 1.4

Table 6.23 Changes in Secchi depths in the Gulf of Finland during different periods of time

1900–1991
Sec = –0.0025·month + 7.84; r2 = 0.141; n = 738; p < 0.0001

1900–1945
Sec = +0.0005·month + 7.10; r2 = 0.0008; n = 352; p = 0.61; not significant

1945–1991
Sec = –0.0024·month + 7.67; r2 = 0.010; n = 386; p = 0.048

1980–1991
Sec = –0.0068·month + 11.69; r2 = 0.019; n = 60; p = 0.29; not significant

1920–1980
Sec = –0.0031·month + 8.38; r2 = 0.141; n = 555; p < 0.0001

The most pronounced changes in terms of significance and slope of regression
line appears for the data from 1920 to 1980.

Table 6.24 gives a statistical compilation of data (mean values, medians, standard
deviations, coefficients of variation and number of data) for three interesting peri-
ods, 1900–1920, 1920–1980 and 1980–1991. One should note the high CV–values
(about 0.35) and that the mean Secchi depths have decreased from 7.1 to 4.8 m.
This is a significant change influencing the entire ecosystem since it influences the
depth of the photic zone and the benthic production, which is highly dependent of
water clarity. If there are major changes in primary phytoplankton and benthic algae
production, one should also expect major changes in secondary production (of zoo-
plankton, zoobenthos and fish). The question now is if it is possible to reconstruct
the changes in Secchi depth shown in Fig. 6.10 and Tables 6.23 and 6.24.

The changes in the Baltic Proper between the years 1974 and 2006 for the
chlorophyll-a concentrations in the SW-layer provide a complementary picture and
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Table 6.24 Statistics of Secchi depth measurements from different periods from the Gulf of
Finland

1900–1920 1920–1980 1980–1991

Mean (MV) 7.1 6.3 4.8
Median (M50) 7.0 6.1 4.5
Standard deviation (SD) 2.45 2.2 1.6
Coefficient of variation (CV) 0.35 0.35 0.33
Number of data (n) 123 556 60

were shown in Fig. 6.9. During this period, there was a weak and continuous decline
in the chlorophyll values, which demonstrates that the eutrophication is not getting
worse in the Baltic Proper, but rather the opposite. It is also interesting to note
that the individual data in the surface water of the Baltic Proper cover all trophic
classes from oligotrophic to hypertrophic. The median chlorophyll-a value in the
surface water is close to the class limit between mesotrophic and oligotrophic, i.e.,
at 2 μg Chl/l.

Figure 6.12 gives chlorophyll data from the Gulf of Finland relative to water
depth. All these data emanate from the SW-layer, as this is defined in this work
from the theoretical wave base. One can see from Fig. 6.12 that there is only a
weak correlation between the measured chlorophyll values and the water depth.

This indicates that the SW-zone is relatively well mixed. That conclusion is sup-
ported by the data in Fig. 6.13 showing measured TP-concentrations in the entire
water column. Some important depth intervals are also shown in this figure. The
mean depth of the Gulf of Finland is 36 m, the theoretical wave base is at 41 m and
the average depth of the halocline at 75 m. One can see from Fig. 6.13 and from

Depth (m)

C
hl

 (
µg

/1
)

r2
 = 0.091; n = 324

.1

1

10

100

0 5 10 15 20 25 30 35

Fig. 6.12 Chlorophyll data from the Gulf of Finland (1990–1998) collected at different water
depths (based on HELCOM data)
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Fig. 6.13 Total phosphorus concentrations in the Gulf of Finland (1990–1998) collected at differ-
ent water depths (based on HELCOM data)

Table 6.25, which gives a statistical compilation of monthly TP-data, that there are
important differences between the three zones discussed in this work.

For the reconstruction of the development in the Gulf of Finland, one can con-
clude that (1) there were probably no or only small changes in the nutrient loading
and eutrophication in the Gulf of Finland from 1900 to about 1920, (2) the most
significant changes occurred between 1920 and 1980 and (3) after that the system
has not changed very much (and there may even be a slight improvement, at least in
the Baltic Proper which would also affect the conditions in the Gulf of Finland).

6.4.3.4 Reconstruction of the Conditions in the Gulf of Finland

The simulations to estimate the changes that have taken place during the last 100
years in the Gulf of Finland will be presented in two steps. The first step concerns
substantial but realistic reductions of the direct anthropogenic emissions of TP to the
Gulf of Finland from diffuse sources and point sources. The values given by HEL-
COM (2000) are 2112 tons/yr and 2431 tons/yr, respectively, and the natural loading
is 1191 tons/yr. It is not realistic to assume that all the anthropogenic emissions can
be removed, and at the first step, it will be assumed that 40% of these emissions are
eliminated (i.e., 1817 tons phosphorus so that the annual loading would be reduced
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Table 6.25 Statistical compilation (means values, standard deviations and number of data) of em-
pirical monthly data on TP-concentrations in the three layers (SW, MW and DW) from the Gulf of
Finland (data from HELCOM from 1990 to 1998)

Month SW MW DW

1 MV 34.1 37.7 71.7
SD 11.4 18.2 21.8
n 138 53 7

2 MV 32.2 35.1 43.2
SD 6.7 12.4 20.0
n 286 91 10

3 MV 30.1 33.9 31.3
SD 5.7 10.1 0.0
n 117 45 1

4 MV 30.1 35.6 57.2
SD 7.1 15.5 22.1
n 204 77 12

5 MV 22.5 32.3 47.8
SD 8.5 16.6 16.9
n 149 63 11

6 MV 24.0 40.9 69.2
SD 15.0 18.5 21.2
n 51 22 4

7 MV 16.2 39.1 69.5
SD 7.2 18.3 19.7
n 377 81 12

8 MV 17.5 38.2 50.6
SD 7.8 21.7 25.1
n 846 168 32

9 MV 16.6 39.6 68.0
SD 8.0 23.7 14.6
n 79 37 6

10 MV 16.9 51.5 126.1
SD 9.4 38.3 50.1
n 59 26 4

11 MV 24.2 40.7 47.8
SD 7.6 11.4 8.9
n 282 92 14

12 MV 33.3 54.1 58.6
SD 17.4 24.5 37.5
n 65 30 3

from 5734 to 3917 tons TP). In reality, this would require major investments and it
would also take a long time to implement such actions. In the following, it will be
assumed that these emissions are suddenly removed (month 31, i.e., in July).

The aim is also to demonstrate the dynamic response of the system to such a
change in nutrient loading. Next, it will be assumed that the conditions in the Baltic
Proper will also be altered. An overall budget for nitrogen and phosphorus fluxes to
the Baltic Proper (including the Gulf of Riga and the Gulf of Finland) was given in
Table 4.1. On average, the total tributary load of phosphorus to the Baltic Proper is
about 30,000 tons/yr.
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Values of the proportion between natural load, load from diffuse sources and
from point source emission for the nutrient to the entire Baltic Proper are given by
HELCOM (2006) and here it will be assumed that in total 7200 tons TP/yr of the
total transport of 30,000 tons TP/yr will be removed. There have been several tests
and the following results mainly concern this particular reduction.

Steady-state results are first shown in Table 6.26. This table gives the predicted
values today for the Secchi depth (mean value = 5.5 m), the monthly maximum con-
centration of chlorophyll-a (8.3 μg/l; since the maximum value is of great interest
in contexts of algal blooms), the monthly maximum concentration of cyanobacteria
in the SW-layer (86 μg/l), the mean predicted TP-concentrations in the SW, MW
and DW-layers (24.5, 36 and 86 μg/l, respectively). The second column gives the
corresponding steady-state values if 1871 tons TP from the direct tributary inflow to
the Gulf of Finland are reduced.

Then, the Secchi depth would be 6.7 m, which is lower than the value 100 years
ago (7.1 m, see Table 6.23). So, it is not enough to reduce anthropogenic TP-inflow
via the rivers to the Gulf of Finland by 40%. If 7200 tons TP are removed from
the present TP-inflow via rivers to the Baltic Proper (including 1817 tons to the
Gulf of Finland), then the requested mean annual Secchi depth of 7.1 m in the Gulf
of Finland will be reached and there are also major changes in the chlorophyll-a
concentration and the maximum concentration of cyanobacteria.

Figure 6.14 shows the dynamic response of the system. In these simulations,
7200 tons of TP to the Baltic Proper (including 1871 tons to the Gulf of Finland)
have been removed in month 31 and the response of the Gulf of Finland is shown
for (A) the Secchi depth, (B) chlorophyll concentrations, (C) cyanobacteria, (E) TP
in surface water, (E) TP in surface water in the Baltic Proper and (F) predicted
SPM-concentrations in the SW, MW and DW-layers in the Gulf of Finland. When-
ever possible, this figure compares the modeled values during the initial 31 months,
corresponding to the conditions prevailing today, with the uncertainty bands in the
empirical data. From Fig. 6.14A, one can see that during the initial period there is a
very good correspondence between the modeled values and the empirical data given

Table 6.26 How would mean annual Secchi depths, maximum monthly chlorophyll-a concentra-
tions, maximum concentrations of cyanobacteria and mean annual TP-concentrations in the three
layers (SW, MW and DW) change from today if, first, 1817 tons of TP to the Gulf of Finland and,
secondly a total of 7200 tons of TP from river inflow to the Baltic Proper (including 1817 tons to
the Gulf of Finland) were reduced? The table gives steady-state values

Today 1817 tons TP reduced
from rivers to GF

7200 tons TP reduced
to BP

Mean Secchi (m) 5.5 6.7 7.2
Max. chlorophyll-a (μg/l) 8.3 7.7 7.5
Max. cyanobacteria (μg/l) 86 63 55
Mean TPSW (μg/l) 24.5 21.9 18.7
Mean TPMW (μg/l) 36 32 30
Mean TPDW (μg/l) 86 80 79
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Fig. 6.14 The dynamic response of the Gulf of Finland if 7200 tons of phosphorus (including
1817 tons from tributaries to the Gulf of Finland) were hypothetically reduced month 31 for (A)
Secchi depth, (B) chlorophyll, (C) cyanobacteria, (D) TP-concentrations in the SW-layer, (E) TP-
concentrations in the SW-layer in the Baltic Proper and (F) concentrations of suspended par-
ticulate matter (SPM) in the SW, MW and DW-layers in the Gulf of Finland. This figure also
gives uncertainty bands for the empirical data (±1 standard deviation) valid for the initial pe-
riod (the first 31 months) for Secchi depth, chlorophyll and TP in the SW-layer in the Gulf of
Finland

by the uncertainty band related to ±1 standard deviation of the measured mean
Secchi depth. There is also a good correspondence between measured and modeled
values for chlorophyll (Fig. 6.10B) and for TP in the SW-layer in the Gulf of Finland
(Fig. 6.14D).

It is interesting to note that under these hypothetical presuppositions (that 7200
tons TP would suddenly be removed month 31), there is an initial phase with a
relatively fast recovery of about 7 years and then a phase with a slow recovery
related to the fact that the steady-state adjustment to changes is very slow for the
sediments in the MW and DW-zones (the accumulation area sediments).

The reconstruction results are given in Fig. 6.15. The measured data on Secchi
depth (from Fig. 6.10) have been compared to the modeled values, first when there
were no changes in the TP-inflow to the Baltic Proper and the Gulf of Finland in
the years 1900–1920 (3917 tons via tributaries to the Gulf of Finland; 22,800 via
tributaries to the Baltic Proper including the tributaries to the Gulf of Finland).
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Fig. 6.15 Reconstruction of Secchi depths in the Gulf of Finland when 7200 tons of phosphorus
(including 1817 tons from tributaries to the Gulf of Finland) have been reduced between the years
from 1920 to 1980 compared to measured data (from HELCOM)

Then, in the period 1920–1980 7200 tons (including 1817 tons from the tribu-
taries to the Gulf of Finland) have successively been reduced (7200/60·12 = 10 tons
per month). Finally, the discharges of today have been used in the period from 1980.
From Fig. 6.15, one can see that this will reflect the measured Secchi depths in the
Gulf of Finland quite well. There are several individual Secchi depth measurements
higher and lower than the predicted mean monthly values, but the general corre-
spondence between the measure and the modeled Secchi depths is good.

This also means that one can run this scenario in the other direction and conclude
that if the present tributary TP-load could be reduced by 7200 tons, the Baltic Proper
and the Gulf of Finland would return to the conditions as they were 100 years ago.
If the reductions are done as in Fig. 6.15, it would take 60–70 years to get a new
steady-state condition. If the reductions are implemented slower, it takes longer, and
vice versa.

6.4.3.5 Sensitivity Tests

In the following sensitivity tests, one variable at a time has been changed (reduced
by 50% as compared to the default situation) and all else in the model kept at the
initial default conditions. The results will be presented for two target variables, the
dynamically modeled TP-concentrations in the SW-layer and the Secchi depths. The
first column in Table 6.27 gives the default conditions (today), the second column
the results when the TP-flow from land uplift has been reduced by 50%. Then, one
can note that the modeled TP-concentration would be 19.8 μg/l, which is signifi-
cantly lower than the reference value (24.5 μg/l) and also the empirical mean an-
nual value (24.1 μg/l, see Table 6.18). The Secchi depth would be 7.9 m, which is
markedly higher than the empirical mean value (7.1 m) a hundred years ago.
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Table 6.27 Steady state results from 8 sensitivity analyses where the influence from (1) land uplift,
(2) diffusion from sediments, (3) diffusion in water, (4) biouptake and retention in biota with short
turnover times and (5) in biota with long turnover times, (6) the particulate fraction of phosphorus
in the deep-water zone, in (7) the middle-water zone and (8) the surface-water zone were reduced
by 50%. This has been calculated for (A) TP-concentrations (μg/l) and (B) Secchi depths (m) in
the Gulf of Finland

A. TP-concentrations in the surface-water layer

Month Today Landup Diff sed Diff wat BioS BioL PFDW PFMW PFSW

1 23.0 18.5 21.8 21.3 23.3 23.3 22.5 23.0 24.3
2 23.9 19.0 22.7 22.4 24.2 24.2 23.4 23.9 24.9
3 24.8 19.6 23.7 23.5 25.2 25.2 24.3 24.8 25.6
4 25.2 20.0 24.1 24.1 25.7 25.7 24.7 25.2 26.1
5 25.6 20.4 24.5 24.5 26.0 26.1 25.1 25.6 26.6
6 26.4 21.1 25.3 25.3 26.8 26.9 25.9 26.4 27.6
7 26.7 21.5 25.7 25.5 27.0 27.2 26.2 26.7 27.9
8 27.0 21.5 25.9 25.7 27.2 27.4 26.4 27.0 28.1
9 25.5 20.7 24.4 24.1 25.8 26.0 25.1 25.5 26.8
10 22.6 19.2 21.4 20.8 23.2 23.3 22.3 22.6 24.0
11 21.1 18.0 19.8 19.2 21.6 21.7 20.8 21.1 22.8
12 22.0 18.1 20.9 20.2 22.3 22.4 21.6 22.1 23.6
MV 24.5 19.8 23.4 23.1 24.9 24.9 24.0 24.5 25.7

B. Secchi depth
1 6.1 8.9 6.7 7.0 6.0 6.0 6.4 6.1 5.6
2 5.6 8.3 6.2 6.3 5.5 5.5 5.9 5.6 5.3
3 5.4 8.1 5.8 5.9 5.2 5.3 5.6 5.4 5.1
4 5.3 7.9 5.7 5.7 5.1 5.1 5.5 5.3 5.0
5 4.7 6.9 5.0 5.0 4.5 4.5 4.8 4.7 4.4
6 4.2 6.1 4.5 4.5 4.1 4.1 4.4 4.2 3.9
7 4.6 6.7 4.9 5.0 4.5 4.5 4.8 4.6 4.3
8 4.7 6.8 5.0 5.1 4.6 4.5 4.8 4.7 4.3
9 5.2 7.4 5.6 5.7 5.1 5.0 5.4 5.2 4.8
10 6.4 8.5 7.0 7.4 6.1 6.1 6.5 6.4 5.8
11 7.3 9.6 8.1 8.6 7.0 7.0 7.5 7.3 6.4
12 6.6 9.2 7.2 7.6 6.5 6.4 6.8 6.6 5.9
MV 5.5 7.9 6.0 6.1 5.4 5.3 5.7 5.5 5.1

In the next sensitivity test, the two diffusive TP-fluxes from the sediments (from
accumulation area sediments in the MW and DW-layers) have been reduced by 50%.
Since these diffusive fluxes are relatively small, the changes are not great: annual
mean TP has been reduced from 24.5 to 23.4 μg/l, and the Secchi depth increased
from 5.5 to 6 m. Also the diffuse TP-fluxes in the water have been reduced by 50%,
and the results are close to the results for the diffusive sediment fluxes: mean annual
TP has decreased to 23.2 μg/l and the Secchi depth increased to 6.1 m.

Since it is fairly complicated to calculate the production and biomasses of func-
tional groups or species of organisms and since most mass-balance models for nu-
trients would not do this, it is also interesting to see what would happen of 50%
of the biouptake to organisms with short turnover times would be changed. The
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results show that this would neither alter the predicted TP-concentrations very must
(from 24.5 to 24.9 μg/l) nor the predicted Secchi depths ( m). This is also the
result if 50% of the biouptake to organisms with long turnover times are being
reduced.

There are also uncertainties regarding the distribution of phosphorus in dissolved
and particulate forms. Only the dissolved forms can be taken of by biota and only
the particulate forms can settle out due to gravity. If one would first decrease the par-
ticulate fraction for phosphorus in the DW-zone, this could be a reflection of lower
oxygen concentrations in the DW-layer and it would increase the dissolved fraction
in the DW-layer, reduce sedimentation in the DW-layer, increase diffusion to the
MW-layer but not influence the TP-concentration in the SW-layer much since this
change would mainly influence relatively small TP-fluxes in the Gulf of Finland.
If the particulate fraction in the MW-layer is reduced by 50%, it would influence
the predicted TP-concentrations in the SW-layer even less and hence also the Sec-
chi depth. If, however, the particulate fraction in the SW-layer itself is reduced by
50%, this would lower the sedimentation more and also increase the predicted TP-
concentration (from 24.5 to 25.7 μg/l) and also decrease the Secchi depth (from 5.5
to 5.1 m).

6.4.4 Concluding Remarks

The Gulf of Finland is a large bay in the Baltic Sea where major changes have
taken place during the last 100 years. The Secchi depth has, for example, decreased
from more than 7 m to about 5 m. The basic aim of this case-study has been to try
to reconstruct the development that has taken place in this bay during the last 100
years. Since the conditions in the Gulf of Finland depend very much on both the
river input of nutrients directly to the bay and the exchange of nutrients and water
between the bay and the Baltic Proper, this case-study has focused on such interac-
tions. We have described how the CoastMab-model has been applied for the Baltic
Proper and the Gulf of Finland. The model has previously been extensively tested
and validated for phosphorus, suspended particulate matter, radionuclides and met-
als in several lakes and coastal areas. This is not a model where the user should
make any tuning or change model constants. These results indicate that it is pos-
sible to remediate the Gulf of Finland and the Baltic Proper to the conditions that
characterized the system 100 years ago. About 7000 tons of phosphorus (includ-
ing 1800 tons from the tributaries to the Gulf of Finland) must then be removed
on an annual basis from the present annual tributary load of about 30,000 tons to
the Baltic Proper. This should be done in the most cost-efficient manner so that
the largest fluxes of phosphorus are removed per euro. The trophic conditions in
the Baltic Proper have varied relatively little during the last 25–30 years. The most
marked changes in Secchi depth in the Gulf of Finland took place between 1920
and 1980.
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6.5 Summary

This part of the book has provided three specific examples of how a general dynamic
phosphorus model can be used to quantify the causes of coastal eutrophication and
to evaluate the probable outcome of remedial measures in terms of reductions in
phosphorus loading. In the Himmerfjärden Bay, and in many other coastal areas,
local conditions depend very much on the conditions in the outside sea, so local nu-
trient abatement to the Himmerfjärden Bay has had, and will have, disappointingly
limited impacts on the water quality. Remedial strategies should always focus on
reducing the large nutrient fluxes. In the case of the Himmerfjärden Bay, this means
that the large nutrient inputs to the whole of the Baltic Sea basin should be focal
points for remedial actions, because of the comparatively intensive water exchange
between the Baltic Proper and the Himmerfjärden Bay.

In the Gulf of Riga, it is indeed possible to achieve “good” water quality as de-
fined in the European Water Framework Directive (Anon 2000). Since the direct
anthropogenic nutrient loading to the Gulf of Riga is substantial, the best results
with respect to water quality will probably be reached through a combination of an
extensive reduction of anthropogenic phosphorus inputs to the Gulf itself (approxi-
mately a 75% reduction) and a substantial reduction to the Baltic Proper (about 60%
of the anthropogenic phosphorus loading).

The Gulf of Finland has during the last 100 years received increasing phosphorus
inputs, which has resulted in a considerably lower Secchi depth and intensified algal
blooms. The situation has stabilized since the 1970s but the water quality remains
poor in a historical perspective. In order for conditions to be restored, about 7200
tons of phosphorus per year must be prevented from reaching the Baltic Proper and
the Gulf of Finland from their catchments. If this is done, substantially better long-
term water quality can be expected. The recovery time would depend very much on
how rapidly the actions can be taken. This implies that the phosphorus abatement
goal set by the Ministers of Environment around the Baltic Sea in the fall of 2007,
at 15,000 tons per year, may be too ambitious and very difficult to achieve.

Put in a global context, this kind of quantitative, dynamic analysis of nutrient
fluxes may be a powerful tool to combat eutrophication in many coastal regions.
A first step would be to collect and freely distribute relevant empirical data from
areas where it can be suspected that eutrophication has occurred. The authors of
this book would see it as an exciting challenge to use such data for expanding the
model domain and application of the CoastMab-model, and thereby contributing to
a deeper understanding of coastal eutrophication, which is indeed a global problem.
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To create operational tools and approaches for a sustainable coastal management
may be visualized as a bridge between “ecology” and “economics”. The aim of this
book has been to try to compile, review and present the “ecological” half of that
bridge. We have discussed fundamental concepts for coastal management, such as
effect-load-sensitivity analyses in Chap. 2, motivated an index of coastal area sen-
sitivity to anthropogenous nutrient loading (eutrophication) in Chap. 3, discussed
fundamental concepts related to variations and uncertainties in nutrient concentra-
tions, predictive power of models for eutrophication, “limiting nutrients”, different
forms of nutrients and spurious correlations in Chap. 4, motivated and discussed
operational bioindicators and an “index of biological value” in Chap. 5 and pre-
sented three important case-studies in Chap. 6; the process-based mass-balance
model (CoastMab) for nutrients used in the simulations in the case-studies is given
in Chap. 9.

To build the other half of the bridge is certainly very important and Table 1 is
included here to stress that point.

Table 1 Costs and purification capacities for some communal water purification plats built during
the 1990s. The costs to remove phosphorus per ton are based on an annual capital cost of 10% of
the total costs, a time of 15 years to write off the costs and an energy cost of 0.3 million euros for
plants removing less than 100 tons phosphorus per year and 1 million euros for plants removing
more than 100 tons/y (from Håkanson et al. 2002)

Costs (106 euro) Reduced emissions
of TP (tons/y)

Costs (103

euro/ton TP)

Haapsalu (Estonia) 4.7 14 77.3
Daugavpils (Latvia) 22.0 88 45.0
Liepaja (Latvia) 14.9 71 39.0
Riga (Latvia) 86.5 500 31.0
Kaunas (Lituania) 65.0 245 48.0
Klaipeda (Lituania) 21.8 67 59.0
Average cost 49.9

223



224 Epilogue

Table 1 provides a few data for discussions about the most cost-efficient remedial
strategy for a given coastal area. Then, one must consider the cost to reduce 1 kg
of total phosphorus (TP). Why remedial actions should target on phosphorus rather
than on nitrogen is motivated in Chap. 4. Table 1 gives examples of costs for water
purification plants. One can note that the average cost to remove 1 ton of TP is
about 50,000 euros in the given East-Baltic example. The corresponding costs in
countries like Sweden where large investments in systems to reduce nutrient loading
have already been made would, on average, be a factor of 6 higher (see Håkanson
et al. 2002). The point we would like to stress by this example is that much effort
should be put into compilations of costs in agriculture, industry and urban areas,
including the building and maintenance of water purifications plants and changes
in agricultural practices at all scales and involving all aspects from governmental
legislations to practical advice to individual farmers in targeted coastal catchment
areas, so that it becomes possible and meaningful to carry out cost-benefit analyses.
That is, how much would a given reduction cost and how would this influence the
target bioindicators discussed in this book. Such analyses can utilize the ecosystem
models we have used in this work.

This work demonstrates the importance of the application of a set of bioindica-
tors. We have shown that these bioindicators fulfil key criteria of operational indica-
tors for coastal management. Such bioindicators should be measurable, interpretable
and predictable, relevant for the ecosystem function and internationally applicable.
These five discussed operational bioindicators are complementary and characterize
different aspects of water quality:

Chlorophyll-a: phytoplankton biomass

Concentration of cyanobacteria: harmful algal blooms

Secchi depth: depth of the photic zone; depth of
macrophyte and benthic algal growth

Deep water oxygen saturation: benthic fauna; anoxic sediments; diffusion
of phosphorus from sediments to water

Macrophyte cover: fish habitat and coastal fish production;
the “biological value” of the coastal zone

Different abiotic factors (nutrient concentrations, salinity, temperature, coastal
morphometry and water exchange) influence the selected bioindicators in a logical
and predictable manner. This is demonstrated by extensive data and models based
on or tested against empirical data. Note that one would generally need a set of op-
erational bioindicators to get an adequate framework to analyse changes in coastal
ecosystem function and structure related to eutrophication, since one bioindicator
cannot normally cover all relevant aspects. However, if asked if there is one can-
didate for a general operational bioindicator, we would argue that the Secchi depth
would be our favourite for that role.

We have discussed a functional classification approach for coastal areas that is
meant to be used in coastal management and science. A morphometric classification
system has been presented and examples of the practical use of the system have been
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given both at the European and at regional and local scales. General maps of several
environmental variables have been given for as large parts of the European coastal
zone as possible (restricted only by the data accessibility). We have also tried to
highlight the importance of presenting comparative information at different scales
and we have provided several maps as examples of how this can be done using free
data sources and GIS.

When using the kind of generalized maps of water variables, tides and water
currents presented in this work, one must remember that the aim here has been to
give an overview, a context. At the local scale, and over shorter time-scales, major
variations may occur in all these water variables. Hence, more local or regional data
should preferably be consulted for such modeling applications. In this coastal clas-
sification, the generalized maps were created mainly using data from the European
Environment Agency (EEA) and the International Council for the Exploration of
the Sea (ICES).

Many scientists and managers probably believe that information on coastal size
and form is of interest mainly for descriptive purposes. This book takes a holis-
tic ecosystem perspective and focuses on the structure and function of coastal
ecosystems. From that perspective, this book demonstrates a different view. Coastal
morphometry influences almost all transport processes in coastal areas, such as
sedimentation, resuspension, mixing, diffusion, burial and outflow. Therefore, mor-
phometry regulates concentrations of pollutants in water and sediments, and hence
also ecosystem effect related to such concentrations. These transport processes are
general and apply to all substances (nutrients, metals, organics, radionuclides, etc.).
So, the morphometry regulates the nutrient concentrations in coastal systems, and
hence also primary production, and secondary production of zooplankton, zooben-
thos and fish.

The book has presented several databases on nutrients, different forms of nutri-
ents and abiotic variables influencing eutrophication effects (such as salinity, water
temperature and water fluxes). These variables can statistically and causally explain
important variations in eutrophication effects within and among coastal areas. Many
statistical/empirical models and one dynamical model, CoastMab, have also been
presented and used. Hopefully, this has clarified the present state-of-the-art and also
where there are gaps in data and our knowledge. Today, there are limited informa-
tion in data from many types of marine coastal systems. Hopefully, the gaps may
become smaller in the future. Then, it is probable that some of the results, algorithms
and approaches discussed in this book need to be modified. One cannot falsify re-
sults from empirical models by new empirical data, but new empirical data may
improve the description of the model domain and the boundary conditions when
and where the model applies. Equations in dynamic model, on the other hand, may
be falsified by new empirical data. Basically, there is only one avenue to increase the
knowledge about how aquatic systems work, and that is by collecting new and better
data. If this book could help revise many ongoing monitoring programs so that TN
and TP (rather than DIN and DIP) and the given operational bioindicators (rather
than bioindicators with high CVs and/or those requiring special competence for
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sampling, analyses and interpretations related to individual species) could be inte-
gral parts of all monitoring programs, that would be a positive result.

Any dynamic model can be tuned so that it describes empirical data well in a
given system. However, errors in models are often – if not always – revealed when
models are blind tested against independent data from new systems. So, validations
are fundamental in ecosystem modeling in disclosing deficiencies in models and
hence also in the modeler’s understanding of how natural systems work. There are
at least four basic criteria by which ecosystem models can be critically evaluated:

• By the predictive power revealed by validations.
• By the relevance of the target y-variable in disclosing fundamental ecosystem

structures, functional aspects of aquatic ecosystems and threshold values related
to operationally applied guidelines in water management.

• By the applicability and generality of the model, i.e., by the width of the model
domain, and

• By the accessibility of the driving variables needed to make simulations.

Evidently, there exist very many models for marine systems. At a first glance,
such models may look the same, but there can also be fundamental differences be-
tween seemingly similar models because the basic structures, the equations and the
model constants may be different. To the best of our knowledge, no other models use
the same sedimentological criteria as the CoastMab-model discussed in this book
to define fundamental model structures, e.g., the surface-water compartment, the
deep-water compartment, the sediment compartment for ET-areas (where there is re-
suspension) and the accumulation-area compartment (where there is no wind/wave-
induced resuspension). This also means that key transport processes, such as sedi-
mentation, resuspension, mixing, mineralization and outflow, are quantified differ-
ently in this modeling approach compared to most other models. All approaches to
quantify these transport processes cannot be best or most relevant from a mechanis-
tic point of view. Such a ranking of models cannot be done by arguments, only from
critical validations using reliable empirical data from a wide domain of systems. We
know of no dynamic models which provide seasonal variations for TP, SPM and
salinity in coastal areas based on other structures than those discussed in this book
that have been validated over such wide domains and given results even close to
what has been reported here for the CoastMab-model.

If the scientific task to gain better understanding about how aquatic systems
work, there are few more rewarding avenues than comparative studies. This book
has presented many statistical/empirical models, which in themselves may re-
veal very little about processes. However, such models are excellent tools to rank
x-variables influencing variations in target y-variables, and in this way they can pro-
vide invaluable information in building practical and operational process-oriented
mass-balance models. In such models, statistical explanation may be transformed
into mechanistic explanation. Then, the aim is not to account for “everything”, but
to try to find and quantify the most important transport processes and omit or sim-
plify the smaller processes. This is far easier said than done. But it can be done with
the help of statistical/empirical modeling approaches.
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This book has a focus on the ecosystem scale. This is also a very important scale
in water management, e.g., in contexts of impact assessment and when remedial
measures are discussed. A very important demand for all bioindicators and models
discussed in this book is that they should be practically useful. Both the empirical
models and the CoastMab-model discussed in this book may be driven by readily
accessible data from standard maps and monitoring programs, e.g., altitude, latitude,
continentality, area, mean depth and max. depth. Meteorological data on winds and
light conditions and oceanographic data on directions and speeds of currents and
temperatures at individual sites have been omitted, since the models discussed in
this book focus on monthly predictions at the ecosystem scale and during a period
of one month, winds can blow with many speeds from many directions.

The ultimate model testing in not sensitivity or uncertainty tests, like those dis-
cussed in Sect. 9.1, but validations, i.e., blind tests against independent data. Gen-
erally, one would assume that a poor fit between modeled values and empirical data
can be explained by deficiencies in the model. But empirical data are, in fact, also al-
ways uncertain. This means that it is important to compare model predictions against
uncertainty bands for the empirical data. This has been stressed several times in this
book. The CoastMab-model has been critically tested and demonstrated to give good
predictive power in many systems. However, this does not mean that it will predict
equally well for all systems. This model is meant to account for defined processes
and factors in a general way so that characteristics values can be predicted of the
target bioindicators. Evidently, there may be situations which are not normal, but
abnormal. Then, this modeling can provide a reference value, which would express
normal conditions so that the divergency from the normal can be quantified and
maybe related to the factor causing the abnormal conditions.

The CoastMab-model discussed and used in this work is a powerful tool to sim-
ulate possible outcomes of remedial actions and to get realistic expectations of both
positive and negative consequences of such actions.

Expected positive effects of a lower anthropogenic nutrient loading are:

• A smaller production and biomass of phytoplankton.
• An increase in water clarity and a decrease in the concentration of suspended

particulate matter.
• A reduced risk of blooming of toxic algae (cyanobacteria).
• A reduced spread of laminated sediments and “dead bottoms” in fine sediment

accumulation areas in the coastal zone.
• The conditions in the coastal area would become more like they were before the

ongoing eutrophication started (about 100 years ago).

Expected negative effects are:

• A higher bioaccumulation of organic toxins (such as dioxins, DDTs and PCBs)
and higher levels of such substances in fish consumed by man (“the clearest
waters have the most toxic fish”, i.e., biological dilution) if there are no parallel
reductions in the input of such toxic substances to the given system.
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• A lower total production of fish, but probably a higher fraction of attractive
“white fish” and predatory fish and a lower production of “less attractive” fish
for professional and leisure time fishermen.

• An increased production and biomass of macrophytes, which could reduce man’s
access to shorelines of interest for recreation (but it would also increase coastal
fish production).

• A lower pH related to the lower total primary production, which could in some
areas be hazardous to certain species of clams.

• A lower carbon sequestration by phytoplankton, which implies stricter regula-
tions on greenhouse gas emissions to prevent global warming.
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in Lake Vänern, Sweden. Can J Fish Aquat Sci 14: 397–412
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Håkanson L, Bryhn AC (2007) A process-based mass-balance model for phospho-

rus/eutrophication including a climate change scenario, as exemplified for the Baltic Proper.
Manuscript, Dept of Earth Sci, Uppsala Univ, Uppsala
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Håkanson L, Eklund JM (2007a) Relationships between chlorophyll, salinity, phosphorus and
nitrogen in lakes and marine areas. Manuscript, Dept of Earth Sci, Uppsala Univ, Uppsala
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Håkanson L, Jonsson P, Jonsson B, Martinsen K (1988) Distribution of chlorinated organic sub-

stances from paper and pulp industries. Wat Sci Tech 20: 25–36



234 References
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Appendix

A.1 The Process-Based Mass-Balance Model, CoastMab

A.1.1 Introduction and Aim

During the last 10 years, there has been something of “a revolution” in predictive
aquatic ecosystem modeling. A major reason for this development is the Chernobyl
accident. To follow the pulse of radionuclides through ecosystem pathways has
meant that important transport routes have been revealed and algorithms to quan-
tify them developed and tested (Håkanson 2000). It is important to stress that many
of those equations are valid not just for radionuclides, but for most types of contam-
inants, e.g., metals, nutrients and organics in most types of aquatic environments
(coastal areas, rivers and lakes).

There exist several different kinds of models for phosphorus in lakes
(Vollenweider 1968, 1976; Dillon and Rigler 1974, 1975; Chapra and Reckhow
1979, 1983; OECD 1982; Bryhn and Håkanson 2007). The most commonly used
model today for lakes is probably the OECD-model. The model presented here
is, to the best of our knowledge, the first general dynamic mass-balance model
for phosphorus applicable for entire coastal areas (the ecosystem scale). However,
for radionuclides in coastal areas several distributed 2D or 3D-models have been
presented and those models are often based on partial differential equations (e.g.,
Monte et al. 2006). Unlike the model presented here, those distributed models are
mainly designed to handle short-term (hours to days) spatial variations and they
are driven by online meteorological data (winds, temperature and precipitation) and
cannot be used for predictions over longer periods than 2–3 days since it is not
possible to make reliable weather forecasts for longer periods that that. Such mod-
els may be excellent tools in science and may give descriptive power rather than
long-term predictive power at the ecosystem scale. There are also different types
of ecosystem-oriented models for nutrients and organic toxins in coastal areas (see,
e.g., Wulff et al. 2001a; Savchuk and Wulff 2007). However, there are major differ-
ences between the model discussed here and other models related to differences in
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target variables (from conditions at individual sites to mean values over larger areas),
modeling scales (daily to annual predictions), modeling structures (from using em-
pirical/regression models to the use of ordinary or partial differential equations) and
driving variables (whether accessed from standard monitoring programs, climato-
logical measurements or specific studies). To make meaningful model comparisons
is not a simple matter, and this is not the focus here.

The aim with this section is to present a model (CoastMab, from Håkanson and
Eklund 2007b) that is process-based in the sense that it should handle all the im-
portant factors regulating the concentration of the target variable (phosphorus) in a
defined coastal area. CoastMab accounts for, e.g., point source emissions, freshwa-
ter input, surface and deep-water exchange processes, land uplift, internal loading
and mixing in a general manner designed to achieve practical utility and monthly
variations. Also the fundamental unit, the defined coastal area, is determined in a
way that, to the best of our knowledge, is not used by other groups in dynamic
coastal modeling. This approach (the topographical bottleneck method, see Chap. 3
and Pilesjö et al. 1991) also makes it possible to estimate the theoretical surface-
water and deep-water retention times (which are fundamental components in coastal
mass-balance modeling) in bays and semi-enclosed coastal areas from morphomet-
ric information received from bathymetric maps.

In this section, we will first briefly present the studied areas and the utilized data,
and then go through the set-up of the modeling (and sub-models connected to it).
The different parts of the dynamic model will be described and all the fluxes ex-
plained. We will demonstrate how well the model works when tested for the studied
coastal areas, in terms of predicting the target variable (the TP-concentration in the
water) and associated bioindicators for coastal eutrophication. There will also be an
emphasis on the different fluxes included in the model, which have been ranked and
investigated by means of sensitivity analyses.

A.1.2 Data and Methods

A.1.2.1 Studied Areas and Utilized Data

Data from 21 areas located in three different archipelagos in the Baltic Sea have
been used. Five of the areas are at the Swedish east coast (SE), seven areas in the
south of Sweden (SS), six areas south west of Finland (F), one is a harbour area of
Åland (Ål), and two areas are located in the Bothnian Sea (NS). Table A.1 gives a
compilation of the data the areas: area code, latitude, land uplift, coastal area, max-
imum depth, mean depth, section area (between the defined coast and the adjacent
sea), chlorophyll-a concentration, salinity, fish farm production in the given coastal
area, sedimentation in deep water and in surface water, TP-concentration and Secchi
depth in the sea.

Water samples were generally taken at about 3 sites in all sub-areas. In large
and/or irregular areas, the number of sites was 3–6. Assemblages of sediment traps
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(generally 2–3) were deployed in all areas at the beginning of every sampling period
and collected at the end of the sampling periods (one week periods). Water samples
for nitrogen, phosphorus, chlorophyll-a and oxygen analyses were collected 2–3
times per sampling period. Simultaneously, measurements of temperature, salinity
and Secchi depth were done. Water samples were collected from the surface water
(3 m depth) and from the deep water (1 m above the bottom). The thermocline was
generally at about 10 m depth. Water for nitrogen and phosphorus analyses were
preserved by freezing and thawed rapidly before making standard N and P analyses
in the laboratory. Water for the chlorophyll-a analyses were preserved with MgCO3

and filtrated aboard the ship on Whatman GF/C-filters. Chlorophyll-a was later ana-
lyzed in the laboratory after extraction with acetone by spectrophotometric methods
(Jeffrey and Humphrey 1975). The Secchi depth was measured on the shady side of
the boat with a white-painted disk with a diameter of 25 cm. Most data in Table A.1
emanate from sampling carried out during the summers of 1986, 1987 and 1988.

The data from Åland (the harbour area of Mariehamn) emanate from monitoring
done during 1997, 1999–2000 and 2002–2003. Samples were generally taken from
surface water at 2 stations within the bay. The frequency of the data differs between
and within years. Generally, data are missing from December to April. From the
two latter years, there are between 4 and 5 data per station from each of the remain-
ing months, whereas from the earlier years the monitoring was less frequent with
between 1 and 3 data from each month.

The data on sedimentation come from a study where sediment traps where placed
in the deep water (SedDW) and the surface water (SedSW) (Wallin et al. 1992; Wallin
and Håkanson 1991). Sediment trap techniques are described in Håkanson (1984a)
and Håkanson et al. (1989). Each trap constitutes of two cylinders with a diameter
of 5 cm and a height of 30 cm. The cylinders were placed in a mooring system that
keeps the cylinders in a stable, vertical position throughout the collection period.
One sediment trap was always placed 3 m below the water surface and one 1 m
above the bottom. Depending on the stratification of the water mass, more sediment
traps were sometimes used between these two depths. At each sampling event, trap
water and settled material were poured from the cylinders into wide-neck 1-liter
plastic bottles. In the laboratory, about 10 ml aliquotes were taken from the diluted,
well-agitated water sample and sucked trough pre-combusted, pre-weighted 24 mm
GF/C Whatman glass fiber filters. After drying at 80◦C and weighting, the filters
were combusted in a Carlo Erba 1106 CNH Elementary analyzer for analyses of
carbon and nitrogen content. The data used here are the mean values for July, August
and September.

Several of the areas included in this study were monitored during a project where
the impact of fish cage farming emissions was studied (Wallin et al. 1992). “Fish
production” in Table A.1 is the annual fish production in each area. This information
is needed to calculate the point source emissions of total phosphorus from the farms,
the only point source for nutrients in these areas. The studied areas are all located
in the Baltic Sea, but they differ in, e.g., morphometry, local discharges of nutrients,
salinity and land uplift. In this modeling, the purpose is to describe general condi-
tions and therefore, instead of using time series for the variables of interest, we will
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use one representative median value for the growing season for each coastal area
calculated from all available data.

A.1.2.2 Basic Concepts and Regressions in this Modeling

The basic structure of the CoastMab-model for TP comes from the CoastMab-model
for SPM (suspended particulate matter) presented by Håkanson (2006; which is a
modified version of the coastal model for SPM presented by Håkanson et al. 2004).
The SPM-model has been calibrated and validated earlier with good results, which
is shown in Fig. A.1. This figure is meant to demonstrate that the modeling is general
and that it has been tested and that it works very well. The r2-value when empirical
data on sedimentation (from sediment traps) were compared to modeled values in 17
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Fig. A.1 Compilation of validation results for (A) Sedimentation (the figure gives the regression
between empirical data and modeled values; regression line, r2, n and p); (B) the error function and
statistics for sedimentation; (C) the error function and statistics for Secchi depth; and (D) the error
function and statistics for the oxygen saturation in the deep-water zone (modified from Håkanson
2006)
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Baltic coastal areas was 0.89 (Fig. A.1A) and it is not really possible to obtain much
better predictions due to limitations and uncertainties in the available empirical
data.

The error function is shown in Fig. A.1B; the mean error (MV) is 0.075 and
the median error (M50) of –0.05; the standard deviation is 0.48, which should be
compared to the 95% confidence interval for the uncertainty in the empirical data
used to measure sedimentation, which is 1.0. The SPM-model also calculates the
Secchi depth (as a measure of water clarity; see Chap. 5) and the oxygen saturation
in the deep water (O2Sat). These results are shown in Fig. A.1C and D. It should,
however, be noted that O2Sat is not predicted dynamically (causally) but by means
of regression models (see Table A.2).

The SPM-model has been calibrated and validated with data from several coastal
areas and is meant to have a wide range of applicability. This is also requested
of the TP-model. Table A.1 gives information about several parameters from the
different studied areas and provides information about the domain for the TP-model.
These parameters are also vital for the setup of the CoastMab-model for TP. Several
parts of the CoastMab-model are general and apply for all substances and have been
described and used in other contexts. These parts will not be discussed in detail here,
but they concern:

Latitude, which is used to calculate surface and deep-water temperatures. The
temperature sub-model has been presented by Ottosson and Abrahamsson (1998).
It is well known that water (and air) temperature is governed by many complicated
climatological relationships but in this approach only information on latitude needs
to be supplied. Then, the monthly variability of both the surface and deep-water
temperatures is predicted. Evidently, the modeled temperature values could be re-
placed by measured data, but in all the following calculations modeled data have
been used. The temperature data are utilized to quantify stratification and mixing
between the surface and the deep-water volumes.

In the Baltic Sea, land uplift is a major contributor of matter and nutrients. This
has been discussed in many contexts (Voipio 1981) and the algorithm to quantify
how land uplift influences the concentrations of SPM and TP have been presented
by Håkanson et al. (2004), see Sect. A.2.

In mass-balance modeling, it is important to define the coastal area and it is
crucial to use a technique that provides an ecologically meaningful and practically

Table A.2 Results of the stepwise multiple regression for the oxygen saturation in the deep-water
zone (mean O2Sat in the deep water during the growing season in %; data from Wallin et al. 1992).
n = 23 Baltic coastal areas. y = log(101−O2Sat). SedDW = sedimentation in sediment traps placed
in the deepest part of the coastal area (g dw/m2·d); ET = the fraction of ET-areas; TDW = the
theoretical deep-water retention time (days); Dm = the mean depth (m)

Step r2 Model variable Model

1 0.43 x1 = log(SedDW) y = 0.925·x1 + 0.132
2 0.64 x2 =

√
ET y = 0.974·x1 – 0.185·x2+ 1.72

3 0.74 x3 = log(1+TDW) y = 0.866·x1 – 0.151·x2 + 0.244·x3 + 1.39
4 0.80 X4 =

√
Dm y = 0.643·x1 – 0.118·x2 + 0.301·x3 + 0.323·x4 + 0.470
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useful definition. The approach used here assumes that the borderlines are drawn
at the topographical bottlenecks so that the exposure of the coast from winds and
waves from the open sea is minimized (see Chap. 3). The exposure and the section
area affect the exchange of water between the coast and the sea and are included in
regression models for the theoretical surface water and deep-water retention times,
TSW and TDW (see Table 3.2). The morphometric parameters are also used to deter-
mine the coastal the form factor (Vd; see Chap. 3), which influences internal fluxes
of TP.

The mean surface-water salinity influences aggregation of suspended particles
and sedimentation. There is an empirically based sub-model to quantify this rela-
tionship between SPM, salinity and water clarity (see (5.1)). This regression may
replace the dynamic SPM-model, but in all the following simulations, we have used
the dynamic SPM-model as well as the dynamic TP-model. The median Secchi
depth in the sea outside the coast (Secsea in m) is used to estimate the inflow of
SPM from the sea to the studied coastal areas using this sub-model that relates
SPM, salinity and Secchi depth. The inflow of SPM is calculated as, QSW·SPMsea

[(m3/month)·(g/m3) = g/month].
Sub-models to calculate the emissions of SPM and TP from fish farming have

been presented and discussed by Håkanson et al. (2004).
This modeling first calculates the TP-concentration in the water dynamically with

the CoastMab-model (described in next section) and then uses regression models to
predict three indicators for eutrophication:

1. The concentration of chlorophyll-a (Chl in μg/l). Empirical models to predict
chlorophyll were discussed in Chap. 5. The model in Fig. 5.6 is based on empir-
ical median TP-concentrations from the growing season. Chl is predicted here
from the dynamically modeled TP-concentrations using the approach in Fig. 5.6
as the first step. For the prediction of monthly Chl from TN, empirical TN val-
ues are utilized, since TN is not modeled dynamically. Chl is calculated in the
following manner from the TN-concentrations (and the same approach is used
to relate dynamically modeled TP-concentrations to chlorophyll):

Chl = ((SWT+0.1)/20)·10∧(2.115·log(TN)−4.888) (A.1)

Where ((SWT + 0.1)/20) is a dimensionless moderator based on the ratio be-
tween median monthly surface-water temperatures (SWT) divided by a refer-
ence surface water temperature 20◦C for the growing season. The constant 0.1
is added since there is also primary production in the winter if SWT approaches
zero. This expression will give a simple seasonal variability pattern to the chloro-
phyll values using the two regressions (Chl vs TN and Chl vs TP).

2. The Secchi depth (Sec in m), which is also used to predict SPM (mg/l); using
the approach illustrated in Fig. 5.1; SPM is used in the dynamic model, where it
influences the sedimentation of particulate phosphorus.

3. The oxygen saturation in the deep-water zone (O2Sat in %; see Table A.2).

The data used for all these empirical models emanate from Wallin et al. (1992);
Persson et al. (1994); Persson and Håkanson (1996) and Nordvarg (2001). Statistical
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methods (such as transformations and regressions) are discussed in Chap. 4 and will
not be further elaborated in this section.

A.1.3 The CoastMab-Model for TP

The focus in this section is on the dynamic TP-model, but the dynamic SPM-model
is also used to quantify sedimentation which is needed in the TP model, since sed-
imentation affects the oxygen conditions in the deep-water zone and thus also the
diffusion of TP from sediments. The SPM-model also calculates the production of
SPM in the coastal area (from Chl) and it also includes mineralization (i.e., bacterial
decomposition of the organic fraction of SPM). The SPM-model has been presented
before (Håkanson 2006) and the idea here is not repeat that information but to high-
light the specific features and structures of the mass-balance model for TP.

The sub-model for phosphorus includes certain substance-specific parts:

1. The particulate fraction, i.e., the ratio between the particulate phase of phos-
phorus to the total concentration (PF = PP/TP). This is basically related to an
equilibrium constant between dissolved (bioavailable) and particulate phospho-
rus (subject to gravitational sedimentation) and in this monthly modeling for
coastal areas in the Baltic Proper, we set the PF to 0.56, as motivated by the data
in Fig. A.2.

2. Diffusion, i.e., the diffusive transport of dissolved phosphorus from the sedi-
ments triggered mainly by low oxygen concentrations in the deep-water zone.

A.1.3.1 Basic Model Structure

This modeling uses ordinary differential equations and the temporal resolution is
one month to reflect seasonal variations. In the basic model, there are four main
compartments: surface water, deep water, areas where processes of fine sediment
erosion and transport dominate the bottom dynamic conditions (ET-areas) and areas
with continuous sedimentation of fine particles, the accumulation areas (A-areas).
The inflow of TP to any given coastal area is handled by the following six fluxes:

1. Inflow of TP to coastal surface water from the sea (FinSW).
2. Inflow of TP to the deep water from the sea (FinDW).
3. Land uplift (FLU), see Sect. A.2.
4. Emissions of TP from point sources (FPSSW), in this case from fish cage farms.

The sub-model for these emissions of TP is given in Håkanson (1999).
5. Tributary inflow (FinQ).
6. Direct atmospheric fallout (Fprec).

The internal processes are: sedimentation from surface water to deep water (FSWDW)
and to areas of erosion and transportation (FSWET), resuspension from ET-areas ei-
ther back to surface water (FETSW) or to deep water (FETDW), sedimentation from
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Fig. A.2 The relationship between empirical PP (particulate phosphorus; logarithmic values; PP
in mg/m3) and empirical TP (total-P; logarithmic values in mg/m3). The figure also gives the
regression line based on individual data (n = 351) for systems covering a salinity range from 0 to
30 psu. The data from Chesapeake Bay are median values from the surface-water layer from 1984
to 2006

deep water on accumulation areas (FDWA), diffusion of phosphorus from accumula-
tion area sediments (A-sediments) to deep water (FADW) and upward and downward
mixing between the surface water and deep water compartments i.e., the transport
from deep water to surface water (FDWSWx) and from surface water to deep water
(FSWDWx). The transport from a coastal area is regulated by the outflow from surface
water and deep water to the adjacent sea (FoutSW and FoutDW). The structure of the
basic model is shown in Fig. A.3 and all equations are compiled in Table A.3.

When there is a partitioning of a flow from one compartment to two or more
compartments, this is handled by a distribution (= partitioning = partition) coeffi-
cient. This could be a default value, a value derived from a simple equation or from
an extensive sub-model. There are four such distribution coefficients (DCs) in the
basic TP-model:

1. The DC regulating the amount in particulate and dissolved fraction (see Fig. A.2).
2. The DC regulating sedimentation either to areas of erosion and transport (ET-

areas) above the theoretical wave base (FSWET) or to the deep-water areas be-
neath the theoretical wave base (FSWDW, see the ETA-diagram in Fig. 3.15).
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Fig. A.3 A general outline of the coastal model for phosphorus. Note that for simplicity point
source emissions to the deep-water compartment have been omitted

3. The DC describing resuspension flux from ET-areas back either to the surface
water (FETSW) or to the deep-water compartment (FETDW).

4. The DC describing how much of the TP in the water that has been resuspended
(DCres) and how much that has never been deposited and resuspended (1-DCres).

A.1.3.2 Determination of the Different Compartments

From a mass-balance perspective, it is necessary that the four compartments (sur-
face water, deep water, ET-areas and A-areas) included in the CoastMab-model are
defined in a relevant manner.
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Table A.3 A compilation of the differential equations for the basic dynamical coastal model for
phosphorus, CoastWeb (excluding the differential equation for uptake and retention of phosphorus
in biota, which is given in (A.33))

Surface water (SW):

MSW(t) = MSW(t – dt) + (FinSW + Fprec + FinQ + FPS + FfarmSW + FETSW + FDWSWx – FoutSW
– FSWDW – FSWDWx – FSWET)·dt

FinSW = 0.001·CTPsea·VSW/TSW [data on CTPsea in Table 1; VSW = SW volume; TSW = theoretical
SW retention time; inflow to SW from the sea]

Fprec = Prec·Area·CTPprec·0.001·0.001/12 [Prec = annual precipitation in mm; CTPprec = 5 μg/l;
direct fallout from precipitation]

FinQ = 60·60·24·30·CTPin·Q [CTPin = conc. in river water; Q = mean monthly river water discharge;
river inflow]

FPS = [TP from other point sources = 0 in these simulations]

FfarmSW = 1000·DCfarm·(Yem)·0.01·((AFP·FCR·CTPfeed)-(AFP·CTPfish)) [TP emissions from fish
farm]

FETSW = MET·(1/TET)·(1–Vd/3) [Vd = the form factor = 3·Dm/Dmax; resuspension ET to SW]

FDWSWx = MDW·Rmix·VSW/VDW [VSW = SW-volume; VDW = DW-volume; mixing DW to SW]

FoutSW = Q·CTPSW·0.001+MSW·(1/TSW) [outflow from SW]

FSWDW = MSW(1–DF)·(vSW/DSW)·(1–ET)·(1·(1–DCresSW)+Yres·DCresSW) [sedimentation SW to
DW]

FSWDWx = MSW·Rmix [mixing SW to DW]

FSWET = MSW·(1–DF)·(vSW/DSW)·ET·(1·(1–DCresSW)+Yres·DCresSW) [sedimentation SW to ET]

Deep water (DW):

MDW(t) = MDW(t – dt) + (FSWDW + FETDW + FADW + FinDW + FSWDWx + FfarmDW – FDWSWx
– FDWA – FoutDW)·dt

FSWDW = MSW(1–DF)·(vSW/DSW)·(1–ET)·(1·(1–DCresSW)+Yres·DCresSW) [sedimentation SW to
DW]

FETDW = MET·(1/TET)·(Vd/3) [Vd = the form factor = 3·Dm/Dmax; resuspension ET to DW]

FADW = MA·Rdiff [diffusion]

FinDW = 0.001·(CTPsea·1.25)·QDW [data on CTPsea in Table 1; CTP set 25% in DW than in SW;
inflow of TP to DW from the sea]

FSWDWx = MSW·Rmix [mixing SW to DW]

FfarmDW = (1–DCfarm)·FfarmSW [DCfarm = 0.5; TP-emissions to DW from fish farm]

FDWSWx = MDW·Rmix·VSW/VDW [VSW = SW-volume; VDW = DW-volume; mixing DW to SW]

FDWA = MDW·(vDW/DDW)·(1–DF)·YT·(1·(1–DCresDW)+Yres·DCresDW) [sedimentation DW to A]

FoutDW = MDW·(1/TDW) [outflow from DW to sea]

ET-areas (ET):

MET(t) = MET(t – dt) + (FLU + FSWET – FETDW – FETSW)·dt

FLU = [TP from land uplift]

FSWET = MSW·(1–DF)·(vSW/DSW)·ET·(1·(1–DCresSW)+Yres·DCresSW) [sedimentation SW to ET]

FETDW = MET·(1/TET)·(Vd/3) [Vd = the form factor = 3·Dm/Dmax; resuspension ET to DW]

FETSW = MET·(1/TET)·(1–Vd/3) [Vd = the form factor = 3·Dm/Dmax; resuspension ET to SW]



A.1 The Process-Based Mass-Balance Model, CoastMab 257

Table A.3 (continued)

A-areas (A):

MA(t) = MA(t – dt) + (FDWA – Fbur – FADW)·dt

FDWA = MDW·(vDW/DDW)·(1–DF)·YT·(1·(1–DCresDW)+Yres·DCresDW) [sedimentation DW to A]

Fbur = if TA > 48 then MA·(1/48) else MA·(1/TA) [TA = the age of active A-sediments]

FADW = MA·Rdiff [diffusion; Rdiff = the diffusion rate]

DF = 1 – PF = 1 – 0.56 = 0.44

DDW = (Dmax–Dwb)/2 [ Dwb]

DSW = Dwb/2

DCresSW = FETSW/(FETSW + Fprec + FinSW + FPS + FinQ + FfarmSW)

Rmix = if ABS(SWT-DWT) < 4◦C then Rmix = 1 else Rmix = 1/ABS(SWT-DWT)

Rdiff = 0.0003/12·YO2; if O2Sat > 50%, YO2 = (2–1·(O2Sat/50–1)) else YO2 = (2–
(CTPsed/1)·3000·(O2Sat/50–1))

SecSW = 10∧(–(z+0.5)·(log(SPMSW)+0.3)/2+z); z = (10∧(0.15·log(1+SalSW)+0.3)–1)

SPMsea = 10∧(–0.3–2·(log(Secsea)–(10∧(0.15·log(1+Salsea)+0.3)–1))/
((10∧(0.15·log(1+Salsea)+0.3)–1)+0.5))

VDW = AreaA·(Dmax–Dwb)·Vd /3

VSW = (V–VDW)

vdef = 6 m/month

vDW = (vdef)·YSPMDW·YsalDW·YDR·YDW·YZMT·((1 – DCresDW) + Yres·DCresDW)

vSW = (vdef)·YSPMSW·YsalSW·YDR·YZMT·((1 – DCresSW) + Yres·DCresSW)

YZMT = If Q > Qsea then YZMT = (Salsea/SalSW)·(Qsea+Q)/Q) else YZMT =
(Salsea/SalSW)·(Qsea+Q)/ Qsea) [Q-values in m3/month; calculates sedimentation effects related
to the “zone of maximum turbidity”]

YSPMSW = (1 + 0.75·(CSW/50 – 1)) [calculates how changes in SPM (CSW) influences
sedimentation]

YSPMDW = (1 + 0.75·(CDW/50 – 1)) [calculates how changes in SPM (CDW) influences
sedimentation]

YsalSW = (1 + 1·(SalSW/1 – 1) = 1·SalSW/1 [calculates how changes in salinities > 1 psu influence
sedimentation]

YsalDW = (1 + 1·(( SalSW + 3)/1–1)) [calculates how changes in deep-water salinities influence
sedimentation]

YDR = If DR < 0.25 then 1 else 0.25/DR [calculates how changes in DR/turbulence influence
sedimentation]

Yres = (((TET/1) + 1)0.5[calculates how much faster resuspended sediments settle out]

YET = 0.99/ET [calculates how changes in ET among systems influence mineralization]

YDW = If TDW < 7 (days), YDW = 1 else YDW = (TDW/7)0.5 [calculates how changes in deep-water
turbulence influence deep-water sedimentation]

d = 100·2.6/(100+(WA+IGA)·(2.6–1)); WA and IGA in % wet weight.
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The water depth that separates the surface-water and the deep-water compart-
ment could potentially be related to (i) water temperature conditions and the ther-
mocline, (ii) vertical concentration gradients of dissolved or suspended particles,
(iii) wind/wave influences and wave characteristics and (iv) sedimentological con-
ditions associated with resuspension and internal loading (Håkanson et al. 2004).
In this work, the separation is done by sedimentological criteria and the two vol-
umes are separated by the theoretical wave base, Dwb (see Fig. 3.15). By definition,
Dwb also determines the limit between ET- and A-areas. Dwb is calculated from the
coastal area (note that the area should be in km2 in (A.2), giving Dwb in m), which
is related to the effective fetch and how winds and waves influence the bottom dy-
namic conditions:

Dwb = (45.7·√Area)/(21.4+
√

Area) (A.2)

This algorithm is valid for closed lagoons and lakes. For coastal areas, the wind/wave
impact from the sea lowers the theoretical wave base, as compared to closed la-
goons. The larger the exposure (Ex = 100·At/Area), the larger the potential energy
impact from the sea (Persson and Håkanson 1996) and the deeper the theoretical
wave base (Dwb). This means that open coasts have larger areas above Dwb than
enclosed coastal areas, if all else is constant. This is accounted for by the following
approach using a dimensionless moderator, YEx:

If Ex < 0.003 then YEx1 = 1 else YEx1 = (Ex/0.003)0.25

If Ex > 10 then YEx2 = 10 else YEx2 = YEx1 (A.3)

The value for YEx2 is multiplied by the value for Dwb. This means that when the
exposure varies between 0.003 and 10, Dwb is increased by the factor (Ex/0.003)0.25.
That is, if Ex = 0.01, the factor is 1.35 and Dwb likely at a water depth of 1.35·Dwb

m rather than at Dwb.
There are several models to predict the ET-areas for coasts (Persson and

Håkanson 1995), and some of those approaches require data on the filter factor
(Ff) or the mean filter factor, i.e., how the conditions outside the defined coastal
area (islands, etc.) work as an energy filter and reduce the impact of the waves from
the sea (see Fig. 3.3). In this modeling, the filter factor has been omitted since it
may be difficult to access reliable data on Ff. The accumulation areas are calculated
from the depth of the theoretical wave base (A.2) as the area beneath the theoretical
wave base. The fraction of ET-areas is used as a dimensionless distribution coeffi-
cient. It regulates the sedimentation of particulate TP either to deep-water areas or
to ET-areas and hence also the amount of matter available for resuspension on ET-
areas. For simplicity, this approach is used also when there is an ice cover, because
the stratification is weak during the winter, primary production low and the error in
predicting sedimentation of TP with this simplification small. ET generally varies
from 0.15 (see Fig. 3.14), since there must always be a shallow shore zone where
processes of erosion and transport dominate the bottom dynamic conditions, to 1 in
large and shallow areas totally dominated by ET-areas, which is the situation in areas
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where Dwb > Dmax. In this modeling, ET is, however, never permitted to become 1,
since one can assume that in most coastal areas there are deep holes, sheltered areas
or macrophyte beds which would function ecologically as A-areas. To estimate the
fraction of ET-areas in such systems, the following expression is used to calculate a
value for the theoretical wave base:

if Dwb > 0.95·Dmax than Dwb = 0.95.Dmax (A.4)

A.1.3.3 The Panel of Driving Variables

Table A.4 gives the panel of driving variables. These are variables needed to run the
CoastMab-model for any given coastal area. No other parts of the model should be
changed unless there are good reasons to do so.

A.1.3.4 Primary Inflows

Inflow of TP from the Sea

The inflow of TP to the surface water from the sea or adjacent coastal areas (FinSW)
is calculated from the surface water flow (QSW), which is calculated from the the-
oretical surface-water retention time (TSW; see Table 3.2) and the concentration of
TP outside the coast (CTPsea; see Table A.1). This means that the inflow of TP from
the sea is given by:

FinSW = QSW·CTPsea = (VSW/TSW)·CTPsea (A.5)

Where VSW is the surface-water volume (in m3).

Table A.4 Panel of driving variables

A. Parameters for morphometry and location:
1. Coastal area
2. Mean depth
3. Maximum depth
4. Section area
5. Latitude

B. Chemical variables:
6. Characteristic mean salinity outside and within the coastal area
7. Characteristic TP and SPM-concentrations in the sea outside the given coastal area (here the
SPM-concentration in the sea outside the given coastal areas is predicted from the corresponding
Secchi depth values)

C. Inflow variables:
8. Monthly emissions from point sources or tributaries
9. Land uplift
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The deep-water inflow of TP from the sea (FinDW) is quantified in the following
way:

FinDW = QDW·(CTPsea·1.25) = (VDW/TDW)·(CTPsea·1.25) (A.6)

QDW = The deep-water flow (m3/month), which is given by the ratio between the
volume of the deep water (VDW in m3) and the theoretical deep-water retention
time (TDW in months; see Table 3.2), i.e., VDW/TDW.
CTPsea = The TP-concentration in the surface water in the sea outside the coast.
If empirical data are not at hand, the TP-concentration in the deep-water is set
25% higher than in the surface water (Håkanson 2006).

The exposure and the section area affect the exchange of water between the coast
and the sea and are included in models for the theoretical surface water and deep-
water retention times, TSW and TDW (Håkanson 2000; Håkanson et al. 2004; see
Fig. A.4 and Table 3.2). Note that Fig. A.4 also gives brief overviews of calculation
routines for coastal areas dominated by tides and by coastal currents.

Direct Atmospheric Fallout

The direct deposition (Fprec, g TP/month) is traditionally given by the annual
precipitation multiplied by the TP-concentration in the rain and the coastal area
and dimensional adjustments (Prec 0.001·Area·CTPprec·0.001·1/12 in (m/yr)·m2·(g
TP/m3)·(1/month)). In all of the following calculations, we have set CTPprec to 5
μg/l (see Håkanson 1999).

River Inflow

The inflow (Fin in g TP per month) to a coastal estuary from rivers is generally cal-
culated from water discharge (Q) times the TP-concentration in the tributary (Cin),
i.e.:

Fin = Q·Cin (A.7)

In this modeling, the inflow has been calculated from a river model for the four
estuaries included in this study (see Table A.1; using the catchment model from
Håkanson 2006) when empirical data have not been available.

A.1.3.5 Internal Processes

Sedimentation

Sedimentation of particulate TP depends on:

1. A default settling velocity, vdef. Here, 72 m/yr is used as a general default value
for the complex mixture of substances making up SPM and the carrier particles
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Tidal range, dH (m)

A. Tidal coast (longitudinal view)

B. Open coast (areal view) Coastal current (u cm/s)

C. Archipelago coast (areal view)

TSW3=(EXP(3.49-4.33·(Ex^0.5)))/(30)

TSW1=(VolSW)/(Area·dH·Ytide·0.01·30)
YEx=(1+0.5·((Ex/10)-1))
If YEx > 1 then Ytide=1 else Ytide=YEx 
Exposure = Ex = 100·At/A 

TSW2=((VolSW)/(Ycurrent·u·0.01·60·60·24·30·0.5·At))
If YEx > 1 then Ycurrent=1 else Ycurrent=YEx 

If Ex > 1.3 then TSW=TSW2 else TSW=TSW3 

If (1/TSW1)+(1/TSW2)+(1/TSW3) > 30 then 1/TSW=30 else 
1/TSW=(1/TSW1)+(1/TSW2)+(1/TSW3)

For estuaries (Q > 0), total surface water discharge = Q + 1/TSW 

Section area = At (m2) 
Enclosed coastal area = A (m2) 

Three basic coast types related to surface-water exchange

Freshwater discharge, Q

Fig. A.4 Illustration of the three main coast types (tidal coasts, open coasts and archipelagos)
and how the theoretical surface water exchange (TSW) may be estimated for each type (based on
Håkanson 2000)

of particulate TP in coastal waters (from Håkanson 2006). Note that this de-
fault settling velocity is related to conditions in very turbid freshwater systems
(SPM = 50 mg/l). The default settling velocity is changed into a rate (1/month)
by division with the mean depth of the surface-water areas (DSW) for sedimen-
tation in these areas and by the mean depth of the deep-water areas (DDW) for
sedimentation in deep-water areas.

2. The SPM-concentration will also influence the settling velocity; the greater the
aggregation of suspended particles, the bigger the flocs and the faster the settling
velocity (Kranck 1973, 1979; Lick et al. 1992). This is expressed by a dimen-
sionless moderator (YSPM; see (A.12)).

3. The higher the salinity, the greater the aggregation, the bigger the flocs and the
faster the settling velocity (Kranck 1973, 1979). This is expressed by a dimen-
sionless moderator for salinity (Ysal) operating on the default settling velocity
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(see (A.13)). The effect of salinity is of special importance in estuaries where
fresh and salt water meet and the effect called “zone of maximum turbidity”
occurs (YZMT). This effect is also accounted for in this modeling.

4. The turbulence, which is very important for the fall velocity of suspended par-
ticles (Burban et al. 1989, 1990). Generally, there is more turbulence, which
keeps the particles suspended, and hence causes lower settling rates, in the sur-
face water than in the calmer deep water. The turbulence in the surface-water
compartment is also generally greater in large and shallow systems (with high
dynamic ratios, DR) compared to small and deep coasts. In this modeling, two
dimensionless moderators (YDR and YDW; see (A.14) and (A.20)) related to the
theoretical deep-water retention time and the dynamic ratio are used to quantify
how turbulence is likely to influence the settling velocity in the surface-water
and deep-water compartments.

5. The fraction of resuspended matter (DCres). The resuspended particles have al-
ready been aggregated and they have also generally been influenced by benthic
activities, which will create a “gluing effect”, and they have a comparatively
short distance to fall after being resuspended (Håkanson and Jansson 1983). The
longer the particles have stayed on the bottoms, the larger the potential gluing
effect and the faster the settling velocity if the particles are resuspended. The age
of the particles on ET-areas is calculated by (A.18).

Sedimentation from surface water to ET-areas (FSWET) and to the deep water
(FSWDW) is given by (A.8) and (A.9).

FSWET = MSW·PF·RSW·ET (A.8)

FSWDW = MSW·PF·RSW·(1−ET) (A.9)

MSW = the total mass of TP in the surface-water compartment (g);
PF = the particulate fraction of TP (PF = PP/TP = 0.56, see Fig. A.2);
RSW = the sedimentation rate in the surface water (1/month);
ET = the fraction of ET-areas (ET = AreaET/Area).

Sedimentation from deep-water areas on A-areas is given by:

FDW = MDW·PF·RDW (A.10)

The basic sedimentation rates for surface water and deep-water areas may be
written as RSW = vSW/DSW and RDW = vDW/DDW. The mean depths of the surface
and deep-water areas, DSW and DDW. The monthly settling velocity for the surface-
water compartment (vSW) is calculated from the default settling velocity of vdef

(m/yr) accordingly:

vSW = (vdef/12)·YSPMSW·YsalSW·YDR·YZMT·((1−DCresSW)+Yres·DCresSW)
(A.11)

vdef = 72 m/yr;
YSPMSW = the dimensionless moderator expressing how changes in SPM in the
surface water influence vSW;
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YsalSW = the dimensionless moderator expressing how changes in salinity in the
surface water influence vSW;
YDR = the dimensionless moderator expressing how changes in dynamic ratio
(turbulence) influence vSW;
YZMT = the dimensionless moderator expressing increased sedimentation in the
zone of maximum turbidity;
Yres = the dimensionless moderator expressing how changes in the age of the
resuspendable ET-sediments influence the settling velocity;
DCresSW = the resuspended fraction in the surface-water compartment.

YSPMSW is given by:

YSPMSW = (1+0.75·(SPMSW/50−1)) (A.12)

This dimensionless moderator quantifies how changes in SPMSW (in mg/l) influ-
ence the fall velocity of the suspended particles. The amplitude value is calibrated
in such a manner that a change in SPMSW by a factor of 10, e.g., from 2 mg/l (which
is a typical value for low-productive coastal systems) to 20 mg/l (which is typical
for highly productive systems), will cause a change in the settling velocity by a fac-
tor of 2. The borderline value for the moderator is 50 mg/l, since it is unlikely that
coastal areas will have higher mean monthly SPM-values than that. In this model-
ing, SPM has a default settling velocity of 72 m/yr in systems with SPM-values of
50 mg/l, and in systems with lower SPM-concentrations the fall velocity is lower,
as expressed by (A.12).

The dimensionless moderator for salinity (Ysal or YsalSW or YsalDW) is given by:

If salinity < 1 then Ysal = 1 else Ysal = (1+1)·(Sal/1−1) = 1·Sal/1 = Sal (A.13)

The norm-value of the moderator is 1 and the amplitude value is 1. This means
that if the salinity (in psu) changes from 5 to 10, the moderator (Ysal) changes from
5 to 10 and the settling velocity increases by a factor of 2.

In estuaries, where salt water meets fresh water, there is increased flocculation
and sedimentation of suspended particles. This is quantified by the following algo-
rithm:

If Q > Qsea(values in m3/month) thenYZMT = ((Salsea/SalSW)·(Qsea +Q)/Q)
elseYZMT = ((Salsea/SalSW)·(Qsea +Q)/Qsea) (A.14)

Where YZMT is a dimensionless moderator quantifying how the default fall veloc-
ity vdef increases in estuaries depending on the fresh-water inflow (Q), the salt-water
inflow (Qsea), the salinity in the coastal area (SalSW, the surface water salinity) and
the mean salinity in the sea outside the given coastal area (Salsea). The greater the
difference in salinity between the sea and the coast, the higher the ratio Salsea/SalSW

and the higher the flocculation and sedimentation. The higher the fresh-water in-
flow relative to the salt-water inflow, the higher the effects related to the “zone
of maximum turbidity”, ZMT, and the higher the value of YZMT. (Qsea+Q)/Q or
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(Qsea+Q)/Qsea attain values between 1 and 2 and Salsea/SalSW may attain different
values depending on the prevailing conditions; if Salsea is 10 and SalSW 5 and if the
(Qsea+Q)/Q ratio is 2, then YZMT is 4 and the fall velocity is 4 times higher than the
default value (6 m/month).

The dimensionless moderator for the dynamic ratio (the potential turbulence in
the system), YDR, is given by:

If DR < 0.25 then YDR = 1 else YDR = 0.25/DR (A.15)

Systems with a DR-value of 0.25 (see Fig. 3.14 and Håkanson and Jansson 1983)
are likely to have a minimum of ET-areas (15% of the area) and the higher the DR-
value, the larger the area relative to the mean depth and the higher the potential
turbulence and the lower the settling velocity.

The resuspended fraction of TP in the surface-water compartment is calculated
by means of the distribution coefficient (DCresSW), which is defined by the ratio
between resuspension from ET-areas to surface water (SW) relative to all fluxes
(except mixing) to the surface-water compartment:

DCresSW = FETSW/(FETSW +Fprec +FinSW +FPS +FinQ +FfarmSW) (A.16)

FETSW = resuspension from ET-areas to surface-water areas (g TP/month);
Fprec = inflow of TP from direct precipitation (g TP/month);
FinSW = inflow of TP from the sea (g TP/month);
FPS = inflow of TP from point source emissions (g TP/month);
FfarmSW = inflow of TP from fish cage farm(s) in the coastal area (g TP/month).

DCresSW is calculated automatically in the model.
The dimensionless moderator expressing how much faster resuspended particles

settle compared to primary particles is given by:

Yres = ((TET/1)+1)0.5 (A.17)

Where TET is the mean retention time (the mean age) of the particles on ET-areas
in months estimated from:

If SalSW = Sal Sea then TET = 1 else TET = (1+1·((SalSea/(SalSW +1))0.5 −1))
(A.18)

If the surface-water salinity in the coastal area (SalSW) is the same as the surface-
water salinity in the sea outside the coast (SalSea), one should expect a dynamic
water exchange between the coast and the sea and the mean age of the ET-sediments
is 1 month. If, e.g, the salinity in the sea is 30 psu, and the surface-water salinity in
the coast is 6 psu, there must be a more limited water exchange between the coast
and the sea, and the age of the ET-sediments is longer (2.5 months). If the particles
have stayed on the ET-areas long, they are likely to be aggregated and will settle out
faster when resuspended. This is given by Yres =

√
(2.5 + 1) = 1.87 for a coastal

area with TET = 2.5, which means that resuspended particles settle 2.5 times faster
than the primary materials.
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The corresponding equation for the settling velocity in deep-water areas (vDW) is
given by:

vDW = (vdef/12)·YSPMDW·YsalDW·YDR·YDW·YZMT·((1−DCresDW)
+Yres·DCresDW) (A.19)

vdef = 72 m/yr;
YSPMDW = the dimensionless moderator expressing how changes in SPM in the
deep water influence vDW;
YsalDW = the dimensionless moderator expressing how changes in salinity (in
psu) in the deep water influence vDW; this value can be measured but in the
following simulations, we assume that SalDW is 3 psu higher than SalSW; this is
motivated by the salinity distributions for the Baltic Sea (Håkanson 1991);
YDR = the dimensionless moderator expressing how variations among systems in
the dynamic ratio and turbulence (DR) are likely to influence the settling velocity
for SPM;
YDW = the dimensionless moderator expressing how hydrodynamic properties,
as expressed by the deep-water retention time, TDW influence the turbulence in
the deep-water zone and vDW;
YZMT = the dimensionless moderator expressing increased sedimentation in the
zone of maximum turbidity;
DCresDW = the resuspended fraction in the deep water;
Yres = the dimensionless moderator expressing how changes in the age of the
ET-sediments influence vDW.

YSPMDW is given in the same manner as YSPMSW as:

YSPMDW = (1+0.75·(SPMDW/50−1)) (A.20)

The dimensionless moderator for salinity (Ysal or YsalSW or YsalDW) is the same
as in (A.13); the moderator for YZMT is the same as in (A.14); and the moderator
for YDR the same as in (A.15).

YDW is calculated from:

If TDW < 7days then YDW = 1 else YDW = (TDW/7)0.5 (A.21)

Where TDW is the theoretical deep-water retention time in days. If TDW is 1 week
or shorter, YTDW is 1; if TDW is 120 days (the maximum value in Baltic Sea coastal
areas, see Table 3.2), then YDW is 4.1 and the settling velocity is 4.1 higher than in
a more turbulent situation when TDW is 1 week.

The resuspended fraction of SPM in the deep-water compartment is given by:

DCresDW = FETDW/(FETDW +FinDW +FSWDW +FADW +FfarmDW) (A.22)

FETDW = resuspension from ET-areas to deep-water areas (g TP/month);
FinDW = inflow of TP to the deep-water compartment from the sea (g TP/month);
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FSWDW = sedimentation, i.e., transport from surface water to deep-water areas
(g SPM/month);
FADW = diffusive transport of TP from A-sediments (g TP/month);
FfarmSW = inflow of TP to the deep water from fish cage farm(s) in the coastal
area (g TP/month).

DCresDW is, just as DCresSW, calculated automatically in the model.

Resuspension

By definition, the materials settling on ET-areas will not stay permanently where
they were deposited but will be resuspended by wind/wave activity. If the age of the
material (TET) is set to be long, e.g., 10 years, these areas will function as accumu-
lation areas; if, on the other hand, the age is set to 1 week or less, they will act more
as erosion areas. In this modeling, it is assumed that the mean age of these deposits
are estimated by (A.18). Resuspension back into surface water, FETSW, i.e., mostly
wind/wave-driven advective fluxes, is given by:

FETSW = (MET·(1−Vd/3))/TET (A.23)

Resuspension to deep-water areas, FETDW, by:

FETDW = (MET·(Vd/3))/TET (A.24)

MET = the total amount of resuspendable matter on ET-areas (g);
Vd = the form factor; note that Vd/3 is used as a distribution coefficient to regu-
late how much of the resuspended material from ET-areas that will go the surface
water or to the deep-water compartment. If the coast is U-shaped, Vd is about
3 (i.e., Dmax ≈ Dm) and all resuspended matter from ET-areas will flow to the
deep-water areas. If, on the other hand, the coast is shallow and Vd is small, most
resuspended matter will flow to the surface-water compartment (see Fig. 5.24);
TET = the age of TP on ET-areas.

Diffusion

Diffusion of phosphorus from A-sediments back to the deep-water layer (FADW in
g TP per month) is given by:

FAW = MA·Rdiff (A.25)

Rdiff is the diffusion rate (1/month), which depends on the oxygen conditions in
the sediments. The default value is 0.0003 (1/year; Håkanson 1999). In this mod-
eling, the default value will be influenced by the estimated value of the oxygen
saturation in the deep-water zone (O2Sat), which is calculated from the empirical
model given in Table A.2.
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Rdiff = (0.0003/12)·YO2 (A.26)

Where YO2 is a dimensionless moderator expressing how changes in O2Sat are
likely to influence the diffusion of phosphorus from A-sediments. YO2 is given by:

If O2Sat > 50(%) then YO2 = (2−1·(O2Sat/50−1))
else YO2 = (2−Amp·(O2Sat/50−1)) (A.27)

Where the amplitude value (Amp) is given by:

Amp = 3000·(CTPsed/1) (A.28)

This means that if O2Sat = 100%, YO2 = 1 and the diffusive flux is small
(0.0003/12); if O2Sat = 50%, YO2f = 2; if O2Sat = 20, YO2 = 1802 if the
TP-concentration in the A-sediments is 1 mg/g dw and YO2 = 3602 if the
TP-concentration in the A-sediments is 2 mg/g dw. In such situations, diffusion is
likely the most dominating TP flux in the system. The amplitude values have been
derived from many iterative calibration steps.

Burial

If the sediments are oxic (i.e., when the bioturbation factor, BF, is likely high),
the age of the A-sediments (TA) and hence burial (Fbur) will be influenced by the
biological mixing by zoobenthos (Håkanson and Jansson 1983).

If O2Sat < 20(%) then BF = 1 else BF = (1+DAS)0.3 (A.29)

If O2Sat is lower than 20%, zoobenthos are likely to die and bioturbation halted.
DAS is the depth of the bioactive A-sediment layer. The default value for DAS is
set to 10 cm (Håkanson and Jansson 1983). This means that BF = (1 + DAS)0.3 =
2.05 and the sediments 2.05 times older than calculated from the ratio between the
depth of the active A-sediments (DAS in cm) and sedimentation (Sed in cm/yr).
Sedimentation, in turn, is calculated from the dynamical SPM-model.

Burial (Fbur) is then given by:

If TA > 48( months) then Fbur = MA·1/48 else Fbur = MA/TA (A.30)

Where MA is the total amount of TP in A-sediments (g) and TA is the age of
the active A-sediments. Settling the boundary condition to TA = 48 months means
that we assume that all mobile phosphorus in the active A-sediments that can be
lost from the sediments due to diffusion will do so in this time span (the rest of
the phosphorus will be in more stable forms). TA depends on bioturbation and is
given by:

TA = 12·BF·DAS/Sed (A.31)

Sedimentation (Sed in cm/yr) is calculated from sedimentation on accumulation
areas (SedA in g dw/m2·day) by the following dimensional adjustments:

Sed = 12·(SedA·10−4/AreaA)/(100−WA)·(1/d) (A.32)
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The default value for the water content (WA) and organic content (= loss on
ignition, IGA) of A-sediments from the bioactive layer (0–10 cm) is set to 70% ww
and 7.5% dw, respectively (Håkanson et al. 1984). The bulk density (d in g ww/cm3)
is calculated from WA and IGA by a standard formula (Håkanson and Jansson 1983;
see Table A.3).

Uptake and Retention in Biota

To calculate the TP-uptake and retention in biota, this modeling uses a similar ap-
proach as presented by Håkanson and Boulion (2002). This means that the uptake
and retention in biota is given by:

MBLTP(t) = MBLTP(t−dt)+(FTPbioup −FTPbioret)·dt (A.33)

MBLTP(t) = the mass (amount) of TP in biota (g);
FTPbioup = MSWTP·YSWT·(30/TBL)·(1−PFSW); the biouptake of TP in biota
(g/month);
FTPbioret = MBLTP·30/TBL; the retention (= outflow) of TP from biota with long
turnover times (g/month);
YSWT = (SWT/SWTMV); the dimensionless moderator regulating the temper-
ature dependent biouptake of TP. SWT = the surface water temperature (◦C);
SWTMV = the mean annual surface water temperature (◦C; e.g., 11.85◦C in the
Himmerfjärden Bay);
TBL = (100·11 + 10·300 + 1·450)/111; the average turnover time for the func-
tional groups included in biota with long turnover times (these are the organisms
which are not included in the TP in water; predatory zooplankton, T = 11 days;
prey fish, T = 300 days and predatory fish, T = 450 days); or if the calculation is
done for biota with short turnover times, the corresponding TBS−values are phy-
toplankton = 3.2 days, bacterioplankton = 2.8 days and herbivorous zooplankton
= 6 days (from Håkanson and Boulion 2002);
PFSW = YPF + (MBLTP/(MSWTP +M BLTP)); the particulate fraction of phospho-
rus in surface water (dim. less);
PFdef = if Ex < 0.01 and ET > 0.56 then PFdef = (ET + 0.4·(Ex/0.01−1)) else
PFdef = DCresSW·(YSWT)0.5; PFdef = a default PF-value;
Ex = the exposure (= 100·At/Area);
ET = the fraction of ET-areas (Awb/Area; Awb is the area above the wave base;
Area is the costal area).

Outflow, Mixing and Stratification

If the water depth that separates the surface-water and the deep-water compartments
is defined in a relevant way, this will also imply that outflow from these compart-
ments (FoutSW and FoutDW) can be calculated in a simple and mechanistic manner.
The outflow from surface water is given by:
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FoutSW = Q·CTPSW +MSW/TSW (A.34)

Q= the water discharge from the tributary in m3 per month;
CTPSW = the TP-concentration in the surface water in g/m3 or mg/l;
MSW = the mass or amount of TP in the surface-water compartment (g);
TSW = the theoretical surface-water retention time (1/month).

The outflow from the deep water is given by:

FoutDW = MDW/TDW (A.35)

MDW = the mass or amount of TP in the deep-water compartment (g);
TDW = the theoretical deep-water retention time (1/month).

The following sub-model for mixing gives the monthly mixing rate (Rmix;
1/month) as a function of the absolute difference between mean monthly surface
and deep-water temperatures.

If ABS(SWT−DWT) < 4(◦C)then Rmix = 1 else Rmix = 1/ABS(SWT−DWT)
(A.36)

That is, if the absolute difference between surface-water (SWT) and deep-water
temperatures (DWT) is smaller than 4oC, the system is not stratified and Rmix is
set to 1. It has also been tested if the mixing rate, Rmix, during homothermal con-
ditions should be larger than one for very large and shallow systems with high dy-
namic ratios (DR) and lower for small and deep coasts, but that does not seem
to improve model predictions (see Håkanson and Eklund 2007c). Complete mix-
ing, i.e., setting the mixing rate to one (rather than to a higher number) generally
seems to be sufficient. In calculating mixing, the same amount of water should
be transported from surface water to deep water and from deep water to sur-
face water. The downward flux, i.e., mixing from surface water to deep water, is
given by:

FSWDWx = MSW·Rmix = (MSW/VSW)·(VSW/TSW) = CSW·Qmix (A.37)

Where the concentration of TP in surface water (CSW) is equal to MSW/VSW

and the water flux related to mixing (Qmix) is equal to VSW/TSW, where TSW is the
theoretical surface-water retention time. This means that mixing from deep water to
surface water will cause a transport given by:

FDWSWx = MDW·Rmix·(VSW/VDW) (A.38)

Where MDW = VDW·CDW. If the theoretical wave base (Dwb) is very close to the
maximum depth (Dmax), and hence the deep-water volume is very small and the ratio
VSW/VDW very large, the flux from deep water to surface water can be so large that
it will become difficult to get stable solutions using, e.g., Euler’s or Runge–Kutta’s
calculation routines. This means that the following boundary condition is used for
mixing:
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If Rmix·(VSW/VDW) > 100 then FDWSWx = MDW·100

else FDWSWx = MDW·Rmix·(VSW/VDW) (A.39)

The coastal water is not likely stratified if the dynamic ratio (DR =
√

(Area·10−6)
/Dm) is higher than 3.8 (Håkanson and Jansson 1983). Then, the system is probably
not dimictic but polymictic. A boundary condition for this is added to the model: If
DR > 3.8 then Rmix = 1.

A.1.4 Results

This section will first give results from the calibrations of the model; the following
parts will present the validations, calculations of fluxes and sensitivity analyses.

A.1.4.1 Calibrations

There is only one substance-specific part in the dynamic model, which has been sub-
ject for calibrations, the amplitude value in the algorithm for diffusion (A.28). This
has been done for several coastal areas and Fig. A.5 gives results from one of those
(Laitsalmi, Finland, which has been randomly selected for this illustration). The
calibrations have focused on the dynamically modeled TP-concentrations in water
(surface water plus deep water) and on the TP-concentrations in A-sediments. There
are empirical data on the mean TP-concentrations in coastal water and two empirical
reference values for TP-concentrations in A-sediments, an expected low reference
value of 0.75 mg/g dw and a high reference value of 2.5 mg/g dw (Håkanson 1999).

Fig. A.5 Calibrations in the Laitsalmi area, Finland (see Table A.1) (A) for modeled values of
TP-concentrations in water and (B) for modeled TP-concentration in A-sediments (0–10 cm). The
amplitude value in the algorithm for diffusion has been changed (between 500 and 6000) and
the consequences simulated for TP-concentrations in water and sediments. The modeled output is
tested against empirical data
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The modeled values will be compared to these reference values. From Fig. A.5,
one can see that the value used for the amplitude value, which regulates diffusion
of phosphorus from A-sediments, clearly influence the predictions in this area (and
in most coastal areas). If the amplitude value is set too high, diffusion will be too
high, giving too high TP-concentrations in water and too low TP-concentrations in
A-sediments. In all following simulations, we have used a default amplitude value
of 3000.

A.1.4.2 Validations – Blind Tests

Note that in the following blind tests, there has been no tuning of the model con-
stants. Only the obligatory driving variables (from the panel of driving variables,
see Table A.4) have been changed for each coastal area. The results of the valida-
tions will be presented in the following way. First, comparisons between empirical
data, uncertainties in empirical data and model-predicted values will be given for
each area followed by more detailed information for two of the areas. The criteria to
evaluate the model results are: “excellent fit” – modeled value are within an interval
of one standard deviation of the empirical mean value (± 1SD ≈ 70% confidence
interval), “good fit” – modeled value are within an interval of two standard devi-
ations of the empirical mean value (± 2SD ≈ 95% confidence interval), “accept-
able fit” – modeled value within three standard deviations of the empirical mean,
and “poor fit” for modeled values outside three standard deviations of the empiri-
cal mean value. The predicted TP-concentrations in the A-sediments are compared
to expected empirical low and high reference values. Characteristic uncertainties in
data for empirical water variables from Baltic coastal areas are discussed in Chap. 4
and used in the following tests. The basic question is: how well does the model pre-
dict considering all the uncertainties in the empirical data used to run the model and
the assumptions behind the given algorithms?

Table A.5 shows the result with respect to the different criteria used to evaluate
the model behaviour for each studied coast. Note that the TP-concentrations in water
and in A-sediments have been modeled dynamically, whereas the other variables
have been calculated from empirical regressions.

The overall conclusion is that the dynamic model seems to work very well. For
14 of the 21 studied areas there is an excellent fit between modeled and empirical
TP-concentrations in water. For one area only there is an “acceptable fit” while for
the remaining areas is there a “good fit”. The predicted TP-concentrations in A-
sediments are within the empirical reference interval for all areas. For the variables
predicted by regression models, the results are generally “excellent” or “good”, only
for one area is there a “poor fit”.

For the coastal areas Ronneby (an estuary in southern Sweden) and Gävle
(an estuary in northern Sweden), the results are illustrated in Figs. A.6 and A.7.
Figure A.6A gives the mean empirical TP-concentrations in water (surface plus
deep water; called TP emp. MV, curve 1), the uncertainty in the empirical value
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jä
rd

+
+

I
+

+
+

+
+

+
+

+
+

+
+

+
+

+
+

T
är

nö
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Fig. A.6 Validations in the Ronneby coastal area (see Table A.1) (A) gives the empirical mean
value (curve 1) and the uncertainty in the empirical mean value (minus 2·SD, curve 2) and modeled
values for TP-concentrations in water (curve 3), in surface water (curve 4) and in deep water (curve
5), (B) gives modeled TP-concentrations in A-sediments (0–10 cm) versus expected maximum
and minimum TP-concentrations in A-sediments, (C) gives empirical data (curve 1) versus mod-
eled chlorophyll values calculated from empirical TN-concentrations (curve 2) and dynamically
modeled TP-concentrations (curve 3), (D) gives empirical and modeled minimum and maximum
values for sedimentation, (E) gives modeled Secchi depths versus empirical data and uncertainty
in empirical data (MV minus 1·SD) and (F) gives modeled values of O2Sat and empirical data and
uncertainty in empirical data (MV minus 1·SD)



A.1 The Process-Based Mass-Balance Model, CoastMab 275

Fig. A.7 Validations in the Gävle coastal area (see Table A.1) (A) gives the empirical mean value
(curve 1) and the uncertainty in the empirical mean value (minus 2·SD, curve 2) and modeled val-
ues for TP-concentrations in coastal water (curve 3), in surface water (curve 4) and in deep water
(curve 5), (B) gives modeled TP-concentrations in A-sediments (0–10 cm) versus expected max-
imum and minimum TP-concentrations in A-sediments, (C) gives empirical data (curve 1) versus
modeled chlorophyll values calculated from empirical TN-concentrations (curve 2) and dynam-
ically modeled TP-concentrations (curve 3), (D) gives modeled values of suspended particulate
matter and empirical data and uncertainty in empirical data (MV minus 1·SD). (E) gives modeled
Secchi depths versus empirical data and uncertainty in empirical data (MV plus 2·SD) and (F) gives
modeled values of O2Sat and empirical data and uncertainty in empirical data (MV minus 1·SD)

(curve 2; MV minus 2 standard deviations; called TP emp-2·SD), modeled mean
values (curve 3; TP mod; these data should be compared to curve 1), modeled
TP-concentrations in the surface water (curve 4; TP mod SW) and modeled TP-
concentrations in the deep water (curve 5; TP mod DW).
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The modeled values (curve 3) are close to the empirical mean value (curve 1) and
within the uncertainty of the empirical mean value (curve 2). The concentration of
TP in A-sediments are predicted within the expected interval (Fig. A.6B).

Chlorophyll-a is predicted better from TN than from TP (Fig. A.6C), but still
there is an excellent fit for chlorophyll-a in both cases. Secchi depth and oxy-
gen saturation in the deep-water zone are predicted within one standard deviation
of the empirical mean value (Fig. A.6E and F) and the modeled values for sed-
imentation in surface and deep-water areas are within the 95% confidence lim-
its for the empirical data (Fig. A.6D). For the studied area Gävle, the modeled
values of TP-concentrations in water (curve 3 in Fig. A.7A) are higher than, but
close to, the empirical mean value (curve 1) and well within the 95% uncertainty
bands (±2 standard deviations) of the empirical mean value (curve 2). The pre-
dicted TP-concentration in the A-sediments is within the expected range (Fig. A.7).
There is a better prediction of chlorophyll-a from TP than from TN (Fig. A.7C).
For this coastal area, there are no empirical data on sedimentation, but data on
the SPM-concentration, which is predicted very well (Fig. A.7D). Also the Sec-
chi depth and oxygen saturation in the deep-water zone are predicted close to the
empirical mean values and within the uncertainty band of the empirical mean value
(Fig. A.7E and F).

As an illustration of the predictions of TP-concentrations in water and
chlorophyll-a concentrations, the error functions for these variables are shown in
Figs. A.8 and A.9.

For TP, the mean error is 0.028, the median error 0.005 and the standard de-
viation 0.18, which is just a little higher than the coefficient of variation (CV)
related to the uncertainty in the empirical data, 0.16. This means that one cannot
expect to obtain better results since the reliability in the empirical data will set the

Fig. A.8 Results (error function and statistics) when modeled mean TP-concentrations in water
are compared to empirical values for the 21 coastal areas
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Fig. A.9 Results (error function and statistics) when (A) modeled chlorophyll-a concentrations
calculated from empirical TN-concentrations are compared to empirical values and (B) when mod-
eled chlorophyll values calculated from modeled TP-concentrations are compared to empirical
values for the 21 coastal areas

limit to the predictive success. Figure A.9A shows the error function for chloro-
phyll predicted from empirical TN-concentrations using the regression model and
Fig. A.9B gives the corresponding error function for chlorophyll, as predicted using
dynamically modeled TP-concentrations and the regression model to relate modeled
TP-concentrations to chlorophyll.
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One can note that the key part in this modeling concerns the dynamic TP-model,
but it is interesting to see that also chlorophyll can be predicted well from modeled
TP-concentrations (mean error = 0.06, standard deviation for the error = 0.55); the
uncertainty (CV) in the empirical chlorophyll values is 0.55.

A.1.4.3 Calculation and Ranking of Fluxes

It is important to identify and differentiate between small and large fluxes of nutri-
ents so that realistic expectations can be obtained for various remedial measures
intended to reduce coastal eutrophication. Figure A.10 compares fluxes in three
coastal areas, one with direct contact with the sea, Järnavik, on the Swedish south
coast, one area situated in the Finnish archipelago, Hämmärönsalmi, and one area
from northern Sweden, Gävle. The aim of this test is to see which are the dominating
fluxes in the three cases.

From Fig. A.10, one can note that:

• There are no major differences between the three coastal areas. The surface-water
fluxes of TP dominate in all.
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Fig. A.10 Simulations giving a ranking of all the TP-fluxes (transport processes) for area Järnavik,
Sweden, which has direct contact with the Sea, area Hämärösalmi, which is deep in the Finnish
archipelago, and area Gävle which has an outside archipelago
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• There is a logical difference in the ranking of the fluxes in the three cases, espe-
cially concerning land uplift, which is more important in the area Hämmärönsalmi,
which is part of a relatively shallow archipelago system. Land uplift is zero in the
coastal area Järnavik.

• The coastal area Gävle is exposed to the largest loading from anthropogenic point
sources.

These results show that the conditions in the sea or the adjacent coastal water
play an important role for the transport of TP to and from these areas, thus also
controlling the TP-concentrations in these coasts to a large extent. This is also a
logical consequence of the fact that the characteristic theoretical surface-water re-
tention times in these coastal areas are generally short (in the order of days, or in
exceptional cases, of weeks).

Figure A.11 gives a compilation of seasonal TP-concentrations on a monthly
basis for the 21 coastal areas included in this study. It is interesting to note:
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Fig. A.11 Simulations to show how TP-concentrations vary seasonally (monthly) in the studied
coastal areas
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• That area-characteristic TP-values vary from about 16 to 28 μg/l.
• That there are coastal areas without any clear seasonal TP-patterns, areas with

higher TP-concentrations in the summer and fall and areas with lower values in
the summer, depending on the characteristics of the coast.

A.1.4.4 Sensitivity Analyses

The idea here is to get a quantification of the role of a given flux for the value of
the target variable (the TP-concentration in water), while all else is constant. 100
runs have been simulated and normal frequency distributions have been applied for
the uncertainty in the fluxes. A uniform uncertainty (CV) of 0.5 is being used for
all fluxes. Figure A.12 shows results for one coastal area (Ronneby, S. Sweden, an
estuary). This figure also ranks the importance of the various uncertainties for the
predictions of TP in this area. From these presuppositions, one can note that the three
most important uncertainties concern the TP-fluxes to (FinSW) and out of the surface
water (FoutSW) and tributary inflow (Fin) to the surface water. All other uncertainties
in the TP-fluxes are of less importance and the uncertainty in land uplift (FLU) is of
no significance since land uplift is zero in this region.

Fin FADWFDWAFinDWFoutDWFDWSWx FETSWFfarm FLU
0000.0050.020.030.080.110.130.160.210.210.370.643.68.439.8CV fog y:

FprecFSWDWxFSWETFETDWFinSW

CV in %
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Sensitivity analyses using a uniform CV of 0.5 for all TP-fluxes to, within and from the coastal area Ronneby, Sweden

FburFSWDWFoutSW

Fig. A.12 Sensitivity tests where all fluxes in the model are accounted for, one by one, and all else
kept constant. A uniform uncertainty for all the fluxes has been used (a CV of 0.5 and a normal
frequency distribution around the mean value). The figure also ranks the importance of the fluxes
in relation to the prediction of the target variable, TP-concentration in water in the Ronneby coastal
area, under these presuppositions. The figure gives the box-and-whisker plots (median, 25 and 75
quartiles, 10 and 90 percentiles and outliers) as well as the CV for the y-variable (related to the in
the fluxes in July)
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A.1.5 Comments

This section has discussed a general dynamic mass-balance model for phosphorus in
coastal areas handling all important fluxes of phosphorus to, from and within coastal
areas, as defined according to the topographical bottleneck method. This type of
modeling makes it possible to perform different simulations by adding, changing
or omitting fluxes, evaluate ecosystem responses, and thereby predict effects of
different approaches to reduce nutrient input to the studied area. This allows for a
good estimation of what can be expected in terms of improved environmental condi-
tions as a result of different remedial strategies. Many of the structures in the model
are general and have also been used with similar success for other types of aquatic
systems (lakes and rivers) and for other substances (mainly SPM and radionuclides;
Håkanson 2000, 2006).

The results have shown that it was possible to predict the TP-concentration in
different coastal areas very well. The associated bioindicators (chlorophyll-a, Secchi
depth and oxygen saturation in the deep-water zone) are also predicted well in most
cases. A general conclusion is that the TP-concentration in the outside sea controls
the conditions in a given coastal area to a large extent even if the coast is rather
enclosed.

It should be stressed that although the critical model tests include data from 21
coastal areas, all of these are from the Baltic Sea. This means that for the future, it
would be very interesting to also test the model for coastal areas from other parts of
the world. The model is based on general mechanistic principles at the ecosystem
scale, but further tests may reveal shortcomings so that the boundary conditions of
the model may have to be improved.

When using the model, no tuning should be performed. The model should be
adjusted to a new area only by changing the obligatory driving variables. Since the
utilized driving variables emanate from standard monitoring programs, or can be
calculated from bathymetric maps, the model could have great practical utility in
coastal management. The driving variables include coastal area, section area (be-
tween the defined coastal area and the adjacent sea), mean and maximum depths,
latitude (to predict water temperatures, stratification and mixing), salinity and TP-
concentration in the sea. Many of the model structures are general and could be used
for areas other than those included in this study, e.g., for open coasts, estuaries or
tidal coasts and also for other substances than phosphorus.

The model has also been scrutinized with sensitivity tests, which show that the
most important factor regulating model predictions is generally the TP-concentration
in the sea outside the coast.

This modeling is not meant to describe conditions or handle changes at individ-
ual monitoring sites, but to evaluate the general monthly or seasonal conditions at
the ecosystem-scale (for defined entire coastal areas). Working at this scale allows
important simplifications to be made, as compared to modeling on finer spatial and
temporal scales. Finally, it may be said that simplifications are always needed in
modeling, and the main challenge is to find the simplest and mechanistically best
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model structure yielding the highest possible predictive power in blind tests using
the smallest number of driving variables.

A.2 Nutrient Input from Land Uplift

The amount of suspended particulate matter (SPM) always depends on two main
causes: Allochthonous inflow and autochthonous production. In the northern part of
the Baltic Sea, however, there is also another source, land uplift (see Fig. 1.1 and
Voipio 1981). Thousand-year-old sediments influence the Baltic ecosystem today.

Fig. A.13 The land uplift sub-model
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When the old bottom areas rise after being depressed by the glacial ice, they will
eventually reach the depth above which the waves can exert a direct influence on and
resuspend the sediments (the theoretical wave base). The land uplift in the Baltic Sea
(measured in relation to the sea surface) varies from about 9 mm/yr in the northern
part of the Bothnian Bay to about 0 for the southern part of the Baltic Sea (Fig. 1.1).

The transport of SPM, TN or TP from land uplift (FLU) may be estimated using
the method illustrated in Fig. A.13 based on the hypsographic curve and the depth of
the theoretical wave base depth (Dwb). Instead of moving the wave base downward
when the effective fetch increases, Dwb is moved upward due to land uplift (see
Fig. A.14). When there is land uplift, the new supply of matter eroded from the
glacial clays exposed to winds and waves does not emanate just from the newly
raised areas but also from increased erosion of previously raised areas.

Order-of-magnitude calculations on the role of land uplift for the overall budgets
for nitrogen and phosphorus given in Table 4.1 for the Baltic Proper. About 80% of
the materials settling beneath the theoretical wave base of 44 m in this part of the
Baltic Sea emanate from land uplift (from Jonsson et al. 1990). The contribution of
TN and TP from land uplift has been estimated from empirical values of the TP-
and TN-concentrations in the sediments which will come above the wave base due
to land uplift (about 1 and 3 mg/g ww for P and N, respectively), and an estimated
average sedimentation of 0.15 cm/yr beneath the wave base. Much of that informa-
tion comes from Jonsson (1992) but also from unpublished reports from Uppsala

E-areas

T-areas

A-areas

D wb  = 43.5

Cumulative area

htped
evitalu

mu
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New area above 
the wave base, 
4 km2

Area above the 
wave base with 
increased erosion 
of fine sediments, 
120 000 km2

A.

consolidated
sediments

loose sediments

Fig. A.14 Illustration of how land uplift influences the area exposed above the theoretical wave
base
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University. The area above the theoretical wave base is 120,000 km2 in the Baltic
Proper (including the Gulf of Finland and the Gulf of Riga).

Finally, it may be mentioned that the materials (nutrients, clay particles, organic
matter, iron, manganese, etc.) added to the Baltic Sea ecosystem from the ongoing
land uplift may influence the system in many ways not accounted for in these sim-
ulations for the individual coastal areas. One should expect that the sub-basins with
the highest land uplift (the Bothnian Sea and the Bothnian Bay) would be influenced
the most. One such also expect that there may be several compensatory effects re-
lated to the eutrophication so that a higher loading of nutrients from land uplift may
be counteracted by increased concentrations of SPM (clay particles), which would
cause increased flocculation, aggregation and sedimentation (and higher settling ve-
locities). It has been beyond the scope of this book, which has a focus on general
tools and criteria for coastal management, to discuss the specifics related to land
uplift in the Baltic Sea more thoroughly.
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Effect-load-sensitivity, 11, 13
Elbe, 69
ELS, 11, 14
ELS-analysis, 11, 14
ELS-diagram, 15, 17
Empirical model, 17, 252
Empirical regressions, 271
Enclosed, 25
Energy filter, 258
EOCl, 47, 49
Epiphytes, 150
Erosion, 36, 37, 153
Error function, 250, 276
Errors in models, 226
Estuary, 114, 125–126, 143, 260
ET, 36
ETA-diagram, 37, 153
ET-areas, 258
ET-sediments, 36, 265
Euler, 269
European coastal zone, 51
European Environment Agency, 225
Eutrophication, 11, 161
Eutrophy, 129
Evaporation, 6
Ex, 23, 24, 156, 258
Exposed coasts, 149
Exposure, 9, 23, 24, 155, 260

Extractable organically bound chlorine, 47
Extremely productive, 155, 161
Extremely sensitive, 40

Fall velocity, 130, 263
Falsify, 225
Feedbacks, 121
Fetch, 130
Filter factor, 24, 98, 258
Filtration, 102
Fine sediments, 36, 153
Finland, 246
Finnish Archipelago Sea, 119, 278
Fish

cage farming, 249, 264
farm, 251, 266
production, 111

Fishery, 8
Fjords, 53
Flip theory, 137
Flocculation, 50, 130, 263
Flocs, 261
Flow velocities, 160, 194
Fluxes, 13
Foodweb

characteristics, 121
model, 14, 119, 200

Form, 33
Form-creating processes, 20
Form factor (Vd), 26, 35, 126, 171, 252
Frequency distribution, 91
Frequency of resuspensions, 130
Freshwater, 21

discharge, 43
Friction material, 36
Fucus vesiculosus, 131
Fulvic, 125
Functional classification, 224
Functional group, 11
Furanes, 48

Gävle, 271, 275, 278
Gävle Bay, 39
Generality, 226
Geographical information system, 22
Geographical zonation, 19
GIS, 22
Glacial ice, 283
Glaciation, 61
Global warming, 197
Gluing effect, 262
Good ecological status, 22, 184
Gotland depth, 68
Gravel, 37
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Gravitational sedimentation, 102, 253
Greenhouse gas emissions, 228
Growing season, 126
Growth-limiting, 67
Growth rate, 143
Guidelines, 4
Gulf of Finland, 61, 199
Gulf of Gera, 79
Gulf of Riga, 32, 61, 184

H2S, 133
Halocline, 19, 53, 203
Hämmerönsalmi, 278
Harmful algae, 8, 118–119
Harmful algal blooms, 111, 140
Haverö coastal area, 120
HELCOM, 60
Herbivorous zooplankton, 64, 119, 185, 268
Heterocytes, 164
Highest r2-value, 84
Himmerfjärden Bay, 118
Holistic, 22, 51
Homothermal, 269
Hot spots, 69
Humic, 125
Humus, 50
Hydrodynamical, 42
Hydrodynamical flow pattern, 47
Hydrogen sulfide, 132, 133
Hypertrophy, 22, 129
Hypothesis testing, 152
Hypsographic curve, 33, 154, 156, 166, 186,

202, 283

IBV, 153
ICES, 56, 224
Independent validations, 84
Index of Biological Value, 153
Infauna, 149
Inflow, 253, 255
Internal loading, 13, 33, 125–126, 258
Internal processes, 93, 260
Irish Sea, 53
Iron, 37

Järnavik, 278

Kattegat, 6, 52, 60, 110, 145
Kd, 103
Kurtosis, 107

Ladders, 92
Lagoons, 23
Laitsalmi, 270

Lake Mälaren, 163
Lakes, 245
Laminated sediments, 132, 227
Land uplift, 6, 61, 171, 251, 280
Large-scale experiment, 164
Light extinction, 126
Limiting nutrient, 61, 111
Linear correlation coefficient, 92, 93
Linear regression, 89
Littoral slope, 150
Load model, 13
Local emissions, 183
Local scale, 46
Local winds, 43
Lognormal, 103
Loss on ignition, 268

Macrophytes, 3, 148
cover, 8, 152
production, 146

Manganese, 37
Mariehamn, 249
Marine, 21
Mass-balance modeling, 10, 112, 159
Mass-balance for salt, 61
Maximum depth, 32
Mean depth, 23, 34, 93
Mean/median, 89
Mean value error, 79, 81
Mechanistic explanation, 226
Mesotrophy, 129, 137
Metals, 245
Meteorological data, 245
Microcosm, 65
Middle-water layer, 53, 203
Mineralization, 127, 160, 253
Minerogenic, 125
Mixing, 56, 132, 160, 254, 267

processes, 43
Mobile epifauna, 149
Model constant, 98, 160, 221, 226
Model domain, 25, 225, 226
Modeling

scales, 246
structures, 246

Moderately productive, 156
Moderately sensitive, 40, 41
Moderator, 262
Monitoring programs, 226
Monte Carlo simulations, 98
Monthly TP-fluxes, 193
Mooring system, 249
Morphometric classification, 224
Morphometry, 19, 22
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Mucus-binding bacteria, 113
Multiple regression, 91, 96
MV/M50-ratio, 89

Natural loading, 61
Nitrate, 64, 102
Nitrite, 102
Nitrogen

fixation, 61, 65, 112
fixing, 112, 140
removal, 164

Nomogram, 27, 87
Non-fixing species, 141
Non-linear regression, 89
Non-transformed, 92
Normal distribution, 108
Normality, 91
Normal values, 7
Norm-value, 263
North Pacific Ocean, 143
North Sea, 53, 69
Norwegian coast, 53
Nuisance blooms, 140
Number of data points, 84
Number of samples, 84
Number of species, 50
Nutrient concentrations, 9
Nutrient fractions, 59
Nutrient loading, 178, 227
Nutrient runoff, 62
Nutrients, 11, 59, 245
Nutrient sources 59

O2Sat, 13, 131, 133, 135, 174, 251, 257
Obligatory driving variables, 186, 271, 281
Oder, 69, 135
Oligotrophy, 22, 129
OMS, 71, 100, 101
Open coasts, 168
Open system, 25
Operational bioindicators, 5, 8
Operational range, 16
Optimal growth, 143
Optimal Model Size, 71, 100
Optimal size, 74
Orbital velocity, 153
Ordinary differential equations, 253
Organic(s), 24

content, 37, 194, 211
fraction, 253
matter, 113
micropollutants, 102
nutrients, 115
toxins, 227

Orthophosphate, 115
OrtP, 114
Oslo Fjord, 68
Outflow, 268
Overfishing, 131
Oxic, 267

sediments, 132
Oxygen

concentration, 113, 133, 135
consumption, 133
deficiency, 132
model, 174
saturation, 8, 13, 30, 119, 121, 131, 250, 251

Pacific Ocean, 145
Panel of driving variables, 219, 259
Paper and pulp mills, 47
Partial differential equations, 245
Particle affinity, 102
Particulate forms, 50, 221
Particulate fraction, 66, 102, 113, 207,

253, 262
Particulate phase, 102
Particulate phosphorus, 252
Partition, 102, 254
Partition coefficient, 102
Partitioning, 102, 254
PCBs, 227
Peakedness, 107
Pelagic, 102
Pelagic pathways, 102
Pell-Harvey estuary, 144
Perennial algae, 131
Permissible ranges, 7
PF, 64, 102, 113, 174, 253, 262
pH, 228
Phosphate, 64, 67, 102, 157
Phosphorus, 38, 59
Photic zone, 125–126
Photolithoautotrophic bacteria,

see Cyanobacteria
Phytoplankton, 3, 69
Phytoplankton biomass, 64, 135
Phytoplankton production, 148
Points of no return, 72
Point-source emissions, 11, 161
Point sources, 13, 62, 253
Polymictic, 270
Poor predictors, 65
Population, 84
Pore size, 102
Positively skewed, 108
Potential turbulence, 264
Prairie’s “staircase”, 74
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Precipitation, 6
Predatory fish, 121, 268
Predatory zooplankton, 268
Predictive model, 73, 85
Predictive power, 11, 59, 71, 227
Pressure, 1
Prey fish, 120–121
Primary producers, 3
Primary production, 3, 68
Probability level, 75
Process-based, 162, 246
Processes, 162
Production capacity, 148
Productivity, 8
psu, 128
Purification plants, 224

Q, 263, 269
QSW, 28

r2-value, 6, 73, 87, 91
Radionuclides, 103, 245
Random parameter tests, 103
Random variable test, 87, 88
Range, 45, 84
Range of application, 127
Ranking, 152, 193
Ranking of fluxes, 278
Rate, 98, 261
Rate constants, 98
r2
e , 82

Reconstruction, 161
Recreation, 8
Recycling processes, 127
Redfield ratio, 59, 64, 102, 191
Redoxcline, 133
Redox conditions, 113
Redox potential, 78
Reference

conditions, 7, 184
levels, 4
values, 11, 161

Regeneration, 68, 69, 118, 160
Regime shifts, 3, 72, 73
Regional classification systems, 20
Regression analysis, 87, 91
Regressions, 13, 59, 83, 87
Regression slope, 85, 95
Remedial action, 11, 59, 111, 161, 222
Representativity, 59
Resuspended fraction, 263
Resuspended matter, 266
Resuspension, 13, 19, 24, 125, 130, 160,

258, 264

Resuspension cycles, 50
Resuspension events, 113
Retention in biota, 220, 268
Ringkobing Fjord, 5, 57, 68, 73, 76, 91,

113, 145
River inflow, 260
Rivers, 260
Roe, 132
Ronneby, 274
Rooted plants, 148
r2
r , 84

r-rank matrix, 93
Runge-Kutta, 269

Salinity, 6, 19, 50, 127
Salinity regime, 9
Salt-water inflow, 263
Sampling

formula, 59, 75
period, 78
sites, 203

Sand, 37
Scale, 9
Seasonal variation, 53, 253
Secchi depth, 4, 8, 92, 125, 200, 250
Secondary production, 3
Section area, 23, 126, 168
At (section area), 25, 126, 165
Sediment

accumulation, 121
focusing, 129
traps, 251
types, 36

Sedimentation, 24, 64, 125, 160, 250, 261
Sedimentological conditions, 258
Sensitivity, 7, 40
Sensitivity analysis, 13, 30, 98
Sensitivity index, 40
Sensitivity tests, 219
Settling velocity, 170, 260
Sewage treatment plant, 163
Shallow, 36
Short-term, 245
SI, 40
Size parameters, 32
Skagerack, 6, 89, 110
Skewness, 103, 107
Slightly convex, 34
Slope, 86, 99
Slope processes, 125, 160
SMHI, 32
Sorption, 102
Spatial variability, 72
Species composition, 5
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Spectrophotometric, 249
SPM, 9, 50, 51, 102, 125
SPM-model, 253
Spurious correlations, 59, 102
Stability, 7
Stability tests, 96
Stable states, 150
Stagnant, 132
Standard deviation, 85
Statistical analyses, 127
Statistical explanation, 88, 226
Statistical model, 91
Steady-state, 217
Stepwise multiple regression, 93
Stratification, 19, 54, 130, 251
Stratified, 132, 171
Student’s t, 75
Substance-specific, 207, 253, 270
Sulphurous bacteria, 132
Surface area classification, 33
Surface-water, 27

areas, 55
flow, 28
layer, 186, 203
volume, 28

Suspended particulate matter, 7, 94, 102, 125
Swedish lakes, 5

Target situation, 22
TDW, 25
Temperature, 19, 54

range, 56
resolution, 253
sub-model, 251

Theoretical water retention time, 22
Theoretical wave base, 153, 185, 283
Thermal effects, 43
Thermocline, 19, 43, 249
Thresholds, 3, 72
Threshold value, 84
Tidal coasts, 27, 261
Tidal ranges, 46
Tides, 45, 58
Time-dependent, 17
Time dimension, 68
Time scales, 71
TN-concentration, 30, 136
TN/TP, 67, 141
Topographical bottleneck method, 246
Topographical openness, 9, 25
Total nitrogen, 4
Total phosphorus, 4
Toxic algae, 227
TP-concentration, 30

TP-fluxes, 178
TP-model, 251
Trace metals, 12
Transformations, 89
Transition zone, 19
Transport, 153
Transportation, 36, 38
Trend analysis, 136
Tributary inflow, 253
Tributary input, 13
Tributary water discharge, 170
TRIX, 21
Trophic level, 21
Trophic level classification, 21
Trophic regime, 9
TSW, 25
Tuning, 160, 168, 221, 271, 281
Turbidity, 125
Turbid state, 198
Turbulence, 205
Turnover time, 64, 69, 221
Twin peak, 67, 175

U-form, 33
Uncertainty, 63, 70

bands, 174
interval, 63
tests, 98, 227

Uniform CV–values, 98
U-shaped, 266

Validation, 226, 227, 270
Validation results, 250
Variability, 59, 68, 70
Vd, 25, 33, 126, 154, 262
Vegetation-dominated coasts, 149
Verticals, 53
Very closed system, 25
Very deep, 38
Very sensitive, 41
Vicious circle theory, 65
Vistula, 69, 135
Vollenweider, 13
Volume, 23

curve, 166
Volume development, 34, 95, 126, 154
VSW, 28

Water
clarity, 8, 9, 50, 125, 206, 251
content, 37, 206, 268
discharge, 269
dynamics, 20
exchange, 9, 19, 42
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fluxes, 6
level fluctuation, 43
purification plants, 62
quality criteria, 4
quality indices, 7
retention rate, 42
retention time, 22
samples, 246
temperature, 54
transparency, 4
velocity, 28, 168

Wave action, 125
Water Framework Directive, 4, 58, 184
Wave base, 20, 153, 259
Wave-base, 35

Wave height, 37
Wave length, 37
Weser, 69
Wet weight, 38
Whole-lake experiments, 65
Wind action, 125
Wind directions, 37
Wind speed, 130
Wind/wave influences, 92, 258
Within-system variation, 75, 77, 84, 85, 96
ww, 38

Zone of maximum turbidity, 267
Zoobenthos, 3, 7, 113, 119–121, 276
Zooplankton, 3, 119
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